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ABSTRACT

The response of underground structures and transportation facilities under various external loadings and environments is critical for human safety as well as environmental protection. Since quasi-brittle materials such as concrete and rock are commonly used for underground construction, the constitutive modeling of these engineering materials, including post-limit behaviors, is one of the most important aspects in safety assessment.

From experimental, theoretical, and computational points of view, this report considers the constitutive modeling of quasi-brittle materials in general and concentrates on concrete in particular. Based on the internal variable theory of thermodynamics, the general formulations of plasticity and damage models are given to simulate two distinct modes of microstructural changes, inelastic flow and degradation of material strength and stiffness, that identify the phenomenological nonlinear behaviors of quasi-brittle materials. The computational aspects of plasticity and damage models are explored with respect to their effects on structural analyses. Specific constitutive models are then developed in a systematic manner according to the degree of completeness. A comprehensive literature survey is made to provide the up-to-date information on prediction of structural failures, which can serve as a reference for future research.

* Work performed under Contract No. 88101-02 for Performance Assessment Division (6342), Sandia National Laboratories
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1. INTRODUCTION

The response of underground structures and transportation facilities to various external loadings is critical for environmental protection. Since quasi-brittle materials such as concrete, rock, and soil are commonly adopted for underground construction, the constitutive modeling and failure analysis of these engineering materials are currently under active research in both the academic and industrial worlds.

Nonlinear stress-strain responses of engineering materials arise mainly from two distinct modes of microstructural changes: one is inelastic flow and the other is the damaging or degradation of material properties. The damage process dominates in the cases of quasi-brittle materials under mechanical, thermal, and chemical effects, such as creep, stress corrosion, and leakage of seals. Inelastic flow, which is reflected through permanent deformation, is the consequence of a dislocation process along preferred slip planes, as in metals, or particle motion and rearrangement, as in quasi-brittle materials. Because the number of bonds between material particles is hardly altered during the inelastic process, the material stiffness remains insensitive to this mode of microstructural motion, and the change of strength is characterized by the inelastic strain hardening phenomenon. On the other hand, the nucleation, crushing, and coalescence of microcracks and microvoids result in debonding between particles, which is reflected through the damaging of material stiffness and strength. In general, both modes are present and interacting, and the structure is said to fail when macrocracks occur and propagate through it. Within the framework of continuum theories, elastoplasticity and damage mechanics are the tools to simulate the inelastic flow and the damaging process, respectively.

This report considers constitutive modeling of quasi-brittle materials in general and concentrates on concrete in particular. Nonlinear behavior in the pre-peak regime of quasi-brittle materials has been discussed extensively in the technical literature [Chen, 1982; Desai and Siriwardane, 1984; Neville and Brooks, 1987; Yazdani and Schreyer, 1988]. The failure mechanism of quasi-brittle materials is still not clear, although experimental data beyond the peak strength have been documented for some quasi-brittle materials [Van Mier, 1984; Shah and Gopalaratnam, 1985; Norman, 1990] and some promising results have been obtained toward modeling damage softening with localization [Bazant and Pijaudier-Cabot, 1988; Krajcinovic, 1989; Chen and Schreyer, 1990]. The main nonlinear features characterizing quasi-brittle materials can be summarized as follows:

1. The enhancement of material strength and apparent ductility under increasing confining pressure,
2. The difference between compressive and tensile strengths,
3. Hysteretic unloading loops,
4. The inelastic volume change as reflected through shear enhanced compaction and dilatation, and
5. The anisotropic degradation of the material strength and stiffness accompanied by the localization of intense deformation.

In this report, both inelastic hardening and damage softening of concrete will be considered based on the previous work. Considerable detail will be given to the pre-peak response, which has direct application in current engineering design codes. The following is an outline of the report.

Chapter 2 explains the notation and nomenclature that are used to express the models and solution algorithms. Based on experimental observations summarized in Chapter 3, the first section of Chapter 4 provides a general formulation of elastoplasticity as a phenomenological means to reflect the micromechanical change caused by inelastic flow. The theory of elastoplasticity is well established for metals for which the hypotheses are simple and supported by experimental evidence. Unfortunately, appropriate hypotheses for quasi-brittle materials are different than those for metals and are not agreed upon by everyone. Examples involve the need for nonassociated flow rules, dilatation, shear enhanced compaction and pressure dependence. Hence, the name "inelastic flow" is used here for quasi-brittle materials instead of "plastic flow" as used originally for metals. Numerical algorithms are discussed in the second section for solving the elastoplastic constitutive equations. The parts that are unique to a particular model are identified, and then only these parts need to be changed if the model is altered. Although the development of constitutive models has been actively researched for the past ten years, the associated computational aspects have barely been touched. Here, various plasticity models will be made available to users of advanced computational codes.

After the general formulation and computational aspects of elastoplasticity are discussed, specific models are developed where the degree of complexity is used as a guide for ordering the subject material. Starting with the elastic-perfectly plastic models in Chapter 5, it is shown in Chapter 6 how additional features can provide improvements for simulating the hardening behavior of concrete. The characteristic features for each model are described and compared with features that are representative for the class of materials under consideration. In this context, the advantages and disadvantages of each model are explored. Also, the material parameters associated with each model are identified and a method for determining each parameter is given.

The experimental, theoretical, and computational aspects associated with damage mechanics are discussed in Chapter 7. Simple damage models are then proposed in Chapter 8 to show the potential of damage mechanics in failure assessments of underground structures.
Finally, conclusions are made. This report should be beneficial with regard to the following:

1. The report provides an outline of the formulation and computational aspects of plasticity and damage mechanics for an engineer who is new to this field,

2. The report will be of assistance in selecting a suitable constitutive model and a corresponding algorithm for geotechnical design projects, and

3. The report gives the basis for modifying and incorporating additional features into an existing constitutive model.
Three notations are commonly used in continuum mechanics: direct, indicial, and matrix. The direct notation has the advantage of forcing one to think conceptually rather than becoming overly involved with the details of the equations. However, to solve specific problems, coordinate systems and base vectors must be defined and then the concept of components of vectors and tensors arise. Indicial notation is an abbreviated form for representing vectors and tensors in terms of components and base vectors. If base vectors are excluded, the resulting equations involve components only, and these equations can be expressed in either indicial or matrix form. The latter is most often used in numerical algorithms.

It is assumed that the reader has an appropriate background in tensor calculus, matrix algebra, and continuum mechanics [Malvern, 1969; Golub and van Loan, 1983]. Hence, only special notations and nomenclature will be specified here. The governing equations will be expressed in terms of direct notation with boldface letters denoting tensors of first or higher orders. Indicial notation will be used if there is a possibility of confusion concerning the use of components. The summation convention is adopted for repeated Latin subscripts. Symbols are defined when they first appear in the text.

Because stress and strain tensors are often decomposed into a spherical and a deviatoric part for modeling purpose, it is convenient to introduce the spherical, $P^s$, and deviatoric, $P^d$, orthogonal projections. Then the fourth-order identity tensor is decomposed as follows:

$$ I = P^s + P^d $$

(2.1)

with the definitions

$$ I = \frac{1}{2} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) e_i \otimes e_j \otimes e_k \otimes e_l $$

(2.2-1)

and

$$ P^s = \frac{1}{3} i \otimes i $$

(2.2-2)

where $i$ is the second order identity tensor (i.e., the Kronecker delta in indicial notation). From the definitions in Eqs. (2.1) and (2.2), it follows that

$$ P^s \cdot P^s = P^s $$

(2.3-1)
\begin{align}
P^d : P^d &= P^d \\
P^d : P^s &= P^s : P^d = 0 \\
P^s : T &= T^s \\
P^d : T &= T^d \\
P^s : T^s &= T^s \\
P^s : T^d &= 0 \\
P^d : T^d &= T^d \\
P^d : T^s &= 0
\end{align}

in which \( T^s \) and \( T^d \) are the spherical and deviatoric parts of the second-order tensor \( T \), respectively.

The above properties of the orthogonal projections provide a convenient way to formulate the stress-strain relations. The isotropic elasticity tensor, for example, can be written as

\[ E = \lambda i \otimes i + 2\mu I = (3\lambda + 2\mu)P^s + 2\mu P^d \]  \hspace{1cm} (2.4)

where \( \lambda \) and \( \mu \) are Lame's constants. As can be seen from Eq. (2.4), the spherical and deviatoric parts of material deformation can be treated separately for isotropic elasticity.
3. EXPERIMENTAL OBSERVATIONS

Depending on the level of stress, concrete may respond in a linear or nonlinear manner. At low stress levels, it may be safely assumed that concrete is adequately represented by a linear elastic constitutive model. At stress levels approaching 30% of the uniaxial compressive strength, the occurrence of microcracking results in nonlinear inelastic response and a suitable nonlinear constitutive model should be invoked.

In this chapter, representative examples of data from conventional laboratory tests on plain concrete will be presented. Since rock behaves in a similar manner, this will give the reader an idea of the mechanical response features typically exhibited by many quasi-brittle materials. Because of the scatter of experimental data associated with machine precision, testing techniques, and statistical variation of material properties, the primary goal of constitutive modeling should be set in the prediction of essential features observed from experiments.

The experimental data most often available are from uniaxial stress, biaxial stress, and triaxial stress tests. A common problem encountered by the analyst, however, is the lack of complete data even for the simplest of tests, the uniaxial compression test. Unless requested, the lateral strains are often not recorded and thus the volume change characteristics are unknown. When laboratory work is performed with the intent to develop constitutive models, all components of stress and strain need to be recorded. In any case, a fundamental question that must be answered is to what level of loading must the material be adequately modeled.

3.1 Uniaxial Stress Behavior

Some typical uniaxial compressive stress-strain data are shown in Figure 3-1. The peak (ultimate or failure) strength is denoted \( f_c \). Depending on the particular concrete-mix design various strengths may be obtained [White, 1977]. While different strengths are obtainable, the compressive axial strain at which the peak stress is reached is fairly constant at \( \varepsilon_1 = -0.002 \). The tensile (lateral or radial) strains \( (\varepsilon_2, \varepsilon_3) \) corresponding to the peak stress are approximately 0.001.

For stresses up to 30% of the peak strength, concrete exhibits nearly linear-elastic behavior. Above this level, the stress-strain curve shows decreasing curvature up to \( f_c \). The descending branch following the peak is referred to as the post-peak or apparent softening regime. The softening of concrete is accompanied by a localized region with large
Figure 3-1. Typical stress-strain data of concrete under uniaxial compression, with \( f_c \) being peak strength [Kupfer et al., 1969].

deformations and is the subject of intense research at this time. It will be covered in some detail in Chapter 7.

The different regions associated with the uniaxial stress-strain curve are basically caused by the effects of microcracks, and the features of these regions can be specified as follows based on micromechanical experiments via X-Ray Radiography, Laser Holographic Interferometry, and Acoustic Emission. With loading up to about 30% of the peak strength, the cracks existing prior to loading do not appear to grow, and hence, elastic response is recorded. Between 30-50% of the peak strength, stable crack growth is observed. For stresses between 50-75% of the peak strength, new cracks begin to form in the mortar. At about 75% of the peak strength, the volumetric strain begins to increase, namely, the sample begins to expand. This expansion is termed dilatancy and is also a feature common to quasi-brittle materials. The progressive failure of the specimen near its peak strength results from microcracking of the mortar and the mortar-aggregate interface. The existence of both kinds of cracks yields zones of damage. With continued straining, the descending branch of the stress-strain curve is obtained and macrocracks appear on the sample surface.

Some of the information that can be obtained from uniaxial compressive testing are Young's Modulus, \( E \), Poisson's ratio, \( v \), and the peak strength, \( f_c \).
Young's Modulus may also be estimated by using the ACI (American Concrete Institute) empirical formula:

\[ E = 33w^{1.5}f_c \]  

(3.1)

where \( E \) is in psi, \( w \) is the unit weight in \( lb/ft^3 \), and \( f_c \) is the uniaxial compressive strength in psi.

Poisson's ratio is defined from elastic strains as follows:

\[ \nu = -\frac{\varepsilon_r}{\varepsilon_v} \]  

(3.2)

where \( \varepsilon_r \) and \( \varepsilon_v \) denote the radial (lateral) and axial (longitudinal) strains, respectively, with tensile strain positive and compressive strain negative. Typical values of Poisson's ratio for concrete range from 0.15 to 0.22, with 0.19 normally being used.

While not common, uniaxial tensile tests are sometimes performed. The ratio of uniaxial tensile to uniaxial compressive strengths varies considerably but usually a value of 0.1 is used in concrete design.

The obvious point to be made here is that concrete is much stronger in compression than in tension and a constitutive model should be capable of simulating this phenomenon.

3.2 Biaxial Stress Behavior

Biaxial loading implies the application of either a traction or displacement boundary condition on two faces of a cubical specimen. The third direction is traction free. If stresses are applied in the \( x_1-x_2 \) plane, the failure surface can be plotted in the plane of the principal stresses of \( \sigma_1 \) and \( \sigma_2 \).

It has been found that the maximum strength occurs when the biaxial compressive stress ratio is approximately 0.5. This increase is about 25% with respect to uniaxial compression. For equal biaxial compressive stresses, the increase is about 15%. Under biaxial compression-tension, the ultimate compressive strength decreases almost linearly as the tensile stress is increased. There is little difference between the biaxial tensile strength and the uniaxial tensile strength.

In general, the ductility of concrete subjected to biaxial stress states depends on whether these stresses are compressive or tensile. In the case of biaxial compression, the average compressive strain at which the peak stress is reached is about \(-0.003\) as compared
to \(-0.002\) in uniaxial compression. The average tensile strain at failure varies from 0.002 to 0.004 when both stresses are compressive.

In biaxial compression-tension, the magnitude at failure of the compressive and tensile strains decreases with increasing tensile stress. Thus, concrete becomes less ductile when the tensile stress is increased. This is as expected since we know from experience that concrete behaves in a brittle fashion in tension.

In general, concrete fails because of tensile splitting with the fracture surfaces orthogonal to the maximum principal tensile strain. It has been observed that the maximum strength envelope is not greatly dependent on the loading path for normal weight concretes. The weight of concrete is determined by the content of mixtures [White, 1977]. Figure 3-2 shows a typical biaxial failure envelope and Figure 3-3 illustrates typical stress-strain relationships under biaxial compression, with \(\beta_p\) being uniaxial compressive stress at peak.

The volume-change characteristics show a behavior similar to those of uniaxial curves. Under increasing compression, the concrete first compacts and eventually dilates because of microcracking, as shown in Figure 3-4(a) for triaxial stress behavior. The experimental data available do not clearly indicate when dilation first occurs. Some data indicate that it occurs just after the peak compressive stress while other data show that it occurs well before the peak is reached. Possible explanations for these differences appear to be the method of load application and the measurement techniques [Chen, 1982].

### 3.3 Hydrostatic Stress Behavior

If a hydrostatic compressive loading \((\sigma_1 = \sigma_2 = \sigma_3)\) is performed, no failure is possible. However, the stress-strain behavior is nonlinear as indicated in Figure 3-5.

### 3.4 Triaxial Stress Behavior

The typical triaxial test is performed on a cylindrical sample so that the loading is the same in two directions. Initially, hydrostatic compression is applied to the sample, and the resulting stress state is called confining stress. Next, increasing (triaxial compression) or decreasing (triaxial extension) one of the loading components is accomplished until failure is reached. In general, the larger the compressive confining stress the larger will be the compressive failure strength. A typical example of stress-strain data under triaxial compression for different confining stresses is shown in Figure 3-4(b). The increases in both ductility and strength with an increase in confining pressure are features common to
all quasi-brittle materials. Because of these pressure-dependent phenomena, quasi-brittle materials are also called frictional materials in order to distinguish from nonfrictional materials such as metals. Plots of normal pressure \(P = \sigma_{ii}/3\) versus volumetric strain \(e^v = e_{ii}\) for different confining stresses are given in Figure 3-4(a). An interesting result is that with the triaxial tests where shear is present, more volumetric strain is observed than for the hydrostatic case. This phenomenon is called shear enhanced compaction.

### 3.5 Uniaxial Strain Behavior

Another test performed commonly on soils that sometimes is used with concrete is the uniaxial strain test. Here, no deformation is allowed in two directions while in the other direction the strain component is decreased. Because of the confinement, no failure strength is observed. Although no example is given here, almost invariably greater compaction for the same confining stress is shown by the uniaxial strain specimen as compared to the hydrostatic response, which is simply another manifestation of shear enhanced compaction.
Figure 3-3. Stress-strain data of concrete under biaxial compression, with $\beta_p$ being uniaxial compressive stress at peak [Kupfer et al., 1969].

### 3.6 Summary

It appears that for large values of compressive hydrostatic pressure the failure surface in the deviatoric plane is circular, while at lower values, the failure surface is somewhat triangular in shape. This triangular shape requires the use of three stress invariants to accurately model the failure of concrete [Schreyer and Babcock, 1985]. Various failure theories based on elastoplasticity for frictional materials will be presented later in the report. In summary:

1. The uniaxial stress test indicates that 3 phases occur during compressive loading:
   (a) linear-elastic up to about 30% of the peak strength,
   (b) nonlinear phase from 30-75% of $\beta_p$, and
   (c) damage associated with microcracks for loading beyond 75% of $\beta_p$.

2. In biaxial compression, the concrete is at least as strong as in uniaxial compression, but in biaxial compression-tension, the compressive strength decreases as the tensile stress is increased.

3. The axial strength of concrete increases as confining stress increases. The sample also becomes more ductile at high confining stresses.
(a) Mean normal stress $\left( \frac{1}{3} \sigma_{ii} \right)$ versus volume change ($\epsilon_{ii}$) for different confining pressures

Figure 3-4. Response of concrete under triaxial compression [Green and Swanson, 1973].
(b) Stress difference versus axial and transverse strains for different confining pressures, with data scatter shown by bars

Figure 3-4. (continued) Response of concrete under triaxial compression [Green and Swanson, 1973].
Figure 3-5. Loading and unloading of the pressure \( \frac{1}{3} \sigma_{ii} \) versus volumetric strain \( \varepsilon_{ii} \) response under hydrostatic compression [Green and Swanson, 1973].

4. The presence of shear stresses (deviatoric stress) results in increased (negative) volumetric strain called shear enhanced compaction.

5. Near failure, the concrete sample will begin expanding. This increase in (positive) volumetric strain is called dilation or dilatation.
4. ELASTOPLASTICITY

The theory of elastoplasticity is an approach commonly used to model both recoverable (elastic) and irrecoverable (plastic or permanent) deformations of engineering materials under external loads. The development of this theory stemmed from the description of metals where permanent deformation is associated with the dislocation process along preferred slip planes. Plasticity was then adapted to quasi-brittle materials where permanent deformation is caused by particle motion and rearrangement. Because of the different micromechanical structure, quasi-brittle materials exhibit some unique features such as shear enhanced compaction, dilatation, and pressure dependence, which are in addition to the hardening and rate dependence observed for metals. Hence, there is some objection to the use of the theory of elastoplasticity in the case of quasi-brittle materials. In order to model concrete in this report, the theory of elastoplasticity will be modified and referred to as inelasticity theories because there exist several approaches. It should be emphasized that a meaningful constitutive model must be consistent with the micromechanical nature of the material considered, although both phenomenological and micromechanical methods are employed for modeling purpose. In other words, mathematical descriptions of material behavior with certain assumptions should always satisfy relevant physical theories. Because of the limitations of current experimental techniques, however, the understanding of the micromechanical natures of engineering materials is still not complete. Hence, the accuracy of the constitutive models developed at a given time represents the level of science and technology corresponding to that time.

It is assumed that the reader is generally familiar with the theory of elastoplasticity [Hill, 1950; Malvern, 1969; Martin, 1975; Chen, 1982]. Therefore, basic equations in a general format are summarized without detailed specifications in the first section, but more attention will be given to the discussion of a constitutive equation solver in the second section of this chapter. The ensuing chapters address specific inelastic models developed from the general elastoplastic formulations, which are suitable for concrete.

4.1 General Formulation

In the theory of elastoplasticity, it is postulated that there exists a domain in stress space. The hypersurface bounding the domain is called the plastic yield surface, which is assumed to be closed and convex. The yield surface divides the constitutive feature into three regimes: a region inside the surface that defines elasticity, a region on the surface that defines elastoplasticity, and a region outside the surface that can not be reached. If the yield
surface remains fixed during plastic deformations, it simulates the perfectly plastic behavior of materials. If the yield surface expands out from a lower bound to a higher bound, the surface reflects hardening behavior. The lower bound is known as the elastic surface because there are no plastic deformations below this bound. The higher bound is called the peak, ultimate, or failure limit surface. If the yield surface contracts from the peak limit surface to some residual value in a controlled manner, it models one part of the apparent softening behavior, namely, the material strength softens with the loading process. The modeling of softening will not be discussed until Chapter 7. The yield surface is considered to be a function of both stress and certain internal variables that record the part of the stress history involving plastic behavior and other sources affecting yielding. Generally, the yield surface can be written as

$$f(\sigma, I_i) = 0 \quad i = 1, 2, \ldots, n$$  \hspace{1cm} (4.1)$$

where $\sigma$ is the stress tensor, and $I_i$ are internal variables that can be functions of zeroth or higher order tensors and represent the internal constitution of the material. If the stress appears in Eq. (4.1) only through the stress invariants, the yield surface is said to be isotropic, otherwise it is anisotropic.

In order to simulate those paths that are load dependent, the classical theory of elastoplasticity is based on a differential form. Usually, the total strain is known, and the stress, elastic strain, and plastic strain are solved from the differential equations governing elastoplastic behavior. According to the theory of elastoplasticity, the governing equations for the inelastic models can be developed as follows.

For small deformation cases, it can be assumed that no differentiation among the various stress and strain tensors is required, and that the differential of total strain $\varepsilon$ can be decomposed into elastic and inelastic parts:

$$d\varepsilon = d\varepsilon^e + d\varepsilon^i$$  \hspace{1cm} (4.2)$$

where the differential of the elastic strain, $d\varepsilon^e$, is related to the differential stress, $d\sigma$, through a linear isotropic elasticity tensor, $E$, as follows:

$$d\sigma = E : d\varepsilon^e = [(3\lambda + 2\mu)P^e + 2\mu P^d] : d\varepsilon^e$$

$$= 3B \: d\varepsilon^e + 2G \: d\varepsilon^d = d\sigma^e + d\sigma^d$$  \hspace{1cm} (4.3)$$
where $B$, is the bulk modulus, and $G = \mu$, the shear modulus. The differential of the inelastic strain, $de^i$, is given by a flow rule

$$ de^i = d\lambda \cdot M(\sigma, I_i) \quad i = 1, 2, \ldots, n $$

(4.4)

where $M$ is a unit tensor function of stress and internal variables (i.e., $M : M = 1$) that describes the direction of the differential of the inelastic strain. If $N$ is the unit normal to the yield surface in the stress space, that is,

$$ N = \frac{1}{N} \frac{\partial f}{\partial \sigma} $$

(4.5)

where $N$ is the magnitude of the gradient defined by

$$ N = (\frac{\partial f}{\partial \sigma} : \frac{\partial f}{\partial \sigma})^{\frac{1}{2}} $$

(4.6)

then the flow rule is said to be associated (a consequence of Drucker's postulate) if

$$ M = N $$

(4.7)

Otherwise, the flow rule is nonassociated. It has been known from experimental observations that the associated flow rule (normality rule) holds generally for metals but not for quasi-brittle materials [Vermeer and de Borst, 1984]. The parameter $d\lambda$ is larger than zero for inelastic deformations and chosen such that the inelastic consistency condition

$$ df(\sigma, I_i) = 0 $$

(4.8)

is satisfied, which guarantees that the stress remains on the yield surface during inelastic deformations. The internal variables are determined by a suitable set of hardening rules:

$$ dI_i = d\lambda h_i(\sigma, I_i) \quad i = 1, 2, \ldots, n $$

(4.9)

where $h_i$ are inelastic moduli.

The loading, neutral loading, and unloading criteria of an inelastic model may be expressed in a compact manner by
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\[
f \leq 0, \quad d\lambda \geq 0, \quad d\lambda f = 0 \quad (4.10)
\]

If \( f < 0 \), then \( d\lambda = 0 \) and the process is elastic loading or unloading. If \( d\lambda > 0 \), then \( f = 0 \) and the process is inelastic loading. If both \( f \) and \( d\lambda \) equal zero, neutral loading occurs without any inelastic deformation.

With the use of differential constitutive equations consisting of Eqs. (4.2), (4.3), (4.4), (4.8), and (4.9) together with the loading and unloading criteria defined by Eq. (4.10), the stress, elastic strain, and inelastic strain tensors can be obtained for given increments in the total strain tensor. The difference between different inelastic models depends on the specific yield surface, flow rule, and hardening rules.

### 4.2 Constitutive Equation Solver

Because the inelastic models are often highly nonlinear, an incremental-iterative integration scheme is required to solve the constitutive equations. This section will first give integration rules, and then address the application of the rules in two general cases: integration schemes with and without the use of the tangent stiffness tensor.

#### 4.2.1 Integration Rules

In the analysis of nonlinear inelastic problems, the precision with which differential constitutive equations are integrated has a direct impact on the overall accuracy of the analysis. Since the differential form is approximated by incremental forms in numerical algorithms, an acceptable incremental-iterative algorithm must satisfy three basic requirements [Ortiz and Popov, 1985]: (a) consistency with the constitutive equations to be integrated, (b) numerical stability, and (c) incremental inelastic consistency condition. Requirements (a) and (b) are necessary for attaining convergence of the numerical solution as the incremental step becomes vanishingly small [Gear, 1971]. Requirement (c) is the algorithmic counterpart of the differential inelastic consistency condition, Eq. (4.8).

Two families of algorithms exist for the integration of inelastic constitutive equations: the generalized trapezoidal and midpoint rules. These two rules are acceptable in the sense of requirements (a) to (c) and commonly used in commercial codes. For the constitutive equations summarized as follows:

\[
de = de^e + de^i \quad (4.11-1)
\]
\[ d\sigma = E : de^e \]  
(4.11-2)

\[ de^i = d\lambda M(\sigma, I_i) \]  
(4.11-3)

\[ dl_i = d\lambda h_i(\sigma, I_i) \]  
(4.11-4)

\[ df(\sigma, I_i) = 0 \]  
(4.11-5)

The trapezoidal rule generalized for integrating Eqs. (4.11) takes the form of

\[
\begin{align*}
\sigma_n &= \sigma_{n-1} + E \left[ (\varepsilon_n - \varepsilon_{n-1}) - (\varepsilon_n^i - \varepsilon_{n-1}^i) \right] \\
\varepsilon_n^i &= \varepsilon_{n-1}^i + \Delta \lambda \left[ (1 - \alpha)M_{n-1} + \alpha M_n \right] \\
(l_i)_n &= (l_i)_{n-1} + \Delta \lambda \left[ (1 - \alpha) (h_i)_{n-1} + \alpha (h_i)_n \right] \\
f_n &= 0
\end{align*}
\]  
(4.12-1)

(4.12-2)

(4.12-3)

(4.12-4)

where

\[
\begin{align*}
M_{n-1} &= M[\sigma_{n-1}, (l_i)_{n-1}] \\
M_n &= M[\sigma_n, (l_i)_n] \\
(h_i)_{n-1} &= h_i[\sigma_{n-1}, (l_i)_{n-1}] \\
(h_i)_n &= h_i[\sigma_n, (l_i)_n]
\end{align*}
\]  
(4.13-1)

(4.13-2)

(4.13-3)

(4.13-4)

The numerical values of \( \varepsilon_{n-1}, \varepsilon_{n-1}^i, \sigma_{n-1}, \) and \( (l_i)_{n-1} \) are known at the previous time, \( t_{n-1} \), whereas \( \varepsilon_n^i, \sigma_n, \) and \( (l_i)_n \), need to be solved for the updated total strains \( \varepsilon_n \), that are given at the beginning of the current time, \( t_n = t_{n-1} + \Delta t \), with \( \Delta t \) being the time step. The incremental inelastic parameter, \( \Delta \lambda \), is determined by the use of the incremental inelastic consistency condition: \( f_n - f_{n-1} = 0 \), which results from Eq. (4.12-4). The trapezoidal rule is explicit for \( \alpha = 0 \), and implicit for \( 0 < \alpha \leq 1 \). The geometric interpretation of the algorithm can be made clear by combining Eqs. (4.12-1) and (4.12-2) into

\[
\sigma_n = \sigma_n^* - \Delta \lambda (1 - \alpha) E : M_{n-1} - \Delta \lambda \alpha E : M_n
\]  
(4.14)

where

\[
\sigma_n^* = \sigma_{n-1} + E (\varepsilon_n - \varepsilon_{n-1})
\]  
(4.15)
represents the elastic prediction for the updated stress. The final state of stress is obtained by mapping the elastically predicted stress onto an updated yield surface through two tensorial subtractions along the initial flow direction $M_{n-1}$ and the final flow direction $M_n$.

As an alternative family of algorithms, the generalized midpoint rule is given by

$$\begin{align*}
\sigma_n &= \sigma_{n-1} + E \left[ \left( \epsilon_n - \epsilon_{n-1} \right) - \left( \epsilon^l_n - \epsilon^l_{n-1} \right) \right] \quad (4.16-1) \\
\epsilon^l_n &= \epsilon^l_{n-1} + \Delta \lambda M_{n+\alpha} \quad (4.16-2) \\
(I_l)_n &= (I_l)_{n-1} + \Delta \lambda (h_l)_{n+\alpha} \quad (4.16-3) \\
f_n &= 0 \quad (4.16-4)
\end{align*}$$

where

$$\begin{align*}
M_{n+\alpha} &= M[(I - \alpha) \sigma_{n-1} + \alpha \sigma_n, (I - \alpha)(I_l)_{n-1} + \alpha(I_l)_n] \quad (4.17-1) \\
(h_l)_{n+\alpha} &= h_l[(I - \alpha) \sigma_{n-1} + \alpha \sigma_n, (I - \alpha)(I_l)_{n-1} + \alpha(I_l)_n] \quad (4.17-2)
\end{align*}$$

As in the case of the generalized trapezoidal rule, this algorithm is explicit for $\alpha = 0$ and implicit for $0 < \alpha \leq 1$. The unknowns $\epsilon^l_n, \sigma_n, (I_l)_n$, and $\Delta \lambda$ are solved through Eqs. (4.16) to (4.17) for the updated total strains $\epsilon_n$. The geometric interpretation of the midpoint rule can also be seen by combining Eqs. (4.16-1) and (4.16-2) into

$$\sigma_n = \sigma_n^* - \Delta \lambda E : M_{n+\alpha} \quad (4.18)$$

Both the generalized trapezoidal and midpoint rules are applicable to associated or nonassociated inelastic models described by Eqs. (4.11) and include well-known integration schemes as particular cases such as the radial return, mean normal, and closest point schemes. Ortiz and Popov [1985] have shown that these two rules satisfy the incremental inelastic consistency, are consistent with the constitutive equations to be integrated (first-order accurate) for $\alpha$ ranging from 0 to 1, and are second-order accurate if $\alpha = \frac{1}{2}$ in the linear case. The trapezoidal rule is unconditionally stable for $\alpha \geq \alpha_c$ where $\alpha_c$ varies from a value of $\frac{1}{2}$ for a surface of constant curvature such as the von Mises surface, to a value of 1 for surfaces with corners. Hence, the stability of the trapezoidal rule is very sensitive to the degree of distortion of the yield surface. On the other hand, the midpoint rule is unconditionally stable for all surfaces if $\alpha \geq \frac{1}{2}$. Thus, it appears that the
midpoint rule is a better choice for numerical integration than the trapezoidal rule, although these two rules coincide for the particular case of the associated von Mises model.

In order to solve a static problem with a direct method or a dynamic problem with an implicit time integrator [Belytschko, 1983; Hughes, 1983], an inelastic structural stiffness matrix often needs to be formulated based on an inelastic stiffness tensor. From the differential form of the constitutive equations, it is a natural approach to construct an inelastic tangent stiffness tensor instead of a secant tensor. As a result, the structural tangent stiffness matrix becomes singular at limit or bifurcation points, which will be explored further in Chapter 7. If an explicit time integrator [Belytschko, 1983; Hughes, 1983] is used for a dynamic problem or the dynamic relaxation method [Underwood, 1983] is employed for a static problem, there is no need to invoke a stiffness tensor and the constitutive equations can be solved directly by the use of either the trapezoidal or the midpoint rule. Although the explicit time integrator is preferred in large scale computation because of the cost in forming a stiffness matrix, the theoretical insight from the stiffness matrix might be lost and the time step must be chosen according to certain stability criterion. Next, the integration schemes with and without the formation of stiffness tensor are discussed for solving the inelastic constitutive equations and for providing the basis necessary to understand the literature on the subject.

4.2.2 Algorithms with Tangent Stiffness Tensor

The tangent stiffness tensor \( T \) is defined such that differentials of stress and total strain are related through

\[
d\sigma = T : de
\]  

(4.19)

while the secant stiffness tensor \( S \) relates total strain to stress through

\[
\sigma = S : \varepsilon
\]  

(4.20)

The inelastic tangent stiffness tensor can be derived based on differential governing equations, (4.11), as shown below. However, this is not the case for the secant stiffness tensor when using the classical approach of elastoplasticity.

In order to obtain an explicit expression for the tangent stiffness tensor, consider first the consistency condition:
\[ df(\sigma, I_i) = \frac{\partial f}{\partial \sigma} d\sigma + \sum_{i=1}^{n} \frac{\partial f}{\partial I_i} dI_i = 0 \]  (4.21)

With the use of Eqs. (4.5) and (4.11-4), an alternative form of the consistency condition is

\[ df(\sigma, I_i) = NN: d\sigma + d\lambda \sum_{i=1}^{n} h_i \frac{\partial f}{\partial I_i} = 0 \]  (4.22)

From the first three equations of (4.11), it follows that

\[ d\sigma = E:(d\varepsilon - d\lambda M) \]  (4.23)

An inner product of Eq. (4.23) with \( NN \) yields

\[ NN:d\sigma = NN:E:d\varepsilon - d\lambda NN:E:M \]  (4.24)

If the term \( NN:d\sigma \) is eliminated between Eqs. (4.22) and (4.24), the resulting equation gives the following expression for \( d\lambda \):

\[ d\lambda = \frac{N:E:d\varepsilon}{N:E:M - \sum_{i=1}^{n} \frac{h_i}{I_i} \frac{\partial f}{\partial I_i}} \]  (4.25)

The substitution of Eq. (4.25) into Eq. (4.23) and factoring out the term \( d\varepsilon \) yields the tangent stiffness tensor

\[ T = E - \frac{E:M \otimes N:E}{N:E:M - \sum_{i=1}^{n} \frac{h_i}{I_i} \frac{\partial f}{\partial I_i}} \]  (4.26)

The specific form of Eq. (4.26) for an inelastic model can be written as soon as \( N, M, h_i \) and \( \frac{\partial f}{\partial I_i} \) are given. It can be observed that

1. If the flow rule is associated, then \( N = M \) and \( T \) retain the same symmetry properties as \( E \).
2. If the denominator of the last term in Eq. (4.26) is infinite, the tangent stiffness tensor is equal to the elasticity tensor.
3. If the denominator is small enough, there is a possibility that $T$ will be singular and the structural tangent stiffness matrix will be ill-conditioned. Nonlinear features of engineering materials can be analyzed with the use of $T$. A failure limit point in stress space is characterized by the condition that

$$T:de = 0$$

(4.27)

for nonzero $de$ if $T$ is symmetric. The collection of all such points constitutes a failure limit surface in stress space. If $T$ is not symmetric, a bifurcation point is identified by the condition in Eq. (4.27), and the failure limit point is obtained by using the symmetric part of $T$ in Eq. (4.27). A bifurcation point is defined to be a point on the solution path where the governing equation admits more than one solution. The bifurcation point can occur before or after the failure limit point is reached. Structural failure problems, such as buckling and failure zones, can be attributed to the existence of critical points (i.e., limit and bifurcation points). For the inelastic tangent stiffness tensor given by Eq. (4.26), the term $\sum_{i=1}^{n} h_i \frac{\partial f}{\partial l_i}$ plays a very important role in determining critical points. In order to illustrate this, suppose $T$ is symmetric and $de$ is proportional to $N$. Then

$$T: N = E: N - \frac{E: N (N: E: N)}{N: E: N - \sum_{i=1}^{n} h_i \frac{\partial f}{\partial l_i}}$$

$$- \sum_{i=1}^{n} h_i \frac{\partial f}{\partial l_i} E: N$$

(4.28)

Since $E$ is a positive definite tensor, $N: E: N > 0$ for $N \neq 0$, and a limit point exists if the term $\sum_{i=1}^{n} h_i \frac{\partial f}{\partial l_i} = 0$. As can be seen, where a limit point will appear depends on the functional forms of $f$ and $h_i$.

In order to reflect explicitly the loading/unloading criteria of an inelastic model in a computational code, the tangent stiffness tensor given by Eq. (4.26) is usually written as

$$T(\sigma, l_i) = E - H[f] \frac{E: M \otimes N: E}{A + B}$$

(4.29)

where $H[\ ]$ denotes the Heaviside function and the notations
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A = N: E: M

\[ B = -\sum_{i=N}^{i} \frac{h_i}{\partial I_i} \frac{\partial f}{\partial I_i} \]  

(4.30-1)  

(4.30-2)

have been introduced for convenience. If \( f < 0 \), \( T = E \). Otherwise, the tangent stiffness tensor includes both elastic and inelastic effects.

Because \( T \) is generally a nonlinear function of \( \sigma \) and \( I_i \), an incremental-iterative integration scheme is required to find the corresponding stress increments and internal variables for given total strain increments. To be efficient, for each increment the current \( T \) should be formulated at the end of the iteration loop instead of at each iteration, and then the structural stiffness matrix can be updated based on the current stiffness tensor \( T \). Because of the nonlinearity of the general structural stiffness matrix, another incremental-iterative integration scheme is needed to solve the unknown incremental displacement vector, which in turn gives the total strain increment. Therefore, for nonlinear analyses using the displacement-based finite element method [Bathe, 1982], two incremental-iterative integration loops are needed: one in the stress-strain space and the other in the load-displacement space. Although the integration scheme in any space should satisfy consistency and stability requirements to achieve convergence, there exist some different numerical issues in these two different spaces. For example, singularity or bifurcation problems may occur in the load-displacement space but not in the stress-strain space, and vice versa. The overall accuracy of nonlinear structural analyses depends not only on the unique characteristics of each space but also on the relation between two spaces. Hence, the knowledge of the features of solution schemes used in both spaces is essential for large scale computation. Recently, active research has been conducted toward reviewing and developing solution procedures for nonlinear structural analyses, especially for failure simulation characterized by bifurcation and limit points [Chen and Schreyer, 1989 and 1990]. In this report, no attempt will be made to explore the integration scheme used in the load-displacement space, and instead, two incremental-iterative schemes will be discussed in Subsection 4.2.3 for integrating the differential stress-strain relation. For special cases such as small increments in the total strain or linear inelastic models, however, there are two single-step integration methods without iteration, which, based on the trapezoidal rule, replace the differential form of Eq. (4.19) by the following incremental form within a time step \( \Delta t \)

\[ \Delta \sigma = \int_{t-\Delta t}^{t} T: d\varepsilon = [(I - \alpha)T_{t-\Delta t} + \alpha T_t]: \Delta \varepsilon \]  

(4.31)
where $\alpha$ ranges from 0 to 1. An Euler forward method is obtained for $\alpha = 0$, while an Euler backward method takes $\alpha = 1$. It should be noted that $T_i$ is unknown in advance if $T$ is not constant.

The single-step Euler forward method is very simple and fairly accurate for linear models; however, very small increments in the total strain should be prescribed for nonlinear models in order to keep numerical errors small. Overshooting also exists, which is caused by transitions of the stiffness tensor between two different regimes, such as from elastic to hardening regimes. The following is an outline of the Euler forward method.

**Algorithm 1.**

For each increment $\Delta t$, the states of stress, total strain, elastic strain, inelastic strain, and internal variables at the end of the previous increment are known and denoted as $\sigma_{n-1}, e_{n-1}, e_{n-1}^e, e_{n-1}^i$, and $(I_i)_{n-1}$, respectively, and the current increment in the total strain, $\Delta \epsilon$, is prescribed.

**Step 1**

Assume in the predictor phase that the step is elastically loading or unloading, and calculate the stress increment $\Delta \sigma$ through the elasticity tensor:

\[
\Delta \epsilon^e = \Delta \epsilon \\
\Delta \epsilon^i = 0 \\
\Delta \sigma = \mathbf{E} : \Delta \epsilon^e
\]

**Step 2**

Evaluate the yield surface, $f[\sigma', (I_i)_{n-1}]$, with the test stress

\[
\sigma' = \sigma_{n-1} + \Delta \sigma
\]

where $\sigma_{n-1}$ and $(I_i)_{n-1}$ are known from the previous increment.

**Step 3**

Check the yield criterion:
If $f[\sigma', (I_i)_{n-1}] < 0$, then the solution is elastic. Go to Step 5. Otherwise, the inelastic regime has been reached.

**Step 4**

In this inelastic corrector phase, calculate the inelastic solution through the inelastic tangent stiffness tensor:
\[ \Delta \sigma = T_{n-1} : \Delta \varepsilon \]
\[ \Delta \varepsilon^e = E^i : \Delta \sigma \]
\[ \Delta \varepsilon^i = \Delta \varepsilon - \Delta \varepsilon^e \]

Step 5
Update variables at the end of the increment:

\[ \sigma_n = \sigma_{n-1} + \Delta \sigma \]
\[ \varepsilon_n = \varepsilon_{n-1} + \Delta \varepsilon \]
\[ \varepsilon_n^e = \varepsilon_{n-1}^e + \Delta \varepsilon^e \]
\[ \varepsilon_n^i = \varepsilon_{n-1}^i + \Delta \varepsilon^i \]

and

\[ (I_i)_n = (I_i)_{n-1} + \Delta I_i = (I_i)_{n-1} + \Delta \lambda (h_i)_{n-1} \]

where
\[
\Delta \lambda = H[f] \frac{(N:E)_{n-1}}{A + B} : \Delta \varepsilon
\]
\[ A = (N:E:M)_{n-1} \]
\[ B = - \left( \sum_{i=1}^{n} \frac{h_i \partial f}{N \partial I_i} \right)_{n-1} \]

Step 6
Evaluate the current tangent stiffness tensor

\[ T_n = E - H[f] \left( \frac{E:M \otimes N:E}{A + B} \right) \]

that will be used in the next increment. The current tangent stiffness matrix construction is based on \( T_n \).
Exit or go to Step 1 for the next increment.

Another single-step integration scheme, which can be conceived as a mixed Euler forward/backward method, is derived as follows. According to the definition of the yield surface, Eq. (4.1), the Taylor series of \( f \) around the previous state \( (\sigma, I_i)_{n-1} \) is given by
\[ f_n = f_{n-1} + \left( \frac{\partial f}{\partial \sigma} \right)_{n-1} : \Delta \sigma + \sum_i \left( \frac{\partial f}{\partial I_i} \right)_{n-1} \Delta I_i + \text{higher order terms} \quad (4.32) \]

If \( f \) is linear in the principal stress and internal variable spaces, and \( M \) and \( h_i \) are constant, it follows that the higher order terms in Eq. (4.32) vanish and

\[
\begin{align*}
\Delta \varepsilon^I &= \Delta \lambda M \\
\Delta I_i &= \Delta \lambda h_i
\end{align*}
\]

(4.33-1) (4.33-2)

By putting \( f_n = 0 \), the errors from transitions between two different regimes and other sources are not carried along and a rigorous return to the yield surface is guaranteed. Thus, from Eqs. (4.5), (4.32), and (4.33), we arrive at

\[ f_{n-1} + NN: \Delta \sigma + \Delta \lambda \sum_i \frac{\partial f}{\partial I_i} h_i = 0 \quad (4.34) \]

in which the subscript \( n-1 \) has been dropped except for \( f_{n-1} \), because of the assumption of linearity. If nonlinear models are considered, it should be kept in mind that all the terms in Eq. (4.34) are evaluated at the previous state, and therefore the truncated Taylor series will incur numerical errors. Since

\[ \Delta \sigma = \sigma_n - \sigma_{n-1} = E : (\Delta \varepsilon - \Delta \lambda M) \quad (4.35) \]

an inner product of Eq. (4.35) with \( NN \) and a substitution of the result into Eq. (4.34) yields

\[
\Delta \lambda = -\frac{\langle f_n, N : E \rangle}{A + B} \quad (4.36)
\]

where \( A \) and \( B \) are defined by Eq. (4.30). For the test stress computed in the elastic predictor phase,

\[ \sigma' = \sigma_{n-1} + E : \Delta \varepsilon \quad (4.37) \]

a correction must be applied to make the final stress \( \sigma_n \) remain on the yield surface if \( \sigma' \) appears to lie outside the yield surface. To do so, we can combine Eqs. (4.37) and (4.35)
together and delete the term $\sigma_{n-1}$. With the use of Eq. (4.36), the final stress can be found through

$$\sigma_n = \sigma' - \frac{\int_{n-1} + N : E : \Delta \varepsilon}{A + B} E : M$$  \hspace{1cm} (4.38)$$

The current increments in the inelastic strain and internal variables can then be obtained. The following is an outline of the corresponding algorithm, which offers a rigorous return to the yield surface for linear models and produces fewer errors than Algorithm 1 for nonlinear models although a few more calculations are needed.

Algorithm 2.

For each increment $\Delta t$, the states of stress, total strain, elastic strain, inelastic strain, and internal variables at the end of the previous increment are known and denoted as $\sigma_{n-1}, \varepsilon_{n-1}, \varepsilon_{n-1}^e, \varepsilon_{n-1}^i$, and $(I_i)_{n-1}$, respectively, and the current increment in the total strain, $\Delta \varepsilon$, is prescribed.

Step 1

Assume in the predictor phase that the step is elastically loading or unloading, and calculate the test stress $\sigma'$ through the elasticity tensor:

$$\Delta \varepsilon^e = \Delta \varepsilon$$

$$\Delta \varepsilon^i = 0$$

$$\sigma' = \sigma_{n-1} + E : \Delta \varepsilon$$

Step 2

Evaluate the yield surface, $f[\sigma', (I_i)_{n-1}]$, with the test stress $\sigma'$ and internal variables $(I_i)_{n-1}$.

Step 3

Check the yield criterion:
If $f[\sigma', (I_i)_{n-1}] < 0$, then the solution is elastic, $\sigma_n = \sigma'$. Go to Step 5.
Otherwise, the inelastic regime has been reached.

Step 4

In this inelastic corrector phase, calculate the inelastic solution as follows:

$$\Delta \lambda = \left( \frac{\int_{n-1} + N : E}{A + B} \right)_{n-1} : \Delta \varepsilon$$
\[ \sigma_n = \sigma^i - \Delta \lambda E : M_{n-1} \]
\[ \Delta e^i = \Delta \lambda M_{n-1} \]
\[ \Delta e^e = \Delta e - \Delta e^i \]

**Step 5**
Update variables at the end of the increment:

\[ \varepsilon_n = \varepsilon_{n-1} + \Delta \varepsilon \]
\[ \varepsilon^e_n = \varepsilon^e_{n-1} + \Delta \varepsilon^e \]
\[ \varepsilon^i_n = \varepsilon^i_{n-1} + \Delta \varepsilon^i \]
\[ (I_i)_n = (I_i)_{n-1} + \Delta I_i \]

**Step 6**
Find \( N_n : E, E : M_n \), \( A = (N : E : M)_n \) and \( B = \left( \frac{\partial f}{\partial l_i} \right)_n \) for formulating the current tangent stiffness matrix and \( \Delta \lambda \) in the next increment, which can be omitted if no changes occur in these variables.
Exit or go to Step 1 for the next increment. #

The two single-step algorithms discussed above are robust for the case where a stiffness tensor has to be formed. Algorithm 2 is much more accurate than Algorithm 1 because of the self-correcting feature of Eq. (4.34). Algorithm 1 uses the tangent stiffness tensor in Step 4, but Algorithm 2 does not require explicitly the use of the stiffness tensor. If a given inelastic model is highly nonlinear, however, it is recommended to use the incremental-iterative integration schemes given in the next subsection. The current tangent stiffness tensor \( T_n \) is constructed at the end of the iteration loop if it is required to formulate a stiffness matrix in a structural solution scheme.

### 4.2.3 Algorithms without Tangent Stiffness Tensor

If an explicit time integrator is adopted to obtain numerical solutions to the dynamic field equations or the dynamic relaxation method is employed for a static problem, there is no need to obtain a tangent stiffness tensor and the differential constitutive equations can be solved directly by using either the generalized trapezoidal or the midpoint rule. One such method is the incremental-iterative approach outlined in Algorithm 3, given later, where the choice of the trapezoidal or midpoint rule can be made. As stated in Subsection 4.2.1, the
incremental inelastic parameter, $\Delta \lambda$, is determined by the equation, $f = 0$, which requires the inelastic consistency condition. If $f$ is nonlinear, the Newton-Raphson method or its further approximation, the secant method [Atkinson, 1978; Bathe, 1982], can be utilized to find the root $\lambda$ for $f = f(\sigma, I_i) = f(\sigma, \lambda) = 0$ and then the increment $\Delta \lambda$ can be solved with respect to the previous state. With the subscript $j$ denoting the iteration loop, the Newton-Raphson method takes the form of

$$\lambda_{j+1} = \lambda_j - \frac{f_j}{\left( \frac{\partial f}{\partial \lambda} \right)_j} \quad j \geq 0$$ \hspace{1cm} (4.39)$$

where

$$\left( \frac{\partial f}{\partial \lambda} \right)_j = \sum_i \left( \frac{\partial f}{\partial I_i} h_i \right)_j$$ \hspace{1cm} (4.40)$$

Numerically, Eq. (4.40) is often approximated with

$$\left( \frac{\partial f}{\partial \lambda} \right)_j = \frac{f_j - f_{j-1}}{\lambda_j - \lambda_{j-1}} \quad j \geq 1$$ \hspace{1cm} (4.41)$$

Substitution of Eq. (4.41) into Eq. (4.39) results in the secant method

$$\lambda_{j+1} = \lambda_j - \frac{\lambda_j - \lambda_{j-1}}{f_j - f_{j-1}} \quad j \geq 1$$ \hspace{1cm} (4.42)$$

Algorithm 3 is unconditionally stable provided $\alpha \geq \alpha_c$, where $\alpha_c$ depends on the integration rule and the yield surface. But the initial guess for $\lambda$, which relies on the prescribed total strain increment, must be within the region of convergence of the iterative Newton-Raphson or secant method.

Usually, $\Delta \lambda$ is solved without iteration, since it may not be necessary to obtain an exact value for $\Delta \lambda$ at each iteration step of the iteration loop for solving constitutive equations for a given increment in the total strain. As a result of a one-step Newton-Raphson method, Algorithm 4 shows an alternative approach called the cutting plane method, which is often more efficient than Algorithm 3. In effect, the approach is an automatic subincrementing procedure because the one-step Newton-Raphson method produces a subincrement in $\lambda$, $\delta \lambda_k = \lambda_k - \lambda_{k-1}$, with the subscript $k$ being the iteration
index for solving constitutive equations and \( \delta \) denoting here the subincrement of a variable. The total increment in \( \lambda \) is then given by \( \Delta \lambda = \sum_{k} \delta \lambda_k \). The method is simple and explicit, but it is conditionally stable. Special care must be taken for regions of the yield surface where the radius of curvature is small.

The following are the outlines of Algorithms 3 and 4. The prescribed total strain increment is assumed to be reasonably small because of the use of the Newton-Raphson or secant method in finding \( \Delta \lambda \). If resulting numerical solutions appear to diverge, it is often a good practice to bisect the original total strain increment and try again.

**Algorithm 3.**

For each increment \( \Delta t \), the states of stress, total strain, elastic strain, inelastic strain, and internal variables at the end of previous increment are known and denoted as \( \sigma_{n-1}, e_{n-1}, e^i_{n-1}, e^i_{n-1}, \) and \( (I)_n_{-1} \), respectively, and the current total strain \( e_n \) is prescribed. The iteration loop for solving the constitutive equation starts with the index \( k = 0 \). Let \( \sigma_k, e^i_k, \) and \( (I)_k \) be the current iterative estimates for \( \sigma_n, e^i_n, \) and \( (I)_n \), respectively. A small positive tolerance parameter, to\( l \), is used to ensure the convergence of numerical solutions. The parameter, \( \alpha \), ranging from 0 to 1, identifies the algorithm according to the definition of the trapezoidal or midpoint rule.

**Step 1**

If \( k = 0 \), then

\[
\begin{align*}
\sigma^i_k &= e^i_{n-1} \\
(I)_k &= (I)_{n-1}
\end{align*}
\]

For \( k \geq 0 \), calculate the stress \( \sigma_k \) through the elasticity tensor \( E \):

\[
\sigma_k = E : (e_n - e^i_k)
\]

**Step 2**

Evaluate the yield surface \( f_k = f[\sigma_k, (I)_k] \) and check the yield criterion:

If \( f^d_0 > to\ l \) or \( |f_k| > to\ l \) for \( k \geq 1 \), then go to Step 3. Otherwise, the solution is converged; update the following variables:
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Exit or go to Step 1 for the next increment.

Step 3
To implement the trapezoidal rule, go to Step 4; to implement the midpoint rule, go to Step 5.

Step 4

\[
\begin{align*}
(h_i)_k^c &= (1-\alpha)h_i\left[\sigma_{n-1}, (I_i)_{n-1}\right] + \alpha h_i\left[\sigma_k, (I_i)_k\right] \\
M_k^e &= (1-\alpha)M\left[\sigma_{n-1}, (I_i)_{n-1}\right] + \alpha M\left[\sigma_k, (I_i)_k\right]
\end{align*}
\]

Go to Step 6.

Step 5

\[
\begin{align*}
(h_i)_k^c &= h_i\left[1-\alpha\right]\sigma_{n-1} + \alpha\sigma_k, (1-\alpha)(I_i)_{n-1} + \alpha(I_i)_k \\
M_k^e &= M\left[1-\alpha\right]\sigma_{n-1} + \alpha\sigma_k, (1-\alpha)(I_i)_{n-1} + \alpha(I_i)_k
\end{align*}
\]

Step 6
Solve \( f[\sigma_k, (I_i)_k] = 0 \) for \( \lambda_k \) by using either the Newton-Raphson or secant method (iterative or one-step), and let \( \Delta\lambda_k = \lambda_k - \lambda_{n-1} \).

Step 7

\[
\begin{align*}
(I_i)_{k+1} &= (I_i)_{n-1} + \Delta \lambda_k (h_i)_k^c \\
\varepsilon_{k+1}^e &= \varepsilon_{n-1}^e + \Delta \lambda_k M_k^e
\end{align*}
\]

Advance the subscript: \( k = k + 1 \), and go to Step 1. #

**Algorithm 4.**
For each increment \( \Delta t \), the states of stress, total strain, elastic strain, inelastic strain, and internal variables at the end of previous increment are known and denoted as \( \sigma_{n-1}, \varepsilon_{n-1}, \varepsilon_n^e, \varepsilon_n^l, \) and \( (I_i)_{n-1} \), respectively, and the current total strain \( \varepsilon_n \) is
prescribed. The iteration loop for solving the constitutive equation starts with the index $k = 0$. Let $\sigma_k, \epsilon_k, \text{and } (I_k)_k$ be the current iterative estimates for $\sigma_n, \epsilon^i_n, \text{and } (I_n)_n$, respectively. A small positive tolerance parameter, $tol$, is used to ensure the convergence of numerical solutions.

Step 1

If $k = 0$, then

$$\epsilon^i_k = \epsilon^i_{n-1}$$

$$(I_k)_k = (I_{n-1})_n$$

For $k \geq 0$, calculate the stress $\sigma_k$ through the elasticity tensor $E$:

$$\sigma_k = E : (\epsilon_n - \epsilon^i_k)$$

Step 2

Evaluate the yield surface $f_k = f[\sigma_k, (I_k)_k]$ and check the yield criterion:

If $f_0 > tol$, or $|f_k| > tol$ for $k \geq 1$, then go to Step 3. Otherwise, the solution is converged; update the following variables:

$$\sigma_n = \sigma_k$$

$$(I_n)_n = (I_k)_k$$

$$\epsilon^i_n = \epsilon^i_k$$

$$\epsilon^e_n = \epsilon_n - \epsilon^i_n$$

Exit or go to Step 1 for the next increment.

Step 3

Calculate the subincrement $\delta \lambda_k$ by using the Newton-Raphson method:

$$\left( \frac{\partial f}{\partial \lambda} \right)_k = \left( \frac{\partial f}{\partial I_i} \right)_k$$

$$\delta \lambda_k = - \frac{f_k}{\left( \frac{\partial f}{\partial \lambda} \right)_k}$$

where $\delta \lambda_k = \lambda_{k+1} - \lambda_k$ with $\lambda_0 = \lambda_{n-1}$. For $k > 0$ and $\lambda_{n-1} > 0$, or $k > 1$ and
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\( \lambda_{n-1} = 0 \). The secant method can be used instead of the Newton-Raphson method, as follows:

\[
\delta \lambda_k = -f_k \frac{\lambda_k - \lambda_{k-1}}{f_k - f_{k-1}}
\]

**Step 4**

\[
(h_i)_k = h_k [\sigma_k, (f_i)_k]
\]

\[
M_k = M [\sigma_k, (f_i)_k]
\]

**Step 5**

\[
(i_i)_{k+1} = (i_i)_k + \delta \lambda_k h_k
\]

\[
\varepsilon_{k+1}^i = \varepsilon_k^i + \delta \lambda_k M_k
\]

Advance the subscript: \( k = k + 1 \), and go to Step 1. #

In summary, this chapter discusses the general formulation of inelastic models based on the framework of classical elastoplasticity, which is given in terms of differential forms by Eqs. (4.11-1) to (4.11-5). A specific model can be established as long as the specific yield surface, flow rule, and hardening rules are defined. In order to solve differential constitutive equations, the generalized trapezoidal and midpoint rules are provided as a basis for designing algorithms. Algorithms 1 and 2 are robust and quite accurate for the case where both a linear model is used and a stiffness tensor is required. For other cases, Algorithms 3 and 4 are recommended, and a stiffness tensor can be constructed for updated values of \( N, M, h_i \), and \( \frac{\partial f}{\partial l_i} \) at the end of the iteration loop, if the tensor is needed.

In the next two chapters, various models ranging from the category of elastic-perfect plasticity to that of elastic-strain hardening plasticity are investigated with emphasis on their applicability to concrete. The yield surface, flow rule, and hardening rules are defined for each model, and the expressions of \( N: E, E: M, N: E: M \), and \( \frac{\partial f}{\partial l_i} \) are given if it is efficient to construct a tangent stiffness tensor in structural analysis.
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5. ELASTIC-PERFECTLY PLASTIC MODELS

The elastic-perfect plasticity models are the simplest category among many in classical plasticity, and still commonly employed in design codes, especially for the limit design of metal structures and some simple structures made of quasi-brittle materials. Other categories of elastoplastic models, with more features and the increased degree of complexity, are developed from this starting point. The basic assumption of elastic-perfectly plasticity is that the material behaves elastically until the limit surface is reached (i.e., the elastic surface coincides with the limit surface). Then the yield surface remains fixed during continued deformation. Hence, the yield surface and flow rule are assumed to be functions of stress only, and no hardening rules are needed. The assumption of isotropy is also invoked.

5.1 von Mises Model

One of the simplest elastic-perfectly plastic models is the associated von Mises model defined by

\[
\begin{align*}
    f(\sigma) &= 3J_2 - H^2 \\
    M(\sigma) &= N(\sigma)
\end{align*}
\]  

(5.1-2)

where the second invariant of the deviatoric stress tensor, \( J_2 \), is given by

\[
J_2 = \frac{1}{2} \sigma^d : \sigma^d
\]

(5.2)

and the coefficient \( 3 \) is chosen so that \( \sqrt{3J_2} = \sigma \), the value of the stress for uniaxial stress problems. \( H \) is a material constant to be determined from experiments. As can be seen from Eqs. (5.1-1) and (5.2), \( H \) is equal to the uniaxial peak strength, where no difference is made between uniaxial compression and tension. In fact, this model assumes that yielding begins when the distortional energy reaches a value that equals the distortional energy at yield in the uniaxial stress state. On the deviatoric (octahedral or pi-) plane, the yield surface described by \( f = 0 \) is a circle. From definitions (5.1) to (5.2), it follows that

\[
\frac{\partial f}{\partial \sigma} = 3\sigma^d
\]

(5.3-1)
Stress-strain curves for triaxial compression obtained with this model are shown in Figure 5-1, with typical values assigned for material constants where \( H = f_c \) is adopted so that the theory predicts the failure strength, \( f_c \), in uniaxial compression. Since the von Mises model is formulated in the deviatoric space as can be observed from Eqs. (5.1), (5.2), and (5.3), no information in the spherical space can be determined because of the independence of two spaces. Thus, the model displays no enhancement in strength with an increase in mean pressure, no yielding under the state of hydrostatic stress, and no volumetric inelastic deformation for any state of stress because

\[
P^s:de^i = d\lambda P^s:M = d\lambda \frac{P^s:\sigma^d}{\left(\sigma^d:\sigma^d\right)^2} = 0
\]  

(5.4)

In addition, no shear enhanced compaction, no dilatation, and no difference between tension and compression can be simulated. Hence, the model is of limited usefulness for geotechnical materials, although it is very simple for program testing and is of considerable use for metals.

### 5.2 Prager-Drucker Model

In order to remedy one of the limitations of the von Mises model, the pressure independence of material strength, a model proposed by Prager and Drucker involves the assumption that \( H \) is a linear function of mean pressure \( P = \frac{\sigma_{ii}}{3} \). An associated Prager-Drucker model then takes the form of

\[
f(\sigma) = 3J_2 - H^2 = 3J_2 - (\alpha f_c + \beta P)^2
\]  

(5.5-1)

\[
M(\sigma) = N(\sigma)
\]  

(5.5-2)
Figure 5-1. Stress-strain curves for triaxial compression predicted by the perfectly plastic von Mises model, with $P = \frac{1}{3} \sigma_{ij}$ and $e_v = \epsilon_{ii}$.
in which $\alpha$, $\beta$, and $f_c$ are material constants that can be determined from the slope and the intercept of the failure envelope plotted in the $P - \sqrt{3J_2}$ space. Triaxial compression tests can be employed to establish the failure envelope for a given material. On the deviatoric plane, the yield surface $f = 0$ is a circle, the radius of which changes with $P$. According to Eqs. (5.5-1) to (5.5-2), it follows that

$$\frac{df}{d\sigma} = 3\sigma^d + \frac{2\beta}{3} Hi$$  \hspace{1cm} (5.6-1)

$$N = \frac{1}{N} \frac{df}{d\sigma} = \frac{9\sigma^d + 2\beta Hi}{3\sqrt{3} \left[ 6J_2 + (2\beta H)^2 \right]^2}$$  \hspace{1cm} (5.6-2)

$$N: E = E: M = \frac{6G\sigma^d + 2B\beta Hi}{\sqrt{3} \left[ 6J_2 + (2\beta H)^2 \right]^2}$$  \hspace{1cm} (5.6-3)

$$N: E: M = \frac{36GJ_2 + B(2\beta H)^2}{3 \left[ 6J_2 + (2\beta H)^2 \right]^2}$$  \hspace{1cm} (5.6-4)

Stress-strain curves for triaxial compression are given in Figure 5-2 for various values of initial mean pressure, with $\alpha = 0.5$ and $\beta = 1.5$, which are representative of concrete. As can be observed, the enhancement of strength with mean pressure is displayed so that this model is a considerable improvement over the von Mises model. The use of the associated flow rule results in too much dilatation once the yielding occurs since

$$P^*: de^* = d\lambda P^*: M = d\lambda \frac{2\beta Hi}{3\sqrt{3} \left[ 6J_2 + (2\beta H)^2 \right]^2}$$  \hspace{1cm} (5.7)

This feature is considered to be undesirable for concrete, and therefore, a nonassociated Prager-Drucker model is often used with the flow rule being of the following form:

$$M = \frac{9\sigma^d + 2\beta Hi}{3\sqrt{3} \left[ 6J_2 + (2\beta H)^2 \right]^2}$$  \hspace{1cm} (5.8)

in which $\beta$ in Eq. (5.6-2) is merely replaced with $\beta'$. One possibility is $\beta' = 0$ for which only the deviatoric part of the total strain tensor contains inelastic components. A more suitable flow rule ($\beta' \neq 0$) should be devised if the correct amount of dilatation is to be predicted. Shear enhanced compaction can be predicted by choosing $\beta' < 0$, but then $\beta'$
Figure 5-2. Stress-strain curves for triaxial compression predicted by the perfectly plastic Prager-Drucker model, with $P = \frac{1}{3} \sigma_{ii}$ and $\varepsilon_{ii} = \varepsilon_{ii}$. 
would have to change to predict dilatation. Such an approach becomes overly complicated. Other limitations of the model are the facts that no yielding for hydrostatic compression can be modeled and that the strength for negative mean pressure (tensile regime) is generally too high.

5.3 Modified Prager-Drucker Model

With the assumptions that $J_2$ attains a limiting value $S_m$ as $P$ increases positively and that the hydrostatic tensile strength is $P_t$, a more accurate representation of material strength as a function of mean pressure can be constructed. A modification to Eq. (5.5-1) that provides a smooth transition to $S_m$ and $P_t$ is given as follows:

$$H = \left(1 - e^{-k}\right) \left[ \alpha f_c + \beta P \left(1 - e^{-y}\right) \right]$$  \hspace{1cm} (5.9-1)

where

$$k = \left(1 - \frac{P}{P_t}\right)^m$$  \hspace{1cm} (5.9-2)

$$y = \frac{S_m}{\beta (P - P_t)}$$  \hspace{1cm} (5.9-3)

The material constants $\alpha$, $\beta$, $m$, $S_m$, and $P_t$ can be determined by curve fitting, such as with a least square method, in the $P - \sqrt{3J_2}$ space of experimental data obtained from triaxial compression tests. The yield surface described by $f = 0$ is shown in Figure 5-3 for the given parameters. The intersection with the $P$-axis at $P = P_t$ is exhibited together with the decrease in slope for large values of $P$.

With the use of either an associated or a nonassociated flow rule, stress-strain curves for typical triaxial compression paths obtained with this model are similar to those obtained from the Prager-Drucker model with the exception that improved values of strength are shown for the low and high range of mean pressure. However, this modified Prager-Drucker model is still inadequate if the details of inelastic deformation need to be simulated. And also, it is not efficient to form the tangent stiffness tensor in numerical integration schemes, because of the added complexity of the yield surface.
Figure 5-3. The yield surface with different scales for the modified Prager-Drucker model

\[ J_2 = \frac{1}{2} \sigma^d \cdot \sigma^d \text{ and } P = -\frac{1}{3} \sigma_{ii} \]
5.4 Noncircular Pressure-Dependent Model

All of the models discussed previously in this chapter define yield surfaces that are circular in the deviatoric plane. According to Chen [1982], experimental data in the deviatoric plane show that for a given value of mean pressure there is a considerable variation with polar angle in the limit value of effective stress. For low values of mean pressure, it is believed that the maximum principal stress criterion is most appropriate. For large values of mean pressure, the circular shape is considered adequate. Thus, an accurate limit state surface in the deviatoric plane should vary from a triangular shape at low values of mean pressure to a circular shape at high values of mean pressure. To do so, consider a yield function

\[ f(\sigma) = R \left( J_2 - \frac{H^2}{3} \right) + \left( \frac{2}{27} H^3 - III^d \right) \]  

(5.10)

in which \( H \) is given by Eqs. (5.9), the third invariant \( III^d \) is defined as the negative determinant of the deviatoric stress, namely,

\[ III^d = -\det(\sigma^d) \]  

(5.11)

and \( R \) is a parameter that controls the shape of the yield surface \( f = 0 \) in the deviatoric plane. Examples are given in Figure 5-4 for various values of \( R \) and \( H = I \). The minimum value of \( R \) that gives a convex yield surface is \( R = \frac{1}{3} \), while the surface for \( R = 10 \) is very close to circular. Hence, a simple relation where \( R \) increases with \( P \) is desirable. After an attempt to fit experimental data, the following relation appears to be suitable:

\[ R = \frac{1}{3} \left( 1 + \zeta \frac{H}{f_c} \right) \]  

(5.12)

where \( \zeta \) is a material parameter chosen to match experimental data. In the absence of data for a particular material, \( \zeta = 0.3 \) provides a yield surface that is reasonable for concrete. The use of three stress invariants in constructing a noncircular yield surface was discussed in detail by Schreyer and Babcock [1985].

For triaxial compression, stress-strain curves based on this model are not different from those obtained with the modified Prager-Drucker model. However, for other classes of paths, the stress-strain curves are similar with the exception that the limit stresses are
Figure 5-4. Dependence on $R$ of the shape of the yield surface in the deviatoric plane

$$\begin{align*}
q_1 &= \frac{1}{\sqrt{6}} (\sigma_1 - \sigma_2) \\
q_2 &= -\frac{1}{\sqrt{18}} (\sigma_1 + \sigma_2 - 2\sigma_3)
\end{align*}$$

lower. For analyses where limit values must be accurate, the modifications to $R$ and the yield surface with the third invariant of stress may be nontrivial in a constitutive model. In addition, it is not recommended to formulate the tangent stiffness tensor in numerical calculations because of the complexity of the yield surface.
6. ELASTIC-PLASTIC STRAIN HARDENING MODELS

Many frictional materials display a certain amount of ductility and an increase of yield strength beyond the elastic strength with increased deformation, a feature often called strain hardening. Since the elastic strain is only a part of the total strain during the hardening process, accurate analyses near the limit state require a good representation of the inelastic strain. The purpose of this chapter is to demonstrate how isotropic hardening models, which reflect the essential features of strain hardening, can be developed from the starting point of elastic-perfectly plastic models. The fundamental assumption of an isotropic hardening model is that stress appears in the expression for the yield function as invariants of stress only, but the internal variables can change with inelastic deformation. Suppose here that only one internal variable is used. Implicit in this assumption is that no matter which path is followed in stress space, the internal variable governing isotropic hardening obtains the same value at the limit state. Thus, the yield surface, flow rule, and hardening rules are assumed to be functions of the invariants of both stress and inelastic strain. At the limit surface, the model becomes one of perfect plasticity.

For engineering computations, whenever an element reaches the limit state, the consequent calculations in the post-peak regime should be suspect because large deformations may localize into an element. Without a proper treatment of softening with localization as indicated in Chapter 7, the predicted energy dissipation may be too high since zones of localization are frequently much smaller than the width of an element in a mesh generated for typical engineering calculations. Also, it must be pointed out that accurate predictions for strain under multiaxial states of stress are much harder to achieve than predictions for limit states in terms of stress. Future research should be able to resolve the limitations inherent in classical plasticity.

6.1 von Mises Model

The strain-hardening von Mises model with an associated flow rule is defined by

\[ f(\sigma, I_2) = 3J_2 - H^2(I_2) \]

\[ M(\sigma, I_2) = N(\sigma, I_2) = \frac{1}{N} \frac{\partial f}{\partial \sigma} \]

\[ dI_2 = d\varepsilon^i = d\lambda \]

where the second invariant of inelastic strain, $\varepsilon^i$, is given by:
Therefore, $H$ is a hardening function of the internal variable $\bar{\varepsilon}$. An elementary smooth relation can be assumed for $H$ as follows:

$$
\bar{\varepsilon}^i = \left[ \left( \frac{d\lambda}{\sigma^d} \right)^2 - \left( \frac{\sigma^d}{\sigma^d} \right)^2 \right] = \left[ \left( \frac{d\lambda}{\sigma^d} \right)^2 \left( \frac{\sigma^d}{\sigma^d} \right)^2 \right]^{1/2}
$$

(6.2)

in which $H_0$ and $H_L$ correspond to the elastic and peak strengths, respectively. The limit state is achieved when the inelastic strain invariant reaches the limit value $\bar{\varepsilon}^i$. The material parameters $H_0$, $H_L$, $\bar{\varepsilon}^i$, and $n$ can be identified from an experimental stress-strain curve in a uniaxial stress test where $\bar{\varepsilon} = |\sigma_{II}|$ and $\bar{\varepsilon}^i = |\varepsilon_{II}|$ for the case where the loading axis is identified as $\lambda_I$.

On the deviatoric plane, the yield surface described by $f = 0$ is a circle, the radius of which expands with $\bar{\varepsilon}^i$. Equations (5.3-1) to (5.3-4) are still valid because the partial derivative of the yield surface with respect to stress does not include the internal variable $\bar{\varepsilon}^i$, but now the partial derivative of the yield surface with respect to the internal variable is not equal to zero because of the hardening feature and can be written as

$$
\frac{\partial f}{\partial I_1} = \frac{n(\varepsilon_L - H_0)}{\bar{\varepsilon}^i} \left( \bar{\varepsilon}^i \right)^{n-1} H \cos \left[ \frac{\pi \left( \bar{\varepsilon}^i \right)^n}{2 \left( \bar{\varepsilon}^i \right)} \right]
$$

(6.4)

For many materials, $H_0 = \frac{H_L}{2}$ is a reasonable choice. Typical stress-strain curves with this choice and for various values of $n$ are shown in Figure 6-1. It can be observed that with $n = 0.5$ a shape is achieved that is representative of many experimental data. The strain at which the maximum stress is reached can be adjusted through the parameter $\varepsilon_L$.

Since the yield surface and flow rule are formulated in the deviatoric stress space, the criticisms given in Section 5.1 are still applicable here except that the strain hardening phenomenon is now predicted. Therefore, this model is not of much use for geotechnical
Figure 6-1. Stress-strain curves for uniaxial compression for a strain hardening von Mises model, with $P = -\frac{1}{3} \sigma_{ii}$ and $e_V = \varepsilon_{ii}$.
materials, although it is very suitable for describing the strain-hardening behavior of metals under monotonic loading.

### 6.2 Prager-Drucker Model

A strain-hardening version of the Prager-Drucker model is set up by choosing a yield surface of the type

\[ f = 3J_2 - H^2(I_1, P) \]  
\[ M(\sigma, I_1) = N(\sigma, I_1) \]  
\[ dI_1 = d\bar{\varepsilon}^l = d\lambda \]

where the hardening function takes the form of

\[ H = H_0 + (H_L - H_0) \sin \left( \frac{\pi}{2} \left( \frac{\bar{\varepsilon}^l}{\varepsilon^l_L} \right)^n \right) \quad 0 \leq \bar{\varepsilon}^l < \varepsilon^l_L \]  
\[ H = H_L \quad \bar{\varepsilon}^l \geq \varepsilon^l_L \]

\[ H_L = \alpha f_c + \beta P \]

The parameters \( \alpha \) and \( \beta \) are defined in Section 5.2. Since \( H_L \) is now a linear function of mean pressure \( P \), this model simulates both strain hardening and variations of material strength with mean pressure, which gives an improvement over the von Mises hardening model. On the deviatoric plane, therefore, the radius of the circle described by \( f = 0 \) changes not only with \( I_1 \) but also with \( P \). Equations (5.6-1) to (5.6-4) can be valid here if the parameter \( \beta \) in those equations is replaced by \( \beta \sin \left[ \frac{\pi}{2} \left( \frac{\bar{\varepsilon}^l}{\varepsilon^l_L} \right)^n \right] \), which reflects the hardening feature of the model. From Eqs. (6.5) to (6.6), it follows that the partial derivative \( \frac{\partial f}{\partial I_1} \) can also be found from Eq. (6.4) with the new definition of \( H_L \).

Typical stress-strain curves for triaxial compression are shown in Figure 6-2 for various values of mean pressure. As in Section 5.2, the pressure-volumetric strain curve still exhibits too much dilatation. If we redefine the internal variable \( I_1 \) in terms of the deviatoric part of the inelastic strain tensor, that is, let
Figure 6-2. Stress-strain curves for triaxial compression for an associated hardening Prager-Drucker model, with \( P = \frac{1}{3} \sigma_{ii} \) and \( e_V = e_{ii} \).
the almost identical results can be seen from Figure 6-3. This comparison illustrates the point that the choice of internal variable is usually not a critical factor in establishing an isotropic strain-hardening model, and instead, the flow rule plays an leading role as indicated by Eq. (5.7). If the flow rule of von Mises' type is used, the result is that no volumetric inelastic strain is predicted so that \( \bar{\varepsilon}^{id} = \bar{\varepsilon}^i \). Typical stress-strain curves are given by Figure 6-4, which are different from those in the previous two figures.

Although strain hardening is now simulated, experimental data indicate much more inelastic behaviors for large values of mean pressure than those shown in Figures 6-2 through 6-4. The lack of correlation can be corrected by scaling the increment \( dI_I \) with a coefficient proportional to the inverse of mean pressure. Such a modification is not warranted at this stage because of other limitations of the model, such as no shear enhanced compaction and no yielding for hydrostatic compression.

### 6.3 Modified Prager-Drucker Model

If \( H_L \) in Eqs. (6.6) is redefined by Eqs. (5.9), namely,

\[
H = H_0 + (H_L - H_0) \sin \left[ \frac{\pi}{2} \left( \frac{\bar{\varepsilon}^i}{\bar{\varepsilon}_L^i} \right) \right] \quad 0 \leq \bar{\varepsilon}^i < \bar{\varepsilon}_L^i \tag{6.8-1}
\]

\[
H = H_L \quad \bar{\varepsilon}^i \geq \bar{\varepsilon}_L^i \tag{6.8-2}
\]

\[
H_L = \left(1 - e^{-k}\right) \left[ \alpha f_c + \beta P(1 - e^{-\gamma}) \right] \tag{6.8-3}
\]

then a strain-hardening version of the modified Prager-Drucker model is obtained. The advantage of this model is that a realistic limit for negative mean pressure (tensile regime) is achieved and strain hardening is displayed for all paths except hydrostatic compression.

However, this model still contains some serious deficiencies. No shear enhanced compaction is shown for uniaxial strain and triaxial compression, and the amount of ductility displayed for triaxial compression is too low for a large mean pressure. In addition, the formulation of the tangent stiffness tensor is complicated.
Figure 6-3. Stress-strain curves for triaxial compression for an associated hardening Prager-Drucker model with an alternative internal variable.
Figure 6-4. Stress-strain curves for triaxial compression for a nonassociated hardening Prager-Drucker model, with $P = \frac{1}{3} \sigma_{ii}$ and $e_{i} = \varepsilon_{ii}$. 
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6.4 Noncircular Pressure-Dependent Model

A strain-hardening yield surface with a noncircular cross-section in the deviatoric plane can be developed if the function $H$ in Eq. (5.10) is redefined by Eqs. (6.8). There is no question that for relatively small values of $P$, the hardening yield surface is triangular in the deviatoric plane. However, this degree of refinement for a general constitutive model involves considerably more computations, primarily because of the calculations of $\frac{\partial f}{\partial \sigma}$ and $\frac{\partial f}{\partial I_i}$. At present, it is difficult to justify such a degree of sophistication in computational codes so that the main focus of this chapter is to develop in the next section the modified Prager-Drucker model with a cap, which provides a balance among simplicity, computational efficiency, and reasonable predictions for the inelastic behavior of concrete.

6.5 Modified Prager-Drucker Model with a Cap

All the inelastic models investigated up to this stage can not simulate features representative of concrete, i.e.,

1. Strain hardening for all stress paths including hydrostatic compression,
2. More ductility predicted for paths associated with large values of mean pressure than for paths associated with low values of mean pressure, and
3. Shear enhanced compaction and dilatation.

In order to remedy the shortcomings of the previous models, the modified Prager-Drucker yield surface described in Section 6.3, which does not intersect with the positive $P$-axis in the $P - \sqrt{3J_2}$ space, can be connected to the positive $P$-axis by the addition of a cap surface. Several versions of cap models are available [Sandler et al., 1976; Sandler and Rubin, 1979; Resende and Martin, 1985; Faruque and Chang, 1986; Simo et al., 1988], but some of them involve a discontinuity in slope at the junction of the original yield surface and the cap surface. Since the flow rule usually contains the normal to the yield surface, the flow rule for a stress state at the junction point is complicated by the consistency conditions associated with two yield surfaces that must be satisfied simultaneously. The result is an integration scheme that is more complicated than if a single smooth surface is used.

By trial and error, a single yield surface providing a smooth transition from the modified Prager-Drucker surface to the cap surface can be developed. The yield surface is continuous and has a continuous derivative everywhere so that a corner algorithm is not required. In addition, the flow rule is associated, the yield surface is convex and intersects
the $P$-axis at right angles for both positive and negative values of $P$, so that the uniqueness of solutions is assured and no deviatoric strain occurs for hydrostatic stress states.

### 6.5.1 Description of the Model

A smooth yield surface is defined by

$$f(\sigma, I_i) = 3J_2 - \tilde{H}^2$$

$$M(\sigma, I_i) = N(\sigma, I_i)$$  \hspace{1cm} (6.9-1)

$$I_1 = \varepsilon_j^i = \int \frac{P_0 - d\varepsilon^{id}}{P + P_0} \hspace{1cm} (6.9-2)$$

$$I_2 = \varepsilon_2^i = \left\{ -d\varepsilon_{ii}^i - c_2 d\varepsilon^i \right\}^I$$  \hspace{1cm} (6.9-3)

with

$$\tilde{H} = HH_c$$  \hspace{1cm} (6.10)

where the hardening function $H$ takes the form of

$$H = H_L \left\{ H_0 + (1 - H_0) \sin \left[ \frac{\pi}{2} \left( \frac{\varepsilon_j^i}{\varepsilon_L^i} \right)^p \right] \right\} \hspace{1cm} 0 \leq \varepsilon_j^i < \varepsilon_L^i$$  \hspace{1cm} (6.11-1)

$$H = H_L \hspace{1cm} \varepsilon_j^i \geq \varepsilon_L^i$$  \hspace{1cm} (6.11-2)

$$H_L = (1 - e^{-k}) \left[ \alpha f_c + \beta P (1 - e^{-y}) \right]$$  \hspace{1cm} (6.11-3)

with $k$ and $y$ defined by Eqs. (5.9-2) and (5.9-3). The key point for obtaining a smooth transition between two surfaces is the choice of the cap function $H_c$. Here, the choice is made to let

$$H_c = \begin{cases} 1 - \frac{(P - sP_c)^{2q}}{(P_c - sP_c)^{2q}} \text{sign}(P_c - P) & P > sP_c \hspace{1cm} (6.12-1) \\ 1 & P \leq sP_c \hspace{1cm} (6.12-2) \end{cases}$$

where
In Eqs. (6.9) to (6.12), which describe the yield surface, the material parameters can be grouped according to their function as follows.

The limit state $H_L$ is defined by $\alpha$, $\beta$, $P_t$, $m$, and $S_m$ in the $P - \sqrt{3J_2}$ space as shown in Figure 5-3. For a linear approximation given by Eq. (5.5-1), $\alpha_{eq}$ is the intercept on the $\sqrt{3J_2}$-axis and $\beta$ is the slope. The intercept of the surface with the negative $P$-axis (hydrostatic tension) is $P_r$. The shape of the transition from the tensile intercept to the hydrostatic compression regime is controlled by $m$. The maximum value of $\sqrt{3J_2}$ for large positive $P$ is adjusted through $S_m$.

The strain hardening of the yield surface, as reflected through Eq. (6.11-1), is governed by the parameters $H_0$, $\bar{\varepsilon}_L$, and $n$. The fraction of the peak limit stress, where inelasticity first appears, is given by $H_0$. The strain invariant of Eq. (6.2) or (6.7-1) proves to be inadequate if reasonable predictions of strain are required, since the use of Eq. (6.2) or (6.7-1) implies that the same amount of shear deformation is obtained to reach the limit state regardless of the value of mean pressure. Experimental data suggest that for a tensile state of stress or strain, less shear deformation is needed than for a compressive state. Hence, the invariant defined by Eq. (6.9-3) is proposed for use in Eqs. (6.11). As a material parameter, $P_o$ controls ductility. If $P_o$ is large relative to $P$ for all points on a stress path, the invariant $\bar{\varepsilon}_i$ reduces to the usual deviatoric invariant $\bar{\varepsilon}_id$. However, if $P_o$ is small relative to $P$, then $d\bar{\varepsilon}_i$ will accumulate at a slower rate than $d\bar{\varepsilon}_id$. The result is that for large values of $P$, the model will predict a greater amount of ductility, which is a feature exhibited by many frictional materials. The parameter $P_o$ can be determined together with $\bar{\varepsilon}_L$ by matching uniaxial and triaxial data. The shape of the strain-hardening curve is controlled by $n$.

The shape and change of the cap surface is described by Eqs. (6.12-1) to (6.12-4) and adjusted through the parameters $q$, $P_{co}$, $c_1$, $c_2$, $c_3$, and $c_4$. The absolute value is required so that the operation involving the exponent $q$ ($0 < q < 1$) can be performed. The exponent $q$ controls the shape of the cap surface. $P_c$ is the value of $P$ at which the cap surface intersects the positive $P$-axis. The function $H_c$ and hence $H$ is zero when $P = P_c$. The value of $P_c$ evolves with compressive volumetric strain. If shear is present, the increase in pressure with volumetric strain should be less rapid, which is called shear enhanced compaction as shown in Figure 3-4(a). To predict the shear enhanced compaction, $P_c$ in Eq. (6.12-4) is assumed to be a function of the strain invariant defined

$$s = c_1 + (0.98 - c_1)\left(\frac{\bar{\varepsilon}_i}{\varepsilon_L}\right)^{c_2}$$

$$P_c = P_{co} \exp\left(c_3 \frac{\bar{\varepsilon}_2}{\varepsilon_L}\right)$$

In Eqs. (6.9) to (6.12), which describe the yield surface, the material parameters can be grouped according to their function as follows.
by Eq. (6.9-4) where \( \delta \bar{e}^i_2 \) equals the quantity inside the triangular bracket if the quantity is positive and otherwise, zero. For a hydrostatic compression test, \( \bar{e}^i_2 = -\varepsilon^i_{ii} \) and \( P_{co} \) is the value of \( P \) where inelastic deformation is first exhibited. The material parameter \( c_3 \) is chosen to provide a fit to the experimental data, and the shape of the predicted pressure versus volumetric strain curve under hydrostatic pressure is described through \( c_3 \). The degree of shear enhanced compaction under uniaxial strain is governed by the parameter \( c_2 \). \( H_c \) is defined to be unity for \( P \leq sP_c \) such that the point \( P = sP_c \) connects the modified Prager-Drucker surface to the cap surface where \( P > sP_c \). The derivative of \( H_c \) with respect to \( P \) is zero at \( P = sP_c \) and infinite at \( P = P_c \). The first condition provides the continuous derivative between two surfaces, while the last condition yields a strictly volumetric compaction under hydrostatic compression. The sign function is appended to produce a negative value to \( H_c \) whenever \( P > P_c \), a situation that can occur during numerical calculations. In order to control the value of \( P \) at which the cap function becomes effective, \( s \), in Eq. (6.12-3), is taken to be a function of inelastic deformations as observed from experimental results. \( c_I \) is a material parameter that provides the location where the cap surface first displays a horizontal tangent. The point \( sP_c \) varies from an initial value of \( c_I P_c \) to 0.98\( P_c \) at the limit point that means the cap becomes almost flat and perpendicular to the positive \( P \)-axis as the limit state is approached. The parameter \( c_4 \) is used to monitor the rate at which \( s \) increases with inelastic strain, and a value of \( c_4 = 1 \) appears adequate for most cases. The value of \( c_I \) can be determined by identifying the lowest confining pressure where triaxial loading curves first display shear enhanced compaction.

In summary, the material parameters can be divided into the following three groups:

- Limit state: \( \alpha, \beta, P_0, m, S_m \)
- Strain hardening: \( H_0, \bar{e}^i_1, n, P_0 \)
- Cap surface: \( q, P_{co}, c_1, c_2, c_3, c_4 \)

The shear part of the whole yield surface evolves to the limit state while the cap part moves monotonically out along the positive \( P \)-axis. The incremental-iterative integration schemes discussed in Subsection 4.2.3 should be used to solve the nonlinear constitutive equations consisting of Eqs. (6.9) to (6.12), and it is not numerically efficient to find the tangent stiffness tensor. In the following subsection, typical values of material parameters for concrete are given, and the effect of each parameter is explored by the use of Algorithm 4 discussed in Subsection 4.2.3.
6.5.2 Sensitivity of Material Parameters for Concrete

For design purposes, the most important material parameters are usually those associated with the limit state. A straight line fit to data in the $P - \sqrt{3}J_2$ plane immediately results in values for $\alpha f_c$ and $\beta$. If $f_c$ is taken to be the peak strength in uniaxial compression, it follows from Eq. (5.5-1) that

$$\alpha + \frac{\beta}{3} = 1$$

(6.13)

Typical values for concrete are $\alpha = 0.6$ and $\beta = 1.2$. The strength in hydrostatic tension is often not available from experimental data so that $P_t$ must be selected along with $m$ to fit data in the tensile zone. Values of $P_t = -0.05f_c$ and $m = 0.75$ are reasonable for concrete. Data are rarely available for large values of $P$, and hence, $S_m = 25f_c$ is recommended here based on extrapolation. The effects of $m$ and $S_m$ on the limit surface are shown in Figure 6-5 for $P_t = -0.05f_c$, $\alpha = 0.6$ and $\beta = 1.2$.

The initial shape of the cap is governed by the parameters $c_I$, $q$, and $P_{co}$. The parameter $P_{co}$ denotes the value where inelasticity first appears in the experimental curve describing hydrostatic pressure as a function of volumetric strain. If this value is not available, $P_{co} = f_c$ is reasonable for concrete. The transition point where the cap attains a horizontal tangent is given by $P = c_1P_{co}$ with $c_1 = 0.4$ recommended for concrete unless triaxial compression test data for several different values of confining pressure are available. The value of $P$ at which shear compaction is first noted for the lowest confining pressure identifies $c_I$. These experimental data can also be adopted to determine $q$ although $q = \frac{1}{2}$ appears to be satisfactory for most cases. Figure 6-6 shows the effect of $q$ on the shape of the cap.

Triaxial or uniaxial data are useful for identifying the strain hardening parameters. The fraction of the limit strength at which inelasticity first appears is given by $H_0$ with $H_0 = 0.5$ a reasonable choice for most materials. The value of the invariant of the inelastic strain at the limit state, $\bar{\varepsilon}_L^i$, can be taken to be 0.0025 for concrete. The shape of the stress-strain curve in the hardening regime is controlled through the parameter $n$ although $n = 0.5$ seems most appropriate for almost all materials. The effects of these parameters are shown in Figure 6-7.

Under hydrostatic compression, most frictional materials display an initial elastic regime, then a regime of monotonically decreasing stiffness followed by that of monotonically increasing stiffness up to the value of initial volumetric elastic stiffness. An exponential function defined in Eq. (6.12-4) has been chosen to reflect this observed
Figure 6-5. The effects of $m$ and $S_m$ on the limit surface, with $J_2 = \frac{1}{2} \sigma^d : \sigma^d$ and $P = -\frac{1}{3} \sigma_{ii}$. 
Figure 6-6. The effect of $q$ on the shape of the cap, with $P = \frac{1}{3} \sigma_{ii}$.

feature. Under hydrostatic compression, $d\bar{e}_2 = |d\bar{e}_u|$ so that the only remaining parameter in Eq. (6.12-4) to fit data is $c_3$. The effect of $c_3$ is shown in Figure 6-8. If the experimental data cannot be fitted satisfactorily, then a different mathematical formulation must be prescribed.

Triaxial paths generally display both shear enhanced compaction and enhanced ductility with an increase in confining pressure. Thus, the last two parameters to be determined, $P_0$ and $c_2$, can be found simultaneously from triaxial data. The most difficult task is to seek reasonable values to initiate a sensitivity study. For concrete, however, $P_0 = 5f_c$ and $c_2 = 1$ have appeared to be a good choice so that these values can be used as starting values for obtaining a fit to a specific material. The effects of variations in these two parameters are shown in Figures 6-9 and 6-10 for the case where the other parameters were assigned the “standard” values described previously in this subsection and confining pressure is taken to be $f_c$.  
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Figure 6-7. The effects of strain hardening parameters on the predicted stress-strain curve for uniaxial stress in compression.
The following list gives the standard values of material parameters for concrete:

- $\alpha = 0.6$
- $\beta = 1.2$
- $P_t = -0.05f_c$
- $m = 0.75$
- $S_m = 25f_c$
- $P_{co} = f_c$
- $q = 0.5$
- $c_1 = 0.4$
- $c_2 = 1$
- $c_3 = 1$
- $c_4 = 1$
- $P_0 = 5f_c$
- $\bar{e}_L = 0.0025$
- $n = 0.5$
- $H_0 = 0.5$

### 6.5.3 Comparison of the Model Predictions with Experimental Data

To illustrate the degree of agreement of experimental data with the modified Prager-Drucker model with a cap, model predictions for a high-strength concrete are compared with experimental data in stress-strain plots.

With the use of the experimental data of Green and Swanson [1973], the values of material parameters were obtained by curve fitting following the method mentioned in the previous subsection. This procedure can be systematized to rigorously minimize the error norm for an optimal fit to experimental data [Kovarna, 1981; Simo et al., 1988].
Figure 6-8. The effect of the parameter $C_3$ on the predicted response for hydrostatic compression.
Figure 6-9. The effect of the parameter $P_0$ on the predicted response for triaxial compression.
Figure 6-10. The effect of the parameter $C_2$ on shear enhanced compaction.
(c) Mean pressure versus volumetric strain for hydrostatic compression and uniaxial strain

Figure 6-10. (continued) The effect of the parameter \( C_2 \) on shear enhanced compaction.

values of material parameters for a high-strength concrete obtained by matching data are
given as follows:

\[
\begin{align*}
\alpha &= 0.50 & \beta &= 1.5 & P_t &= -200 & m &= 0.75 \\
S_m &= 25f_c & P_{co} &= \frac{3}{7}f_c & q &= 0.30 & c_1 &= 0.60 \\
c_2 &= 0.50 & c_3 &= 5.0 & c_4 &= 1.0 & P_0 &= \frac{4}{7}f_c \\
\bar{\varepsilon}_L^i &= 0.0027 & n &= 0.25 & H_0 &= 0.50 & f_c &= 7000 \text{ psi}
\end{align*}
\]

The fit for triaxial paths is shown in Figure 6-11 for three values of confining pressure. As can be seen, reasonable values of both stress and strain are predicted at the limit state except for Figure 6-11(b) where the confining pressure is 1000 psi and the predicted limit stress is approximately 10% higher than tested.

For frequently used strain driven algorithms such as Algorithms 1 to 4, the lack of an accurate constitutive model will be reflected as errors in both stress and strain, especially near the limit state. For problems where estimates of load capability are of primary concern, such errors can result in misleading conclusions even though the computational algorithm is adequate. Hence, it is imperative that constitutive models provide reasonable fits to both stress and strain if the models are to be useful. From a micromechanical point of view, the
Figure 6-11. Comparison of experimental [Green and Swanson, 1973] and theoretical curves of stress versus strain for triaxial paths.
Figure 6-11. Comparison of experimental [Green and Swanson, 1973] and theoretical curves of stress versus strain for triaxial paths.
Figure 6-11. Comparison of experimental [Green and Swanson, 1973] and theoretical curves of stress versus strain for triaxial paths.
mechanism of inelastic flow alone cannot provide a satisfactory specification for nonlinear features of quasi-brittle materials, and instead, the damaging or degradation of material properties often dominates in the cases of quasi-brittle materials under mechanical, thermal, and chemical effects, such as creep, stress corrosion, and leakage of seals. Thus, both the inelastic and damage processes should be fully understood to correctly model quasi-brittle materials nonlinear stress-strain response. The rapidly evolving continuum damage mechanics will be discussed in the next two chapters with emphasis on concrete.
7. DAMAGE MECHANICS

The concept of elastic or yield strength design is commonly used in conventional engineering design procedures. The post-limit behavior of materials is not normally taken into account. The concept of elastic or yield strength design might not be suitable for many engineering applications. For dynamic cases of very short load duration, such as explosive or seismic disturbances, no collapse occurs if a limit point is reached for a particular structural member. The response can be observed well beyond the limit point for a situation involving stress corrosion. Statically indeterminate structural members may help to preclude collapse. Since a significant amount of energy absorption can be associated with the post-limit regime, a realistic assessment of the nonlinear behavior of engineering structures must include the softening of material strength and stiffness in the post-limit regime. The post-limit response has become an active research field in recent years with increased need in environmental protection, space technology, and advanced engineering materials. Novel experimental techniques such as Laser Holographic Interferometry, X-Ray Radiography, and Image Analysis provide more details about microstructural features of materials, while the rapid development of digital computers makes advanced constitutive modeling more feasible than ever before.

Among continuous and discontinuous approaches in failure simulation, continuum damage mechanics (CDM) has been introduced and employed extensively to describe the progressive damaging experienced by material properties prior to the initiation of macrocracks. The historical development of the CDM dates back only about thirty years and has already been compiled in the literature [Kachanov, 1986; Krajcinovic, 1989; Lemaitre, 1984; Simo and Ju, 1987]. The CDM was originally applied to model creep rupture by using the concept of effective stress, and then developed to simulate the three main kinds of damage: fatigue damage, creep damage, and ductile damage. Recently, the CDM has found its place in describing micromechanics of failure of quasi-brittle materials such as concrete and rock, and the preliminary results appear quite promising. In the following sections, an up-to-date survey of failure simulation will be given based on experimental, theoretical, and computational points of view, and then the general formulation of damage models and corresponding numerical solution schemes will be discussed with emphasis on concrete.
7.1 Present Status of Failure Simulation

By means of carefully controlled experimental devices, phenomenological experimental data beyond the peak strength have been documented for some quasi-brittle materials such as concrete and rock [Van Mier, 1984; Shah and Gopalaratnam, 1985; Norman, 1990]. The apparent features characterized by the post-peak response include reductions of strength and stiffness accompanied by a small zone of large deformations, called softening with localization. At present, experimental investigations are providing micromechanical data from Laser Holographic Interferometry, X-Ray Radiography and Image Analysis [Maji et al., 1990; Wang et al., 1990]. The major difficulty associated with measuring the post-peak response is the sudden change from an original homogeneous deformation field to an inhomogeneous field where large deformations are localized into a thin band. Thus, it is difficult to derive the stress-strain relation in the post-peak regime directly from the normal force-displacement tests. It has been and is still a challenge to reduce the experimental data from highly inhomogeneous deformation fields in three-dimension to data suitable for evaluating constitutive equations.

Two approaches exist to simulate structural failures: a discontinuous approach, such as linear elastic fracture mechanics and elastoplastic fracture mechanics, and a continuous approach, such as plasticity and damage mechanics. The discontinuous approach causes the problem requiring the remeshing in finite element calculations, while the continuous approach might not be valid when a macrocrack occurs. Also, the governing equations with rate-independent local softening models change from hyperbolic to elliptic equations for dynamic problems, and lose ellipticity for static problems. That is to say, the governing equations become ill-posed during the transition from the pre-peak to post-peak regime. Many research efforts have been conducted to clarify theoretical arguments associated with softening with localization, to make clear the relation between the evolution of localization zone and the post-peak response, and to simulate the degradation of material properties and localized failure modes [Bazant and Pijaudier-Cabot, 1988; Chen and Tzou, 1990; Chen and Schreyer, 1987; Chen, 1989; Chen and Schreyer, 1990; Costin and Stone, 1987; Ortiz, 1987; Schreyer and Chen, 1986; Schreyer and Wang, 1990; Taylor and Chen, 1986; Wawersik et al., 1990; Yazdani and Schreyer, 1990]. Among the models proposed are nonlocal plasticity, local or nonlocal continuum damage and other micromechanical models based on fracture mechanics. Preliminary results obtained for one- and two-dimensional sample problems look quite promising because, if a nonlocal model is used, the failure behavior of quasi-brittle materials can be simulated and the results are mesh independent. The correct predictions of crack propagation, anisotropy, and dynamic failure response, however, are still at an infant stage due to the extreme complexity of the...
microstructural features of materials. Applications to the three-dimensional cases will not be feasible until a robust and efficient solution scheme is designed, even with the use of supercomputers.

As can be seen from the literature, an overwhelming number of models simulating engineering materials has been suggested. The development of sophisticated constitutive models itself might not be the limiting factor in structural analyses. Rather, a lack of suitable experimental data to identify material parameters and an inability to obtain a converged solution in nonlinear numerical analysis pose the major limitations. A robust solution scheme is a necessity for a model to be used in industry, but little attention has been paid to the numerical aspect of failure simulation. In nonlinear analyses, an incremental-iterative procedure is commonly employed to correct for the incremental linearization error. From the differential form of the stress-strain relation, it is a natural consequence to use the tangent instead of the secant tensor. The convergence behavior of the incremental-iterative scheme then depends heavily on the condition number of the tangent structural stiffness matrix. If the tangent stiffness matrix becomes ill-conditioned, the numerical solution will converge very slowly or even fail at some point on the solution path [Akinson, 1978; Bathe, 1982], especially, if bifurcation or limit points, which are typical of failure simulation, exist. In addition to an ill-conditioned tangent stiffness matrix, the load increment can not be directly prescribed if the right path in the post-peak regime is to be traced. From bifurcation analysis, it can be shown that more than one solution exists at a bifurcation point. Hence, a suitable constraint condition should be imposed to guide the solution path in the right direction. In other words, the post-peak solution heavily relies on the constraint condition. After reviewing existing solution procedures, failure-controlled solution strategies have been proposed for damage softening with localization and extended to include both incremental plasticity and damage with nonlocal features [Chen and Schreyer, 1989 and 1990; Chen et al., 1992; Neilsen et al., 1991]. The basic idea is that a secant instead of tangent stiffness matrix, that is derived based on plasticity and damage secant stiffness tensors, is used in the structural solution scheme controlled by a suitable measure of failure. The resulting procedure is very robust for simulating the post-peak response including snap-back and snap-through. Since practical finite element analyses usually require the use of elements that are much larger than the localization zone, an element constitutive relation is designed to describe the behavior of a finite element with a localized deformation region that is smaller than the element itself. The applicability of the proposed solution strategies in the general case needs to be further investigated.

In summary, more results have been achieved in failure simulation within the recent ten years than ever before. A thorough understanding of failure mechanism and the routine use of failure simulation in industry need a combined effort from experimental, theoretical,
and computational aspects. From a modeling point of view, it is useful to combine both plasticity and damage mechanics to simulate two distinct modes of microstructural changes of material: inelastic flow and the degradation of material properties.

### 7.2 General Formulation

Phenomenological and micromechanical approaches are two ways of formulating the damage models. There is no question that a meaningful constitutive model must be consistent with the micromechanics of the material considered. However, the detailed discussion of micromechanical features is well beyond the scope of the report, and instead, the restrictions of thermodynamics, which reflect fundamental laws of physics [Coleman and Noll, 1963; Coleman and Gurtin, 1967; Malvern, 1969; Marsden and Hughes, 1983; Truesdell, 1984], are imposed here on the development of constitutive models. The general formulations of both damage and inelasticity models follow the same procedure based on the internal variable theory of thermodynamics. However, more details will be given in this chapter to continuum damage models, which are proposed for simulating the progressive weakening of solids as reflected through the reduction of material stiffness. The part on inelasticity is provided for the purpose of showing an alternative method in formulating the inelastic hardening models discussed previously. It is assumed, as before, that the deformation and deformation gradients are small, so that the proposed damage models can be applicable up to the immediate post-peak regime.

For a purely mechanical case, there exists an internal energy per unit volume, $U(\varepsilon, I_i)$, or a Gibbs free energy per unit volume, $G(\sigma, I_i)$, where $I_i (i = 1, 2, \ldots, n)$ are the internal variables representing the internal constitution of a material and hence governing the processes of inelastic flow and degradation of material properties. Additional independent variables can be introduced if the effects of thermal and chemical diffusion processes are considered. The Clausius-Duhem inequality that follows from the principles of thermodynamics can be expressed in terms of either the internal energy:

$$-\dot{U}(\varepsilon, I_i) + \sigma : \dot{\varepsilon} \geq 0$$

or the Gibbs free energy:

$$\dot{G}(\sigma, I_i) - \varepsilon : \dot{\sigma} \geq 0$$

(7.2)
for any admissible process. Equation (7.1) will lead to a strain-based formulation, while Eq. (7.2), a stress-based formulation. If the displacement-based finite element method [Bathe, 1982; Belytschko, 1983] is adopted for the semidiscretization in space, the strain-based Clausius-Duhem inequality in Eq. (7.1) has a computational advantage over the stress-based one in Eq. (7.2), although both formulations are related to each other, as will be explained later. Hence, Eq. (7.1) will be used in the formulation of a strain-based damage model, which is fairly simple and provides a computational advantage of reduced drifting errors from a damage surface.

From the definition of the internal energy, an alternative form of Eq. (7.1) is given by

\[
\left( \sigma - \frac{\partial U}{\partial \varepsilon} \right) : \dot{\varepsilon} - \sum_{i=1}^{n} \frac{\partial U}{\partial I_i} \dot{I}_i \geq 0
\]  

(7.3)

Standard arguments [Coleman and Noll, 1963; Coleman and Gurtin, 1967] and the assumption that inelastic and damage unloading processes are elastic result in

\[
\sigma = \frac{\partial U}{\partial \varepsilon}
\]  

(7.4)

and the dissipative inequalities

\[
- \frac{\partial U}{\partial I_i} \dot{I}_i \geq 0 \quad i = 1, 2, ..., n
\]  

(7.5)

Generally speaking, both inelastic flow and damaging processes are interacting, but at present a coupled theory would not be useful because of no physical or experimental support [Yazdani and Schreyer, 1990]. Therefore, a decoupled theory is developed here by assuming

\[
U(\varepsilon, I_i) = U^e(\varepsilon) + U^d(\varepsilon, I_j) + U^i(\varepsilon, I_k)
\]  

(7.6)

\[
j = 1, 2, ..., l \quad k = 1, 2, ..., m \quad l + m = n
\]

where \(U^e, U^d,\) and \(U^i\) are related to the elastic, damage, and inelastic processes with corresponding internal variables, respectively. According to the features of these different processes, we can postulate the following forms:
\[
U^e = \frac{1}{2} \varepsilon : E^e : \varepsilon \quad (7.7-1)
\]
\[
U^d = \frac{1}{2} \varepsilon : E^d (I_j) : \varepsilon \quad (7.7-2)
\]
\[
U^i = \varepsilon : \sigma^j (I_k) \quad (7.7-3)
\]

where \( E^e \) and \( E^d \) are secant stiffness tensors for the elastic and damage processes, respectively. They can be isotropic or anisotropic but possess inherent symmetry due to the definition of the internal energy. \( \sigma^i \) is the inelastic (relaxation) stress tensor.

Combining Eqs. (7.4), (7.6), and (7.7) yields the following expression for the total stress tensor:

\[
\sigma = \frac{\partial U}{\partial \varepsilon} = E^e : \varepsilon + E^d : \varepsilon + \sigma^j = \sigma^e + \sigma^d + \sigma^i
\]
\[
= E^{ed} : \varepsilon + \sigma^i \quad (7.8)
\]

where \( E^{ed} \) is the secant elastodamage stiffness tensor that is related to the internal energy through

\[
E^{ed} = E^e + E^d = \frac{\partial^2 U}{\partial \varepsilon^2} \quad (7.9)
\]

\( \sigma^e, \sigma^d, \) and \( \sigma^i \) are the elastic, damage, and inelastic parts of the total stress tensor, respectively, which is similar to the decomposition of the total strain tensor. The inelastic strain and inelastic stress have the relation that

\[
\varepsilon^i = -\left( E^{ed} \right)^{-1} : \sigma^i \quad (7.10)
\]

since the inelastic parts are assumed to be fixed during elastic unloading.

From the dissipative inequalities in Eq. (7.5) and Eqs. (7.7), it follows that

\[
-\frac{1}{2} \varepsilon : E^d : \varepsilon \geq 0 \quad (7.11-1)
\]
\[
-\varepsilon : \sigma^i \geq 0 \quad (7.11-2)
\]

Suppose the damage stiffness and inelastic stress tensors are described through the evolution equations: 
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Then for the damage part of a constitutive model, there exists a damage surface that can be formulated via

\[
f^d(\varepsilon, I_j) = \frac{1}{2} \sum_{j=1}^{l} \varepsilon: R_j: \varepsilon - S^2(I_j) \tag{7.13}
\]

where \( S \) is called the damage hardening-softening function. Because the damage process is irreversible, namely, \( I_j \geq 0 \), the tensor \( R_j \) must be positive definite so that the inequality (7.11-1) is satisfied. It should be pointed out that the theory of thermodynamics does not produce a constitutive model, and instead, only imposes certain constraint conditions on the functional forms of constitutive equations we define. The internal variables, \( I_j \), are determined by a suitable set of damage hardening-softening rules:

\[
dl_j = d\lambda^d s_j(\varepsilon, I_j) \tag{7.14}
\]

in which \( \lambda^d \) is a monotonically increasing variable used to parameterize the evolution of damage. In order to obtain the differential \( d\lambda^d \), the loading/unloading criteria for the damage process must be defined as

\[
f^d \leq 0, \quad d\lambda^d \geq 0, \quad d\lambda^d f^d = 0 \tag{7.15}
\]

In other words, damage occurs only when the strain is such that the damage surface \( f^d = 0 \), which guarantees the satisfaction of the thermodynamic restrictions. Thus, \( d\lambda^d \) can be found from the damage consistency condition: \( df^d = 0 \), i.e.,

\[
d\lambda^d = \sum_{j} \frac{\partial f^d}{\partial \varepsilon} \frac{d\varepsilon}{\partial \lambda^d} = \sum_{j} \frac{\partial f^d}{\partial I_j} \frac{dI^d}{\partial I_j} = \sum_{j} \frac{\partial f^d}{\partial s_j} \frac{ds^d}{\partial s_j} \tag{7.16}
\]

In the absence of inelastic flow, therefore, the strain-based constitutive equations for elastodamage process can be written in the differential form as follows:
\[
d\sigma = d\sigma^e + d\sigma^d \\
d\sigma^e = E^e : d\varepsilon \\
d\sigma^d = d(E^d : \varepsilon) \\
dl_j = d\lambda^d s_j \\
df^d(\varepsilon, I_j) = 0
\] (7.17-1) (7.17-2) (7.17-3) (7.17-4) (7.17-5)

For given increments in the total strain tensor, the internal variables, the elastic part of the total stress tensor, and the damage part of the total stress tensor can be obtained with the use of the loading/unloading criteria defined by Eq. (7.15). The difference between different damage models depends on the specific damage surface in Eq. (7.13), damage flow rule in Eq. (7.17-3), and hardening-softening rules in Eq. (7.14). The damage flow rule and the evolution equation (7.12-1) are related to each other (i.e., either the flow rule or the evolution equation can be specified independently).

For damage problems, it is a natural consequence to use the secant tensor, \( E^{ed} \), in computation to construct a structural stiffness matrix because of the explicit formulation of Eq. (7.8) with \( \sigma^i = 0 \),

\[
\sigma = E^{ed} : \varepsilon
\] (7.18)

It is not difficult to derive a corresponding tangent tensor, \( T^{ed} \), because it follows from Eqs. (7.9) and (7.18) that

\[
d\sigma = E^{ed} : d\varepsilon + dE^d : \varepsilon
\] (7.19)

The use of Eqs. (7.12-1), (7.14), and (7.16) yields

\[
T^{ed} = E^{ed} + \left( \sum_j s_j R_j \right) \varepsilon \otimes \varepsilon : \left( \sum_j R_j \right) + \sum_j \frac{\partial f^d}{\partial I_j} \left( \sum_j s_j \right)
\] (7.20)

so that

\[
d\sigma = T^{ed} : d\varepsilon
\] (7.21)
Thus, a solution scheme can make use of either the tangent or secant tensor, although the constitutive equations remain in the differential forms shown in Eqs. (7.17) to simulate those paths that are load dependent with the least possible computer resources. The use of the secant tensor, however, avoids the singularity associated with the limit or bifurcation points [Chen and Schreyer, 1990].

For the inelastic part of a constitutive model, equations similar to those in Eqs. (7.17) can be constructed by using the above procedure. However, a secant tensor for the inelastic part can not be directly obtained as for the damage part, and instead, an alternative formulation must be invoked [Chen et al., 1992].

As mentioned before, the stress-based formulation for damage and inelasticity models can be derived from Eq. (7.2). Now let us find the counterpart of Eqs. (7.17) so that both the strain- and stress-based formulations can be compared with regard to their effectiveness in numerical calculations. According to the definition of the Gibbs free energy and with the use of Eq. (7.2) and standard arguments, we arrive at

\[ \varepsilon = \frac{\partial G}{\partial \sigma} \]  

(7.22)

and the dissipative inequalities

\[ \frac{\partial G}{\partial I_i} \geq 0 \quad i = 1, 2, \ldots, n \]  

(7.23)

A stress-based decoupled theory can be developed by assuming

\[ G(\sigma, I_i) = G^e(\varepsilon) + G^d(\varepsilon, I_j) + G^i(\varepsilon, I_k) \]  

(7.24)

\[ j = 1, 2, \ldots, l \quad k = 1, 2, \ldots, m \quad l + m = n \]

where \( G^e, G^d, \) and \( G^i \) correspond to the elastic, damage, and inelastic processes with corresponding internal variables, respectively. Based on the features typical of the elastic, damage, and inelastic processes, respectively, it can be postulated that

\[ G^e = \frac{1}{2} \sigma : C^e : \sigma \]  

(7.25-1)

\[ G^d = \frac{1}{2} \sigma : C^d : \sigma \]  

(7.25-2)

\[ G^i = \sigma : \varepsilon^i \]  

(7.25-3)
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where \( C^e \) and \( C^d \) are secant compliance tensors for elastic and damage processes, respectively.

Combining Eqs. (7.22), (7.24), and (7.25) results in the following expression for the total strain tensor:

\[
\varepsilon = \frac{\partial G}{\partial \sigma} = C^e : \sigma + C^d : \sigma + \varepsilon^l
\]

\[
= \varepsilon^e + \varepsilon^d + \varepsilon^l = C^{ed} : \sigma + \varepsilon^l
\]

(7.26)

where \( C^{ed} \) is the secant elastodamage compliance tensor that is related to the Gibbs free energy through

\[
C^{ed} = C^e + C^d = \frac{\partial^2 G}{\partial \sigma \partial \sigma}
\]

(7.27)

\( \varepsilon^e, \varepsilon^d, \) and \( \varepsilon^l \) are the elastic, damage, and inelastic parts of the total strain tensor, respectively.

According to the dissipative inequalities in Eq. (7.23) and Eqs. (7.25), it follows that

\[
\frac{1}{2} \sigma : \dot{C}^d : \sigma \geq 0 \quad (7.28-1)
\]

\[
\sigma : \dot{\varepsilon}^l \geq 0 \quad (7.28-2)
\]

The evolution equations or flow rules need to be defined for the damage compliance and inelastic strain tensors, namely,

\[
\dot{C}^d = \sum_{j=1}^{I} \dot{l}_j \bar{R}_j \quad (7.29-1)
\]

\[
\dot{\varepsilon}^l = \sum_{k=1}^{m} \dot{l}_k \bar{\varepsilon}_k \quad (7.29-2)
\]

Then for the damage part of a constitutive model, we can construct a damage surface by letting

\[
\bar{f}^d (\sigma, I_j) = \frac{1}{2} \sum_{j} \sigma : \bar{R}_j : \sigma - S^2 (l_j) \quad (7.30)
\]
where \( \overline{S} \) is the counterpart of the damage hardening-softening function in the strain-based formulation, and the tensor, \( \overline{R}_j \), must be positive definite so that the inequality (7.28-1) is satisfied. The internal variables, \( I_j \), are determined by a suitable set of damage hardening-softening rules:

\[
d dI_j = d\overline{\lambda}^d \overline{s}_j (\sigma, I_j) \quad (7.31)
\]

In order to find the positive parameter \( d\overline{\lambda}^d \), the damage loading/unloading criteria in Eq. (7.15) must be invoked, and then the resulting damage consistency condition yields

\[
d\overline{\lambda}^d = -\sum_j \frac{\sigma : \overline{R}_j : d\sigma}{\sum_j \frac{\partial f^d}{\partial I_j} \overline{s}_j} \quad (7.32)
\]

The stress-based constitutive equations for elastodamage process can be summarized in the differential form in the absence of inelastic flow as follows:

\[
\begin{align*}
    d\varepsilon &= d\varepsilon^e + d\varepsilon^d \quad (7.33-1) \\
    d\sigma &= E^e : d\varepsilon^e \quad (7.33-2) \\
    d\varepsilon^d &= d\left( C^d : \sigma \right) \quad (7.33-3) \\
    dI_j &= d\overline{\lambda}^d \overline{s}_j \quad (7.33-4) \\
    d\overline{f}^d (\sigma, I_j) &= 0 \quad (7.33-5)
\end{align*}
\]

and the corresponding tangent compliance tensor is given by

\[
\overline{T}^{ed} = C^{ed} - \left( \sum_j s_j \overline{R}_j \right) : \sigma \otimes \sigma : \left( \sum_j \overline{R}_j \right) \quad (7.34)
\]

For the inelastic part of a constitutive model, results similar to Eqs. (7.33) can be obtained.

In summary, any damage and inelasticity models can be developed from either the strain- or stress-based general formulation constrained by thermodynamic restrictions. Both the strain- and stress-based formulations are related to and can be easily transformed to
each other, but the model derived from the strain-based formulation is computationally more efficient as shown in the next section.

7.3 Constitutive Equation Solver

As in the case of inelasticity models, damage models are usually nonlinear, and hence an incremental-iterative integration scheme is required to solve the differential constitutive equations. Because Eqs. (7.33) are the same as Eqs. (4.11), the integration schemes discussed in Chapter 4 can also be applied to the case of stress-based damage models, with only minor adaptations for damage variables. However, the integration schemes for the strain-based formulation can be made much simpler and introduce less numerical errors than for the stress-based one. The increment $\Delta \lambda^d$ can be found for given total strain increments by using either the Newton-Raphson or secant method. No elastic-predictor and damage-corrector are needed as in the stress-based formulation. The following is the outline of an integration scheme suitable for the strain-based damage model, based on Eqs. (7.17) and (7.18).

Algorithm 5. 

For each increment $\Delta t$, the states of total strain, elastic stress, damage stress, and internal variables at the end of the previous increment are known and denoted with the subscript $n-1$, and the current total strain, $\varepsilon_n$, is prescribed. The iteration loop for solving $\Delta \lambda^d$ is identified with the index $k$. The final values of state variables at the end of current increment are denoted with the subscript $n$.

Step 1

Evaluate the damage surface $f^d_0 = f^d \left[ \varepsilon_{n} (I_j)_{n-1} \right]$ and check the damage loading/unloading criterion:
If $f^d_0 > 0$, then go to step 3. Otherwise, the solution is elastic.

Step 2

Update the elastic stress and damage stress at the end of current increment:

$\sigma_n = \left( E^{ed} \right)_n : \varepsilon_n$

$\sigma^e_n = E^e : \varepsilon_n$

$\sigma^d_n = \sigma_n - \sigma^e_n$

where $E^{ed}$ and $E^e$ are the elastodamage and elastic stiffness tensors, respectively.
Exit or go to Step 1 for the next increment.

Step 3

Damage occurs and solve \( f^d \left[ \varepsilon_{n}, \{ I_j \}_k \right] = 0 \) for \( \lambda^d_k \) by using either the Newton-Raphson or secant method. Go to Step 2 after a converged solution is achieved.

For a simple case given in Chapter 8, \( \lambda^d_n \) can be solved correctly without invoking Step 3 in the above algorithm. Thus, a very robust constitutive equation solver can be incorporated into commonly used structural solution codes.
8. DAMAGE MODELS

Experimental results [Wang et al., 1990] indicate that internal strain localization starts as early as 40% of the peak load for some concrete specimens, which implies that the degradation of material properties might occur well before the peak strength is reached. Thus, a damage model should be able to include both hardening and softening regimes, although inelastic flow might dominate the hardening phenomenon. Here, the emphasis will be put on the development of damage softening models, but the extension to the hardening part is straightforward as shown with an example.

If the elastodamage process is assumed to be isotropic, the elastodamage stiffness tensor can be expressed in terms of bulk and shear moduli, $B^{ed}(I_j)$ and $G^{ed}(I_j)$, respectively, and takes the form of

$$E^{ed}(I_j) = 3B^{ed}(I_j)P^s + 2G^{ed}(I_j)P^d \quad (8.1-1)$$

with its initial value equal to the elastic stiffness tensor, namely,

$$E^{ed}(0) = E^e = 3B^eP^s + 2G^eP^d \quad (8.1-2)$$

and its damage part defined by

$$E^d(I_j) = 3B^d(I_j)P^s + 2G^d(I_j)P^d \quad (8.1-3)$$

The corresponding elastodamage compliance tensor is given by

$$C^{ed}(I_j) = (E^{ed})^{-1} = \frac{I}{3B^{ed}(I_j)}P^s + \frac{I}{2G^{ed}(I_j)}P^d \quad (8.2-1)$$

with

$$C^{ed}(0) = C^e = (E^e)^{-1} = \frac{I}{3B^e}P^s + \frac{I}{2G^e}P^d \quad (8.2-2)$$

$$C^d(I_j) = C^{ed}(I_j) - C^e = \frac{B^e - B^{ed}(I_j)}{3B^{ed}(I_j)B^e}P^s + \frac{G^e - G^{ed}(I_j)}{2G^{ed}(I_j)G^e}P^d \quad (8.2-3)$$
For the purpose of illustration, isotropic damage models of the von Mises type are developed in the next two sections via both the strain- and stress-based formulations. Since the models are in the deviatoric space, failures of shear type are simulated and no damage occurs in the volumetric space.

8.1 A Strain-Based Model

A strain-based damage model in the deviatoric space can be defined as

\[ f^d = \bar{e}^2 - S^2 \]  
\[ E^d = 2G_d P^d = 2c_0 G_e \{ \exp(-c_e \omega) - I \} P^d \quad 0 \leq \omega < \infty \]  
\[ d\omega = d\lambda^d \]

where the effective strain (strain invariant) and damage hardening-softening function are given, respectively, by

\[ \bar{e}^2 = \frac{3}{2} \varepsilon^d : \varepsilon^d \]  
\[ S = S_L (1 + \omega) \]

Since the stiffness tensor is determined for given evolution equations and hardening-softening rules, Eq. (8.3-2) implicitly gives the definitions for the evolution equations and hardening-softening rules, which illustrates an alternative approach to set up a damage model. Eq. (8.3-1) is consistent with Eq. (7.13) if \( R_I = 3P^d \). Due to the simple form of Eq. (8.3-1), it follows from a Taylor expansion that

\[ \Delta \omega = \Delta \lambda^d = \frac{\Delta e^d - A \Delta t + \Delta \bar{e}}{S_L} \]  

Since the total strain increments are provided directly from the displacement-based finite element method, Algorithm 5 discussed in Section 7.3 can be used without invoking the Newton-Raphson or secant method, and no drifting error will be induced for the given damage surface. This might not be the case, however, if a stress-based model is used because the total stress increments are usually unknown before a converged solution is achieved.
The effects of the model parameters $c_0$ and $c_I$ on the strain-based damage model are illustrated in Figure 8-1 with $S_L = 10^{-3}$, $B^e = 24 \text{ GPa}$, and $G^e = 18 \text{ GPa}$ which are representative of concrete. The effect of $c_0$ is demonstrated for $c_I = 1$. As expected, the smaller the value of $c_0$, the larger the residual stiffness. The rate of change of $G^d$ with damage is simulated through the value of $c_I$ and is shown for $c_0 = 0.99$. From the figure, it can be found that both damaging hardening and softening are exhibited with different values of model parameters.

8.2 A Stress-Based Model

In this section, a stress-based damage model is developed by showing its correspondence to a strain-based formulation so that both a strain- and a stress-based formulations can be available for a specific damage model, which provides experimental and computational convenience.

A stress-based damage surface of the von Mises type can be defined as

$$ f^d = \sigma^2 - \overline{S}^2 \quad (8.6-1) $$

$$ \sigma^2 = \sigma^d : \sigma^d \quad (8.6-2) $$

where $\sigma$ and $\overline{S}$ are the effective stress (stress invariant) and damage hardening-softening function, respectively. Because

$$ \sigma^d : \sigma^d = \sigma : P^d : P^d : \sigma = \varepsilon : E^d : P^d : E^d : \varepsilon $$

$$ = 4 (G^{ed})^2 \varepsilon : P^d : \varepsilon = 4 (G^{ed})^2 \varepsilon^d : \varepsilon^d \quad (8.7) $$

the stress-based formulation (8.6-1) can be changed to a strain-based one as follows:

$$ f^d = \varepsilon : R : \varepsilon - S^2 \quad (8.8) $$

in which

$$ R = \frac{1}{2} P^d \quad (8.9-1) $$

$$ S^2 = \frac{\overline{S}^2}{4 (G^{ed})^2} \quad (8.9-2) $$
Figure 8-1. The effects of model parameters $C_0$ and $C_I$ on the stress-strain relation.
The strain-based damage surface in Eq. (8.8) is obtained by dividing Eq. (8.6-1) by \(4(G^d)'\). The choice of \(R\) given in Eq. (8.9-1) is necessary for the equality of Eq. (8.8) to hold. If the numerator in Eq. (8.9-2) decreases faster than its denominator, the effective strain reduces with damage softening, a feature that might not be physically realistic.

With the use of one internal variable, \(I_1\), a simple damage hardening-softening rule is given by

\[
dI_1 = d\lambda^d \quad (8.10)
\]

Then the use of Eqs. (7.12-1), (8.1-3), and (8.9-1) yields \(B^d = 0\) and

\[
2G^d(I_1)p^d = -\frac{I_1}{2}p^d \quad (8.11)
\]

With the initial condition \(G^d(0) = 0\), it follows that

\[
G^d = -\frac{I_1}{4} \quad 0 \leq I_1 \leq 4G^e \quad (8.12)
\]

Thus, it can be found that

\[
E^{ed}(I_1) = 3B^eP^s + 2G^e\left(1 - \frac{I_1}{4G^e}\right)p^d \quad (8.13-1)
\]

\[
C^{ed}(I_1) = \frac{1}{3B^e}P^s + \frac{2}{4G^e - I_1}p^d \quad (8.13-2)
\]

and Eq. (8.9-2) becomes

\[
S^2 = \frac{\bar{S}^2}{\left[2G^e\left(1 - \frac{I_1}{4G^e}\right)^2\right]} \quad (8.14)
\]

In order to make the effective strain increase with the damage process, choose

\[
\bar{S} = \overline{\sigma_L}\left(1 - \frac{I_1}{4G^e}\right)^\frac{1}{2} \quad (8.15)
\]
where \( \sigma_L \) denotes the limit effective stress. Substituting Eq. (8.15) into Eq. (8.14) and defining \( \bar{\varepsilon}_L = \frac{\sigma_L}{2G^e} \), we can get

\[
f^d = \varepsilon : \mathbf{R} : \varepsilon - \frac{\bar{\varepsilon}_L}{I_1} \left( 1 - \frac{I_2}{4G^e} \right)
\]

As can be seen from Eqs. (8.15) and (8.16), the effective stress reduces with the increase of the effective strain, which is a feature typical of damage softening.

The above gives all the equations necessary to construct Eqs. (7.17) for a strain-based damage model or Eqs. (7.33) for a stress-based damage model. It is now obvious that both Eqs. (7.17) and (7.33) are related to each other. With the material parameters \( B^e = 24 \text{ GPa} \), \( G^e = 18 \text{ GPa} \), and \( \sigma_L = 50 \text{ MPa} \), Figure 8-2 illustrates the loading and unloading of the simple damage model. As can be seen, no permanent deformation occurs after unloading, as expected for a damage model.
Figure 8-2. Loading and unloading of the damage model.
9. CONCLUSIONS

An effort has been made in this report to investigate, from experimental, theoretical, and computational points of view, nonlinear response features exhibited by quasi-brittle materials with emphasis on concrete. Based on the internal variable theory of thermodynamics, the general formulations of plasticity and damage models are given as useful tools to simulate two distinct modes of microstructural changes: inelastic flow and degradation of material properties, which identify the phenomenological nonlinear behavior of quasi-brittle materials as displayed in conventional experiments. Since the overall accuracy of nonlinear structural analyses depends not only on the unique characteristics of the stress-strain and load-displacement spaces but also on the relation between these two spaces, the computational aspects of plasticity and damage models are explored with respect to their effects on structural analyses. Thus, numerical schemes listed in Chapters 4 and 7 will make the various models discussed here available to users of advanced computational codes.

Because of the complexity of quasi-brittle materials, inelasticity, and damage models discussed in this report are still not satisfactory in the sense that some important nonlinear phenomena such as anisotropy, softening with localization, and coupled inelastic flow and damage can not be described. With the increased understanding of failure mechanisms, however, more suitable models for concrete can be developed in a systematic manner from the general formulations given in this report. An extensive list of references also gives valuable information for future research and application.

Since each specific constitutive model represents an attempt to correct a deficiency in existing models, this report provides the means for selecting a constitutive model according to the degree of accuracy that is needed. Starting with the simplest model, it is shown how additional features can be included to simulate the behavior of concrete. Limitations of models are discussed to indicate reasonable expectations of what current formulations can provide. A point which should be emphasized is that even though no single model is completely satisfactory, there do exist formulations which are a significant improvement over the most elementary plasticity models. With only a slight increase in computer cost and theoretical sophistication, such formulations can easily be incorporated into existing computational codes.
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Los Angeles, CA  90024-1597
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</tr>
<tr>
<td>D.E. Billington</td>
<td>Federal Office of Energy</td>
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</tr>
<tr>
<td>D.E. Billington</td>
<td>Waste Management Programme</td>
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Intera Information Technologies
Park View House, 47 Burton Street
Melton Mowbray
Leicestershire LE13 1AE
UNITED KINGDOM

Daniel A. Galson
Galson Sciences Ltd.
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MS-0724 6000 D.L. Hartley  
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