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This report is a continuation of Technical Note 2743. It deals with the influence of the wheel drag on the performance of the landing gear. The differential equations are developed and are solved by numerical integration and by an analytical method. Special emphasis has been laid on dropping all influences of minor importance in order to make computations as simple as possible.

The possibilities of an eccentric wheel and of an inclined shock strut have been considered. In both cases the computation is rather involved. The binding of the piston due to ovalization of the shock-strut cylinder does not seem to present a serious problem.

INTRODUCTION

The study of impact forces in landing gears presented in Technical Note 2743 was subject to the restriction that no drag force on the wheel was admitted. The present report deals with the influence of the wheel drag on the performance of the landing gear.

When an airplane approaches the ground, the wheels of the landing gear must be brought from rest to the angular velocity which corresponds to the forward speed of the airplane rolling on the runway. The accelerating moment is supplied by a horizontal force acting between the ground and the wheel, the drag $D$. The magnitude of this drag depends, of course, on the vertical force $F$ and will increase as $F$ increases, until the wheel has been completely spun up. Then the drag disappears except for a small remainder, the rolling resistance of the wheel, which is of no importance for the problem treated here.

During the spin-up time the horizontal force acts on the cantilever shock strut and presses the bearing parts of the piston and barrel against each other. Through this action the friction of the shock strut is increased and hence its axial force $F$, which in turn influences $D$. The phenomenon becomes still more involved because of the horizontal deflection of the landing gear. Modern cantilever shock struts are
rather flexible; and, since the drag builds up in a very short time, the wheel mass undergoes a considerable horizontal acceleration. Therefore, the force which is transmitted to the axle of the wheel is different from the drag which acts on its rim.

When the spin-up of the wheel is completed and the drag drops almost to zero, the landing gear is in a state of lateral deflection; and, since the deflecting force has vanished, it will spring back. The ensuing fore-and-aft vibration is damped, but for several cycles it produces appreciable bending moments in the shock strut and its influence on the piston friction is similar to that of the spin-up drag.

This work was conducted at Stanford University under the sponsorship and with the financial assistance of the National Advisory Committee for Aeronautics.

SYMBOLS

\( A_0 \) inner cross section of barrel at oil level

\( A_1 \) total cross section of piston

\( A_2 \) inner cross section of piston

\( A_3 \) cross section of oil jet, equal to area of gap around metering pin times orifice factor

\( a \) axial distance between upper and lower bearings for fully extended shock strut (see fig. 6)

\( a \) mean radius of cylindrical shell (used only in section "Binding of Shock Strut")

\( a_k, \bar{a}_k \) kth coefficient for power-series expansion of \( x_1 \)

\( b \) effective width of cylindrical shell (used only in section "Binding of Shock Strut")

\( b_k, \bar{b}_k \) kth coefficient for power-series expansion of \( x_2 \)

\( c_k, \bar{c}_k \) kth coefficient for power-series expansion of \( x \)

\( D \) wheel drag (see figs. 1 and 8)

\( d_k, \bar{d}_k \) kth coefficient for power-series expansion of \( y \)
E  modulus of elasticity of shock-strut barrel

e  eccentricity of wheel

F  vertical force applied to wheel axle

F_a  part of F_1 due to air pressure in oleo strut

F_p  resultant force of oil pressure acting on surface of piston

F_1  compressive force in shock strut

F_2  compressive force between wheel and ground, normal to runway

H  force transmitted at wheel axle, directed normal to shock strut

I  mass moment of inertia of wheel

k  spring constant, used in preliminary study

k_2  spring constant of tire

k_3  spring constant for spring-back vibration

l  axial distance between axle and upper bearing attached to inner cylinder (see fig. 6)

M  bending moment in circular ring

m  wheel mass

m_1  part of airplane mass attributed to landing gear

m_2  unsprung mass (wheel and lower part of shock strut)

m_3  mass for spring-back motion

N  total normal force

N_1, N_2  normal forces between piston and barrel

P_0  initial air pressure in oleo strut

P_1, P_2  air pressure in upper and lower chamber of shock strut, respectively
q
resultant force per unit area of strip of middle surface
of cylinder (see section "Binding of Shock Strut")

r
radius of wheel (distance of its center from runway)

T
total friction force

T_1, T_2
friction forces connected with normal forces N_1 and N_2

t
time

t
wall thickness of shock-strut barrel (used only in section
"Binding of Shock Strut")

V
vertical velocity of airplane at contact

V_h
horizontal velocity of airplane

W_1
load on airplane (weight minus lift)

W_1* = W_1/m_1

w_0
ovalization of shock-strut barrel

x
stroke of shock strut

x_1
vertical displacement of mass m_1

x_2
vertical displacement of wheel center

Y
amplitude of y for spring-back vibration

y
deflection of shock strut, measured at wheel axle

α
angle between oleo strut and vertical

a_k, b_k
kth coefficient for power-series expansion of A_3 as a
function of τ

β
coefficient (see eq. (17))

β_k, β_k
definitions precede equations (31) and (45), respectively

γ
polytropic exponent of air in oleo strut

θ
polar coordinate (see fig. 23)

θ_0, θ_1
coefficients (see eq. 25)
\[ \kappa_1, \kappa_2, \kappa_3 \] parameters explained and used in section "Analytical Method of Solution"

\[ \lambda = \sqrt{\frac{k}{m}} \]

\[ \lambda_1 \] frequency of vertical vibration of airplane

\[ \lambda_3 \] frequency of spin-up vibration

\[ \lambda_3' \] frequency of spring-back vibration

\[ \mu \] wheel friction coefficient

\[ \mu_r \] coefficient of friction between runway and wheel

\[ \mu_s \] coefficient of friction of shock strut

\[ \nu \] Poisson's ratio

\[ \rho \] mass density of oil in oleo strut

\[ \sigma \] bending stress in shock-strut barrel

\[ \sigma_1, \sigma_2 \] coefficients (see eq. (26))

\[ \tau \] time variable, counted from start of an interval

\[ \phi_0, \phi_1 \] coefficients (see eq. (24))

\[ \omega \] angular velocity of spinning wheel

Subscripts:

\[ \text{max} \] maximum value

\[ n \] value at start of interval n

\[ o \] initial conditions

\[ t \] value at transition from phase two to phase three

\[ l \] value at start of phase two
PRELIMINARY STUDY OF SPIN-UP

Since the real landing-gear problem is rather involved, it is useful to study first some simplified problems which may easily be solved and which will indicate the general character of the solutions to be expected for the landing gear.

This preliminary study is concerned with a wheel which is restrained horizontally by a spring as indicated in figure 1. This wheel is originally at rest and at \( t = 0 \) is pressed against a horizontal plane which moves with the constant speed \( V_h \) toward the right. The vertical force \( F \) applied to the axle of the wheel is a given function of time. It will here be assumed zero for \( t < 0 \) and equal to a constant value for \( t \geq 0 \). Because of the relative motion between the wheel and the ground a drag \( D = \mu F \) is developed which tends to spin the wheel up. But it also pushes the wheel to the right, producing a deflection \( y \), varying with time.

The equations of motion of the wheel may easily be written. If \( m \) is its mass and \( I \), its moment of inertia, one has

\[
\begin{align*}
\dot{m}y &= \mu F - ky \\
I\dot{\omega} &= \mu F r
\end{align*}
\]

These equations hold while the wheel is spinning up, that is, while the horizontal velocity of its rim at the point of contact is smaller than the ground speed:

\[ \dot{y} + \omega < V_h \]

The initial conditions express the fact that the motion starts from rest:

\[ \text{At } t = 0: y = 0, \dot{y} = 0, \omega = 0 \]
The solution which satisfies these conditions is

$$y = \frac{kF}{k}(1 - \cos \lambda t)$$

$$\lambda^2 = \frac{k}{m}$$

$$\omega = \muFr/I$$

(2)

It is shown in figure 2.

While the force acting at the rim of the wheel is always equal to $\mu F$, the force at the axle is $ky$ and varies between 0 and $2\mu F$. In the case of a landing gear this variable force is responsible for the bending moment in the shock strut and for the piston friction.

The spin-up phase is terminated at a certain time $t = t_t$ (see fig. 3) when

$$\dot{y} + \omega = v_h$$

For $t > t_t$, the drag can no longer be $\mu F$, and equations (1) must be written:

$$m\ddot{y} = D - ky$$

(3a)

$$I\ddot{\omega} = Dr$$

(3b)

where $D$ is now a third unknown. Two things might occur: $D$ may be restricted between the limits $\pm \mu F$, but otherwise unknown, and then there exists as a third equation the condition of rolling:

$$\dot{y} + \omega = v_h$$

(3c)

On the other hand, the drag might attain the value $D = -\mu F$, and there would be slipping in the opposite direction,

$$\dot{y} + \omega > v_h$$

It will be shown that the second case never occurs.
Equations (3a) to (3c) may easily be solved. Equations (3b) and (3c) are used to eliminate \( D \) and \( \omega \) from equation (3a) without increasing the order of this differential equation:

\[
\left( m + \frac{I}{r^2} \right) \ddot{y} + ky = 0 \tag{4}
\]

Evidently this equation describes a free vibration about the undeflected position, but with a fictitious mass \( m + I/r^2 \).

The solution of equation (4) is subject to the conditions that, for \( t = t_t \), one has:

\[
\begin{align*}
    y &= y_t \\
    \dot{y} &= \dot{y}_t
\end{align*}
\]

that is, those values which are found for the end of the spin-up phase. The following solution satisfies these conditions:

\[
y = y_t \cos \lambda' (t - t_t) + \frac{\dot{y}_t}{\lambda'} \sin \lambda' (t - t_t) \tag{5a}
\]

with

\[
(\lambda')^2 = \frac{kr^2}{I + mr^2}
\]

From it one finds with the help of equations (3c), (4), and (3a):

\[
\omega = \frac{1}{r} \left[ v_h + y_t \lambda' \sin \lambda' (t - t_t) - \dot{y}_t \cos \lambda' (t - t_t) \right] \tag{5b}
\]

\[
D = \frac{I k}{I + mr^2} y \tag{5c}
\]
The maximum of the displacement $y$ (in either direction) is

$$y = \sqrt{y_t^2 + \frac{\dot{y}_t^2}{(\lambda')^2}}$$

and, when here $y = y_t$ from equation (2) is introduced, one obtains:

$$y^2 = \left(\frac{\mu F}{k}\right)^2 \left[(1 - \cos \lambda t) + \frac{I + mr^2}{mr^2} \sin^2 \lambda t\right]$$

Necessarily, $mr^2 > I$, and one may easily prove that the expression within the brackets cannot get larger than $\frac{1}{4}$; hence,

$$ky \leq 2\mu F$$

and, since the drag, equation (5c), is still less than one-half of that, sliding will never occur again, once the spring-back motion has started.

Some of the possible motions are shown in figure 4 for the following data (ref. 1):

$$\mu F = 4,840 \text{ lb}$$

$$I = 54.4 \text{ lb in. sec}^2$$

$$m = 0.286 \text{ lb in.}^{-1} \text{ sec}^2$$

$$k = 4,470 \text{ lb in.}^{-1}$$

$$r = 16.50 \text{ in.}$$

The diagrams lead to the following conclusions of general validity:
During the spin-up period the deflection varies periodically between 0 and \(2\mu F/k\). The average of the spring force \(ky\) is \(\mu F\), the spin-up drag.

In the spring-back period the deflection varies periodically with the average zero. Since the amplitude of this vibration depends on the landing speed and on the coefficient of friction, it will be different in successive landings. In the extremes, it may be zero or equal to the peak value of the spin-up period; that is, the force \(ky\) may be as high as \(\pm 2\mu F\). The time average of the absolute value is then \(1.274\mu F\). When analyzing drop tests, one may expect any value within these limits, and an unsuspected change of \(\mu\) may present puzzles or may be called upon as an excuse for scattering results. In design work, however, one must consider the worst, that is, the case with the greatest spring-back force.

The case \(F = \text{Constant}\) reveals some essential features of the drag-force problem, but it is not realistic enough for immediate application to a landing gear. This will be possible if it is assumed that \(F\) increases linearly with time, say

\[
F = Ft \quad \text{for} \quad t \geq 0
\]

with constant \(F\). This must be introduced into the differential equations of the spin-up motion, equations (1). Their solution is then

\[
y = \frac{\mu F}{k} \left( t - \frac{1}{\lambda} \sin \lambda t \right) \\
\omega = \frac{\mu F t^2}{2I}
\]

In this case, the displacement \(y\) represents a monotonic movement in the direction of the drag, but with a velocity dropping periodically to zero.

The spin-up phase is again terminated at a time \(t_t\) when the rim of the wheel has reached the velocity \(V_h\) of the ground, that is, when

\[
y + \omega = \frac{\mu F}{k} \left( 1 - \cos \lambda t_t + \frac{kr^2}{2I} t_t^2 \right) = V_h
\]
The spring-back motion is again described by equations (3) with the only difference that now the values \( y_t, \dot{y}_t, \) and \( \omega_t \) must be used which result for \( t = t_b \) from equations (6). It is shown in appendix A that the spring-back motion cannot be interrupted by phases of tire skidding which would require a separate analytical treatment.

The motion is represented in figure 5 for some typical choices of the transition time \( t_b \). During the spin-up time the deflection is never far away from the static value \( y_{stat} = \frac{\mu F}{k} \), and the amplitude of the spring-back vibration would not be much different if the static deflection were used for computing \( y_t \) and \( \dot{y}_t \).

One may, therefore, do so and compute the greatest deflections in this way:

Given \( F, \mu, \) and \( V_h \), the time needed to spin the wheel up is

\[
t_b = \frac{1}{kr} \sqrt{\frac{2IV_h}{\mu F} - \frac{2I}{k}}
\]

the deflection at this time,

\[
y_t = \frac{\mu F}{k} t_b = \frac{1}{kr} \sqrt{2I\mu F V_h}
\]

and the rate of deflection,

\[
\dot{y}_t = \frac{\dot{y}_t}{t_b} = \frac{\mu F}{k}
\]

The spring-back vibration is found from equation (5a), and its amplitude is

\[
y = \sqrt{\left(\frac{y_t}{(\lambda')^2}\right)^2 + \left(\frac{\dot{y}_t}{(\lambda')^2}\right)^2} = \frac{\mu F}{k} \sqrt{\frac{I^2 + I + mr^2}{kr^2}}
\]
The maximum of the force at the axle is $kY$. The average is zero, but the average of the absolute value is $2kY/\pi = 0.637kY$.

**Differential Equations of Landing Impact**

In this section the landing impact is investigated under the following assumptions: At the beginning of the impact period the wheel does not rotate (or at least not with that angular velocity which is required for rolling). There are friction forces between the wheel and the ground and inside the shock strut which influence the impact force. The axis of the shock strut is vertical and lies either in the plane of the wheel or in the plane of symmetry between two equal wheels.

**Equation of Oleo Strut**

Figure 6 represents an idealized section through an oleo shock strut. The piston is shown separately with the forces applied to it. The force $F_p$ is the resultant of the oil pressure acting on the surface of the piston. It has been shown earlier (ref. 2) that this force is composed of two parts, that due to the air pressure in the upper chamber $p_1$ and that due to the pressure difference $p_2 - p_1$ between the two chambers:

$$F_p = \frac{A_1 p_0}{1 - (A_1 x/A_2 z_0)^\gamma} + \frac{\rho A_2^3}{2A_2^2} x^2$$

The forces $N_1$ and $N_2$ have to balance the horizontal force $H$ at the axle of the wheel. Since the vertical forces make only small contributions to the moment equilibrium, one may write with good approximation:

$$N_1 = H \frac{\frac{1}{a} - \frac{x}{a + x}}$$

$$N_2 = H \frac{\frac{1}{a + x}}$$

These forces are transmitted through normal pressures in the contact area between two cylindrical surfaces. This area will extend over a certain part of the circumference. The length of the arc (fig. 7) in which the two parts are in contact depends on the elasticity of these
parts, and its central angle may be anything between 0° and 180°. If the angle is large, part of the contact pressure contributes only with a component to the resultant $N_1$ or $N_2$, while the total pressure contributes to the frictional force. Therefore, if one simply puts $T = \mu_s N$, it must be expected that the coefficient $\mu_s$ is greater than that for plane surfaces under similar conditions and that it depends on the wall thickness of the cylinders and on other parameters which may influence the size of the contact area. One of these parameters is the force $N$ itself, so that the relation between $T$ and $N$ is necessarily nonlinear.

These considerations should be kept in mind when results of different tests are compared. However, the present information on the value of the coefficient of friction is so scarce that it seems more than good enough to write

$$T_1 = \mu_s N_1$$

$$T_2 = \mu_s N_2$$

with a coefficient of shock-strut friction $\mu_s$ somewhere between 0.02 and 0.15 or still more (ref. 3), but assumed to be constant throughout the stroke of the shock strut. It follows that

$$T_1 + T_2 = \mu_s H \frac{2l - a - x}{a + x}$$

If the force $H$ changes sign, the points of application of the forces $T_1$ and $T_2$ will change, but their direction will still be vertically downward. The formula just derived will remain correct if $|H|$ is written instead of $H$.

The force $F_1$ must be in equilibrium with $F_p$, $T_1$, and $T_2$, whence:

$$F_1 = \frac{A_1 P_0}{[1 - (A_1 x/A_0 z_0)]^\gamma} + \frac{\rho A_2^3 x^2}{2A_2^2} + \mu_s |H| \frac{2l - a - x}{a + x}$$

(7)
This equation holds true as long as \( \dot{x} > 0 \). When the rate of stroke changes sign, the second and third terms to the right must have a minus sign. However, for the reverse stroke other changes must be made which have been mentioned before (ref. 2) and of which little is known so far.

Equation (7) relates \( F_1 \) to the stroke \( x \) and its first derivative and may be called the differential equation of the shock strut. The orifice area \( A_3 \) depends on \( x \), while \( H \) may be a given function of time or may be related to \( F_1 \) by another differential equation.

The force \( F_1 \) is not exactly the force transmitted from the wheel; otherwise equation (7) ought to have a term which represents the inertia of the piston. This term has been omitted here because it is simpler to take care of it in the equations of motion, lumping together the masses of the piston and of the wheel.

When the shock strut is fully extended, the air pressure \( p_0 \) presses the piston with the force \( p_0 A_1 \) against its seat. As long as \( F_1 < p_0 A_1 \), the shock strut certainly cannot be compressed. But, if there is a horizontal force \( H \), then the friction forces \( T_1 \) and \( T_2 \) also must be overcome, and the minimum force \( (F_1)_1 \) needed to make the piston move is the force obtained from equation (7) for \( x = \dot{x} = 0 \); that is,

\[
(F_1)_1 = A_1 p_0 + \mu_s H \frac{2\ell - a}{a} \quad (8)
\]

In the early part of the landing impact, before \( F_1 \) has built up to this limit, equation (7) must be replaced by the equation \( x = 0 \).

Equations of Motion

When the horizontal deflection of the landing gear is taken into account, a three-degree-of-freedom system must be considered (fig. 8). The mass \( m_1 \) represents the airframe. It moves only in a vertical direction. The total unsprung mass of the landing gear is \( m_2 \). It represents the inertia of all parts which move vertically with the velocity \( \dot{x}_2 \). Because of the bending elasticity of the landing gear, the wheel moves also in the horizontal direction, but only a portion of the unsprung mass participates in this movement. This portion will be called \( m_3 \).

The mass \( m_3 \) is held horizontally by the spring \( k_3 \) which represents the elastic stiffness of the landing gear. As the shock strut
collapses, the spring constant $k_3$ will increase. This effect will be neglected in the present investigation, since it is not expected that the influence of this variability on the vertical impact is important enough to make additional computational labor worth while.

The member connecting the mass $m_2$ with $m_1$ is the oleo strut, the spring $k_2$ represents the tire, $F_2$ and $H$ are the forces in the springs $k_2$ and $k_3$, respectively, and $F_1$ as given by equation (7) is the force in the oleo strut.

In the study made here it is convenient to assume that the model (except for the mass $m_3$) moves only in the vertical direction and that the ground moves with the speed $V_h$ under it.

The motion during the landing impact, as far as it is studied here, may be divided into three phases, which are governed by different sets of differential equations:

Phase one: The motion before the prestressing of the shock strut has been overcome.

Phase two: The remainder of the spinning-up of the wheel.

Phase three: The motion which takes place after the wheel has been spun up. This phase terminates when the stroke $x$ has reached its maximum.

The fourth phase, the recoil motion, is not yet accessible to a rational analysis for the reasons already mentioned.

Phase one. When the landing gear strikes the ground, the wheels are for some time the only elastic element and the oleo strut is inoperative; that is:

$$x = x_1 - x_2 = 0$$

The whole mass $m_1 + m_2$ moves then as a rigid body and is acted upon by the load $W_1$ (weight minus lift) from above and the ground reaction $F_2$ from below. The latter is

$$F_2 = k_2 x_2$$

(9a)
and the equation of motion is

\[(m_1 + m_2)\ddot{x}_2 + k_2x_2 = W_1\] (9b)

This is a differential equation in \(x_2\) only. When it has been solved, the force in the shock strut is found from the equation of motion of the mass \(m_2\):

\[F_1 = m_2\dot{x}_2 + k_2x_2\] (9c)

The drag force is

\[D = \mu_1F_2 = \mu_1k_2x_2\]

It produces a lateral displacement \(y\) of the mass \(m_3\) according to the differential equation

\[m_3\ddot{y} + k_3y = \mu_1k_2x_2\] (9d)

and an angular velocity \(\omega\) of the wheel

\[\omega = \int_0^t \frac{Dr}{I} \, dt\]

In this equation, \(r\) represents the distance between the wheel axis and the runway. Because of the elastic deformation of the tire, it decreases during the landing impact and might be written as

\[r = r_0 - x_2\]

However, the deformation of the tire has a fore-and-aft asymmetry such that the vertical force is moved rearward and restores part of the moment which the drag loses through the decrease of \(r\). Since exact information on this subject is hard to obtain, it may be good enough
to assume \( r \) as a constant. This has been done in all examples prepared
for this report, but one may, of course, easily introduce any other
assumption which is judged to be better.

With \( r = \text{Constant} \) one has

\[
\omega = \frac{\mu_1 k_2 r}{I} \int_0^t x_2 \, dt \quad (9e)
\]

Equations (9a) to (9e) determine the motion during phase one of the
landing impact. This phase is terminated when \( F_1 \) as computed from
equation (9c) reaches the value \((F_1)_1\) given by equation (8).

**Phase two.** In phases two and three \( x_1 \) and \( x_2 \) are no longer
equal, and the vertical motion of the masses \( m_1 \) and \( m_2 \) must be con-
sidered independently. This yields the two equations:

\[
m_1 \ddot{x}_1 + F_1 = W_1 \quad (10a)
\]

\[
m_2 \ddot{x}_2 - F_1 + k_2 x_2 = 0 \quad (10b)
\]

Besides the displacements, these two equations contain as a third
unknown the shock-strut force \( F_1 \). Therefore another equation is needed,
the differential equation of the shock strut, equation (7). It contains
a new variable, the horizontal force \( H \), equal here to \( k_3 y \), whence

\[
F_1 = \frac{A_1 P_0}{\left[1 - (A_1 x/A_0 z_0)\right]^\gamma} + \frac{\rho A_2^3}{2A_3^2} x^2 + \mu s k_3 \frac{2l - a - x}{a + x} y \quad (10c)
\]

This equation seems to introduce two new unknowns, \( x \) and \( y \). One of
them stands merely as an abbreviation;

\[
x = x_1 - x_2
\]
but for \( y \) another equation is needed, equation (9d) for the motion of the mass \( m_3 \). These four equations for the four unknowns \( x_1, x_2, F_1 \), and \( y \) must be treated together.

When they have been solved, equation (9e) may be used again to find the angular velocity \( \omega \). The backward velocity of the lowest point of the wheel is then \( \dot{y} + x_0 \); and, when that becomes equal to \( V_h \), phase two is terminated.

Phase three.— In phase three equations (10a) to (10c) of phase two are still valid, but the drag force on the right-hand side of equation (9d) is no longer \( \mu_1 k_2 x_2 \), but just enough to keep the wheel rolling without skidding. Equation (9d) must therefore be replaced by equations (1a) and (1b) in which the notations \( m, k, \mu, \) and \( F \) must be replaced by \( m_3, k_3, \mu_1, \) and \( F_1 \), respectively. Since the wheel does not skid, there is also the kinematic relation

\[
x_0 = -\dot{y}
\]

which serves to eliminate \( \delta \) from equation (1b). Then the drag \( \mu_1 F_1 \) may be eliminated from both equations, and thus the equation is obtained which takes the place of equation (9d):

\[
\left( m_3 + \frac{F_1}{x_0^2} \right) \ddot{y} + k_3 y = 0 \tag{10d}
\]

In each of the three phases the differential equations represent an initial-value problem. All displacements and velocities at the beginning of the phase must be equal to those obtained for the end of the preceding one or, in phase one, equal to those which the landing gear is supposed to have at the moment of first contact with the ground.

SOLUTION OF IMPACT PROBLEM

Phase One

Since the shock strut remains at rest during phase one of the impact, all complications which arise from its nonlinear behavior are absent. The load \( W_1 \) may certainly be assumed constant during the rather short time interval, and equation (9b) may be solved at once.
The initial conditions are:

\[ t = 0: \quad x_1 = x_2 = 0, \quad \dot{x}_1 = \dot{x}_2 = V \]

and the solution satisfying these conditions is

\[ x_1 = x_2 = \frac{W_1}{k_2} (1 - \cos \lambda_1 t) + \frac{V}{\lambda_1} \sin \lambda_1 t \]

with

\[ \lambda_1^2 = \frac{k_2}{m_1 + m_2} \]

This must be introduced into the right-hand term of equation (9d). The solution \( y \) has to fulfill the initial conditions

\[ t = 0: \quad y = 0, \quad \dot{y} = 0 \]

and it will consist of a static deflection, a free vibration with the frequency

\[ \lambda_3 = \sqrt{\frac{k_3}{m_3}} \]

and a forced vibration with the frequency \( \lambda_1 \):

\[ y = \frac{\mu_r W_1}{k_3} \left( 1 + \frac{\lambda_1^2 \cos \lambda_3 t - \lambda_3^2 \cos \lambda_1 t}{\lambda_3^2 - \lambda_1^2} \right) + \frac{\mu_r V k_2 \lambda_3}{k_3} \frac{\lambda_3 \sin \lambda_1 t - \lambda_1 \sin \lambda_3 t}{\lambda_3^2 - \lambda_1^2} \]
The force $F_1$ follows from equation (9c):

$$F_1 = W_1 - W_l \frac{m_1}{m_1 + m_2} \cos \lambda_1 t + \frac{V_k}{\lambda_1} \frac{m_1}{m_1 + m_2} \sin \lambda_1 t$$

Since the unsprung mass $m_2$ is small as compared with $m_1$, this formula may be replaced by

$$F_1 = W_1(1 - \cos \lambda_1 t) + \frac{V_k}{\lambda_1} \sin \lambda_1 t$$

(11)

Phase one ends when the force $F_1$ has built up to the value $(F_1)_1$ as given by equation (8). With $H = k_2 y$ this yields the following equation for the duration $t_1$ of this period:

$$F_1 = A_1 p_0 + \mu g \gamma \frac{2L - a}{a} y \text{ for } t = t_1$$

(12)

When the expressions just found for $F_1$ and $y$ are inserted here, a rather unwieldy transcendental equation will result.

Fortunately, however, phase one is of rather short duration. In the numerical example used in reference 2, $\lambda_1 = 10.98 \text{ second}^{-1}$ and $t_1 = 0.0088 \text{ second}$; hence, $\lambda_1 t_1 = 0.097 = 5.5^\circ$. The situation is not quite so favorable regarding $\lambda_2 t_1$, but usually it is small enough also that all trigonometric functions may be expressed by a few terms of this power series.

Instead of introducing these series in the preceding equations, one may more conveniently make a fresh start, assuming power series for the unknowns,

$$x_1 = x_2 = \sum_{k=0}^{\infty} \frac{a_k}{k!} t^k$$

$$y = \sum_{k=0}^{\infty} \frac{a_k}{k!} t^k$$


and introducing them into differential equations (9b) and (9d). Proceeding in the usual way, one obtains the following solutions:

\[ x_1 = x_2 = Vt + \frac{1}{2} \frac{W_1}{k_2} \lambda_1 t^2 - \frac{1}{6} V \lambda_1 t^3 - \frac{1}{24} \frac{W_1}{k_2} \lambda_1 t^4 + \frac{1}{120} V \lambda_1 t^5 + \ldots \]  

(13a)

\[ y = \frac{\mu x k_2}{m_2} \left( \frac{1}{6} V t^3 + \frac{1}{24} \frac{W_1}{k_2} \lambda_1 t^4 + \ldots \right) \]  

(13b)

As before, \( m_2 \) may be neglected. If this is done, equation (9c) yields

\[ F_1 = k_2 V t + \frac{1}{2} \frac{W_1}{k_2} \lambda_1 t^2 - \frac{1}{6} k_2 V \lambda_1 t^3 - \ldots \]  

(13c)

One may now put \( t = t_1 \) in all these series and then introduce them into equation (12), which then becomes an equation for \( t_1 \). If terms beyond \( t_1^3 \) are discarded, it reads as follows:

\[ k_2 V t_1 + \frac{1}{2} \frac{W_1}{k_2} \lambda_1 t_1^2 - \frac{1}{6} k_2 V \lambda_1 t_1^3 = A_1 p_0 + \mu_y k_3 \frac{2I - 8}{a} \frac{1}{6} \frac{\mu x k_2}{m_2} V t_1^3 \]  

In this equation the terms with \( t_1^2 \) and \( t_1^3 \) are not large, and it is best solved by iteration. One obtains a first approximation by neglecting the small terms altogether:

\[ t_1 = A_1 p_0 / k_2 V \]  

(14a)

and proceeds then with the help of the formula

\[ t_1 = \frac{A_1 p_0}{k_2 V \left[ 1 - \frac{1}{6} \left( \lambda_1^2 + \mu_y \mu_s \lambda_3 \frac{2I - 8}{a} t_1^2 \right) \right] + \frac{1}{2} \frac{W_1}{k_2} \lambda_1^2 t_1} \]  

(14b)
which yields a sequence of improved approximations when one introduces for \( t_1 \) on the right-hand side the best value so far available.

After \( t_1 \) has been computed, the corresponding values of \( x_1 = x_2, y, \dot{y}, \) and \( F_1 \) may be obtained from the series forms (13) for these variables.

In order to check the progress of the spinning-up, it is necessary to find the angular velocity \( \omega = \omega_1 \) of the wheel at \( t = t_1 \). It is found from equation (9e):

\[
\omega_1 = \frac{1}{I} \left( \frac{1}{2} V_1 t_1^2 + \frac{1}{6} \frac{W_1}{k_2} \lambda_1^2 t_1^3 - \frac{1}{24} \frac{W_1}{k_1} \lambda_1^3 t_1^4 \right)
\]

Numerical Integration for Phases Two and Three

Exact solution. - As soon as equation (7) comes into action, the problem becomes nonlinear and a closed-form solution can no longer be expected. Among the different methods available for a numerical solution, the most flexible is the step-by-step integration. Since it is possible to control the error and to keep it below any desired limit, this method can be considered as exact. In its practical application, however, the requirements of accuracy are usually not high, and its merits must then be judged by the time needed for the computation. The method will now be applied to phases two and three of the landing-gear impact.

Phase two: In phase two the spinning-up of the wheel is completed, and the motion is described by equations (10a) to (10c) and (9d). Since these equations are rather involved, it is advisable to introduce at once every reasonable simplification. Now it has been shown in reference 2 that the influence of the unsprung mass \( m_2 \) is not very large and that in most cases it will be possible to assume \( m_2 = 0 \). This does not necessarily mean that \( m_3 \) must be neglected also. Although \( m_3 \) is smaller than \( m_2 \), it controls the horizontal vibration and hence the friction in the shock strut and it may well be worth while to have these details.

For this degree of simplification \( F_1 = F_2 \), and equations (10a) to (10c) and (9d) may be brought into the following form:
\[ m_1 \ddot{x}_1 + F_1 = W_1 \quad (16a) \]

\[ F_1 = k_2 x_2 \quad (16b) \]

\[ m_2 \dddot{y} + k_3 y = \mu_2 F_1 \quad (16c) \]

\[ F_1 = \frac{A_1 P_0}{[1 - (A_1 x/A_0 z_0)]^\gamma} + \frac{\rho A_2^2}{2 A_3^2} x^2 + \mu_3 k_3 \frac{2l - a - x}{a + x} y \quad (16d) \]

Since \( y \) is always positive during spin-up, the absolute signs have been dropped in the last term.

When these equations are solved by step-by-step integration as explained in reference 2, the values may be arranged as shown in table 1.

In the first group of columns (marked by the double lines) the values for \( t = t_1 \) may be filled in from the initial conditions (asterisks) and with the relation \( x = x_1 - x_2 \). The next three groups are used to obtain from the differential equations the values of the highest derivative of each unknown. The computation of \( \dot{x} \) for column(3) must be done in a separate table, using equation (16d) in the form

\[ \dot{x} = \frac{A_3}{A_2} \sqrt{\frac{2}{\rho A_2}} \sqrt{F_{a} - F_a - \beta y} \quad (17) \]

with

\[ F_a = \frac{A_1 P_0}{[1 - (A_1 x/A_0 z_0)]^\gamma} \]

\[ \beta = \mu_3 k_3 \frac{2l - a - x}{a + x} \]
Since the air force \( F_a \) and the factor \( \beta \) depend only on the stroke \( x \), it is useful to prepare large-scale diagrams for both functions from which individual values may easily be picked during the integration.

If the numerical integration is done by one of the more elaborate methods, the values of \( \dot{x}_2 \), \( \dot{x}_1 \), and \( \dot{y} \) are copied into special integration tables and handled as described in reference 2.

If the simpler formulas described below are used, it is necessary to group those columns together which refer to the same variable as in table 2. Again a special table is needed to evaluate \( \dot{x} \) from equation (16d), but now there are no additional integration tables. An example for this kind of computation is given in table 3.

The most convenient method among all tested is Milne's method (ref. 4). It works as follows:

When for a variable \( z \) and its derivative \( \dot{z} \) the values in four lines are known (in particular, \( z_{n-3} \) and \( \dot{z}_{n-2} \), \( \dot{z}_{n-1} \), and \( \dot{z}_n \)), one may find an approximate value of \( z_{n+1} \) by passing a quadratic parabola through the three points of the \( \dot{z} \) diagram and integrating the segment under the parabola over the four intervals from \( n-3 \) to \( n+1 \). This yields Milne's "predictor" formula:

\[
z_{n+1} = z_{n-3} + \frac{h}{3} \Delta t (2\dot{z}_{n-2} - \dot{z}_{n-1} + 2\dot{z}_n) + \frac{1h}{45} \Delta t \Delta^4 \dot{z}_{n-1} + \ldots
\]

(18)

The last term of this formula cannot be used, since the fourth difference cannot be computed, \( \dot{z}_{n+1} \) still being unknown. This term represents the next improvement which might be applied if more information were available, and it is a measure for the possible error of the calculation using the other terms only.

When this formula is applied to the present problem, identifying \( \dot{z} \) first with \( \dot{x}_2 \) and then with \( \dot{y} \), values of \( x_2 \) and of \( \dot{y} \) for the
line \( n + 1 \) are obtained. It is then possible to calculate \( \dot{x}_1 \) for this line from equation (16a), and now all the remaining integrations may be made under much more favorable circumstances. For each of them the value \( \dot{z}_{n+1} \) of the derivative in the new line is already known, and one may use Simpson's formula in the double interval from \( n - 1 \) to \( n + 1 \):

\[
z_{n+1} = z_{n-1} + \frac{\Delta t}{3} (\dot{z}_{n-1} + 4\dot{z}_n + \dot{z}_{n+1}) - \frac{1}{90} \Delta t \Delta^k z_n + \ldots \quad (19)
\]

As one may recognize by comparing the terms with \( \Delta^k z \), this formula is much better than the predictor formula; and, when at last \( \dot{x}_2 \) and \( \dot{y} \) have been computed from \( \dot{x}_1 \) and \( z \) and from equation (16c), respectively, one may use equation (19) as a "corrector formula" to obtain improved values of \( x_2 \) and \( y \). Looking at the terms with \( \Delta^k z \) in both formulas, one may conclude that the integration error still remaining is about one twenty-ninth of the correction just applied, and the step \( \Delta t \) should be so chosen that this remaining error is negligible.

Nevertheless, this correction of \( x_2 \) and \( y \) is not final, since it entails corrections of \( \dot{x}_1 \) and \( z \) and hence most or all of the values already computed in the line \( n + 1 \). However, the time step should be so chosen that the iterative process thus started stabilizes rapidly to final values everywhere.

The two operations described by equations (18) and (19) may conveniently be carried out with the help of two templates. They are shown here as applied to the integration of the \( \dot{x}_2 \) column:

<table>
<thead>
<tr>
<th>Predictor equation (18)</th>
<th>Corrector equation (19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t - t_0 )</td>
<td>( \dot{x}_2 )</td>
</tr>
<tr>
<td>0.025</td>
<td>83.61</td>
</tr>
<tr>
<td>0.030</td>
<td>79.01</td>
</tr>
<tr>
<td>0.055</td>
<td>60.21</td>
</tr>
</tbody>
</table>

The templates show the calculation process for both predictor and corrector equations.
The application of predictor formula (18) is not possible until four lines of table 2 have been filled by other means. Therefore, between the filling of the first line as described before and the continuous application of the two templates some intermediate computation is needed. This is best done in the following way:

The first integrations which yield the values of $x_2$ and $\dot{y}$ in line 2 can be done only with the simple Euler formula, equation (29) of reference 2. For the other integrations the improved Euler formula, equation (30) of reference 2, may be used; and, when the line has been completed, one may check and correct the first two integrations with the help of the improved formula. Of course, the whole line must then be corrected until agreement has been reached everywhere.

Line 3 may be started in the same way, using equation (29) of reference 2, but instead of using the improved Euler formula one may now resort to equation (19) and the corresponding template. This will yield appreciably better results for the same width of the time step. If the computer has a sufficiently clear idea of the values of $x_2$ and $\dot{y}$ to be expected in this line, he may guess them and start at once with equation (19). Of course, a second run through the line is needed to justify or to improve the initial guess.

Line 4 must be handled in exactly the same way, except that here an advance guess is easier, since more information is already available.

If each line is iterated until the values therein are perfectly stabilized, the integrations leading to lines 3 and 4 have the same degree of exactness as those of the ensuing regular computation. Only the first time step is less accurate, and it is therefore advisable to start the whole computation with a sufficiently small time step. As soon as two steps have been made, one may double the increment $\Delta t$, since then the higher accuracy of Simpson's formula is available. If, after some time, one finds that the predictor formula predicts so well that the corrector formula finds nothing to be corrected, it is advisable to increase again the time step as described in reference 2.

The methods of numerical integration described here have the disadvantage of all numerical solutions of initial-value problems: Any error once made, whether a mistake or a rounding error, is carried on through the computation without much chance of later discovery. It is therefore advisable to develop difference tables for $x_2$ and $y$ in separate tables and to watch the regular change of figures in these columns. Any irregularity in one of the differences is a hint that some mistake has been made, and the integration should be halted until the mistake has been found and corrected. Additionally, the more exact integration formulas (31) of reference 2 may be applied at any time to
the difference scheme as a check of sufficient accuracy of equations (18) and (19).

In tables 1 and 2 columns 14 and 15 have been added in which the force $F_1 = k_2 x_2$ is integrated, and the velocity $v_m + y$ is computed with the help of equation (9e). From it the time $t = t_0$ is found when the wheel is fully spun up and when this integration scheme must be modified.

Phase three: As soon as the wheel is fully spun up, equation (9d) must be replaced by equation (10d). This new equation is independent of the other three and may be solved in advance:

$$y = y_0 \sin \lambda_3'(t - T)$$

with

$$\left(\lambda_3'\right)^2 = \frac{k_2 x^2}{m_3 x^2 + 1}$$

$$y^2 = y_0^2 + \left(\frac{y_{t_0}}{\lambda_3'}\right)^2$$

and

$$\tan \lambda_3'(t_0 - T) = \frac{\lambda_3' y_{t_0}}{y_{t_0}}$$

When $y$ has been calculated from this formula, equations (10a) to (10c) may be subjected to numerical integration. The table used for this work is quite similar to table 2, except that columns 7, 8, 14, and 15 are now dropped. The computation may be continued until $\dot{x} = 0$. For the recoil motion ($\dot{x} < 0$) the radical in equation (17) must be taken with a minus sign and additional changes in this formula will be necessary if foam is present in the oil which flows back through the orifice of the oleo strut.

**Numerical example.**—The example which has already been used in reference 2 has been used again to test the integration procedures recommended in this report and to obtain some information on the influence of shock-strut friction on shock-strut performance.
The following data have been used in this example:

Airplane mass, $m_1$, lb sec$^2$/in. ................. 103.6
Unsprung mass (neglected), $m_2$ ..................... 0
Wheel mass for y-vibration, $m_3$, lb sec$^2$/in. .... 3.89
Vertical velocity, $V$, in./sec .......................... 120
Horizontal velocity, $V_h$, in./sec .................... 1,672
Landing-gear load (weight minus lift), $W_1$ .... 0

Spring constants:
Tire, $k_2$, lb/in. .................................... 12,500
Horizontal, $k_3$, lb/in. ............................... 7,610

Shock-strut data:
$A_1 = A_2$, sq in. ..................................... 39.8
$A_3$, sq in. .................................................. See fig. 9
$A_0z_0/A_1$, in. ........................................... 23.5
$P_0$, lb/sq in. ............................................. 310
$\rho$, lb in.$^{-1}$ sec$^2$ ................................. $8.42 \times 10^{-5}$
$\gamma$ .......................................................... 1.1
$l$, in. .......................................................... 40
$a$, in. ....................................................... 13

Wheel data:
$I$, lb in. sec$^2$ .......................................... 686
$r$, in. ....................................................... 20

Friction coefficients:
Wheel and runway, $\mu_T$ ................................. 0.5
Piston and barrel, $\mu_s$ ................................. 0.1

Since phase one is rather short, the only items of interest are its duration $t_1$ and the values of all variables at the end of the phase. Equation (14a) yields as the first approximation for the duration of the phase:

$$t_1 = 0.00822 \text{ sec}$$

and then the first application of equation (14b) yields the improved value

$$t_1 = \frac{0.00822}{1 - (106.3)(0.00822)^2} = 0.00828 \text{ sec}$$
The improvement is so little that a second application of equation (14b) does not improve the result further, and \( t_1 = 0.00828 \) second is final.

Having calculated \( t_1 \), one obtains from equations (13) all the values for the end of phase one:

\[
(x_1)_1 = (x_2)_1 = 0.993 \text{ in.}
\]

\[
(\dot{x}_1)_1 = (\dot{x}_2)_1 = 119.5 \text{ in.}/\text{sec}
\]

\[
y_1 = 0.018 \text{ in.}
\]

\[
\dot{y}_1 = 6.56 \text{ in.}/\text{sec}
\]

and from equation (15):

\[
\omega_1 = 0.751 \text{ sec}^{-1}
\]

These are the initial values for phase two, and from them the numerical integration must be started.

Since the numerical integration is rather time consuming, a judicious choice of the time step \( \Delta t \) is of great importance. The accuracy requirements of landing-impact calculations are not very high; average slide-rule work is certainly enough. To get an idea of what is really necessary to obtain this degree of accuracy, the numerical example of reference 2 has been repeated with wider steps and it has been found that there is no need of being very particular about the sharp breaks in the \( A_3(x) \) curve.

Therefore, for the present computations the small time step \( \Delta t = 0.0025 \) second has been used only to get a smooth start, but when four lines were computed, the values for \( t - t_1 = 0, \ 0.0050, \text{ and } 0.0100 \) were entered in a new table which then was run with \( \Delta t = 0.005 \) second, using Milne's method. For the first step in this table Milne's predictor formula (18) could not be used since it requires that four lines be already established. Instead, an advance guess was made for the result of the first integration, and then Simpson's formula could at once be applied.
In each time step equation (17) must be used which contains three functions of the stroke \( x \). One may speed up the work by plotting these functions at a large scale. In order to preserve accuracy, these plots should be drawn to a sufficiently large scale. The plots used for the computations described in this report had twice the size of the samples given in figures 9, 10, and 11.

While the computation in phase two proceeds, an occasional check of \( \omega \) is made to find the time when the wheel is fully spun up. This occurs at \( t - t_1 = 0.100 \) second. Then phase three begins, which requires only minor changes in the arrangement of the computation table. The work has been continued to \( t - t_1 = 0.18 \) second. The results are represented as solid lines in figures 12, 13, and 14, together with those obtained for \( \mu_r = 1.0 \) and with the results obtained previously for the frictionless case.

Figure 12 shows that the friction in the shock strut reduces the stroke \( x \), but that it takes some time before the difference is felt in the downward motion of the airplane. Figure 13 reveals more details of the motion. There appears at once a substantial difference in the rate of stroke \( \dot{x} \). When the orifice opens, the rise in \( \dot{x} \) is moderated by the friction, while after transition the spring-back motion produces a marked waviness of the curve quite different from the continuous decrease of \( \dot{x} \) in the frictionless case. The zero of \( \dot{x} \), that is, the maximum stroke, is reached earlier and has, as figure 12 shows, a lower value the higher the friction. The oscillations of the spring-back phase are also visible in the force diagram (fig. 14) although there they are not so pronounced. The peak value of the impact force is considerably higher than in the frictionless case, and it varies widely with \( \mu_r \). This indicates that the coefficient of runway friction must be fairly well known if computations of the kind presented here are to be of practical value.

Approximate solution. - The numerical integration as described on the preceding pages solves the problem and yields reliable results, but the amount of computation involved is considerable. Therefore, it is desirable to develop methods which are sufficiently accurate to satisfy the needs of the designer, but which omit cumbersome details.

One way to speed up the work is to use larger time steps. In attempting this, one must contend with the rather high frequency of the horizontal vibrations.

In the example, the frequencies are \( \lambda_2 = 44.8 \) second\(^{-1} \) in phases one and two and \( \lambda_2' = 37.37 \) second\(^{-1} \) in phase three. With \( \Delta t = 0.005 \) second, as used in the computation, one has about seven
intervals for one quarter period (the rise of \( \sin \lambda_3 t \) from 0 to 1) which is sufficient for good representation. However, a serious increase in \( \Delta t \) will not be possible without losing the details of the \( y \)-vibration.

This raises the question of whether these details are really important for the main purpose, the determination of the maximum force \( F_1 \). A negative answer is suggested by figure 5 which shows that during the spin-up the \( y \)-curve wriggles around the straight line representing the static deflection

\[
y = D/k_3
\]

and that the deviations from this line are never very large. When one plots in the same way \( y = y(t) \) from the example represented by figures 12 to 14, the diagram shown as figure 15 is obtained which confirms this idea to some degree.

It seems, therefore, reasonable to drop the dynamic term \( m_3 \ddot{y} \) in equation (16c), at least in phase two. If this is done,

\[
y = \mu_1 F_1/k_3
\]

may at once be introduced into equation (16a) or (17). This yields

\[
\dot{x} = \frac{A_3}{A_2} \sqrt{\frac{2}{\rho A_2}} \sqrt{\left(1 - \frac{\beta \mu_1}{k_3}\right) F_1 - F_a}
\]

and, with equation (16b),

\[
\dot{x} = \frac{A_3}{A_2} \sqrt{\frac{2}{\rho A_2}} \sqrt{\left(1 - \frac{\beta \mu_1}{k_3}\right) k_2 x_2 - F_a} \tag{20}
\]

When this equation is used, the time step is essentially determined by the variability of the effective orifice area \( A_3 \), that is, by the shape of the metering pin.
There seems to be no advantage in applying the same simplifying assumption also to phase one, since there everything is already simple enough. However, if this is not done, it will not be possible to fit the two phases together at $t = t_1$. For this reason it is necessary to assume from the very beginning that $m_2 = 0$.

The formula for $x_1 = x_2$ is then the same as before and so is the expression for $F_1$, but

$$y = \frac{\mu x_1 V}{k_2} (1 - \cos \lambda t) + \frac{\mu x k_2 V}{k_2 \lambda_1} \sin \lambda_1 t$$

Also equation (8) is affected, since now $H$ is equal to the drag $D$, that is,

$$H = \mu x F_1$$

and the condition $F_1 = (F_1)_1$ which determines $t_1$ appears in the form

$$F_1 = \frac{A_1 P_0}{1 - \frac{\mu x \mu_s}{2 \mu_s - a}}$$

This particular value of $F_1$ may be computed from the data of the problem and then introduced into equation (13c) where one puts $t = t_1$. This yields an equation for $t_1$:

$$k_2 V t_1 + \frac{1}{2} W_1 \lambda_1 2 t_1^2 - \frac{1}{6} k_2 V \lambda_1 2 t_1^3 = \frac{A_1 P_0}{1 - \frac{\mu x \mu_s}{2 \mu_s - a}}$$

It may be solved by iteration. The first approximation is

$$t_1 = \frac{A_1 P_0}{(1 - \frac{\mu x \mu_s}{2 \mu_s - a}) k_2 V}$$

(21a)
and, starting from it, improved values may be obtained by using the iteration formula

\[ t_1 = \frac{A \rho_0}{\left(1 - \mu_1 \lambda_1 \frac{2 \delta - a}{a}\right) \left(k_2 V + \frac{1}{2} W_1 \lambda_1^2 t_1 - \frac{1}{6} k_2^2 \lambda_1^2 t_1^2 \right)} \]

(21b)

These formulas take the place of equations (14).

It is not possible to extend the same idea of approximation also to phase three. There, the static deflection \( y \) is zero, and with \( y = 0 \) one would not obtain any shock-strut friction at all. Since in phase three it is possible to compute \( y \) in advance, the need for simplification is less urgent. One must, of course, match the value of \( y = y_t \) at \( t = t_t \), the end of the spin-up. As a rule it will be possible to neglect the influence of \( \dot{y} \) and to write simply

\[ y = y_t \cos \lambda_3 (t - t_t) \]

for \( t \geq t_t \).

Further simplification: Large steps.- The simplification introduced in the preceding section removes the essential obstacle to using large time steps. The deviation of the solid line from the dotted line in figure 16 shows the error introduced by the changes in the equations, without additional inaccuracies which might be caused by wider steps \( \Delta t \).

One may now ask how far one may go in increasing \( \Delta t \) without losing much more in accuracy. This has been tried in the example by repeating the computation with \( \Delta t = 0.02 \) second. The computation for phases two and three has been reproduced in full in table 3. The quantities \( F_\alpha \), \( \beta \), and \( A_3 \) were read from prepared graphs as functions of \( x \).

The results of this integration have been marked by the small circles in figure 16. They check so well with the solid curve that one might feel tempted to increase the time step still more. This, however, seems inadvisable, not because of the accuracy of the numerical integration, but because a certain number of points are needed for plotting the curve.

When one inspects the column \( |y| \) in the second part of the integration table, one recognizes that there are sharp ups and downs and that the values representing the influence of \( y \) on the shock-strut friction
are rather arbitrary samples. It seems therefore wiser not to rely on the incidental appearance of large and small values in this column, but to replace the variable \( y \) by its average, which is \( \frac{2}{\pi} y_t \).

**Analytical Method of Solution**

As an alternative to numerical integration of the differential equations of motion an analytical method is developed in this section. This method has several advantages over numerical integration: (1) It provides a start which takes account of the singularity which exists in the solution at time \( t_1 \). (2) It allows much larger steps with the same accuracy. (3) It takes into account sharp breaks in the \( A_2(x) \) curve. The disadvantages are: (1) The computation scheme is not so simple as that of step-by-step integration. (2) More skill and judgement are required of the computer. (3) Curve fitting is needed in every interval.

In the analytical method the time is divided into a series of intervals with the \( n \)th interval extending from \( t_n \) to \( t_{n+1} \). The length of successive intervals is determined during computation, as will be discussed later. Certainly any discontinuity in the slope of the \( A_2(x) \) curve will require termination of an interval.

In each interval the dependent variables \( x_1, x_2, x, y, \) and \( \omega \) are developed in power series in terms of a local time variable

\[
\tau = t - t_n
\]

In the section "Phase One" this has already been done for phase one, and that calculation represents the interval \( n = 0 \) for the analytic method. For the intervals following, the form of the solution depends on whether or not \( \dot{x} \) becomes zero. An interval where this does not happen will be called a regular interval; one where \( \dot{x} \) starts from or reaches zero will be called a singular interval. Since \( \dot{x} = 0 \) at the start of phase two, the interval \( n = 1 \) of the analytic solution will be a singular one. However, it is more convenient to explain the regular interval first.

**Regular interval.** - For the purposes of this analysis it is desirable to revise the form of the differential equations somewhat. Equations (10a) and (10b) and equations (10b) and (10c) (neglecting, as previously, \( m_2 \)) may be combined to eliminate \( F_1 \):
\[ m_1 \dot{x}_1 + k_2 x_2 = \ddot{w}_1 \]  

\[ k_2 x_2 = \frac{A_1 p_0}{\left[ 1 - \left( A_1 x/a_0 x_0 \right) \right]^\gamma} + \frac{\rho A_0^3}{2 A_0^3} \dot{x}^2 + \mu s k_3 \frac{21 - a - x}{a + x} \left| \gamma \right| \]  

Equation (22b) is then solved for \( \dot{x} \) as

\[ \dot{x} = A_3 \sqrt[3]{\frac{2 k_2}{\rho A_3^3}} \left[ x_2 - \frac{A_1 p_0}{k_2 \left[ 1 - \left( A_1 x/a_0 x_0 \right) \right]^\gamma} - \mu s k_3 \frac{21 - a - x}{a + x} \left| \gamma \right| \right] \]  

In order to make a series solution of this equation feasible several approximations are introduced.

First approximate in the interval of expansion the term

\[ f_1(x) = \frac{A_1 p_0}{k_2 \left[ 1 - \left( A_1 x/a_0 x_0 \right) \right]^\gamma} \]

by a linear function

\[ f_1(x) = \phi_0 + \phi_1 x \]  

Figure 17 illustrates \( f_1(x) \) and the straight-line segments used to represent it for the example treated in the section "Numerical example." Similarly, the function

\[ f_2(x) = \frac{\mu s k_3}{k_2} \frac{21 - a - x}{a + x} \]
is approximated in each interval by a linear function

\[ f_2(x) = \theta_0 + \theta_1 x \]  

(25)

This approximation is illustrated in figure 18. Finally, a parabolic (or linear) curve

\[ A_3 = (A_3)_{n}\left(1 + \sigma_1 \xi + \frac{1}{2} \sigma_2 \xi^2 \right) \]  

(26)

with

\[ \xi = x - (x)_n \]

is fitted to the graph of \( A_3(x) \) to represent this function in the nth interval. This form seems best suited to fit the orifice curve since it is an exact representation in every conical section of the metering pin (see fig. 9, which consists only of a straight line and parabolas).

Putting the above simplifications into equation (23), one obtains

\[ \xi = A_3 \sqrt{\frac{2k_2}{\rho A_2^3}} \sqrt{x_2 - \phi_0 - \phi_1 x - (\theta_0 + \theta_1 x)} \]  

(27)

To make the equations more manageable it is convenient to introduce the following parameters:

\[ \lambda_1 = \frac{k_2}{m_1} \]
\[ \lambda_2 = \frac{k_3}{m_3} \]
\[ W_1 = \frac{W_1}{m_1} \]
\[ \kappa_1 = \sqrt{\frac{2k_2}{\rho A_2^3}} \]
\[ \kappa_2 = \mu_1 k_2/m_3 \]
\[ \kappa_3 = \mu_1 k_2 r/I \]
The resulting full set of equations (from eqs. (9a), (9e), (22a), (26), and (27)) is thus:

\[ x_1 + \lambda_1 x_2 = W_1^* \]  \hspace{1cm} (28a)

\[ \dot{x} = \kappa_1 A_3 \sqrt{x_2 - \theta_1 x - \theta_0 |y| - \theta_1 x |y|} - \phi_0 \]  \hspace{1cm} (28b)

\[ \ddot{y} + \lambda_2^2 y = \kappa_2 \kappa_2 \]  \hspace{1cm} (28c)

\[ A_3 = (A_3)_n \left( 1 + x_1 \xi + \frac{1}{2} x_2 \xi^2 \right), \quad \xi = x - (x)_n \]  \hspace{1cm} (28d)

\[ x_2 = x_1 - \delta \]  \hspace{1cm} (28e)

\[ \delta = \kappa_3 x_2 \]  \hspace{1cm} (28f)

The expression for \( A_3(x) \) has been retained as a separate equation to avoid overcomplication of equation (28b).

One may now proceed with the solution of these equations in the interval \( n \). Power series are assumed for all the dependent variables:

\[
\begin{align*}
    x_1 &= \sum_{0}^{\infty} \frac{a_k}{k!} \tau^k \\
    x_2 &= \sum_{0}^{\infty} \frac{b_k}{k!} \tau^k \\
    \delta &= \sum_{0}^{\infty} \frac{c_k}{k!} \tau^k \\
    \phi &= \sum_{0}^{\infty} \frac{d_k}{k!} \tau^k \\
    A_3 &= (A_3)_n \sum_{0}^{\infty} \frac{c_k}{k!} \tau^k \\
    \alpha_0 &= 1
\end{align*}
\]
Substitution in equation (28a), equating of coefficients of like powers of \( \tau \), and application of the initial conditions yield

\[
\begin{align*}
a_0 &= (x_1)n \\
a_1 &= (x_1)n \\
a_2 &= -\lambda_1^2b_0 + W_1^* \\
a_k &= -\lambda_1^2b_{k-2} \quad (k > 2)
\end{align*}
\]

Equation (28b) is likewise solved by substitution and equating of coefficients of like terms. The process is more involved for this equation, however. Upon substitution,

\[
\sum_{0}^{\infty} \frac{c_k}{k!} \tau^{k-1} = \kappa_1(A\gamma)n \left( \sum_{0}^{\infty} \frac{a_k}{k!} \tau^k \right) \left( \sum_{0}^{\infty} \frac{b_k}{k!} \tau^k - \phi_1 \sum_{0}^{\infty} \frac{c_k}{k!} \tau^k \right) - \\
\theta_0 \sum_{0}^{\infty} \frac{d_k}{k!} \tau^k - \theta_1 \sum_{0}^{\infty} \frac{c_k}{k!} \tau^k \sum_{0}^{\infty} \frac{d_k}{k!} \tau^k - \phi_0 \right)^{1/2}
\]

Then, since

\[
\sum_{0}^{\infty} \frac{c_k}{k!} \tau^k \sum_{0}^{\infty} \frac{d_k}{k!} \tau^k = \sum_{0}^{\infty} \frac{1}{k!} \left( \sum_{0}^{k} \frac{(k)}{w} c_v d_{k-v} \right) \tau^k
\]

where \((k)\) is the binomial coefficient, the equation can be written

\[
\sum_{1}^{\infty} \frac{c_k}{(k-1)!} \tau^{k-1} = \kappa_1(A\gamma)n \left\{ \sum_{0}^{\infty} \frac{1}{k!} \left[ b_k - \phi_1 c_k - \theta_0 d_k - \\
\theta_1 \sum_{0}^{k} \frac{(k)}{w} c_v d_{k-v} \right] \tau^k - \phi_0 \right\}^{1/2} \sum_{0}^{\infty} \frac{a_k}{k!} \tau^k
\]
Now define

$$\beta_k = b_k - \phi_1 c_k - \theta_0 d_k - \theta_1 \sum_{\nu=0}^{k} (\frac{k}{\nu}) c_\nu d_{k-\nu}$$

so that

$$\sum_{i=1}^{\infty} \frac{c_k}{(k-1)!} r^{k-1} = \kappa_1(A_3) n \left( \sum_{i=0}^{\infty} \frac{b_k}{k!} r^k - \phi_0 \right)^{1/2} \sum_{i=0}^{\infty} \frac{a_k}{k!} r^k$$

$$= \kappa_1(A_3) n \left( \beta_0 - \phi_0 + \sum_{i=1}^{\infty} \frac{\beta_k}{k!} \frac{r^k}{r^k} \right)^{1/2} \sum_{i=0}^{\infty} \frac{a_k}{k!} r^k$$

$$= \kappa_1(A_3) n \sqrt{\beta_0 - \phi_0} \left( 1 + \frac{1}{\beta_0 - \phi_0} \sum_{i=1}^{\infty} \frac{\beta_k}{k!} \frac{r^k}{r^k} \right)^{1/2} \sum_{i=0}^{\infty} \frac{a_k}{k!} r^k$$

(31)

But returning to equation (28b) and inserting the initial conditions

$$b_0 = (x_2)_n$$
$$c_0 = (x)_n$$
$$c_1 = (\dot{x})_n$$
$$d_0 = (y)_n$$

one finds

$$c_1 = \kappa_1(A_3) n \sqrt{b_0 - \phi_1 c_0 - \theta_0 d_0 - \theta_1 c_0 d_0 - \phi_0}$$

$$c_1 = \kappa_1(A_3) n \sqrt{\beta_0 - \phi_0}$$
This may be used in equation (31) which then gives
\[ \sum_{k=1}^{\infty} \frac{c_k}{(k-1)!} \tau^{k-1} = c_1 \left( 1 + 2\eta_1 \sum_{k=1}^{\infty} \frac{\beta_k}{k!} \tau^k \right)^{1/2} \sum_{k=0}^{\infty} \frac{\alpha_k}{k!} \tau^k \]

where also
\[ \eta_1 = \frac{1}{2(\beta_0 - \beta_o)} \]

The expression within the parentheses raised to the one-half power in the above equation may be expanded now by the binomial theorem
\[ (1 + s)^{1/2} = 1 + \frac{1}{2} s - \frac{1}{8} s^2 + \frac{1}{16} s^3 + \ldots \]

When this is applied to the problem at hand, it follows that
\[ \sum_{k=1}^{\infty} \frac{c_k}{(k-1)!} \tau^{k-1} = c_1 \left[ 1 + \eta_1 \sum_{k=1}^{\infty} \frac{\beta_k}{k!} \tau^k - \frac{1}{2} \eta_1^2 \left( \sum_{k=1}^{\infty} \frac{\beta_k}{k!} \tau^k \right)^2 + \right. \]
\[ \left. \frac{1}{2} \eta_1^3 \left( \sum_{k=1}^{\infty} \frac{\beta_k}{k!} \tau^k \right)^3 \right] \sum_{k=0}^{\infty} \frac{\alpha_k}{k!} \tau^k \]

The expression within brackets here must be reduced to a single power series and then multiplied by the \( \alpha \) series. Finally, equating coefficients of like powers of \( \tau \) will yield:
\[
\begin{align*}
  c_0 &= (x)_n \\
  c_1 &= \kappa_1 (A_1)_n \sqrt{\beta_o - \phi_o} \\
  c_2 &= c_1 (c_1 + \eta_1 \beta_1) \\
  c_3 &= c_1 (c_2 + 2\alpha_1 \eta_1 \beta_1 + \eta_2 \beta_2 - \eta_1^2 \beta_1^2) \\
  c_4 &= c_1 \left[ \alpha_3 + \eta_1 \beta_3 + 3\alpha_2 \eta_1 \beta_1 + 3(\alpha_1 - \eta_1 \beta_1) (\eta_1 \beta_2 - \eta_1^2 \beta_1^2) \right]
\end{align*}
\]

where

\[
\beta_k = b_k - \phi_1 c_k - \theta_0 d_k - \theta_1 \sum_{\nu=0}^{k} (\beta) c_\nu d_{k-\nu}
\]

The solution of equation (28c) is similar to that of equation (28a) and yields

\[
\begin{align*}
  d_0 &= (y)_n \\
  d_1 &= (y)_n \\
  d_k &= \kappa_2 b_{k-2} - \lambda_2^2 d_{k-2} & \text{if } k > 1
\end{align*}
\]

Likewise, substituting and equating of coefficients in equation (28d) produce

\[
\begin{align*}
  \alpha_0 &= 1 \\
  \alpha_1 &= c_1 \sigma_1 \\
  \alpha_2 &= c_2 \sigma_1 + c_1^2 \sigma_2 \\
  \alpha_3 &= c_3 \sigma_1 + 3c_1 c_2 \sigma_2
\end{align*}
\]
The last two equations (eqs. (28e) and (28f)) are easily handled. From equation (28e) it is evident that

\[ b_k = a_k - c_k \]  

(35)

Finally, equation (28f) is solved by substitution of the series for \( x_2 \) and direct integration:

\[
\begin{align*}
\dot{\omega} &= \kappa \sum_{k=0}^{\infty} \frac{b_k}{k!} \tau^k \\
\omega &= \kappa \sum_{k=0}^{\infty} \frac{b_k}{(k+1)!} \tau^{k+1} + \omega_0 
\end{align*}
\]  

(36)

Sufficient information has been amassed to find all of the coefficients \( a_k, b_k, c_k, d_k, \) and \( \alpha_k \). By inspection of the relations between the coefficients, it can be seen that starting from the coefficients determined by the initial conditions \( (a_0, a_1, c_1, d_0, d_1, \) and \( (A_2)_n \) the other coefficients can be found successively. This must be done in some such order as \( b_0, c_1, b_1, c_1, a_2, c_2, b_2, d_2, \) \( a_2, \) and so forth. The \( \omega \) series can be computed afterward, since the other equations do not depend on \( \omega \).

Series solutions have now been found for the variables \( x_1, x_2, x, y, \) and \( \omega \) in the interval of expansion. It would seem as if the solution were complete. However, there are still difficulties to be overcome. Since the natural frequency of the horizontal vibrations of the wheel is high, the series expansion for \( y \) converges too slowly to be of use in representing \( y \) in equation (28b).

It is possible (see appendix B) to obtain a more rapidly convergent solution for \( y(t) \) of the form

\[
y = (d_0 - d_0') \cos \lambda_3 \tau + \frac{1}{\lambda_3} (d_1 - d_1') \sin \lambda_3 \tau + d_0' + d_1' \tau +
\]

\[ \frac{1}{24} d_4' \tau^4 + \frac{1}{120} d_5' \tau^5 \]  

(37)
where

\[
d_0' = \frac{k_2}{\lambda_3^2} b_0
\]

\[
d_1' = \frac{k_2}{\lambda_3^2} b_1
\]

\[
d_4' = k_2 b_2
\]

\[
d_5' = k_2 b_3
\]

This is a very rapidly converging solution but is still not suitable for use in equation (28b) since it contains trigonometric terms. It is necessary thus to fit a parabolic approximation to this curve using the initial value and slope plus a chosen quadratic (or cubic) term:

\[
y = d_0 + d_1 \tau + \frac{1}{2} d_2^* \tau^2 \tag{38}
\]

or

\[
y = d_0 + d_1 \tau + \frac{1}{6} d_3^* \tau^3
\]

The coefficients of this formula are used to represent \( y \) in equation (28b). The solution for \( y \), equation (37), carried to the fourth power requires \( b_0 \), \( b_1 \), and \( b_2 \), but these coefficients may be found before \( a_2^* \) is needed.

The series solution for \( x_1 \) is adequate for use in equation (28b), but it still may sometimes be desirable to have a more rapidly convergent solution for this variable also. The same procedure as outlined in appendix B yields when applied here:

\[
x_1 = b_0 \cos \lambda_1 \tau + \frac{1}{\lambda_1} b_1 \sin \lambda_1 \tau + c_0 + c_1 \tau + \frac{1}{2} W_1^* \tau^2 +
\]

\[
\frac{1}{2 !} \lambda_1^2 (c_2 - W_1^*) \tau^4 + \frac{1}{120} \lambda_1^2 c_3 \tau^5 + \ldots \tag{39}
\]
When the approximate form, equation (37), for $y$ is used, the solution is now complete and usable. One thing remains to be discussed, the question of the length of each interval. This depends on several factors. The interval is restricted by the need for accuracy of the approximations for $A_3(x)$, $f_1(x)$, and $f_2(x)$. The $A_3$ approximation especially must be made accurately, as the solution for $x$ is very sensitive to this variable. As has been mentioned, the interval must end wherever there is a sharp break in the $A_3$ curve. The length of the interval is also limited by the need of obtaining sufficient accuracy in the $y(t)$ approximation. Finally, convergence of the series representation of $x$ must be considered. One of these factors will determine the interval length.

The value of $\dot{y} + m$ must be watched as in the numerical integration method, since transition to phase three occurs when

$$\dot{y} + m = V_h$$

After this time $t = t_t$, the deflection $y$ is calculated in the same way as described for the numerical integration in phase three.

The interval need not necessarily end at $t = t_t$. Since $y$ is continuous, the approximation equation (38) may still fit for some time beyond the transition to phase three.

**Singular interval.**—At the start of phase two ($t = t_1$) the rate of stroke vanishes ($\dot{x} = 0$) and the same happens again when the maximum stroke is reached and recoil begins. The vanishing of $\dot{x}$ gives rise to a particular difficulty, the source of which is found in equation (23).

This equation may be written

$$\dot{x} = k_1 A_2(x) \sqrt{\psi(t)}$$

with the abbreviation

$$\psi(t) = x_2 - \frac{A_1 P_0}{k_2 \left[ 1 - (A_1 x/A_0 z_0) \right]} \frac{\mu_s k_2}{k_2} \frac{2l - a - x}{a x}$$
Upon differentiating, one has

\[ \ddot{x} = \kappa_1 \left( \frac{A_3}{A_3} \sqrt{\psi} + \frac{A_3 \dot{\psi}}{2\sqrt{\psi}} \right) \]

which, with the help of equation (23'), may be written as

\[ \ddot{x} = \frac{A_3}{A_3} \ddot{x} - \frac{\kappa_1^2}{2} A_3^2 \frac{\dot{\psi}}{\dot{x}} \]  

(40)

Since \( \dot{\psi} \) does not happen to be zero at the start of phase two, this equation shows that \( \ddot{x} \) is infinite. Thus there is, at \( t = t_1 \), a singularity in the function \( x = x(t) \) which prevents the use of the ordinary power series (29).

Although power series (29) are not applicable in this interval, it is possible to handle it with series in half-powers of \( \tau = t - t_1 \):

\[
\begin{align*}
\dot{x}_1 &= \sum_{k=0}^{\infty} \frac{\tilde{a}_k}{k!} \tau^{k/2} \\
\dot{x}_2 &= \sum_{k=0}^{\infty} \frac{\tilde{c}_k}{k!} \tau^{k/2} \\
x &= \sum_{k=0}^{\infty} \frac{\tilde{b}_k}{k!} \tau^{k/2} \\
y &= \sum_{k=0}^{\infty} \frac{\tilde{d}_k}{k!} \tau^{k/2} \\
A_3 &= (A_3)_n \sum_{k=0}^{\infty} \frac{\tilde{a}_k}{k!} \tau^{k/2}
\end{align*}
\] 

(41)

Equations (28a) and (28c) are solved as before by substituting and equating coefficients. The result for equation (28a) is
Similarly, for equation (28c):
\[
\ddot{d}_0 = (y)_n \\
\ddot{d}_1 = \ddot{d}_3 = 0 \\
\ddot{d}_2 = 2(\ddot{y})_n \\
\ddot{d}_k = 4(k - 1)(k - 3)\lambda_1^2 \ddot{b}_{k-4} + 4(k - 1)(k - 3)\lambda_1^2 \ddot{d}_{k-4} 
\]
\[ (k > 3) \]

Next consider equation (28d) which expresses \( A_3 \) in terms of \( x \) and introduce series (41). Since it will be shown a little later that \( \ddot{c}_1 = \ddot{c}_2 = 0 \), the expressions for the first few coefficients \( \ddot{c}_k \) become extremely simple:
\[
\ddot{c}_0 = 1 \\
\ddot{c}_1 = \ddot{c}_2 = 0 \\
\ddot{c}_3 = \sigma_1 \ddot{c}_3
\]
Equation (28b) must be considered in more detail. After substitution of the series, equations (41), this equation becomes

$$\sum_{k=0}^{\infty} \frac{\bar{c}_k}{k!} \frac{k-2}{r^{k/2}} = \kappa_1(A_3) n \sum_{k=0}^{\infty} \frac{\bar{d}_k}{k!} \frac{r^{k/2}}{\phi_1} \left( \sum_{k=0}^{\infty} \frac{\bar{b}_k}{k!} r^{k/2} - \phi_0 \sum_{k=0}^{\infty} \frac{\bar{c}_k}{k!} r^{k/2} \right)^{1/2}$$

Using, as previously,

$$\theta_0 \sum_{k=0}^{\infty} \frac{\bar{d}_k}{k!} r^{k/2} - \theta_1 \sum_{k=0}^{\infty} \frac{\bar{c}_k}{k!} r^{k/2} \left( \sum_{k=0}^{\infty} \frac{\bar{d}_k}{k!} r^{k/2} - \phi_0 \right)^{1/2}$$

one finds

$$\sum_{k=0}^{\infty} \frac{\bar{c}_k}{(k-1)!} \frac{r^{k/2}}{2} = 2\kappa_1(A_3) n \sum_{k=0}^{\infty} \frac{\bar{d}_k}{k!} \left( \sum_{k=0}^{\infty} \frac{1}{k!} \left[ \bar{b}_k - \phi_1 \bar{c}_k - \theta_0 \sum_{v=0}^{k} \binom{k}{v} \bar{c}_v \bar{d}_{k-v} \right] r^{k/2} - \phi_0 \right)^{1/2}$$

The expression within the braces to the one-half power may be simplified by introducing

$$\bar{\beta}_k = \bar{b}_k - \phi_1 \bar{c}_k - \theta_0 \bar{d}_k - \theta_1 \sum_{v=0}^{k} \binom{k}{v} \bar{c}_v \bar{d}_{k-v}$$

which yields

$$\sum_{k=0}^{\infty} \frac{\bar{c}_k}{(k-1)!} \frac{r^{k/2}}{2} = 2\kappa_1(A_3) n \left( \bar{\beta}_0 - \phi_0 + \sum_{k=0}^{\infty} \frac{\bar{\beta}_k}{k!} r^{k/2} \right)^{1/2} \sum_{k=0}^{\infty} \frac{\bar{d}_k}{k!} r^{k/2}$$

(45)
It is profitable at this point to look at the result of applying the initial conditions to equation (28b). For \( \tau = 0 \) each of the series of equations (41) consists only of its first term, and one has

\[
(\tilde{x})_n = \kappa_1(A_3) \left( \beta_0 - \phi_0 - \varphi_0 \right)^{1/2}
\]

\[
= \kappa_1(A_3) \left( \beta_0 - \phi_0 \right)^{1/2}
\]

and, since \((\tilde{x})_n\) is zero, it follows that

\[
\beta_0 - \phi_0 = 0
\]

Therefore, equation (45) reads simply

\[
\sum_{1}^{\infty} \frac{c_k}{(k-1)!} \tau^{k/2} = 2\kappa_1(A_3) \sum_{1}^{\infty} \frac{\beta_k}{k!} \tau^{k/2} \sum_{0}^{\infty} \frac{a_k}{k!} \tau^{k/2}
\]

Some preliminary conclusions may now be drawn before the complete solution of the equation is attempted. The above equation in expanded form reads

\[
\tilde{c}_1 \tau^{-1/2} + \tilde{c}_2 + \tilde{c}_3 \tau^{1/2} + \ldots = 2\kappa_1(A_3) \tilde{\beta}_1 \tau^{1/2} + \\
\frac{1}{2} \tilde{\beta}_2 \tau^0 + \ldots \right)^{1/2} \sum_{0}^{\infty} \frac{a_k}{k!} \tau^{k/2}
\]

Inspection of this equation shows that the terms of the right-hand side start with \(\tau^{-1/4}\). Therefore, the coefficients of \(\tau^{-1/2}\) and \(\tau^0\) on the left-hand side must vanish:

\[
\tilde{c}_1 = 0
\]

\[
\tilde{c}_2 = 0
\]
Further, since
\[ \tilde{a}_1 = 0 \]
\[ \tilde{a}_1 = 0 \]
(eqs. (42) and (43)), and since
\[ \tilde{b}_1 = \tilde{a}_1 - \tilde{a}_1 = 0 \]
it follows that
\[ \tilde{b}_1 = \tilde{a}_1 - \tilde{a}_1 - \theta_o \tilde{a}_1 - \theta_1 (\tilde{c}_o \tilde{a}_1 + \tilde{c}_1 \tilde{a}_1) = 0 \]
Returning to equation (46) and using those results, one has
\[ \sum_{3}^{\infty} \frac{\tilde{c}_k}{(k-1)!} \frac{1}{2} = 2k_1(A) \sqrt{\frac{1}{2} \beta_2} \left( 1 + \frac{1}{2} \sum_{3}^{\infty} \frac{\tilde{b}_k}{k!} \frac{1}{2} \right) \sum_{0}^{\infty} \frac{1}{k!} \frac{1}{2} \]
and, hence,
\[ \sum_{3}^{\infty} \frac{\tilde{c}_k}{(k-1)!} \frac{1}{2} = 2k_1(A) \sqrt{\frac{1}{2} \beta_2} \left( 1 + \frac{1}{2} \sum_{3}^{\infty} \frac{\tilde{b}_k}{k!} \frac{1}{2} \right) \sum_{0}^{\infty} \frac{1}{k!} \frac{1}{2} \]
The expression within parentheses to the one-half power may be expanded by means of the binomial theorem. Also the \( \tilde{a} \) series can be written in simple form making use of equation (44):
\[ \sum_{3}^{\infty} \frac{\tilde{c}_k}{(k-1)!} \frac{1}{2} = 2k_1(A) \sqrt{\frac{1}{2} \beta_2} \left( 1 + \frac{1}{2} \sum_{3}^{\infty} \frac{\tilde{b}_k}{k!} \frac{1}{2} \right) \]
\[ \left( 1 + \frac{1}{2} \sum_{3}^{\infty} \frac{\tilde{b}_k}{k!} \frac{1}{2} \right) \]
\[ \left( 1 + \frac{1}{2} \sum_{3}^{\infty} \frac{\tilde{b}_k}{k!} \frac{1}{2} \right) \]
When the right-hand side is reduced to a single power series and the coefficients of like powers are equated, the results are these:

\[
\begin{align*}
\bar{c}_0 &= (x)_n \\
\bar{c}_3 &= 4\kappa_1(A_3)n\sqrt{\frac{b_2}{2}} \\
\bar{c}_4 &= \frac{1}{2}\bar{c}_3\frac{b_3}{b_2} \\
\bar{c}_5 &= \frac{1}{6}\bar{c}_3\left(3\frac{b_4}{b_2} - 2\frac{b_3}{b_2}^2\right) \\
\bar{c}_6 &= \frac{1}{36}\bar{c}_3\left[18\frac{b_5}{b_2} - 15\frac{b_3b_4}{b_2} + 5\frac{b_3^2}{b_2}\right] + 360\bar{c}_3
\end{align*}
\]

(47)

A solution for the singular interval has now been found. However, it is necessary here as in the regular interval to use an altered form for \( y \) obtained in a manner similar to that of appendix B. This solution is found to be

\[
y = \left(\bar{d}_0 - \frac{\kappa_2}{\lambda_3^2} b_0\right)\cos \lambda_3 \tau + \frac{1}{2\lambda_3}\left(\bar{d}_2 - \frac{\kappa_2}{\lambda_3^2} b_2\right)\sin \lambda_3 \tau +
\]

\[
\frac{\kappa_2}{\lambda_3^2} b_0 + \frac{1}{2}\frac{\kappa_2}{\lambda_3^2} b_2 \tau + \frac{2}{105}\frac{\kappa_2}{\lambda_3^4} b_3^7/2 + \frac{1}{1890}\frac{\kappa_2}{\lambda_3^4} b_4^9/2 + \ldots
\]

(48)

Since this is not a pure power series, the coefficients of the powers of \( \tau \) cannot be used as \( \bar{d}_k \) in the computation of \( \bar{b}_k \) and hence of \( \bar{c}_k \) (eqs. (47)). A plot of the equation is therefore made (fig. 19) and a curve of the form

\[
y = \bar{d}_0 + \frac{1}{2}\bar{d}_2 \tau + \frac{1}{24}\bar{d}_4 \tau^2
\]

(49)
is fitted to it by varying $\delta_4$. The coefficients of this parabola are used to represent $y$ in equations (47).

A similar formula for $x_1$ may be useful for its calculation. It is found to be

$$x_1 = 5_0 \cos \lambda_1 \tau + \frac{5_2}{2 \lambda_1} \sin \lambda_1 \tau + \frac{1}{24} g_1 \lambda_1 \tau^2 + \frac{2}{105} \lambda_1^2 g_3 \tau^{7/2} +$$

$$\frac{1}{288} \lambda_1^2 (\delta_4 - q_1) \tau^4 + \frac{1}{1890} \lambda_1^2 g_3 \tau^{9/2} + \ldots$$

(50)

Finally, equation (28c) may be solved by substitution of the series for $x_2$ and direct integration:

$$\phi = \kappa_3 \sum_{0}^{\infty} \frac{b_k}{k!} \frac{\tau^{k/2}}{\kappa_3 \sum_{0}^{\infty} \frac{b_k}{k!} \frac{\tau^{k/2}}{k+2} + (\omega)_n}$$

(51)

A complete, usable solution has now been found for the singular interval $n$. The same considerations which cause termination of a regular interval will govern this interval.

**Procedure.**—A procedure is given here outlining the analytical method which has been derived. The steps are given for both the singular and regular intervals with differences noted.

1. Determine values of $m_1$, $m_2$, $m_3$, $W_1$, $k_2$, $k_3$, $A_0$, $A_1$, $A_2$, $\mu_s$, $\mu_r$, $p_0$, $\rho$, $\gamma$, $z_0$, $l$, $a$, $V$, $V_h$, $r$, and $I$. 
(2) Calculate the parameters

\[ \lambda_1^2 = k_2/m_1 \]
\[ \lambda_2^2 = k_3/m_3 \]
\[ \kappa_1 = \sqrt{2k_2/\rho A_2^3} \]
\[ \kappa_2 = \mu \frac{k_2}{m_3} \]
\[ \kappa_3 = \mu \frac{k_2}{I} \]

(3) Construct graphs of

\[ f_1(x) = \frac{A_1 p_0}{k_2} \left( 1 - \frac{A_1}{A_0} x \right) - \gamma \]
\[ f_2(x) = \frac{\mu \kappa_3}{k_2} \frac{2l - a - x}{a + x} \]

Phase one: The steps for phase one are as follows:

(4) Determine the time \( t_1 \) at the end of interval 0 by integration of equations (14).

(5) Calculate values of \((x_1)_1\), \((\dot{x}_1)_1\), \((y)_1\), and \((\dot{y})_1\) from equations (13).

(6) Calculate \((w)_1\) and \((\dot{y} + \dot{w})_1\) from equation (15).

Phase two: For phase two the procedure is as follows:

(7) Estimate the length of the interval to insure accuracy of:

(a) Parabolic curve for \( A_3(x) \)
(b) Linear approximations for \( f_1(x) \) and \( f_2(x) \)
(c) Parabolic curve for \( y(t) \)
(d) Convergence of series for \( x \) and \( x_1 \)
(6) Determine \( \sigma_1, \sigma_2, \phi_0, \phi_1, \theta_0, \) and \( \theta_1 \) in the interval to give the best approximations:

\[
A_3(x) = (A_3)_n \left(1 + \sigma_1 \xi + \sigma_2 \xi^2\right)
\]

with

\[
\xi = x - (x)_n, \\
F_1(x) = \phi_0 + \phi_1 x, \\
F_2(x) = \theta_0 + \theta_1 x
\]

**Singular interval**

(89) From step (5) calculate

\[
\tilde{a}_0 = (x_1)_n, \\
\tilde{a}_2 = 2(x_1)_n, \\
\tilde{a}_0 = (y)_n, \\
\tilde{a}_2 = 2(y)_n
\]

(R10) Using tables 5 and 6, calculate successively \( b_0, b_1, b_2, b_3, b_4, \) and \( b_5. \)

(S11) Calculate and plot \( y(\tau) \) in the interval from equation (48). Determine \( \tilde{d}_4^* \) to give the best approximation from equation (49). Record \( \tilde{d}_4^* \) in table 1. All higher values of \( d_k \) are made zero.

**Regular interval**

(R9) From step (5) calculate

\[
a_0 = (x_1)_n, \\
a_1 = (x_1)_n, \\
a_0 = (y)_n, \\
a_1 = (y)_n
\]

(R10) Using tables 5 and 6, calculate successively

\[
b_0, b_1, b_2, b_3, b_4, \) and \( b_5. \)

From table 5: \( b_0, b_2, \beta_0 \rightarrow c_1, \eta_1, \alpha_1 \)

From table 6: \( b_1, b_3, \beta_1 \rightarrow c_2, \alpha_2 \)

(R11) Calculate and plot \( y(\tau) \) in the interval from equation (37). Determine \( d_2^* \) to give the best approximation from equation (38). Record \( d_2^* \) in table 3. All higher values of \( d_k \) are made zero.
(Sl2) In table 4 calculate successively $\tilde{b}_1/\tilde{b}_2$, $\tilde{c}_5$, $\tilde{b}_5$, $\tilde{b}_5/\tilde{b}_2$, $\tilde{c}_6$, and $\tilde{b}_6$.

(Rl2) Calculate successively from table 5: $b_2$, $a_4$, $b_2$ $c_3$, $a_3$ $b_3$, $a_5$, $b_3$ $c_4$

(Sl3) Form series

$$x_1 = \sum_{k=0}^{\infty} \frac{\tilde{c}_k}{k!} \tau^k$$

$$x = \sum_{k=0}^{\infty} \frac{\tilde{c}_k}{k!} \tau^k$$

(Rl3) Form series

$$x_1 = \sum_{k=0}^{\infty} \frac{a_k}{k!} \tau^k$$

$$x = \sum_{k=0}^{\infty} \frac{c_k}{k!} \tau^k$$

(14) If the end of the interval is determined by value of $x$, find by trial the value of $\tau$ for which $x = (x)_{n+1}$. Then calculate $(x_1)_{n+1}$, $(x_1)_{n+1}$, $(y)_{n+1}$, and $(\dot{y})_{n+1}$. If the value of $\tau$ ends the interval, all the values may be computed immediately.

(Sl5) Compute $(a)_{n+1}$ from equation (51). (Rl5) Compute $(a)_{n+1}$ from equation (36).

(16) Determine $(\dot{y} + \rho)_{n+1}$. In some interval the condition

$$\dot{y} + \rho = V_h \text{ at } t = t_t$$

will be satisfied. This terminates phase two.

Phase three: The procedure for phase three is the same as that for phase two except for the following changes:

(a) Replace step (R11) as follows:

(R11') Calculate and plot $y(\tau)$ using equation (37). Determine $\tilde{d}_2*$ to give the best approximation from equation (38).

(b) In step (14) $(y)_{n+1}$ and $(\dot{y})_{n+1}$ need not be calculated.

(c) Omit steps (R15) and (R16).
Application of method to numerical example.- The analytical method is applied in this section to the example used for the numerical integration. The procedure of the preceding section is followed, so that here only results and special remarks need be given. The data for this example have been listed in the section "Numerical example." From these the computation parameters are found to be:

\[ \lambda_1^2 = 120.7 \text{ sec}^{-2} \]
\[ \lambda_2^2 = 2,008 \text{ sec}^{-2} \]
\[ \kappa_1 = 68.63 \text{ in.}^{-3/2} \text{sec}^{-1} \]
\[ \kappa_2 = 1,607 \text{ sec}^{-2} \]
\[ \kappa_3 = 182.2 \text{ in.}^{-1} \text{sec}^{-2} \]

Figures 17, 18, and 9 show graphs of the functions

\[ f_1(x) = 0.9870 \left(1 - \frac{x}{25.5}\right)^{-1.1} \]
\[ f_2(x) = 0.06248 \frac{67 - x}{13 + x} \]

and \( A_3(x) \), respectively. The parameters for the approximate representations of these functions in each interval are collected in table 7. These are all secant approximations, except for one parabola in the case of \( A_3(x) \).

The computations for interval \( n = 0 \) (phase one) are the same as those given in the section "Numerical example." Interval 1 at the start of phase two is a singular interval since \( (\dot{x})_1 \) is zero. The interval length is limited by the break in the \( A_3(x) \) curve at \( x = 2.036 \text{ inches} \). However, to obtain a good approximation for \( y(t) \) and sufficient convergence for \( x(t) \), it is better to restrict the interval to \( \tau = 0.3 \text{ second} (x \approx 0.7 \text{ inch}) \). When the interval length has been chosen, the computation proceeds without incident as shown in table 4. In figure 19 the graph of \( y(t) \) in this interval found by use of equation (48) is shown. In this graph the fitted parabola, equation (49), is also plotted. The fitted curve has the same initial value and slope and is chosen to give the least percentage error. This procedure is handled similarly in each interval.
Interval 2 is the first regular interval and extends until \( x = 2.036 \) inches. The computations for this and the following intervals are displayed in tables 5 and 6.

The next interval \((n = 3)\) may be carried to \( x = 3.350 \) inches where a second break occurs in the \( A_3(x) \) curve. This needs no special discussion.

Although \( A_3(x) \) becomes a smooth curve for some distance after \( x = 3.350 \) inches, interval 4 is terminated at \( x = 8.156 \) inches which maintains convergence of the \( x \) series and permits a good approximation for \( y(t) \). In this interval transition occurs. For \( t = t_1 = 0.1086 \) second, \( (\dot{y} + \alpha y)_t = 1,672 \) inches per second = \( v_h \). At this time the differential equation for \( y(t) \) changes form and is no longer coupled to the other dependent variables. However, since \( y \) and \( \dot{y} \) remain continuous through transition, it proves possible in this example to carry the approximation for \( y(t) \) past the transition point.

The series solutions for all variables in each interval are given in table 8. These results when plotted give almost identical results to those found by numerical integration (figs. 12 to 14).

**Analytic Start of Numerical Integration**

When using the numerical integration method, it is necessary to make the first step with an integration formula of poor accuracy. This does not matter if it is 1 step out of 40 or 50, but it does, if the integration is to be made with large steps. And it matters still more in the present case because of the singularity of \( \dot{x} \) at \( t = t_1 \). This infinite value of the derivative makes all finite-difference work non-convergent at the time \( t = t_1 \), and therefore the outcome of the first step is not reliable.

It is therefore advisable to use the analytical method just described at least for getting started in phase two, even if numerical integration is to be employed for the rest of the work.

In this case only one singular interval needs to be handled, and one may follow the instructions as given in the left-hand column of the procedure. The interval is chosen as long as possible, and near its end the variables \( x_1, x_2 \), \( x \), and \( y \) and their derivatives are evaluated for three or four equidistant times. These values are entered in the first lines of an integration table, and from there on the numerical integration is run as shown before.
This is the procedure if one wants to deal with the most exact set of equations used in this report, that is, with those which neglect \( m_2 \) but keep \( m_3 \). If the mass \( m_3 \) of the spring-back motion is to be neglected, equations (43) must be replaced by a simpler set, representing the static values of the horizontal deflection:

\[
y = \frac{\mu_2 F_1}{k_3} \\
= \frac{\mu_2 k_2}{k_3} x_2 \\
= \frac{\mu_2 k_2}{k_3} \sum_{0}^{\infty} \frac{b_k}{k!} \frac{r}{k/2}
\]

This yields the simple relation

\[
\tilde{d}_k = \frac{\mu_2 k_2}{k_3} \tilde{b}_k
\]

which takes the place of equations (43). With these coefficients convergence of the \( y \) series is just as good as that of the \( x_2 \) series, and it is not necessary to apply the curve-fitting procedure described in connection with equations (48) and (49).

**GENERALIZATIONS OF THEORY**

In this section two of the most stringent restrictions are dropped, namely, that the axis of the shock strut lies in the plane of the wheel and that this axis is vertical. In both cases it is found that the computation, though more realistic, is also more laborious. It will depend on the particular case whether the results justify the greater effort. This should be checked in all practical cases. When the shock strut makes an angle with the vertical, the possibility of a divergent motion (self-excited vibration) appears, which deserves further investigation.

**Eccentric Wheel**

While landing gears for large loads often have two wheels arranged symmetrically on both sides of the oleo strut, small landing gears have
only one wheel. In nose gears (and tail gears) symmetry is maintained by the use of a fork, but in the main gears the wheel usually is arranged eccentrically as shown in figure 20 and a pair of shears is provided to prevent the wheel from casting. The eccentricity of the drag force \( D \) presents an additional problem which must be worked into the general equations.

Figure 21 shows a free-body diagram of the lower part of the landing gear in three projections. The wheel has been taken off, and the force \( H \) at the axle has been introduced. The following equations of equilibrium may be written:

\[
H'e' = He
\]

\[
N_1 = H \frac{\frac{a}{2} - \frac{x}{2}}{a + x}
\]

\[
N_2 = H \frac{\frac{a}{2}}{a + x}
\]

\[
N_1' = H' \frac{\frac{a}{2} - \frac{x}{2} - F_1 \frac{e}{a + x}}{a + x}
\]

\[
N_2' = H' \frac{\frac{a}{2} + \frac{x}{2} - F_1 \frac{e}{a + x}}{a + x}
\]

In the first equation, the arm \( e' \) depends on \( x \) according to a simple trigonometric relation. This variability may be taken into account when it is worth while, or \( e' \) may be assumed as an average value. In the other equations the contributions of the friction forces \( \mu_s N \) have been neglected, as before.

The forces \( N_1 \) and \( N_1' \) and \( N_2 \) and \( N_2' \) combine to two resultants

\[
\sqrt{N_1^2 + (N_1')^2}
\]

and

\[
\sqrt{N_2^2 + (N_2')^2}
\]
and these resultants give rise to friction forces:

\[
T_1 = \frac{\mu_s |H|}{a + x} \left\{ (l - a - x)^2 + \left( \frac{\left( l' - a - \frac{x}{2} \right) e}{e'} + \frac{F_1}{H} e \right)^2 \right\}^{1/2}
\]

\[
T_2 = \frac{\mu_s |H|}{a + x} \left\{ l^2 + \left[ \frac{\left( l' + \frac{x}{2} \right) e}{e'} + \frac{F_1}{H} e \right]^2 \right\}^{1/2}
\]

The sum of these forces takes the place of the term

\[
\mu_s |H| \frac{2l - a - x}{a + x}
\]

in equation (7). Here again the forces \( T \) do not change direction if \( H \) does, and consequently \( |H| \) has been written outside of the braces, but not inside.

It may be observed here that the second term in the expressions for \( N_1' \) and \( N_2' \) changes sign if the shears are placed on the rear side of the landing gear. This may easily be seen from figure 20. When the airplane is supposed to move from left to right the shears are to the rear, and the directions of \( H \) and \( H' \) must be inverted. The friction forces are then

\[
T_1 = \frac{\mu_s |H|}{a + x} \left\{ (l - a - x)^2 + \left( \frac{\left( l' - a - \frac{x}{2} \right) e}{e'} + \frac{F_1}{H} e \right)^2 \right\}^{1/2}
\]

\[
T_2 = \frac{\mu_s |H|}{a + x} \left\{ l^2 + \left[ \frac{\left( l' + \frac{x}{2} \right) e}{e'} + \frac{F_1}{H} e \right]^2 \right\}^{1/2}
\]

Evidently, it is better to place the shears on the front side since this will result in lower piston friction.

In the most general case, the force \( T_1 + T_2 \) depends on \( x, F_1, \) and \( H \), and its value must be computed in every line of the numerical integration. This leads to a substantial increase in computation labor.
A considerable simplification is obtained if the masses \( m_2 \) and \( m_3 \) in equations (9d) and (10b) are neglected. Since, by definition, \( H = k_3 y \), one has then

\[
\frac{F_1}{H} = \frac{F_1}{k_3 y} = \frac{k_2 x_2}{\mu_t k_2 x_2} = \frac{1}{\mu_t}
\]

and, except for the factor \(|H|\), the friction forces depend only on \( x \). One may then put

\[T_1 + T_2 = \beta |H|\]

with

\[
\beta = \frac{\mu_s}{a + x} \left\{ \left[ (l - a - x)^2 + e^2 \left( \frac{l' - a - x}{e'} + \frac{1}{\mu_t} \right)^2 \right]^{1/2} + \left[ 1^2 + e^2 \left( \frac{l' + x}{e'} + \frac{1}{\mu_t} \right)^2 \right]^{1/2} \right\}
\]

and it is possible to prepare a diagram similar to figure 11 representing \( \beta \) as a function of \( x \). Although the formula does not look very pleasant, the preparation of the diagram is an easy job, since only a few points are needed to trace the curve. Once this has been done, phase two may be dealt with in exactly the same way as when the wheel has no eccentricity.

In phase three the deflection \( y \) and hence \( H \) may be computed in advance and, therefore, the ratio \( F_1/H \) cannot have a fixed value. Whether one uses the correct values of \( y \) or the average of \(|y|\), as explained before, there is no way of avoiding the repeated use of equations (52) at every step of the numerical integration.

Inclined Shock Strut

So far it has been assumed in this report that the axis of the shock strut makes a right angle with the runway. This is usually not the case, the shock strut being inclined by a moderate angle \( \alpha \) from the vertical.

If this inclination is to be taken into account, all the equations must be reexamined and most of them rewritten. In order to keep the relations as simple as possible, this will be done here under the
assumptions that in phases one and two the masses $m_2$ and $m_3$ can be neglected and that in phase three $m_2$ at least need not be considered. As shown before, it is not possible to neglect $m_3$ in the spring-back motion, because then the influence of the wheel drag would be lost entirely.

The notations are shown in figure 22, where $F_1$ is the force in the shock strut and $x$, the stroke measured in axial direction. The deflection $y$ is at right angles to the shock-strut axis, but $F_2$ and $D$ are vertical and horizontal, respectively.

The equation of the shock strut, equation (7), may be retained as it stands, if $H$ is interpreted as the force normal to the shock strut; that is,

$$H = D \cos \alpha - F_2 \sin \alpha$$

The equations of motion must be investigated separately for the three phases of motion.

**Phase one.** In the prestress phase equations (9) were used. Equation (9a) is still applicable. To find the replacement for equation (9b), one must start from the more general equation

$$m_1 \ddot{x}_1 = W_1 - F_2$$

Here, equation (9a) may again be used to eliminate $F_2$, but $x_1$ and $x_2$ are no longer equal since the deflection $y$ has a vertical component $y \sin \alpha$. Therefore,

$$x_1 = x_2 - y \sin \alpha$$

and when this is introduced in the preceding equation, one has instead of equation (9b):

$$m_1 \ddot{x}_2 + k_2 x_2 - m_1 \sin \alpha \left( \ddot{y} \right) = \dot{W}_1 \quad (54a)$$

This is no longer an equation for $x_2$ alone, and it must be considered simultaneously with the replacement for equation (9d). When the dynamic term $m_2 \ddot{y}$ is dropped from that equation, it states simply that the lateral force $H = k_2 y$ which deflects the shock strut is equal to the drag $\mu F_2$. Under the present conditions $k_2 y$ must be equated to the external force normal to the shock strut:

$$k_2 y = D \cos \alpha - F_2 \sin \alpha = F_2 (\mu \cos \alpha - \sin \alpha)$$
and with equation (9a) it becomes

$$k_2 y = (\mu_r \cos \alpha - \sin \alpha) k_2 x_2$$

(54b)

This equation may readily be used to eliminate \( y \) from equation (54a):

$$m_1 \left[ 1 - \frac{k_2}{k_3} (\mu_r \cos \alpha - \sin \alpha) \sin \alpha \right] \ddot{x}_2 + k_2 x_2 = W_1$$

(54a')

It appears here that by a suitable (or rather an unsuitable) choice of the data one may obtain a negative mass coefficient, that is, an exponential increase of \( x_2 \) with time.

Equation (9c) indicates that \( F_1 = F_2 \) if \( m_2 = 0 \). In the present case this must be replaced by the relation

$$F_1 = F_2 \cos \alpha + D \sin \alpha$$

which may be read from figure 22. With \( D = \mu_r F_2 \) and equation (9a) it becomes

$$F_1 = k_2 x_2 (\cos \alpha + \mu_r \sin \alpha)$$

(54c)

Equation (9e), the last of the group, remains as it stands.

Since all equations in phase one are linear, the solution may be easily obtained. The phase will not be of long duration, and hence a power-series method will be most convenient. The unknown \( x_2 \) is assumed in the form

$$x_2 = \sum_{k=0}^{\infty} \frac{b_k}{k!} t^k$$

and is introduced into equation (54a'). With the initial conditions

$$t = 0: \quad x_2 = \dot{x}_2 = 0$$

this yields

$$x_2 = \frac{W_1}{m_1^*} t^2 \left[ \frac{1}{2!} - \frac{1}{4!} \left( \frac{k_2 t^2}{m_1^*} \right) + \frac{1}{6!} \left( \frac{k_2 t^2}{m_1^*} \right)^2 - \ldots \right]$$
where
\[ m_1^* = m_1 \left[ 1 - \frac{k_2}{k_3} (\mu_x \cos \alpha - \sin \alpha) \sin \alpha \right] \]

The other variables depend on \( x_2 \):
\[ y = \frac{k_2}{k_3} (\mu_x \cos \alpha - \sin \alpha)x_2 \]
\[ x_1 = \frac{m_1^*}{m_1} x_2 \]

Phase two. In phase two equations (9a) and (10a) are still valid, which may be combined to
\[ m_{1^*} = w_1 - k_x^2 x_2 \quad (55a) \]
Equations (54b) and (54c) are applicable also, but \( x \) enters now into the relation between \( x_1, x_2, \) and \( y \):
\[ x_1 - x_2 = x \cos \alpha - y \sin \alpha \quad (55b) \]
When \( y \) from equation (54b) is introduced here, one obtains
\[ x_2 = \frac{k_3}{k_3 - k_2 \sin \alpha (\mu_x \cos \alpha - \sin \alpha)} (x_1 - x \cos \alpha) \quad (55c) \]

In addition, there is still the shock-strut equation (eq. (7)) which is best written in the form of equation (17). But, in the present case
\[ F_1 - \beta y = k_2 (\cos \alpha + \mu_x \sin \alpha)x_2 - \mu_s \frac{21 - a - x}{a + x} k_2 (\mu_x \cos \alpha - \sin \alpha)x_2 \]
\[ = k_2 x_2 \left[ \cos \alpha + \mu_x \sin \alpha - \mu_s \frac{21 - a - x}{a + x} (\mu_x \cos \alpha - \sin \alpha) \right] \]
One may write this as
\[ F_1 - \beta y = \beta' x_2 \]
with the coefficient

\[ \beta' = k_2 \left[ \cos \alpha + \mu_r \sin \alpha - \mu_s (\mu_r \cos \alpha - \sin \alpha) \frac{2l - a + x}{a + x} \right] \tag{56} \]

depending on \( x \). Equation (17) assumes then the simple form

\[ \dot{x} = \frac{A_2}{A_2} \sqrt{\frac{2}{\rho A_2}} \sqrt{\beta' x_2} - F_a \tag{57} \]

Equations (55a), (55c), and (57) are three differential equations for \( x_1, x_2, \) and \( x \). They may be solved by the methods described in the section "Differential Equations of Landing Impact."

When \( x_2 \) is eliminated from equations (55a) and (55c), an equation will result which contains terms with \( \dot{x}_1 \) and \( x_1 \). In general, both will have the same sign, but it may happen that their signs are opposite, depending on the denominator in equation (55c). This hints at the possibility of a divergent motion.

The end of phase two is reached when the wheel is completely spun up, that is, when

\[ m_\omega = V_h \]

Here the term \( \dot{y} \) used previously has been dropped, since it is insignificant when only the static deflection \( y \) is considered \((m_3 = 0)\). The angular velocity \( \omega \) of the wheel is found from equation (9c) which still applies.

Phase three.- The only difference between phases two and three is that the drag \( D \) is no longer proportional to the wheel force \( F_2 \). One may, therefore, keep all those equations which do not contain the coefficient of runway friction \( \mu_r \). They are equations (9a), (55a), and (55b).

In addition, there are now equations (1a) and (1b) and the kinematic condition of rolling without skidding, but they all need a careful revision. In equation (1a), the term \( \mu F \) describes the force on the wheel in the direction of the displacement \( y \). This is now the force \( H \), and the equation reads

\[ m_3 y'' = H - k_3 y \]
In equation (1b) the term $\mu F$ is the drag force $D$ which has the moment $D\dot{r}$ and accelerates the rotatory motion of the wheel:

$$I\ddot{\omega} = D\dot{r}$$

The horizontal velocity of the airplane is $V_h$. Relative to the airplane the axle of the wheel has a backward velocity $\dot{x}\sin\alpha + \dot{y}\cos\alpha$, and the lowest point of the wheel rim has still the additional velocity $m\omega$, also directed backwards. The resultant velocity of this point must be zero:

$$V_h - \dot{x}\sin\alpha - \dot{y}\cos\alpha - mw = 0$$

Finally, there is the relation between the forces acting on the wheel:

$$H = D\cos\alpha - F_2\sin\alpha$$

which has already been used in phase one.

From these equations one may easily eliminate $H$, $D$, and $\alpha$, and then equation (9a) may be used to eliminate also $F_2$. The result is the following differential equation:

$$\left(m_3 + \frac{I}{r^2}\cos^2\alpha\right)\ddot{y} + k_2\dot{y}\sin\alpha + \frac{I}{r^2}\cos\alpha\sin\alpha\ddot{x} + k_2\sin\alpha x_2 = 0 \quad (\text{58a})$$

This and equations (55a) and (55b) are three equations for the four unknowns $x_1$, $x_2$, $x$, and $y$. The fourth equation is the equation of the oleo strut, equation (7). It must now be used in the following way: $F_1$ is the force in the shock strut; that is,

$$F_1 = F_2\cos\alpha + D\sin\alpha$$

$$= k_2x_2\cos\alpha - \frac{I}{r^2}(\dot{x}\sin\alpha + \dot{y}\cos\alpha)\sin\alpha$$

The first and second terms on the right-hand side of equation (7) remain as they stand. In the third term, $H$ is the force $k_2\dot{y}$ that deflects the shock strut laterally. If these expressions are introduced, equation (7) reads as follows:
\[
\frac{I}{x^2} \cos \alpha \sin \alpha \ddot{y} + \beta y - k_2 \cos \alpha x_2 + \frac{I}{x^2} \sin^2 \alpha \ddot{x} + \frac{\rho A_2^3}{2A_3^2} x^2 + F_a = 0
\] (58b)

Equations (58) may be considered as a pair of linear equations for the second derivatives \( \ddot{y} \) and \( \ddot{x} \). When they are solved for these unknowns, the following relations are obtained:

\[
m_2 \ddot{y} + (k_3 - \beta \cot \alpha) y + \frac{k_2}{\sin \alpha} x_2 - \left( \frac{\rho A_2^3}{2A_3^2} x^2 + F_a \right) \cot \alpha = 0 \quad (59a)
\]

\[
\frac{m_2 \sin^2 \alpha}{m_3^2 + \cos^2 \alpha} \ddot{x} + \frac{\rho A_2^3}{2A_3^2} x^2 + F_a - \left( \frac{k_3 \cos \alpha \sin \alpha}{m_2 \frac{x^2}{I} + \cos^2 \alpha} \right) - \beta y - \left( \frac{k_2 \cos \alpha}{m_2 \frac{x^2}{I} + \cos^2 \alpha} \right) x_2 = 0 \quad (59b)
\]

These and equation (55a) may be used to find by numerical integration \( y, x, \) and \( x_1 \), and \( x_2 \) will then be found from equation (55b).

**BINDING OF SHOCK STRUT**

So far it has been assumed that the friction between piston and barrel depends only on the forces \( N_1 \) and \( N_2 \) in figure 6, which in turn depend directly on the force \( H \) transmitted from the wheel to the lower end of the shock strut.

The shock-strut barrel is a rather thin-walled tube, and in the usual cantilever construction it is subjected to a large bending moment. It is known that in such cases a slight ovalization of the cross section is part of the elastic deformation. Since the piston will locally
prevent this ovalization, it must be feared that the resulting pressure between the wall of the barrel and the piston may lead to a considerable increase in friction.

It will be seen on the following pages that this problem leads into the nonlinear theory of elasticity and a good deal into the bending theory of cylindrical shells. It is not possible to make such calculations part of a routine stress analysis, and it is even beyond the scope of this report to present them in detail. But it is possible to indicate the lines of thought and the final conclusions, which seem to be fairly general.

Consider a long thin-walled tube of circular cross section subjected to pure bending by couples $M$ applied at both ends. Figure 23 shows an element of this tube. According to elementary formulas there are bending stresses

$$\sigma = \frac{M \cos \theta}{\pi a^2 t}$$

and they produce a curvature of the tube

$$\frac{d\phi}{dx} = \frac{M}{E I a^3 t}$$

Because of this curvature, the stresses on opposite ends of the element do not have the same direction, and the stresses acting on corresponding elements of both cross sections have an upward or downward resultant. For an element $a \theta \, dx$ of the cross sections this resultant is

$a \, d\theta \, d\phi$

and it may be considered as being distributed over a strip of the middle surface of the cylinder, having the length $dx$ and width $a \, d\theta$. The resultant force per unit area of this strip is

$$q = t a \, d\phi \, dx = \frac{M^2 \cos \theta}{E I a^5 t}$$

In the lower half of the cylinder ($\cos \theta > 0$) it is directed upward and in the upper half, downward, as indicated in the cross section in figure 23.

It is this load which causes the ovalization of the tube. One may find the magnitude of this deformation by cutting a ring of unit width
from the tube and applying to it the well-known theory of stresses in circular rings. If the deformation due to direct stress is neglected, it will be found that the maximum radial displacement is

\[ w_0 = \frac{M^2(1 - \nu^2)}{\pi^2 E^2 a^4} \]

where \( \nu \) is, as usual, Poisson's ratio. This displacement is directed inward at the ends of the vertical diameter and outward at the ends of the horizontal diameter. In between it varies as \( \cos 2\theta \). Since the load \( q \) is proportional to \( M^2 \), the ovalization is a nonlinear effect.

The ovalization of the shock-strut barrel will be less than indicated by the formula, because of the additional rigidity which comes from the closing of the upper end and from local reinforcements of its wall, for example, those necessary for attaching the drag strut. This reserve in rigidity will be neglected here, since it is rather difficult and not worth while to evaluate it.

To get an idea of what this ovalization really amounts to, it is useful to express it in terms of the maximum bending stress \( \sigma_{\text{max}} = M/\pi a^2 t \). One finds

\[ \frac{w_0}{a} = \left( \frac{\sigma_{\text{max}}}{E} \right) \left( 1 - \nu^2 \right) \frac{a^2}{t^2} \]

In shock struts one may expect \( \sigma_{\text{max}}/E = 0.5 \times 10^{-3} \) or less and perhaps \( t/a = 0.1 \). This yields

\[ \frac{w_0}{a} = 0.228 \times 10^{-6} \]

and for \( a = \frac{1}{2} \) inches the displacement is \( 0.9 \times 10^{-4} \) inch. This is rather small, but one may easily get more by assuming a higher ratio \( a/t \).

Unless the ovalization is smaller than the clearance between piston and barrel, the piston will locally prevent it. It will exert such radial forces on the wall that at this particular cross section the tube remains almost or completely circular. Since the deviation of the ovalized tube from a circle is \( w_0 \cos 2\theta \), radial forces proportional to \( \cos 2\theta \) are needed to remove this deformation. Such forces would be negative in two quarters of the circumference, but the piston cannot exert a negative (i.e., inward) pressure on the wall. However, it is
possible to superpose a constant pressure such that the total force per unit of circumference is

\[ P = P_0(1 + \cos \theta) \]

(see diagram on left in fig. 24). If one neglects the deformation due to direct stress and considers only the bending deformation of the cylinder, this load would really lead to a displacement of the required type. But since the constant term \( P = P_0 \) will produce a uniform outward displacement of all points of the cross section, the piston would lose contact on part of the circumference. The real load distribution will therefore look like that shown on the right in figure 24. The deviation from the distribution on the left in figure 24 will be less pronounced the thinner the cylinder is, that is, the more the deformation due to bending of the wall prevails. In any case, when the real load distribution is expanded in a Fourier series, it may be expected that the term with \( \cos 2\theta \) will be predominant.

An exact solution of the problem would require the determination of a radial load

\[ P = P_0 + P_2 \cos 2\theta + P_4 \cos 4\theta + \ldots \]

to be applied in a certain cross section of the cylinder and satisfying the following condition:

In every point of this cross section there must be either \( P > 0 \) and the radial displacement just compensating the one due to ovalization or \( P = 0 \) and the radial displacement more than compensating, so that there will be a clearance between cylinder and piston.

Problems of this kind are very hard to solve, in particular if the bending theory of a cylindrical shell is involved. In the present case one may take advantage of the predominance of the second harmonic, and on this basis the following procedure has been worked out:

A line load \( P = P_2 \cos 2\theta \) as shown in figure 25 was applied to a cylindrical shell of infinite length. The bending theory of cylindrical shells was used to find the stresses and in particular the radial displacement of the points of the loaded circle. This is a lengthy computation which is not presented here. It was made for several ratios
of the wall thickness \( t \) of the cylinder to its mean radius \( a \). The following results were obtained:

<table>
<thead>
<tr>
<th>( t/a ), percent</th>
<th>( Fw_2/P_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.00</td>
<td>480</td>
</tr>
<tr>
<td>9.33</td>
<td>163.0</td>
</tr>
<tr>
<td>10.96</td>
<td>113.0</td>
</tr>
<tr>
<td>13.42</td>
<td>67.8</td>
</tr>
<tr>
<td>15.50</td>
<td>45.4</td>
</tr>
</tbody>
</table>

Now a ring of width \( b \) is cut from the shell, and the same load \( P = P_2 \cos 2\theta \) is applied to it in its central plane. Using elementary ring theory, one may determine the deflections of this ring, which will also be distributed as \( w = w_2 \cos 2\theta \). The amplitude \( w_2 \) will be inversely proportional to the width \( b \), and one may choose \( b \) so that the deflection \( w_2 \) equals the one obtained for the cylindrical shell. The width \( b \) thus determined is the effective width of the shell with respect to the problem under consideration.

The computation yielded the following values:

<table>
<thead>
<tr>
<th>( t/a ), percent</th>
<th>( b/a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.00</td>
<td>12.83</td>
</tr>
<tr>
<td>9.33</td>
<td>10.10</td>
</tr>
<tr>
<td>10.96</td>
<td>8.97</td>
</tr>
<tr>
<td>13.42</td>
<td>8.14</td>
</tr>
<tr>
<td>15.50</td>
<td>7.91</td>
</tr>
</tbody>
</table>

They are surprisingly large. This indicates that through a direct stress system a rather considerable length of the cylinder cooperates in carrying the load. Real shock-strut cylinders may be expected to be less rigid, because of their finite length.

The values of \( b/a \) may be plotted with \( t/a \) as abscissa (fig. 26) and this curve may be used for all deflection problems in which the second harmonic is preponderant.
The following application may be made of this result. Assume a pressure distribution between piston and barrel as shown in figure 27 and described by the equation

\[ P = P_2^* \cos 2\theta \]

applicable for \(-45^\circ < \theta < 45^\circ\) and for \(135^\circ < \theta < 225^\circ\). From elementary ring theory the following bending moments in a circular ring will be found:

In the loaded parts of the circumference:

\[ M = \frac{1}{3} P_2^* a^2 \left[ -\sqrt{2}(1 - \cos \theta) + 2 \sin^2 \theta \right] - M_1 \]

In the free parts:

\[ M = \frac{1}{3} P_2^* a^2 \left[ \sqrt{2}(1 - \sin \theta) \right] - M_1 \]

with

\[ M_1 = 0.1803 P_2^* a^2 \]

Neglecting the influence of the direct stress, one may compute from this moment distribution the following outward deflection of the points \(\theta = 0^\circ\) and \(\theta = 180^\circ\):

\[ w = 0.230 \frac{P_2^* a^4}{EI} \]

where \( I = \frac{bt^3}{12} \) is the moment of inertia of the cross section of the ring.

This deflection must be equal to the inward deflection \(w_o\) due to ovalization, which was found to be

\[ w_o = (1 - \nu^2) \left( \frac{\sigma_{\text{max}}}{E} \right)^2 \frac{a^3}{t^2} \]

This will yield the maximum \(P_2^*\) of the piston-ring pressure. If the deformation due to direct stress were taken into account, a smaller value for \(P_2^*\) would result.
Now take some typical figures from a shock-strut barrel:

\[ a = 4 \text{ in.} \]
\[ t = 0.4 \text{ in.} \]
\[ E = 3 \times 10^7 \text{ lb/sq in. (steel)} \]
\[ v = 0.3 \]

and assume \( \frac{\sigma_{\text{max}}}{E} = 5 \times 10^4 \) and \( b = 5a = 20 \text{ inches} \). Then

\[ I = 0.1067 \text{ in.}^4 \]

and

\[ P_2^* = 4.94 \text{ lb/in.} \]

The total friction force due to this load is

\[ T = 4\mu_s \int_0^{45^\circ} P_2^* \cos 2\theta \, d\theta = 2\mu_s P_2^* a \]

Assuming, as before, that \( \mu_s = 0.1 \), one has

\[ T = 3.94 \text{ lb} \]

which is entirely insignificant.

Going to extremes in \( \frac{\sigma_{\text{max}}}{E} \) and in \( t/a \), one may get 10 or 20 times this value, but this still would be without significance. One may, therefore, expect that binding of the piston in the cylinder will not be a serious problem except in very unusual designs, and it does not seem necessary to include it in the analysis.

Stanford University,
Stanford, Calif., April 8, 1953.
APPENDIX A

PROOF THAT SPRING-BACK MOTION CANNOT BE INTERRUPTED BY SLIPPING OF TIRE

When the vertical force is increased linearly with time, the spin-up deflection is given by equations (6). At a certain time \( t = t_t \), the spin-up is completed and the ensuing spring-back deflection is given by equation (5a). Introducing here \( y(t_t) \) from equations (6) one finds

\[
y = \frac{\mu \mu}{k} \left[ (t_t - \frac{1}{\lambda} \sin \lambda t_t) \cos \lambda'(t - t_t) + \frac{1}{\lambda}(1 - \cos \lambda t_t) \sin \lambda'(t - t_t) \right]
\]

The corresponding drag is, according to equation (5c),

\[
D = \frac{I}{I + mr^2} \mu_f t
\]

and the admissible drag force is \( \mu_f t \). It is asked whether the quotient \( D/\mu_f t \) will always be smaller than 1.

Now,

\[
\frac{D}{\mu_f t} = \frac{I}{I + mr^2} \left[ (t_t - \frac{1}{\lambda} \sin \lambda t_t) \cos \lambda'(t - t_t) + \frac{1}{\lambda'}(1 - \cos \lambda t_t) \sin \lambda'(t - t_t) \right]
\]

If the bracketed expression is differentiated with respect to time and the result equated to zero, the following relation is obtained:

\[
(t_t - \frac{1}{\lambda} \sin \lambda t_t) \cos \lambda'(t - t_t) + \frac{1}{\lambda'}(1 - \cos \lambda t_t) \sin \lambda'(t - t_t) = t(1 - \cos \lambda t_t) \cos \lambda'(t - t_t) - \lambda'(t_t - \frac{1}{\lambda} \sin \lambda t_t) \sin \lambda'(t - t_t)
\]
This equation is valid at those times \( t \) at which extreme values of \( D/\mu^2t \) will occur. For these values of \( t \) it may be used to give the right-hand side of the preceding equation another form:

\[
\left( \frac{D}{\mu^2t} \right)_{\text{extr}} = \frac{I}{I + mr^2} \left[ (1 - \cos \lambda t_t) \cos \lambda'(t - t_t) - \frac{\lambda'}{\lambda} (\lambda t_t - \sin \lambda t_t) \sin \lambda'(t - t_t) \right]
\]

Since \( y_t \) and \( \dot{y}_t \) are both positive, the first maximum of \( y \) and hence of \( D \) occurs while \( \lambda'(t - t_t) < \pi/2 \); and, since the denominator is increasing with \( t \), the maximum of the above quotient must still occur earlier. Then \( \sin \lambda'(t - t_t) \geq 0 \) and, since certainly \( \lambda t_t - \sin \lambda t_t > 0 \), the bracketed expression cannot be greater than its first term.

Now,

\[
0 \leq 1 - \cos \lambda t_t \leq 2
\]

\[
0 < \cos \lambda'(t - t_t) < 1
\]

Hence the bracketed expression is smaller than 2, and, since \( mr^2 > I \), the first maximum of the right-hand side is smaller than 1. All following maximums and minimums of \( D \) have the same absolute value, but the admissible drag \( \mu^2t \) increases continually and the quotient can never again reach the first maximum.

It follows that once the spring-back motion has begun, slipping between tire and ground will never occur again and equation (5a) describes the motion for \( t_t \leq t < \infty \).
APPENDIX B

MODIFIED POWER-SERIES SOLUTION FOR LATERAL DEFINITION \( y \) OF SHOCK STRUT

A series solution has been found in the text for the harmonic equation

\[ \ddot{y} + \lambda_3^2 y = \kappa_2 x_2 \]

where the forcing function or right-hand member is expressed as a power series

\[ \kappa_2 x_2 = \kappa_2 \left( b_0 + b_1 \tau + \frac{1}{2} b_2 \tau^2 + \ldots \right) \]

The displacement \( y \) represents an oscillation of the mass \( m_3 \) on the spring \( k_3 \) and will therefore contain the terms \( \cos \lambda_3 \tau \) and \( \sin \lambda_3 \tau \) representing the free vibrations of this spring-mass system. It is therefore not surprising that it cannot be well represented by the first few terms of the power series in \( \tau \) when \( \tau \) approaches the half-period \( \pi/\lambda_3 \) of this vibration, and it is desirable to find a better representation of the function \( y(\tau) \). This is found by splitting off the free vibration, writing

\[ y = D_1 \cos \lambda_3 \tau + D_2 \sin \lambda_3 \tau + \sum_{0}^{\infty} \frac{d_k'}{k!} \tau^k/2 \]  

(Bl)

When this is introduced into equation (28c), the same expression

\[ \ddot{d}_k' = -\lambda_3^2 \dot{d}_{k-2}' + \kappa_2 b_{k-2} \quad \text{for} \quad k > 1 \]  

(B2)

results, and \( \dot{d}_0' \) and \( \dot{d}_1' \) are again left undetermined. But now there are four coefficients, \( D_1, D_2, \dot{d}_0', \) and \( \dot{d}_1' \), which must be chosen so as to satisfy the two initial conditions, and the question arises how to make best use of the arbitrariness thus provided.

Since the differential equation is linear, its solution may be considered as composed of several parts. Each term of the forcing
function produces a forced nonoscillatory motion plus an induced oscillation such that the two together satisfy the initial conditions \( y = \dot{y} = 0 \) at \( t = t_0 \). Additional to the sum of all these terms there is the oscillation which satisfies the actual initial conditions. Some of the particular solutions for zero initial conditions are listed below.

<table>
<thead>
<tr>
<th>Forcing term</th>
<th>Solution ( y(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_2 b_0 )</td>
<td>( \kappa_2 \frac{b_0}{\lambda_3^2} (1 - \cos \lambda_3 t) )</td>
</tr>
<tr>
<td>( \kappa_2 b_1 \tau )</td>
<td>( \kappa_2 \frac{b_1}{\lambda_3^3} (\lambda_3 \tau - \sin \lambda_3 t) )</td>
</tr>
<tr>
<td>( \frac{1}{2} \kappa_2 b_2 \tau^2 )</td>
<td>( -\kappa_2 \frac{b_2}{\lambda_3^4} (1 - \cos \lambda_3 t) + \frac{1}{2} \kappa_2 \frac{b_2}{\lambda_3^2} \tau^2 )</td>
</tr>
<tr>
<td>( \frac{1}{6} \kappa_2 b_3 \tau^3 )</td>
<td>( -\kappa_2 \frac{b_3}{\lambda_3^5} (\lambda_3 \tau - \sin \lambda_3 t) + \frac{1}{6} \kappa_2 \frac{b_3}{\lambda_3^2} \tau^3 )</td>
</tr>
</tbody>
</table>

In the power-series solution using the coefficients, equations (33), the oscillations due both to nonzero initial conditions and to the forcing terms are expressed in series form, and it is this series which converges slowly.

The solution equation (B1) contains a sine and cosine, and the coefficients \( D_1 \) and \( D_2 \) may be chosen to put in closed form the oscillation due to nonzero initial conditions plus any desired number of the oscillations due to the forcing terms. Inspection of the solutions listed above shows that the amplitude of the sine or cosine due to a forcing term

\[
\kappa_2 \frac{b_k}{k!} t^k
\]

is

\[
\kappa_2 \frac{b_k}{\lambda_3^{k+2}}
\]
The $k + 2$ power of $\lambda_3$ in the denominator makes the induced oscillations due to the higher terms diminish in importance. Thus it is most advantageous to absorb in the sine and cosine of solution (B1) the two oscillations due to first two forcing terms $\kappa_2 b_0$ and $\kappa_2 b_1$. This is accomplished by choosing

$$D_1 = (y)_n - \frac{\kappa_2 b_0}{\lambda_3^2}$$

$$D_2 = \frac{1}{\lambda_3} (y)_n - \frac{\kappa_2 b_1}{\lambda_3^3}$$

When now the initial conditions are applied to equation (B1), it follows that

$$(y)_n = D_1 + \ddot{d}_0'$$

$$(\dot{y})_n = \lambda_3 D_2 + \ddot{d}_1'$$

Hence:

$$\ddot{d}_0' = \kappa_2 \frac{b_0}{\lambda_3^2}$$

$$\ddot{d}_1' = \kappa_2 \frac{b_1}{\lambda_3^2}$$

Then from equation (B2):

$$\ddot{d}_2' = 0$$

$$\ddot{d}_3' = 0$$

$$\ddot{d}_4' = \kappa_2 b_2$$

$$\ddot{d}_5' = \kappa_2 b_3$$
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### TABLE 1

**Computational Form for Step-by-Step Integration**

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| t | t₀ | x₁ | i₁ | x₂ | x | y | y | F₁ | i₁ | i₂ | F₁ - F₁ | i₁ | F₁ | ∫F₁ dt | x₀ + y |
| t₁ | t₀ and (12) | * | * | 2 and 4 | * | * | Eq. (16b) | Eq. (16d) | 3 and 9 | Eq. (16a) | Eq. (16c) | 8 | 7 and 14 |

### TABLE 2

**Computational Form for Numerical Integration Using Milne and Simpson Formulas**

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| t | t₀ | x₂ | i₁ | x₁ | i₁ | i₁ | i₁ | y | y | x | F₁ | i₁ | F₁ | ∫F₁ dt | x₀ + y |
| t₀ | (5) and (12) | * | Eq. (16a) | * | * | Eq. (16c) | * | 6 and 5 | Eq. (16b) | Eq. (16d) | 8 | 7 and 14 |
### TABLE 3
APPROXIMATE INTEGRATION USING STEADY \( y \) AND LARGE STEPS

<table>
<thead>
<tr>
<th>( t ), sec</th>
<th>( t - t_0 ), sec</th>
<th>( \dot{x}_2 ), in./sec</th>
<th>( x_2 ), in.</th>
<th>( \dot{x}_2 ), in/sec²</th>
<th>( x_2 ), in.</th>
<th>( x_3 ), in.</th>
<th>( F_3 ), lb</th>
<th>( \beta_3 ), lb/in.</th>
<th>( \int \dot{x}_2 ) ( dt ), in./sec²</th>
<th>( \int x_2 ), lb</th>
<th>( \int \dot{x}_2 ), in.</th>
<th>( \int x_2 ), in. sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0111</td>
<td>0.02</td>
<td>119.2</td>
<td>1.332</td>
<td>-160.7</td>
<td>119.2</td>
<td>1.332</td>
<td>42600</td>
<td>3.699</td>
<td>12390</td>
<td>12900</td>
<td>3.950</td>
<td>10710</td>
</tr>
<tr>
<td>0.0311</td>
<td>0.02</td>
<td>87.05</td>
<td>3.402</td>
<td>-411.1</td>
<td>113.48</td>
<td>3.659</td>
<td>42600</td>
<td>5.910</td>
<td>12900</td>
<td>12900</td>
<td>3.710</td>
<td>14620</td>
</tr>
<tr>
<td>0.0511</td>
<td>0.04</td>
<td>69.23</td>
<td>4.951</td>
<td>-595.5</td>
<td>105.80</td>
<td>3.861</td>
<td>42600</td>
<td>3.100</td>
<td>12900</td>
<td>12900</td>
<td>3.710</td>
<td>14620</td>
</tr>
<tr>
<td>0.0711</td>
<td>0.06</td>
<td>50.21</td>
<td>6.168</td>
<td>-745.0</td>
<td>89.91</td>
<td>7.767</td>
<td>77100</td>
<td>1.599</td>
<td>13350</td>
<td>13350</td>
<td>3.500</td>
<td>17260</td>
</tr>
<tr>
<td>0.0911</td>
<td>0.08</td>
<td>19.93</td>
<td>6.598</td>
<td>-796.0</td>
<td>74.03</td>
<td>9.420</td>
<td>82500</td>
<td>2.822</td>
<td>13350</td>
<td>13350</td>
<td>3.173</td>
<td>16730</td>
</tr>
<tr>
<td>0.1033</td>
<td>0.09</td>
<td>13.35</td>
<td>5.682</td>
<td>-686.0</td>
<td>59.15</td>
<td>10.733</td>
<td>71100</td>
<td>5.065</td>
<td>16130</td>
<td>16130</td>
<td>2.683</td>
<td>12870</td>
</tr>
<tr>
<td>0.1033</td>
<td>0.09</td>
<td>13.35</td>
<td>5.682</td>
<td>-686.0</td>
<td>59.15</td>
<td>10.733</td>
<td>71100</td>
<td>5.065</td>
<td>16130</td>
<td>16130</td>
<td>2.683</td>
<td>12870</td>
</tr>
</tbody>
</table>

### FORMULA
\[
\lambda_3 = \int_{t_0}^{t} \dot{x}_2 \, dt
\]
### Table 4

Comparison of Four Outcomes for $a$, $b$, $c$, and $d$ in Singular Interval

<table>
<thead>
<tr>
<th>$k$</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$d$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
<th>$h_{1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9995</td>
<td>0.0182</td>
<td>12</td>
<td>-1.139</td>
<td>0.1056 x</td>
<td>0.03260</td>
<td>0.3260</td>
<td>0.3260</td>
<td>-0.02560</td>
<td>0.02560</td>
<td>0.02560</td>
<td>0.02560</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-239.0</td>
<td>13.09</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-892.4</td>
<td>0</td>
<td>-892.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-1,439</td>
<td>-1,731 x 10^6</td>
<td>-15,900</td>
<td>-15,900</td>
<td>0</td>
<td>0</td>
<td>-1,731 x 10^6</td>
<td>-15,900</td>
<td>-15,900</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ \Phi = \sum_{i=0}^{k} \Phi_{i} \delta a^{k-i} \]

\[ \Phi_{0} = \delta a_{0} \]

\[ \Phi_{1} = \delta a_{1} + \delta a_{0} \]

\[ \Phi_{2} = \delta a_{2} + 2 \delta a_{1} + \delta a_{0} \]

\[ \Phi_{3} = \delta a_{3} + 3 \delta a_{2} + 3 \delta a_{1} + \delta a_{0} \]

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\Phi_{1}$</th>
<th>$(A)_{n}$</th>
<th>$\alpha_{1}$</th>
<th>$\beta_{2}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
<th>$\delta_{k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0906</td>
<td>0</td>
<td>234.8</td>
<td>1.978</td>
<td>43.54</td>
<td>20.59</td>
<td>892.4</td>
<td>-3.991</td>
<td>-1,781</td>
<td>-39.31</td>
<td>-117.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\left( \frac{\Phi_{k}}{\Phi_{2}} \right)^{2}$</th>
<th>Difference, $(\overline{29} - \overline{24})$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
<th>$\frac{\delta_{k}}{\delta_{2}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.93</td>
<td>-135.8</td>
<td>-19.900</td>
<td>101.7</td>
<td>1.051</td>
<td>2.351</td>
<td>-65.56</td>
<td>-317.9</td>
<td>0</td>
<td>0</td>
<td>-899.9</td>
<td>-40.62</td>
</tr>
</tbody>
</table>
### Table 5

**Computational Form for** \( a_k, b_k, \) **and** \( p_k ** In Regular Interval**

<table>
<thead>
<tr>
<th>( n-k )</th>
<th>( a_k )</th>
<th>( b_k )</th>
<th>( \beta_k )</th>
<th>( a_k+2/7 )</th>
<th>( \delta_k )</th>
<th>( \phi_1 )</th>
<th>( \phi_2 )</th>
<th>( \phi_3 )</th>
<th>( \phi_4 )</th>
<th>( \phi_5 )</th>
<th>( \delta_k )</th>
<th>( \beta_k )</th>
<th>( \eta_1 )</th>
<th>( \eta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>4.469</td>
<td>0.679</td>
<td>1.487</td>
<td>3.779</td>
<td>-31.4</td>
<td>0.0506</td>
<td>0.0594</td>
<td>0.3922</td>
<td>0.4925</td>
<td>-0.0356</td>
<td>0.9689</td>
<td>-0.0268</td>
<td>3.321</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>110.6</td>
<td>33.7</td>
<td>91.85</td>
<td>51.14</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>110.6</td>
<td>45.0</td>
<td>33.17</td>
<td>92.72</td>
<td>-9.572</td>
<td>1.592</td>
<td>30.3</td>
<td>61.4</td>
<td>7.805</td>
<td>-159.8</td>
<td>-1.294</td>
<td>-268.6</td>
<td>10.67</td>
</tr>
</tbody>
</table>

\( a_k = \sum_{n=1}^{k} \left( \frac{a}{b} \right)^n \)

\( \eta_0 = a_0 \)

\( \eta_1 = a_1 + \eta_0 \)

\( \eta_2 = a_2 + \sum_0 \eta_0 \)

\( \eta_3 = a_3 + \sum_0 \eta_2 \)

...
<table>
<thead>
<tr>
<th>n</th>
<th>( \beta_0 )</th>
<th>( (A_3)_n )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( \beta_0 )</th>
<th>( \beta_0 - \beta_0 )</th>
<th>( \sqrt{\gamma} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.9970</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
<td>3.378</td>
<td>2.354</td>
<td>1.288</td>
</tr>
<tr>
<td>3</td>
<td>0.968</td>
<td>0.3</td>
<td>1.956</td>
<td>-0.892</td>
<td>4.141</td>
<td>3.445</td>
<td>1.296</td>
</tr>
<tr>
<td>4</td>
<td>0.988</td>
<td>0.1028</td>
<td>-0.0232</td>
<td>0</td>
<td>4.155</td>
<td>3.268</td>
<td>1.826</td>
</tr>
<tr>
<td>5</td>
<td>0.918</td>
<td>0.750</td>
<td>-0.0970</td>
<td>0</td>
<td>3.770</td>
<td>3.622</td>
<td>1.666</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>( \alpha_1 )</th>
<th>( \eta )</th>
<th>( \eta \beta_1 )</th>
<th>( a_2 )</th>
<th>( a_1 + \eta \beta_1 )</th>
<th>( a_2 )</th>
<th>( \eta \beta_2 ), ( (\eta \beta_2)^2 )</th>
<th>( \sum )</th>
<th>( \eta \beta_3 )</th>
<th>( \eta \beta_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.6142</td>
<td>0.6142</td>
<td>10.67</td>
<td>0</td>
<td>10.67</td>
<td>335.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>58.22</td>
<td>0.1356</td>
<td>2.807</td>
<td>73.92</td>
<td>76.80</td>
<td>2.990</td>
<td>17.68</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>120.8</td>
<td>0.1990</td>
<td>-3.854</td>
<td>-4.188</td>
<td>-6.059</td>
<td>381.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.4747</td>
<td>0.1772</td>
<td>-19.82</td>
<td>-35.94</td>
<td>-25.98</td>
<td>-1.394</td>
<td>73.78</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>( \alpha_{2p} )</th>
<th>( \alpha_{2p+1} )</th>
<th>( \alpha_{2p} )</th>
<th>( \alpha_{2p+1} )</th>
<th>( \sum )</th>
<th>( \eta \beta_3 )</th>
<th>( \eta \beta_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>-668.6</td>
<td>113.8</td>
<td>-362.4</td>
<td>-362.4</td>
<td>-12,090</td>
</tr>
<tr>
<td>3</td>
<td>17.68</td>
<td>23.66</td>
<td>314.8</td>
<td>79.89</td>
<td>443.4</td>
<td>169,900</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.1979</td>
<td>0.1911</td>
<td>399.4</td>
<td>77.0</td>
<td>260.3</td>
<td>33,050</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>287.4</td>
<td>17.790</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>( \alpha_{2p} )</th>
<th>( \alpha_{2p+1} )</th>
<th>( \alpha_{2p} )</th>
<th>( \alpha_{2p+1} )</th>
<th>( \sum )</th>
<th>( \eta \beta_3 )</th>
<th>( \eta \beta_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10.67</td>
<td>10.67</td>
<td>2,186</td>
</tr>
<tr>
<td>3</td>
<td>368.900</td>
<td>25.700</td>
<td>36.880</td>
<td>71.18</td>
<td>-72,930</td>
<td>-21,920</td>
<td>-30,880</td>
</tr>
<tr>
<td>4</td>
<td>-700.7</td>
<td>-700.7</td>
<td>-99.9</td>
<td>3.757</td>
<td>3.955</td>
<td>-11,882</td>
<td>-2,828</td>
</tr>
</tbody>
</table>
TABLE 7
PARAMETERS FOR APPROXIMATE REPRESENTATION OF
FUNCTIONS $f_1(x)$, $f_2(x)$, AND $A_3(x)$

\[
\begin{align*}
\hat{f}_1(x) &= \phi_0 + \phi_1 x; \\
\hat{f}_2(x) &= \theta_0 + \theta_1 x; \\
A_3(x) &= (A_3)_n \left(1 + \sigma_1 \xi + \frac{1}{2} \sigma_2 \xi^2 \right), \\
\xi &= x - (x)_n
\end{align*}
\]

<table>
<thead>
<tr>
<th>Interval</th>
<th>$\phi_0$</th>
<th>$\phi_1$</th>
<th>$(A_3)_n$</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>$\theta_0$</th>
<th>$\theta_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,2</td>
<td>0.987</td>
<td>0.0506</td>
<td>0.3</td>
<td>0</td>
<td>0</td>
<td>0.3220</td>
<td>-0.0256</td>
</tr>
<tr>
<td>3</td>
<td>0.968</td>
<td>0.060</td>
<td>0.3</td>
<td>1.936</td>
<td>-0.892</td>
<td>0.3112</td>
<td>-0.0203</td>
</tr>
<tr>
<td>4</td>
<td>0.887</td>
<td>0.084</td>
<td>0.832</td>
<td>-0.0212</td>
<td>0</td>
<td>0.2921</td>
<td>-0.0146</td>
</tr>
<tr>
<td>5</td>
<td>0.348</td>
<td>0.152</td>
<td>0.750</td>
<td>-0.0370</td>
<td>0</td>
<td>0.2517</td>
<td>-0.0095</td>
</tr>
<tr>
<td>6</td>
<td>-1.254</td>
<td>0.285</td>
<td>0.639</td>
<td>-0.0469</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Phase one

Interval 0: \( 0 < t < 0.00829 \) sec

\[
x_1 = 120t(1 - 20.12t^2 + \ldots)
\]
\[
x = 0
\]
\[
y = 32.140t^3(1 - 106.4t^2 + \ldots)
\]
\[
\omega = 10.930t^2\left(1 - \frac{1}{12}t^2 + \ldots\right)
\]

Phase two

Interval 1: \( 0.00829 < t < 0.03829 \) sec; \( 0 < x < 0.679 \) in.

\[
x_1 = 0.9934 \cos 10.99t + 10.87 \sin 10.99t + 2.0527t^{7/2} - 746.4t^4 + \ldots
\]
\[
x = 148.7t^{3/2} - 74.21t^2 - 165.8t^{5/2} - 28.92t^3 + \ldots
\]
\[
y = -0.7768 \cos 44.81t - 1.988 \sin 44.81t + 0.7950 + 95.65t - 27.3207t^{7/2} + 1.908t^4 + \ldots
\]
\[
\omega = 182.2\left(0.9934t + 59.75t^2 - 59.48t^{5/2} + \ldots\right) + 0.751
\]

Interval 2: \( 0.03829 < t < 0.0761; 0.679 < x < 2.036 \)

\[
x_1 = 4.469 + 110.6t - 228.7t^2 - 2,052.7t^{7/2} + 3,989t^4 - 2,492t^5 + \ldots
\]
\[
x = 0.679 + 31.46t + 167.8t^2 - 2,005t^3 + 18,840t^4 + \ldots
\]
\[
y = 0.7040 \sin 44.81t - 1.605 \cos 44.81t + 3.032 + 63.31t - 53,100t^4 + 33,180t^5 + \ldots
\]
\[
\omega = 182.2\left(3.790t + 39.57t^2 - 132.2t^3 + 103.2t^4 + \ldots\right) + 14.29
\]
TABLE 8.—Continued

SOLUTION FOR EXAMPLE ILLUSTRATING ANALYTIC METHOD

Interval 3: \(0.0761 < t < 0.0940; 2.036 < x < 3.350\)

\[x_1 = 8.245 + 87.32 \tau - 374.7 \tau^2 - 987.7 \tau^3 + 18,550 \tau^4 + 176,800 \tau^5 + \ldots\]

\[x = 2.036 + 38.22 \tau + 1,468 \tau^2 + 28,320 \tau^3 - 49,120 \tau^4 + \ldots\]

\[y = 1.795 \sin 44.81 \tau + 1.246 \cos 44.81 \tau + 4.967 + 39.28 \tau - 246,700 \tau^4 - 2.345 \times 10^6 \tau^5 + \ldots\]

\[\omega = 182.2 \left(6.209 \tau + 24.55 \tau^2 - 614 \tau^3 + \ldots\right) + 49.4\]

Interval 4: \(0.0940 < t < 0.1464; 3.350 < x < 8.126\)

\[x_1 = 9.684 + 73.47 \tau - 382.2 \tau^2 + 597.5 \tau^3 - 334.4 \tau^4 + 29640 \tau^5 + \ldots\]

\[x = 3.350 + 103.2 \tau - 415.5 \tau^2 + 5,508 \tau^3 - 33,700 \tau^4 + \ldots\]

\[y = 2.735 \cos 44.81 \tau + 1.605 \sin 44.81 \tau + 5.067 + 23.76 \tau + 4,453 \tau^4 + \ldots\]

\[\omega = 182.2 \left(6.334 \tau - 14.85 \tau^2 + 11.08 \tau^3 + \ldots\right) + 70.4\]

Phase three

Interval 4 (continued): \(t_t = 0.1073\)

Same as before except:

\[y = 7.915 \cos 37.32 \tau' - 0.884 \sin 37.32 \tau' \quad \tau' = t - t_t\]

\[\omega = \frac{1.672 - \gamma}{20}\]
TABLE 8.- Concluded

SOLUTION FOR EXAMPLE ILLUSTRATING ANALYTIC METHOD

Interval 5: $0.1464 < t < \ldots; 8.156 < x < \ldots$

$x_1 = 12.57 + 39.26t - 266.2t^2 + 97497t^3 - 7354t^4 + 12160t^5 + \ldots$

$x = 8.156 + 8647t - 997t^2 + 2965t^3 + 34730t^4 + \ldots$

$y = 7.966 \sin 37.32t$
Figure 1.- Wheel with horizontal constraint.
Figure 2.- Horizontal movement of wheel during spin-up.

Figure 3.- Spinning-up of wheel.
Figure 4. Horizontal deflection $y$ for different spin-up times $t_t$. Constant load.
Figure 5.- Horizontal deflection $y$ for different spin-up times $t_c$. Linearly increasing load.
Figure 6.- Forces in oleo shock strut.

Figure 7.- Forces between piston and barrel.
Figure 8.- Mass-spring model of landing gear.
Figure 9.- Graph of orifice area $A_3$ versus stroke $x$. 
Figure 10. - Graph of air force $F_a$ versus stroke $x$. 
Figure 11.- Graph of factor $\beta$ used in equation (17) versus stroke $x$. 
Figure 12. Displacement $x_1$ and stroke $x$ for different values of $\mu_r$. 
Figure 13.- Vertical velocity $\dot{x}_1$ and rate of stroke $\dot{x}$ for different values of $\mu_r$. 

\[ \dot{x}_1 \] 
\[ \dot{x} \] 
\[ t-t_1, \text{sec} \]
Figure 14. - Time history of impact force $F_1$. Transition point indicates time when wheel is spun up.
Figure 15.- Lateral deflection $y$ of the shock strut. Solid line, exact values; broken line, static values.

Figure 16.- Time history of impact force $F_1$. Broken line, exact values from figure 14; solid line, approximation based on static $y$; circles, same approximation but from a large-step integration.
Figure 17. - Straight-line approximation of $f_1(x)$, equation (24).
Figure 18.- Straight-line approximation of $f_2(x)$, equation (25).
Figure 19. Approximations for $y$. Solid line, equation (48); short dashes, equation (49); long dashes, equation (41).
Figure 20. - Shock strut with eccentric wheel.

Figure 21. - Free-body diagram of piston.
Figure 22.- Inclined shock strut.

Figure 23.- Element of tube, showing forces which produce ovalization.