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In 1943 R. C. Buck showed that a sequence $x$ is convergent if some regular matrix sums every subsequence of $x$. Thus, for example, if every subsequence of $x$ is Cesar o summable, then $x$ is actually convergent. Buck's result was quite surprising, since research in summability theory up to that time gave no hint of such a remarkable theorem. The appearance of Buck's result in the Bulletin of the American Mathematical Society created immediate interest and has prompted considerable research which has taken the following directions: (i) to study regular matrix transfermations in order to shed light on Buck's theorem, (ii) to extend Buck's theorem, (iii) to obtain analogs of Buck's theorem for sequence spaces other than the space of convergent sequences, and (iv) to obtain analogs of Buck's theorem involving processes other than subsequencing, such as stretching. The purpose of the present paper is to contribute to all facets of the problem, particularly to (i), (iii), and (iv).

In 1944 R. P. Agnew obtained a result closely related to Buck's theorem. Given a bounded sequence $x$ and a regular
matrix A, Agnew was able to demonstrate the existence of a subsequence $y$ of $x$ such that each limit point of $x$ is a limit point of Ay. Recently, J. A. Fridy has obtained a theorem similar to Buck's in which "subsequence" is replaced with "rearrangement." In addition, he has characterized $\ell$ by showing that $x \in \ell$ if there is a sum preserving $\ell-\ell$ matrix that transforms every rearrangement of $x$ into $\ell$.

In 1970 I. J. Maddox obtained what might be considered as the ultimate improvement of Buck's theorem. He considered a matrix $A$ which summed every subsequence of a divergent sequence $x$ and showed that $A$ must be Schur. Since the class of Schur matrices is disjoint from the class of regular matrices, Buck's theorem follows as a corollary. The second and third chapters of this paper contain theorems which follow the pattern established by Maddox. In the second chapter an analog is proved in which "subsequence" is replaced with "rearrangement," The third chapter deals with absolute summability, and a theorem is obtained which has Fridy's characterization of $\ell$ as a corollary. This theorem shows that if $x$ is inc $c_{0}$ but not in $\ell$ and the matrix $A$ transforms every rearrangement of $x$ into $\ell$, then $A$ is not sum-preserving $\ell-\ell$. In addition, the following question proposed by J. A. Fridy is answered in the affirmative. Is a null sequence $x$ necessarily in $\ell$ in case there is a sumpreserving $\ell-\ell$ matrix $A$ such that Ay is in $\ell$ for every subsequence $y$ of $x$ ?

In 1958 F. K. Keogh and G. M. Petersen were able to extend Buck's result by showing that $x$ is convergent if some regular matrix $A$ sums a set of subsequences of $x$ which is of the second category. The fourth chapter of this paper contains analogs to this theorem in which the requirement of regularity is weakened somewhat. In addition, the sequence space $\ell$, as well as $c$, is investigated, and rearrangements as well as subsequences are considered. Typical of the results in Chapter IV are theorems which show that a sequence $x$ is convergent if there exists a non-Schur matrix A with convergent columns that sums a set of subsequences (rearrangements) which is of the second category.
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## CHAPTER I

## INTRODUCTION

In 1943 R. C. Buck showed that a sequence $x$ is convergent if some regular matrix sums every subsequence of $x$. Thus, for example, if every subsequence of $x$ is Cesàro summable, then x is actually convergent. Buck's result was quite surprising, since research in summability theory up to that time gave no hint of such a remarkable theorem. The appearance of Buck's result in the Bulletin of the American Mathematical Society (3) created immediate interest and has prompted considerable research which has taken the following directions: (i) to study regular matrix transformations in order to shed light on Buck's theorem, (ii) to extend Buck's theorem, (iii) to obtain analogs of Buck's theorem for sequence spaces other than the space of convergent sequences, and (iv) to obtain analogs of Buck's theorem involving processes other than subsequencing, such as stretching. The purpose of the present paper is to contribute to all facets of the problem, particularly to (i), (iii), and (iv).

One of the major contributions in the study of sequence spaces through matrix maps is the Silverman-Toeplitz (2, 14, 16) characterization of regular matrices which was obtained
in 1911 (Theorem 1.2). In 1921 H. Steinhaus (15) made use of this characterization in showing that no regular matrix transforms $m$ (the space of all bounded complex sequences) into $c$ (the space of all convergent complex sequences). This result of Steinhaus was the major tool used by Buck in obtaining his characterization of c. In 1944 R. P. Agnew (1) obtained a result closely related to Buck's theorem. Given a bounded sequence $x$ and a regular matrix $A$, Agnew was able to demonstrate the existence of a subsequence $y$ of $x$ such that each limit point of $x$ is a limit point of $A$ (Theorem 1.4). Thus, in the case of bounded sequences, Agnew's theorem includes Buck's.

Results similar to those of Buck and Agnew have been obtained in which stretchings or rearrangements, rather than subsequences, have been considered. In 1973 D. F. Dawson (5, p. 456) showed that there exists no analog to Buck's theorem in which $c$ is replaced by BV (the space of all sequences of bounded variation). But he was able to obtain characterizations of $c, B V$, and other spaces by proving analogs to Buck's theorem replacing "subsequence" with "stretching" (5, p. 457). Recently, J. A. Fridy (8) has obtained a theorem similar to Buck's in which "subsequence" is replaced with "rearrangement." In addition, he has characterized $\ell$ (the space of all complex sequences $x$ such that $\left.\sum_{\mathrm{q}=1}^{\infty}\left|\mathrm{x}_{\mathrm{q}}\right|<\infty\right)$ by showing that $\mathrm{x} \in \ell$ if there is a sum
preserving $\ell-\ell$ matrix (Definition 1.4) that transforms every rearrangement of $x$ into $\ell$.

In 1970 I. J. Maddox (11) obtained what might be considered as the ultimate improvement of Buck's theorem. He considered a matrix A which summed every subsequence of a divergent sequence $x$ and showed that $A$ must be Schur (Definition 1.3, Theorem 1.6). Since the class of Schur matrices is disjoint from the class of regular matrices, Buck's theorem follows as a corollary. Recently, Dawson (6) has obtained an analog to this result of Maddox involving stretchings. The second and third chapters of this paper contain theorems which follow the pattern established by Maddox and Dawson. In the second chapter an analog is proved in which "subsequence" is replaced with "rearrangement" (Theorem 2.3). The third chapter deals with absolute summability, and a theorem is obtained which has Fridy's characterization of $\ell$ as a corollary. This theorem shows that if $x$ is in $c_{o}$ (the space of all null complex sequences) but not in $\ell$ and the matrix $A$ transforms every rearrangement of $x$ into $\ell$, then $A$ is not sum-preserving $\ell-\ell$ (Theorem 3.2). In addition, the following question proposed by J. A. Fridy (8, p. 9) is answered in the affirmative. Is a null sequence $x$ necessarily in $\ell$ in case there is a sum-preserving $\ell-\ell$ matrix $A$ such that $A y$ is in $\ell$ for every subsequence $y$ of $x$ ? (Theorem 3.1).

In the study of sequence spaces in analysis, topological structures are often supplied. Hence equipping the space of all subsequences (rearrangements) of a sequence $x$ with a topology is natural. Thus in 1958 F. K. Keogh and G. M. Petersen (9) were able to extend Buck's result by showing that $x$ is convergent if some regular matrix $A$ sums a set of subsequences of $x$ which is of the second category. The fourth chapter of this paper contains analogs to this theorem in which the requirement of regularity is weakened somewhat. In addition, the sequence space $\ell$, as we11 as $c$, is investigated, and rearrangements as well as subsequences are considered. Typical of the results in Chapter IV are theorems which show that a sequence $x$ is convergent if there exists a non-Schur matrix A with convergent columns that sums a set of subsequences (rearrangements) which is of the second category (Theorem 4.1, Theorem 4.3).

The following notation conventions will hold throughout this paper:

1. s represents the set of all complex sequences,
2. $m$ represents the set of all bounded complex sequences,
3. c represents the set of all convergent complex sequences,
4. $c_{o}$ represents the set of all null complex sequences,
5. cs represents the set of all complex sequences $x$ such that $\sum_{q=1}^{\infty} x_{q}$ converges,
6. \& represents the set of all complex sequences $x$ such that $\sum_{q=1}^{\infty}\left|x_{q}\right|<\infty$,
7. if $x \in s$ and $y$ is a subsequence of $x$, then $x \backslash y$ represents the subsequence of $x$ such that $x_{q}$ is a term of $x \backslash y$ if and only if $x_{q}$ is not a term of $y$.
The following definitions and theorems will be utilized in subsequent chapters:

Definition 1.1. Let $A$ be a matrix with entries $a_{p q}(p=1,2,3, \ldots ; q=1,2,3, \ldots)$; then

1. A is row finite if for each row p there exists $N_{p}>0$ such that $q_{p q}=0$ for every $q>N_{p}$;
2. A is the identity matrix if $a_{p p}=1, p=1,2,3, \ldots$; $a_{p q}=0$ otherwise;
3. Ax is the sequence $\left(\sum_{q=1}^{\infty} a p^{\infty} x_{q}\right)^{\infty}$;
4. A sums the sequence $x$ if $A x \in c$.

Theorem 1.1. If $A$ is a matrix, then $A x \in c_{0}$ for every $x \in m$ if and only if $\left(\sum_{q=1}^{\infty}\left|a_{p q}\right|\right)_{p=1}^{\infty} \in c$.

Definition 1.2. The matrix $A$ is regular if $A x=y \in c$ for every $x \in c$ and $\lim _{q} x_{q}=\lim _{q} y_{q}$.

Theorem 1.2. The matrix $A$ is regular if and only if

1. $\quad \lim _{\mathrm{p}} \mathrm{a}_{\mathrm{pq}}=0$ for $\mathrm{q}=1,2,3, \ldots$;
2. $\lim _{p} \sum_{q=1}^{\infty} a_{p q}=1$; and
3. There exists $M>0$ such that $\sum_{q=1}^{\infty}\left|a_{p q}\right|<M$, $p=1,2,3, \ldots .(2,14,16)$.

Theorem 1.3. The sequence x is convergent if there exists a regular matrix $A$ that sums every subsequence of $x(3,4)$.

Theorem 1.4. If x is bounded and A is regular, then there exists a subsequence $y$ of $x$ such that every limit point of $x$ is a limit point of Ay. (i).

Definition 1.3. The matrix A is Schur if A sums every element of m.

Theorem 1.5. The matrix A is Schur if and only if

1. $\operatorname{Lim}_{\mathrm{p}} \mathrm{a}_{\mathrm{pq}}=\mathrm{a}_{\mathrm{q}}$ for $\mathrm{q}=1,2,3, \ldots$; and
2. $\quad \operatorname{Lim}_{p} \sum_{q=1}^{\infty}\left|a_{p q}\right|=\sum_{q=1}^{\infty}\left|a_{q}\right| \cdot$ (13).

Theorem 1.6. If x is divergent and A is a matrix such that A sums every subsequence of $x$, then $A$ is Schur (11).

Theorem 1.7. The sequence $x$ is convergent if there exists a matrix A satisfying the first two properties of regularity (Theorem 1.2) which sums every stretching of $x$ (6, p. 457).

Theorem 1.8. If x is a sequence having a finite limit point and $A$ is a matrix satisfying the first two properties of regularity, then there exists an increasing sequence of positive integers ( $p_{1}, p_{2}, p_{3}, \ldots$ ) and a subsequence $y$ of $x$
such that every finite limit point of $x$ is a limit point of $\left(\sum_{q=1}^{\infty} a p_{i} q^{y}{ }_{q}\right)_{i=1}^{\infty} . \quad(5$, p. 458).

Theorem 1.9. If $x$ is divergent and $A$ is a matrix which sums every stretching of $x$, then there exists $N$ such that

1. $\operatorname{Lim}_{p} a_{p q}=a_{q}, q>N$,
2. $\sum_{q=N+1}^{\infty} a_{q}$ converges, and
3. $\quad \operatorname{Lim} p_{q=N+1}^{\infty}\left(a_{p q}-a_{q}\right)=0$.

Definition 1.4. The matrix $A$ is called an $\ell-\ell$ matrix provided Ax is in $\ell$ whenever $x$ is in $\ell$. If, in addition, $\sum_{p=1}^{\infty} \sum_{q=1}^{\infty} a_{p q} x_{q}=\sum_{q=1}^{\infty} x_{q}$, whenever $x$ is in $\ell$, then $A$ is a sumpreserving $\ell-\ell$ matrix (8, p. 6).

Theorem 1.10. The matrix $A$ is $\ell-\ell$ if and only if there exists $M>0$ such that $\sum_{p=1}^{\infty}\left|a_{p q}\right|<M$ for $q=1,2,3, \ldots$. (7, 10, 12).

Theorem 1.11. The matrix $A$ is a sum-preserving $\ell-\ell$ matrix if and only if $A$ is an $\ell-\ell$ matrix and $\sum_{p=1}^{\infty} a_{p q}=1$ for $q=1,2,3, \ldots$ (8).

Theorem 1.12. The null sequence $x$ is in $\ell$ if and only if there exists a sum-preserving $\ell-\ell$ matrix $A$ such that Ay $\in \ell$ for every rearrangement $y$ of $x \quad(8, p .7)$.

Definition 1.5. A topological space is called a Baire space if the intersection of every sequence of dense open sets is dense (17, p. 178).

Theorem 1.13. Every complete semimetric space is a Baire space (17, p. 178).

Definition 1.6. Let $X$ be a topological space and $K$ be a subset of $X$; then

1. $K$ is nowhere dense in $X$ if the interior of $\bar{K}$ is empty;
2. $K$ is of the first category in $X$ if $K=\sum_{n=1}^{\infty} K_{n}$, where each $K_{n}$ is nowhere dense in $X$;
3. K is of the second category in $X$ if $K$ is not of the first category in $X \quad(17, p .179)$.

Theorem 1.14. A topological space $X$ is a Baire space if and only if each nonempty open set is of the second category in $X \quad(17$, p. 179).

Theorem 1.15. A Baire space is of the second category in itself (17, p. 180).

Theorem 1.16. $A G_{\delta}$ in a complete semimetric space must be a Baire space (17, p. 183).
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## CHAPTER II

## SUMMABILITY OF REARRANGEMENTS

The sequence $y$ is called a rearrangement of the sequence $x$ provided that there is a one-to-one function $\pi$ from the positive integers onto themselves such that for each $k$, $y_{k}=x_{\pi}(k) \cdot(9, p .1)$. This chapter contains analogs to Theorems 1.3 and 1.4 in which rearrangements rather than subsequences are considered. These results are then generalized by proving a theorem similar to Theorem 1.6 in which "subsequence" is replaced with "rearrangement." Many of the results in this chapter are also paralleled by findings of D. F. Dawson (7, 8) involving stretchings. In addition, Theorem 2.1 and Corollary 2.2 closely resemble results of J. A. Fridy (9), differing in that they do not presume the third property of regularity (Theorem 1.2).

Lemma 2.1. Let $x$ be a sequence, $y$ be a subsequence of $x$, and $A$ be a matrix such that both $\lim _{p} a_{p q}=0$ for $q=1,2,3, \ldots$ and $\lim _{q}{ }^{a} p q=0$ for $p=1,2,3, \ldots$. If Ay exists, then there is a rearrangement $r$ of $x$ and an increasing sequence of positive integers ( $p_{1}, p_{2}, p_{3}, \ldots$ ) such that each limit point of Ay (finite or infinite) is a limit point of

$$
\left(\sum_{p=1}^{\infty}{ }^{a} p_{i} q^{r} q\right)_{i=1}^{\infty} .
$$

Proof. Suppose first that Ay has a finite limit point. Using the separability of the complex plane, let ( $\left.u_{1}, u_{2}, u_{3}, \ldots\right)$ be a sequence of numbers such that each $u_{i}$ is a finite limit point of Ay and each finite limit point of Ay is either one of the $u_{i}$ or a limit point of the $u_{i}$. Rewrite the sequence $\left(u_{1} ; u_{1}, u_{2} ; u_{1}, u_{2}, u_{3}, \ldots\right)$ as $\left(v_{1}, v_{2}, v_{3}, \ldots\right)$. Suppose that Ay also has a subsequence that diverges to infinity. Let $x \backslash y=\left(z_{1}, z_{3}, z_{5}, \ldots\right)$ and $p_{1}>0$ such that

$$
\left|\sum_{q=1}^{\infty} a_{p_{1}} q_{q}-v_{1}\right|<\frac{1}{2} .
$$

Let $N_{1}>0$ such that $\left|a_{p_{1} n_{1}} y_{n_{1}}\right|<\frac{1}{4}$ and $\left|a_{p_{1} n_{1}}\right|<\frac{1}{8\left|z_{1}\right|+1}$. Let $r_{i}=y_{i}$ for $i=1,2, \ldots, N_{1}-1 ; r_{N_{1}}=z_{1}$; and $z_{2}=y_{N_{1}}$. Let $p_{2}>p_{1}$ be chosen such that $\left|a_{p_{2} N_{1}}\right|<\frac{1}{2},\left|a_{p_{2} N_{1}} y_{N_{1}}\right|<\frac{1}{4}$, and

$$
\left|\sum_{q=1}^{\infty} a_{p_{2}} q_{q}\right|>101
$$

Let $N_{2}>N_{1}$ be chosen such that

$$
\begin{aligned}
& \left|a_{p_{2} N_{2}} y_{N_{2}}\right|<\frac{1}{8} \\
& \left|a_{p_{2} N_{2}} z_{2}\right|<\frac{1}{16} \\
& \left|a_{p_{1} N_{2}} y_{N_{2}}\right|<\frac{1}{16},
\end{aligned}
$$

and

$$
\left|a_{p_{1} N_{2}} z_{2}\right|<\frac{1}{32} .
$$

Let $r_{i}=y_{i}$ for $i=N_{1}+1, \ldots, N_{2}-1 ; r_{N_{2}}=z_{2} ;$ and $z_{4}=y_{N_{2}}$.

This process may be continued so that $\left|\sum_{q=1}^{\infty}{ }^{\infty} p_{i} q^{r}{ }_{q}\right|>\frac{\dot{i}}{2}(100)$ when $i$ is even and $\left|\sum_{q=1}^{\infty} a p_{i} q^{r} q^{-} v_{j}\right|<\frac{1}{2^{i-1}}$ when $i$ is odd, $\mathrm{i}=2 \mathrm{j}-1$. Therefore each limit point of Ay is a limit point of $\left(\sum_{q=1}^{\infty} a_{p_{i}} q^{r}\right)^{)^{\infty}}{ }_{i=1}$. This argument may be modified depending on the types of limit points (finite or infinite) in question. Theorem 2.1. If x is a sequence having a finite limit point and $A$ is a matrix satisfying the first two properties of regularity, then there exist a rearrangement $y$ of $x$ and an increasing sequence of positive integers ( $p_{1}, p_{2}, p_{3}, \ldots$ ) such that each finite limit point of $x$ is a limit point of

$$
\left(\sum_{q=1}^{\infty} a_{p_{i}} q^{y}\right)^{\infty}{ }_{i=1}^{\infty} .
$$

Proof. By Theorem 1.8 there exist a subsequence $y$ of $x$ and an increasing sequence of positive integers ( $P_{1}, P_{2}, p_{3}, \ldots$ ) such that each finite limit point of $x$ is a limit point of $\left(\sum_{q=1}^{\infty} a_{p_{i}} q^{y}\right)^{)^{\infty}}$. But by Lemma 2.1 there exist a rearrangement $r$ of $x$ and a subsequence ( $\left.p_{1}^{1}, p_{2}^{1}, p_{3}^{1}, \ldots\right)$ of ( $\left.p_{1}, p_{2}, p_{3}, \ldots\right)$ such that each finite 1 imit point of $\left(\sum_{q=1}^{\infty} a_{i} p_{i} q^{y}\right)_{i=1}^{\infty}$ is a limit point of $\left(\sum_{q=1}^{\infty} a_{i}^{\prime} q^{r} q^{\prime}\right)_{i=1}^{\infty}$.

Corollary 2.1. A sequence $x$ diverges to $\infty$ if and only if there exists a matrix A satisfying the first two properties
of regularity such that Ay diverges for every rearrangement $y$ of $x$.

Proof. The identity matrix suffices for necessity. For sufficiency suppose that $x$ has a bounded subsequence $y$ with finite limit point $L$. By Theorem 2.1 there exist an increasing sequence of positive integers $\left(p_{1}, p_{2}, p_{3}, \ldots\right)$ and a rearrangement $r$ of $y$ such that $L$ is a limit point of $\left(\sum_{q=1}^{\infty} a_{p_{i}} q^{r}\right)_{i=1}^{\infty} . \quad$ Let $z=x \backslash r \quad$ and $w=\left(r_{1}, z_{1}, r_{2}, z_{2}, \ldots\right)$. By Lemma 2.1 there exists an increasing sequence of positive integers ( $p_{1}^{\prime}, p_{2}^{1}, p_{3}^{1}, \ldots$ ) and a rearrangement $t$ of $w$ (hence $t$ is also a rearrangement of $x$ ) such that $L$ is a limit point of $\left(\sum_{q=1}^{\infty} a_{i} p_{i}^{\prime}{ }^{t}\right)_{i=1}^{\infty}$, a contradiction.

Theorem 2.2. If $A$ is a row finite matrix satisfying the first two properties of regularity and $x$ is a sequence, then there exists a rearrangement $y$ of $x$ such that every limit point of $x$ (finite or infinite) is a limit point of $A y$. Proof. If $x$ is bounded, then the theorem follows from Theorem 2.1. Suppose $x$ is unbounded and $y$ is a subsequence of $x$ that diverges to infinity. Let $z=x \backslash y$. By Theorem 2.1 there exists a rearrangement $w$ of $z$ such that each finite limit point of $z$ (and thus of $x$ ) is a limit point of Aw. For $p=1,2,3, \ldots$ let $a_{p k_{p}}$ be the last nonzero
element of the p-th row. Making use of the separability of the complex plane, let $\left(u_{1}, u_{2}, u_{3}, \ldots\right)$ be a sequence such that each $u_{i}$ is a finite limit point of $x$ and each finite limit point of $x$ is either one of the $u_{i}$ or a limit point of the $u_{i} . \operatorname{Let}\left(u_{1} ; u_{1}, u_{2} ; u_{1}, u_{2}, u_{3}, \ldots\right)=\left(v_{1}, v_{2}, v_{3}, \ldots\right)$ and $p_{1}>0$ such that $\left|\sum_{q=1}^{\infty} a p_{1} q^{w} q^{-} v_{1}\right|<\frac{1}{2}$. Making use of the first property of regularity, choose $t_{1}>p_{1}$ such that $k_{t_{1}}>k_{p_{1}}$. Let $r_{q}=w_{q} \underset{k_{t_{1}}}{\text { for } q}=1,2, \ldots, k_{t_{1}}-1$ and choose $r_{k_{t_{1}}}$ from $x \backslash y$ such that $\left|\sum_{q=1} a_{t_{1}} q_{q}\right|>2$. Again making use of the first property of regularity, choose $p_{2}>t_{1}$ such that $\left|\sum_{q=1}^{k_{t}} a_{p} q^{r} q+\sum_{q=k_{t_{1}}+1}^{\infty}{ }^{a} p_{2} q^{w} q^{-}-v_{2}\right|<\frac{1}{4}$. Let $t_{2}>p_{2}$ such that $k_{t_{2}}>k_{p_{2}}$. Let $r_{q}=w_{q}$ for $q=k_{t_{1}}+1, \ldots, k_{t_{2}}-1$ and choose $r_{k_{t_{2}}}$ from $x \backslash\left(r_{k_{t_{1}}}, y_{1}, y_{2}, y_{3}, \ldots\right)$ such that $\left|\sum_{q=1}^{k_{t} 2} a_{t_{2}} q_{q}\right|>4$.

This process may be continued defining a rearrangement $r$ of a subsequence of $x$ such that each limit point of $x$ (finite or infinite) is a limit point of Ar. Therefore by Lemma 2.1 there exists a rearrangement $r^{\prime}$ of $x$ such that every limit point of $x$ is a limit point of Ar .

Corollary 2.2. A sequence $x$ converges if and only if there exists a matrix $A$ with the first two properties of reglarity such that $A$ sums every rearrangement of $x$.

Proof. The identity matrix suffices for necessity. For sufficiency note that $x$ cannot be unbounded, for if that were the case $A$ would have to be row finite, and by Theorem 2.2 there would exist a rearrangement $r$ of $x$ such that Ar would have a infinite limit point, a contradiction. But if $x$ is bounded, then by Theorem 2.1 there exist a rearrangement $r$ of $x$ and an increasing sequence of positive integers $\left(p_{1}, p_{2}, p_{3}, \ldots\right)$ such that each limit point of $x$ is a limit point of $\left(\sum_{q=1}^{\infty} a_{i} p_{i} r q^{\prime}\right)_{i=1}^{\infty}$. Thus $x$ must have but one limit point and therefore must be convergent.

Corollary 2.3. A sequence $x$ is bounded if and on1y if there exists a matrix A satisfying the first two properties of regularity such that $A y$ is bounded for every rearrangement $y$ of $x$.

Proof. The identity matrix suffices for necessity. For sufficiency suppose $x$ is not bounded. Then $A$ must be row finite or else it is easy to construct a rearrangement $y$ of $x$ such that Ay fails to exist. Thus by Theorem 2.2 there exists a rearrangement $y$ of $x$ such that $A y$ has an infinite limit point, a contradiction. Hence the proof is complete.

Professor A. Wilansky of Lehigh University has pointed out in a private comminication that Theorem 2.3 may also be approached by utilizing results obtained by G. Bennett and
N. J. Kalton. (32) In addition, it should be noted that Corollary 2.2 follows directly from Theorem 2.3.

Lemma 2.2. If $x$ is divergent and $a$ is a sequence such that $\sum_{q=1}^{\infty} a_{q} y_{q}$ exists whener $y$ is a rearrangement of $x$, then $a \in \ell$.

Proof. If $x$ is unbounded, then clearly a is eventually zero and hence in l. Suppose $x$ consists of only two elements $t_{1} \neq t_{2} \neq 0$, and that $a l$. Then a must be a null sequence since otherwise there exists a rearrangement $y$ of $x$ such that $\lim _{q}\left|a_{q} y_{q}\right| \neq 0$. If $a \notin c s$, then there exists $\varepsilon>0$ such that if $N>0$, then there exist $m>n \geq N$ such that $\left|\sum_{q=n}^{m} a_{q}\right|>\varepsilon$. Thus a rearrangement $y$ could be chosen such that if $N>0$, then there would exist $m>n \geq N$ such that

$$
\left|\sum_{q=n}^{m} a_{q} y_{q}\right|>\left|t_{2}\right| \varepsilon>0
$$

a contradiction. Hence a $\epsilon c s$. Let $N>0$ such that if $m>n \geq N$ then

$$
\left|\sum_{q=n}^{m} a_{q}\right|<\frac{1}{2}\left|t_{2}\right|^{-1}
$$

But $a \notin l$, therefore given $M \geq N$ there exist $m>n \geq M$ and $\left(\mathrm{a}_{\mathrm{q}}^{(1)}\right)_{\mathrm{q}=\mathrm{n}}^{\mathrm{m}}$ such that

$$
\left|\sum_{q=n}^{m} a_{q}^{(1)}\right|>\left|t_{1}-t_{2}\right|^{-1}
$$

where either $a_{q}^{(1)}=0$ or $a_{q}^{(1)}=a_{q}$ for $q=n, n+1, \ldots, m$.

Define $\left(a_{q}^{(2)}\right)_{q=n}^{m}$ such that $a_{q}^{(2)}=0$ if $a_{q}^{(1)}=a_{q}$ and $a_{q}^{(2)}=a_{q}$ otherwise. Then

$$
\sum_{q=n}^{m} a_{q}=\sum_{q=n}^{m} a_{q}^{(1)}+\sum_{q=n}^{m} a_{q}^{(2)}
$$

and

$$
\begin{aligned}
& \left|\sum_{q=n}^{m} a_{q}^{(1)} t_{1}+\sum_{q=n}^{m} a_{q}^{(2)} t_{2}\right| \\
z & \left|\sum_{q=n}^{m} a_{q}^{(1)}\right|\left|t_{1}-t_{2}\right| \\
= & \left|t_{2}\right|\left|\sum_{q=n}^{m} a_{q}\right|>\frac{1}{2} .
\end{aligned}
$$

Hence a rearrangement $y$ of $x$ may be constructed such that $\sum_{q=1}^{\infty} a_{q} y_{q}$ does not converge, a contradiction. Since a is null the Lemma follows in the more general case.

Theorem 2.3. If $x$ is a divergent sequence and $A$ is a matrix that sums every rearrangement of $x$, then $A$ is Schur.

Proof. Suppose $x$ is not bounded. A must be row finite or else it is easy to construct a rearrangement $y$ of $x$ such that Ay' fails to exist. Also it is clear that all but a finite number of columns of $A$ are zero columns since otherwise a rearrangement $y$ of $x$ can be constructed so that $A y$ is unbounded. Let $q^{*}$ be fixed and $q^{\prime} \neq q^{*}$ be a zero column of A. Let $y_{q} *=y_{q}$, be two terms of $x$ and $y$ be a rearrangement of $x$ with $y_{q^{*}}$ and $y_{q^{\prime}}$, so defined. Let $z_{q}=y_{q}$ if $q \neq q^{*}, q^{*}$; $z_{q^{*}}=y_{q^{\prime}} ;$ and $z_{q^{\prime}}=y_{q^{*}}$. Then Ay and $A z$ are convergent;
therefore so is $A(y-z)=\left(a_{p q *} *\left(y_{q^{*}}-y_{q^{\prime}}\right)\right)_{p=1}^{\infty}$. Hence $\left(a_{p q *}\right)_{p=1}^{\infty}$ converges and $A$ is Schur.

Suppose $x$ is bounded. Let $L_{1} \neq 0$ and $L_{2}$ be two distinct limit points of $x$ and note that by Lemma 2.2 each row of $A$ is in l. If any one single column of $A$ converges, then by an argument similar to that used in the unbounded case above every column of A converges. Suppose that the $q *$ column of A fails to converge. Then there exists $\varepsilon>0$ such that if $N>0$, then there exist $m>n \geq N$ such that $\left|a_{n q^{*}}-a_{m q^{*}}\right|>\varepsilon$. Let $\left(p_{1}, p_{1}^{\prime}, p_{2}, p_{2}^{\prime}, \ldots\right)$ be an increasing sequence of positive integers such that $\left|a_{p_{i} q^{*}}{ }^{-a} p_{i}^{\prime} q^{*}\right|>\varepsilon$ for each i. Let $B$ be the matrix such that $b_{r s}=\left(a_{p_{r}} s^{-a_{p_{r}^{\prime}}}\right)$ for $r=1,2,3, \ldots$;
$s=1,2,3, \ldots$. Then $B$ has the property that By is null whenever $y$ is a rearrangement of $x$. Also, $\left|b_{p q *}\right|>\varepsilon$ for each $p$, and $\lim _{p}\left(b_{p q *}-b_{p q}\right)=0$ for each $q$ by an argument similar to that used in the unbounded case above. In addition, since each row of $A$ is in $\ell$ so is each row of $B$. Suppose that $\left(y_{1}, \ldots, y_{k}\right)$ has been determined, where each $y_{i}$ is a term of x. Choose $m$ so large that $\left(y_{k+1}, \ldots, y_{m}\right)$ may be chosen from $x \backslash\left(y_{1}, \ldots, y_{k}\right)$ such that $\left|\sum_{q=1}^{m} b_{p q} y_{q}\right|>\frac{4\left|L_{1}\right|}{\left|L_{1}-L_{2}\right|}+2$ for some $p>k$. Let $N>m$ such that $\sum_{q=N}^{\infty}\left|b_{p q}\right|<\frac{1}{\sup p_{n}\left|x_{n}\right|}$. Let $y_{n+1}=x_{i}$, where $i=\min \left\{j: x_{j} \in x \backslash\left(y_{1}, \ldots, y_{m}\right)\right\}$. Suppose that

$$
\lambda_{1}=\left|\sum_{q=1}^{m} b_{p q} y_{q}+L_{1} \sum_{q=m+1}^{N} b_{p q}\right| \leq 2 .
$$

Then

$$
2 \geq\left|\sum_{q=1}^{m} b_{p q} y_{q}\right|-\left|L_{1}\right|\left|\sum_{q=m+1}^{N} b_{p q}\right|
$$

and

$$
\left|\sum_{q=m+1}^{N} b_{p q}\right| \geq \frac{\left|\sum_{q=1}^{m} b_{p q} y_{q}\right|-2}{\left|L_{1}\right|}>\frac{4}{\left|L_{1}-L_{2}\right|}
$$

Therefore

$$
\begin{aligned}
\lambda_{2} & =\left|\sum_{q=1}^{m} b_{p q} y_{q}+L_{2} \sum_{q=m+1}^{N} b_{p q}\right| \\
& =\left|L_{1}-L_{2}\right|\left|\sum_{q=m+1}^{N} b_{p q}\right| \\
& -\left|\sum_{q=1}^{m} b_{p q} y_{q}+L_{1} \sum_{q=m+1}^{N} b_{p q}\right|>2 .
\end{aligned}
$$

Hence one of $\lambda_{1}$ or $\lambda_{2}$ is greater than 2 , and $\left(y_{m+1}, \ldots, y_{N}\right)$ may be chosen from $x \backslash\left(y_{1}, \ldots, y_{m}, y_{N+1}\right)$ so that irregardless of the manner in which $\left(y_{N+2}, y_{N+3}, \ldots\right)$ is selected from $x \backslash\left(y_{1}, \ldots, y_{N+1}\right),\left|\sum_{q=1}^{\infty} b_{p q} y_{q}\right|>1$. This contradicts the fact that $B y$ must be null. Therefore each column of $A$ is convergent.

Suppose that there exists a subsequence $y$ of $x$ such that A does not sum $y$. Then By is not null and must have a nonzero limit point. Since $B$ has null rows and columns, then by Lemma 2.1, there exists a rearrangement $r$ of $x$ such that
each limit point of By is a limit point of Br . But Br is nu11, a contradiction. Hence A sums each subsequence y of $x$ and by Theorem 1.6, A is Schur.

Corollary 2.4. If $x$ is divergent and $A$ is a matrix such that Ay is null for every rearrangement $y$ of $x$, then A transforms all bounded sequences into null sequences.

Proof. Suppose $x$ is unbounded. By an argument similar to that used in Theorem 2.3 each column of $A$ must converge, and all but a finite number of columns of A are zero columns. But Ay is null for each rearrangement $y$ of $x$, therefore every column of A is null, and by Theorem 1.1, A transforms all bounded sequences into $c_{0}$.

Suppose $x$ is bounded. By Theorem 2.3 A is Schur; therefore all columns of $A$ converge. But by an argument similar to that used in Theorem 2.3 all columns of $A$ must have a common limit to which they converge. Since A is Schur this limit must be zero, and by Theorem 1.1, A transforms all bounded sequences into $c_{0}$.
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## CHAPTER III

## ABSOLUTE SUMMABILITY

In this chapter results are proved which follow the pattern established by Theorems $1.6,1.9$, and 2.3 but which are concerned with the characterization of $\&$ rather than $c$. J. A. Fridy (2, p. 585) has given an example of a non-zero constant sequence $x$ and a sum-preserving $\ell-\ell$ matrix $A$ such that $A y \in \ell$ for every subsequence (rearrangement) $y$ of $x$. Therefore, in this chapter interest is restricted to null sequences. Corollary 2.1 was first proposed in a slightly different form by Fridy (2, p. 585) in 1970 and was later stated by him as a formal proposition in 1974 (3, p. 9). Corollary 2.2 is a result previously obtained by Fridy (3, p. 7).

Lemma 3.1. Suppose $x$ and a are sequences such that $\sum_{q=1}^{\infty} a_{q} y_{q}$ converges for every subsequence $y$ of $x$. If $\varepsilon>0$, then there exist $M>0$ and a strictly increasing function $\delta: I^{+} \rightarrow I^{+}$such that if $m \geq M$, then $\left|\sum_{q=m}^{\infty} a_{q} y_{q}\right| \leq \varepsilon$ for every subsequence $\left(y_{q}\right)_{q=m}^{\infty}$ of $\left(x_{q}\right)_{q=\delta(m)}^{\infty}$.

Proof. Suppose the conclusion is false. Let $\delta_{1}(i)=i$ for $i=1,2,3, \ldots ; M_{1}=1$; and $\left(y_{q}^{(1)}\right)_{q=m}^{\infty}$ be a subsequence of
$\left(x_{q}\right)_{q=\delta_{1}(m)}^{\infty}, m \geq 1$, such that $\left|\sum_{q=m}^{\infty} a_{q} y_{q}^{(1)}\right|>\varepsilon$. Let $M_{1}^{\prime}>m$ such that $\left|\sum_{q=m}^{k} a_{q} y_{q}^{(1)}\right|>\varepsilon$ for every $k \geq M_{i}^{\prime}-1$. Let
$\delta_{2}(i)=\delta_{1}(i)$ if ism and $\delta_{2}(i)=q$ where $y_{i}^{(1)}=x_{q}$ otherwise. Let $M_{2} \geq M_{1}^{\prime}$ and $\left(y_{q}^{(2)}\right)_{q=M_{2}}^{\infty}$ be a subsequence of $\left(x_{i}\right)_{i=\delta_{2}\left(M_{2}\right)}^{\infty}$ such that $\left|\sum_{q=M_{2}}^{\infty} a_{q} y_{q}^{(2)}\right|>\varepsilon$. Let $y_{q}=x_{q}$ if $\mathrm{q}<\mathrm{m}$ and $\mathrm{y}_{\mathrm{q}}=\mathrm{y}_{\mathrm{q}}^{(1)}$ if $\mathrm{m} \leqslant \mathrm{q}<\mathrm{M}_{2}$. Proceeding as above, let $M_{2}^{\prime}>M_{2}$ such that $\left|\sum_{q=M_{2}}^{k} a_{q}{ }_{q}^{(2)}\right|>\varepsilon$ for every $k \geq M_{2}^{\prime}-1$. Let $\delta_{3}(i)=\delta_{2}$ (i) if $i<M_{2}$ and $\delta_{3}(i)=q$ where $y_{i}^{(2)}=x_{q}$ otherwise. Let $M_{3} \geq M_{2}^{\prime}$ and $\left(y_{q}^{(3)}\right)^{\infty}=M_{3}$ be a subsequence of $\left(x_{i}\right)_{i=\delta_{3}\left(M_{3}\right)}^{\infty}$ such that $\left|\sum_{q=M_{3}}^{\infty} a_{q} y_{q}^{(3)}\right|>\varepsilon$. Define $y_{q}=y_{q}^{(2)}$ if $M_{2} \leq q<M_{3}$. This process may be continued, defining a subsequence $y$ of $x$ for which $\sum_{q=1}^{\infty} a_{q} y_{q}$ fails to converge, $a$ contradiction.

Lemma 3.2. If $x$ is a null sequence not in $\ell$ and $a$ is a nonnull convergent sequence, then there exists a subsequence $y$ of $x$ such that $\lim _{t}\left|\sum_{q=1}^{t} y_{q}\right|=\infty$ and $\left(\sum_{q=1}^{n} a_{q} y_{q}\right)_{n=1}^{\infty}$ is not bounded.

Proof. The lemma is clear if both a and $x$ are real sequences. Let $a_{q}=a_{q}^{(1)}+i a_{q}^{(2)}$ and $x_{q}=x_{q}^{(1)}+i x_{q}^{(2)}$ for $q=1,2,3, \ldots$. Suppose $x \notin \ell$ and there exists a subsequence $y^{(1)}$ of $x^{(1)}$ such that $y_{q}^{(1)}>0$ for each $q$ and $\sum_{q=1}^{\infty} y_{q}^{(1)}=+\infty$. Let $y$ be the subsequence of $x$ determined by $y^{(1)}$. Clearly $\lim _{\mathrm{t}}\left|\sum_{\mathrm{q}=1}^{\mathrm{t}} \mathrm{y}_{\mathrm{q}}\right|=\infty$. Also for each q

$$
\begin{aligned}
a_{q} y_{q} & =\left(a_{q}^{(1)} y_{q}^{(1)}-a_{q}^{(2)} y_{q}^{(2)}\right) \\
& +i\left(a_{q}^{(1)} y_{q}^{(2)}+a_{q}^{(2)} y_{q}^{(1)}\right)
\end{aligned}
$$

Consider the following special cases:
i.) Suppose $\lim _{q} a_{q}^{(1)}=a^{(1)}>0, \lim _{q} a_{q}^{(2)}=a^{(2)}>0$, and $\left(\sum_{q=1}^{n}\left(a_{q}^{(1)} y_{q}^{(1)}-a_{q}^{(2)} y_{q}^{(2)}\right)\right)^{\infty}$ $=1$ is bounded. Since $\lim _{n} \sum_{q=1}^{n} a_{q}^{(1)} y_{q}^{(1)}=+\infty$, it follows that $\lim _{n} \sum_{q=1}^{n} y_{q}^{(2)}=+\infty$.
Therefore $\lim _{\mathrm{n}} \sum_{\mathrm{q}=1}^{\mathrm{n}}\left(\mathrm{a}_{\mathrm{q}}^{(1)} \mathrm{y}_{\mathrm{q}}^{(2)}+\mathrm{a}_{\mathrm{q}}^{(2)} \mathrm{y}_{\mathrm{q}}^{(1)}\right)=+\infty$ and $\left(\sum_{\mathrm{q}=1}^{\mathrm{n}} a_{\mathrm{q}} y_{\mathrm{q}}\right)_{\mathrm{n}=1}^{\infty}$ is not bounded.
ii.) Suppose that $\lim _{q_{q}} a^{(1)}=a^{(1)}>0, \lim _{q} a_{q}^{(2)}=a^{(2)}<0$,
and $\left(\sum_{\mathrm{q}=1}^{\mathrm{n}}\left(\mathrm{a}_{\mathrm{q}}^{(1)} \mathrm{y}_{\mathrm{q}}^{(1)}-\mathrm{a}_{\mathrm{q}}^{(2)} \mathrm{y}_{\mathrm{q}}^{(2)}\right)\right)_{\mathrm{n}=1}^{\infty}$ is bounded. Since
$\lim _{n} \sum_{q=1}^{n} a_{q}^{(1)} y_{q}^{(1)}=+\infty$ it follows that $\lim _{n} \sum_{q=1}^{n} y_{q}^{(2)}=-\infty$.
Therefore $\lim _{n} \sum_{q=1}^{n}\left(a_{q}^{(1)} y_{q}^{(2)}+a_{q}^{(2)} y_{q}^{(1)}\right)=-\infty$ and $\left(\sum_{q=1}^{n} a_{q} y_{q_{n=1}}^{\infty}\right.$ is not bounded.

$$
\begin{gathered}
\text { iii.) Suppose } \lim _{q^{a}}^{(1)}=a^{(1)}>0, \lim _{q}^{a} a_{q}^{(2)}=a^{(2)}=0, \\
\lambda_{1}=\left(\sum_{q=1}^{n}\left(a_{q}^{(1)} y_{q}^{(1)}-a_{q}^{(2)} y_{q}^{(2)}\right)\right)_{n=1}^{\infty} \in m \text {, and } \\
\lambda_{2}=\left(\sum_{q=1}^{n}\left(a_{q}^{(1)} y_{q}^{(2)}+a_{q}^{(2)} y_{q}^{(1)}\right)\right)_{n=1}^{\infty} \in m \text {. Therefore both } \\
\lambda_{1}+\lambda_{2} \text { and } \lambda_{1}-\lambda_{2} \text { are bounded, and it follows that both } \\
\lambda_{3}=\left(\sum_{q=1}^{n}\left[\left(a_{q}^{(1)}+a_{q}^{(2)}\right) y_{q}^{(1)}+\left(a_{q}^{(1)}-a_{q}^{(2)}\right) y_{q}^{(2)}\right]\right)_{n=1}^{\infty} \in m
\end{gathered}
$$

and

$$
\lambda_{4}=\left(\sum_{q=1}^{n}\left[\left(a_{q}^{(1)}-a_{q}^{(2)}\right) y_{q}^{(1)}-\left(a_{q}^{(1)}+a_{q}^{(2)}\right) y_{q}^{(2)}\right]\right)_{n=1}^{\infty} \in m
$$

But $\lim _{q}\left(a_{q}^{(1)}+a_{q}^{(2)}\right)=a^{(1)}>0$, therefore

$$
\lim _{n} \sum_{q=1}^{n}\left(a_{q}^{(1)}+a_{q}^{(2)}\right) y_{q}^{(1)}=+\infty .
$$

Also, $\lim _{q}\left(a_{q}^{(1)}-a_{q}^{(2)}\right)=a^{(1)}>0$, therefore

$$
\lim _{n} \sum_{q=1}^{n} y_{q}^{(2)}=-\infty .
$$

But this contradicts the fact that $\lambda_{4} \in \mathrm{~m}$. Hence one of $\lambda_{1}$ or $\lambda_{2}$ is not bounded, thus $\left(\sum_{q=1}^{n} a_{q} y_{q}\right)_{n=1}^{\infty}$ is not bounded.

Clearly each remaining case can be reduced to one of the above three cases, and the lemma is proved.

Theorem 3.1. Let $x$ be a null sequence not in $\ell$, and suppose $A$ is a matrix such that $A y \in \ell$ for every subsequence $y$ of $x$. Then
i.) $\sum_{p=1}^{\infty}\left|a_{p q}\right|<\infty$ for $q=1,2,3, \ldots$; and
ii.) if $\lim _{q} \sum_{p=1}^{\infty} a_{p q}=L$, then $L=0$.

Proof. To show i.), let $k$ be fixed and $j>i>k$ such that $x_{i} \neq x_{j}$. Let $y$ be the subsequence of $x$ such that $y_{q}=x_{q}$ for $q=1,2, \ldots, k-1 ; y_{k}=x_{i}$; and $y_{k+t}=x_{j+t}$
for $t=1,2,3, \ldots$. Let $z$ be the subsequence of $x$ such that $z_{k}=x_{j}$ and $z_{q}=y_{q}$ otherwise. Then

$$
\infty>\sum_{p=1}^{\infty}\left|\sum_{q=1}^{\infty} a_{p q} y_{q}-\sum_{q=1}^{\infty} a_{p q} z_{q}\right|=\left|x_{i}-x_{j}\right| \sum_{p=1}^{\infty}\left|a_{p k}\right|
$$

Therefore $\sum_{p=1}^{\infty}\left|a_{p k}\right|<\infty$.

$$
\text { Suppose } \lim _{q} \sum_{p=1}^{\infty} a_{p q}=L \text { and } L \neq 0 . \operatorname{Let}\left(y_{1}, \ldots, y_{M-1}\right)
$$

be a subsequence of $x$ with $y_{M-1}=x_{r}$. Since $x \notin \ell$ there exists a subsequence $\left(W_{q}\right)_{q=M}^{\infty}$ of $\left(x_{q}\right)_{q=r+1}^{\infty}$ such that $\lim _{t}\left|\sum_{q=M}^{t} w_{q}\right|=\infty$. By Lemma 3.2 there exists a subsequence $\left(z_{q}\right)_{q=M}^{\infty}$ of $\left(w_{q}\right)_{q=M}^{\infty}$ such that $\lim _{t}\left|\sum_{q=M}^{t} z_{q}\right|=\infty$ and
$\operatorname{iim} \sup _{t}\left|\sum_{q=M}^{t} z_{q} \sum_{p=1}^{\infty} a_{p q}\right|=\infty$. Choose $k>M$ such that
$\left|\sum_{q=M}^{k} z_{q_{p=1}}^{\infty} \sum_{p q}\right|>M+\sum_{q=1}^{M-1}\left|y_{q}\right| \sum_{p=1}^{\infty}\left|a_{p q}\right|+3$. Let $K>0$ such that
$\left|\sum_{p=K+1}^{\infty} a_{p q}\right|<\frac{1}{k\left(\left|z_{q}\right|+1\right)}$ for $q=m, \ldots, k$. By Lemma 3.1,
letting $\varepsilon=\frac{1}{K}$, there exist $N_{p}^{\prime}$ and $\delta_{p}^{\prime}$ for $1 \leq p \leq K$, such that if $N=\max \left\{N_{1}^{\prime}, \ldots, N_{K}^{\prime}, k+2\right\}$ and $\delta(i)=\max \left\{\delta_{p}^{\prime}(i): p=1, \ldots, K\right\}$, then $\sum_{p=1}^{k}\left|\sum_{q=N}^{\infty} a_{p q} v_{q}\right|<1$ for every subsequence $\left(v_{q}\right)_{q=N}^{\infty}$ of $\left(x_{q}\right)_{q=\delta(N)}^{\infty}$. Let $y_{q}=z_{q}$ for $M \leq q \leq k$, and choose $\left(y_{k+1}, \ldots, y_{N-1}\right)$ a subsequence of $\left(x_{q}\right)_{q=\delta(N)}^{\infty}$ such that $\sum_{q=k+1}^{N-1}\left|y_{q}\right| \sum_{p=1}^{\infty}\left|a_{p q}\right|<1$. Note that the first $N-1$ terms of a fixed sequence $y$ have now been determined. If $y *$ is any subsequence of $x$ that agrees with $y$ for these first $N-1$ terms, then
$\sum_{p=1}^{K}\left|\sum_{q=1}^{\infty} a_{p q} y_{q}^{*}\right| \geq\left|\sum_{q=M}^{k} y_{q}^{*} \sum_{p=1}^{K} a_{p q}\right|-\sum_{q=1}^{M-1}\left|y_{q}^{*}\right| \sum_{p=1}^{K}\left|a_{p q}\right|$

$$
\begin{aligned}
& -\sum_{q=k+1}^{N-1}\left|y_{q}^{*}\right| \sum_{p=1}^{k}\left|a_{p q}\right|-\sum_{p=1}^{K}\left|\sum_{q=N}^{\infty} a_{p q} y_{q}^{*}\right| \\
> & \left|\sum_{q=M}^{k} y_{q_{p}^{*}}^{*} \sum_{p=1}^{\infty} a_{p q}\right|-\sum_{q=M}^{k}\left|y_{q}^{*}\right|\left|\sum_{p=K+1}^{\infty} a_{p q}\right| \\
& -\sum_{q=1}^{M-1}\left|y_{q}^{*}\right| \sum_{p=1}^{K}\left|a_{p q}\right|-2 \\
> & M .
\end{aligned}
$$

This process for defining terms of $y$ may be continued so that if $T>0$, then there exists $M \geq T$ and $K>0$ such that

$$
\sum_{p=1}^{K}\left|\sum_{q=1}^{\infty} a_{p q} y_{q}\right|>M
$$

Thus a subsequence $y$ of $x$ can be constructed such that Ay $\ddagger \ell, ~ a ~ c o n t r a d i c t i o n . ~$

Corollary 3.1. A null sequence $x$ is in $\ell$ if and only if there exists a sum-preserving $\ell-\ell$ matrix $A$ such that $A y \epsilon_{\ell}$ for every subsequence $y$ of $x$.

Proof. The identity matrix suffices for necessity. By Definition 1.4 if $A$ is a sum-preserving $\ell-\ell$ matrix, then $\lim _{q} \sum_{p=1}^{\infty} a_{p q}=1$. Hence by Theorem 3.2 , $x$ must be in $\ell$. Theorem 3.2. If $x$ is a null sequence not in $\ell$ and $A$ is a matrix such that $A y \in_{\ell}$ for every rearrangement $y$ of $x$, then $\lim _{q} \sum_{p=1}^{\infty}\left|a_{p q}\right|=0$.

Proof. Let $x_{n} \neq x_{m}$ be nonzero elements of $x$. Suppose the first column of $A$ is not in $\ell$. Let $q>1$ and $y$ be a rearrangement of $x$ with $y_{1}=x_{n}$ and $y_{q}=x_{m}$. Let $z$ be the rearrangement of $x$ such that $z_{1}=x_{m}, z_{q}=x_{n}$, and $z_{q}=y_{q}$ otherwise. Then $\left|x_{n}-x_{m}\right| \sum_{p=1}^{\infty}\left|a_{p 1}-a_{p q}\right|=\sum_{p=1}^{\infty}\left|\sum_{q=1}^{\infty} a_{p q} y_{q}-\sum_{q=1}^{\infty} a_{p q} z_{q}\right|$ $<\infty$. Therefore $\sum_{p=1}^{\infty}\left|a_{p 1}-a_{p q}\right|<\infty$ for $q=2,3,4, \ldots$. Since $\sum_{p=1}^{\infty}\left|a_{p 1}\right|=\infty$, it now follows that $\sum_{p=1}^{\infty}\left|a_{p q}\right|=\infty$ for $q \geq 2$. Suppose a permutation $\left(r_{1}, \ldots, r_{M}\right)$ of $M$ terms of $x$ has been chosen such that $\sum_{q=1}^{M} r_{q} \neq 0$. Suppose $N>0$. If
$\lambda=\sum_{p=1}^{\infty}\left|\sum_{q=1}^{M} a_{p q}{ }^{r}{ }_{q}\right|<\infty$, then

$$
\begin{aligned}
\infty>\lambda & +\sum_{q=2}^{M}\left|r_{q}\right| \sum_{p=1}^{\infty}\left|a_{p(q-1)}-a_{p q}\right| \\
& \Rightarrow\left|\sum_{q=1}^{M} r_{q}\right| \sum_{p=1}^{\infty}\left|a_{p 1}\right|,
\end{aligned}
$$

a contradiction. Therefore $\lambda=\infty$ and there exists $K>N$ such that $\sum_{p=N}^{K}\left|\sum_{q=1}^{M} a_{p q} r_{q}\right|>2$. Let $i=\min \left\{q: x_{q} \in x \backslash\left(r_{1}, \ldots, r_{m}\right)\right\}$.
J. A. Fridy (3, p. 6) has shown that each row of $A$ is null. Therefore there exists $T>M$ such that $\left|x_{i}\right| \sum_{p=1}^{K}\left|a_{p T}\right|<2^{-(M+1)}$.
Let $r_{T}=x_{i}$ and $\left(r_{M+1}, \ldots, r_{T-1}\right)$ be a subsequence of $x \backslash\left(r_{1}, \ldots, r_{M}, r_{T}\right)$ such that $\sum_{p=1}^{K} \sum_{q=M+1}^{T-1}\left|a_{p q}\right|\left|r_{q}\right|<2^{-(M+2)}$. Then

$$
\begin{aligned}
& \sum_{p=N}^{K}\left|\sum_{q=1}^{T} a_{p q} r_{q}\right| \geq \sum_{p=N}^{K}\left|\sum_{q=1}^{M} a_{p q} r_{q}\right| \\
- & \sum_{p=N}^{K} \sum_{q=M+1}^{T-1}\left|a_{p q} r_{q}\right|-\left|r_{T}\right| \sum_{p=N}^{K}\left|a_{p T}\right| \\
> & 2-2^{-(M+1)}-2^{-(M+2)}>1 .
\end{aligned}
$$

But this process may be continued. Therefore there exists a rearrangement $r$ of $x$ such that if $L>0$, then there exist $K>N>L$ such that $\sum_{p=N}^{K}\left|\sum_{q=1}^{\infty} a_{p q} r_{q}\right|>1$, a contradiction. Hence each column of $A$ is in $\ell$.

Now suppose there exists $\varepsilon>0$ such that if $N>0$, then there exists $q>N$ such that $\sum_{p=1}^{\infty}\left|a_{p q}\right|>\varepsilon$. Let $z \in \ell$ be a subsequence of $x$ that includes all zero terms of $x$. Let $j_{1}=\min \left\{q: x_{q} \in x \backslash z\right\} . \quad$ Let $N_{1}>0$ such that $\sum_{p=1}^{\infty}\left|a_{p N_{1}}\right|>\varepsilon$. Let $r_{N_{1}}=x_{j_{1}}, r_{N_{1}+1}=z_{1}$, and $\left(r_{1}, \ldots, r_{N_{1}-1}\right)$ be a subsequence of $z$ such that $\sum_{q=1}^{N_{1}-1}\left|r_{q}\right| \sum_{p=1}^{\infty}\left|a_{p q}\right|<\frac{1}{2}$. Let $M_{1}>0$ such that $\sum_{p=1}^{M_{1}}\left|a_{p} N_{1}\right|>\frac{\varepsilon}{2}$ and $\left|r_{N_{1}}\right| \sum_{p=M_{1}+1}^{\infty}\left|a_{p N_{1}}\right|<\frac{1}{4}$. Let $j_{2}=\min \left\{q: x_{q} \in x \backslash\left(r_{1}, z_{1}, z_{2}, \ldots\right)\right\}$ and $i_{2}=\min \left\{q: z_{q} \in z \backslash\left(z_{1}, r_{1}, \ldots\right.\right.$, $\left.\left.r_{N_{1}-1}\right)\right\}$. Since each row of $A$ is null, there exists $N_{2}>N_{1}+1$ such that $\sum_{p=M_{1}+1}^{\infty}\left|a_{p N_{2}}\right|>\frac{\varepsilon}{2}$ and $\left|x_{j_{2}}\right| \sum_{p=1}^{M_{1}}\left|a_{p_{N}}\right|<\frac{1}{8}$. Let $r_{N_{2}}=x_{j_{2}}, r_{N_{2}+1}=z_{i_{2}}$, and $\left(r_{N_{1}+2}, \ldots, r_{N_{2}-1}\right)$ be a subsequince of $z \backslash\left(z_{1}, r_{1}, \ldots, r_{N_{1}-1}, r_{N_{2}+1}\right)$ such that

$$
\sum_{q=N_{1}+1}^{N_{2}-1}\left|r_{q}\right| \sum_{p=1}^{\infty}\left|a_{p q}\right|<\frac{1}{16} .
$$

Let $M_{2}>M_{1}$ such that $\sum_{p=M_{1}+1}^{M_{2}}\left|a_{p N_{2}}\right|>\frac{\varepsilon}{2}$ and $\left|r_{N_{2}}\right| \sum_{p=M_{2}+1}^{\infty}\left|a_{p N_{2}}\right|<\frac{1}{32}$.
This selection process may be continued so that if $k$ is fixed,
then

$$
\sum_{p=1}^{M_{k}}\left|\sum_{q=1}^{\infty} a_{p q} r_{q}\right| \geq\left(\sum_{p=1}^{M_{1}}\left|a_{p N_{1}}{ }^{r_{N}}\right|-\sum_{p=1}^{M_{1}}\left|\sum_{q=1}^{N_{1}-1} a_{p q} r_{q}\right|\right.
$$

$$
\begin{aligned}
& \left.\quad \sum_{p=1}^{M_{1}}\left|\sum_{q=N_{1}+1}^{N_{2}-1} a_{p q}{ }^{r} q\right|-\sum_{p=1}^{M_{1}}\left|a_{p N_{2}} r_{N_{2}}\right|-\ldots\right) \\
& +\left(\sum_{p=M_{1}+1}^{M_{2}}\left|a_{p N_{2}} r_{N_{2}}\right|-\sum_{p=M_{1}+1}^{M_{2}}\left|a_{p N_{1}} r_{N_{1}}\right|\right. \\
& \left.-\sum_{p=M_{1}+1}^{M_{2}}\left|\sum_{q=1}^{N_{1}-1} a_{p q} r_{q}\right|-\sum_{p=M_{1}+1}^{M_{q}}\left|\sum_{q=N_{1}+1}^{N_{2}-1} a_{p q} r_{q}\right|-\ldots\right)+\ldots
\end{aligned}
$$

$$
+\left(\sum_{p=M_{k-1}+1}^{M_{k}}\left|a_{p N_{k}} r_{N_{k}}\right|-\sum_{p=M_{k-1}+1}^{M_{k}}\left|\sum_{q=1}^{N_{1}-1} a_{p q} r_{q}\right|-\ldots\right)
$$

$$
=\left(\sum_{p=1}^{M_{1}}\left|a_{\mathrm{pN}_{1}}{ }^{\mathrm{r}_{N_{1}}}\right|+\ldots+\sum_{\mathrm{p}=\mathrm{M}_{\mathrm{k}-1}+1}^{\mathrm{M}_{\mathrm{k}}}\left|a_{\mathrm{pN}_{k}}{ }^{r_{N}}{ }_{\mathrm{k}}\right|\right)
$$

$$
-\left(\sum_{q=1}^{N_{1}-1}\left|r_{q}\right| \sum_{p=1}^{M_{k}}\left|a_{p q}\right|+\sum_{p=M_{1}+1}^{M_{k}}\left|a_{p N_{1}} r_{N_{1}}\right|\right.
$$

$$
\left.+\sum_{q=N_{1}+1}^{N_{2}^{-1}}\left|r_{q}\right| \sum_{p=1}^{M_{k}}\left|a_{p q}\right|+\sum_{p=M_{2}+1}^{M_{k}}\left|a_{p N_{2}} r_{N_{2}}\right|+\ldots\right)
$$

$$
\geq \frac{\varepsilon}{2} \sum_{i=1}^{k}\left|r_{N_{i}}\right|-1
$$

But $r$ has been selected so that $\lim _{k} \sum_{i=1}^{k}\left|r_{N_{i}}\right|=\infty$. Therefore $\operatorname{Ar} \oint \&$, a contradiction. Hence $\lim _{q} \sum_{p=1}^{\infty}\left|a_{p q}\right|=0$.

Corollary 3.2. The null sequence $x$ is in $\ell$ if and only if there exists a sum-preserving $\ell-\ell$ matrix $A$ such that Ay $\in \ell$ for every rearrangement $y$ of $x$.

Proof. The identity matrix suffices for necessity. By Definition 1.4 if $A$ is a sum-preserving $\ell-\ell$ matrix, then $\lim _{q} \sum_{p=1}^{\infty} a_{p q}=1$. Hence by Theorem $3.2, x$ must be in $l$.

Example 3.1. By Theorem 3.2 a matrix $A$ that maps all rearrangements of a sequence $x \in c_{0}$ $\ell$ into $\ell$ must be an $\ell-\ell$ matrix. But Theorem 3.1 gives 1ittle insight into the question of whether $A$ must be $\ell-\ell$ if it maps all subsequences of $x$ into $\ell$. The following example shows that $A$ need not be $\ell-\ell$ in this case. Let $x_{n}=\frac{1}{n}$ for $n=1,2,3, \ldots ; a_{q q}=q^{\frac{1}{3}}$ for $q=1,8,27,64, \ldots ;$ and $a_{p q}=0$ otherwise. If $y$ is a subsequence of $x$ and $A y=z$, then $\left|z_{q}\right|<q^{-\frac{2}{3}}$ for $q=1,8,27, \ldots$ and $z_{q}=0$ otherwise. Thus $z_{i} \in \ell$, but clearly $x_{i} \in c_{o} \backslash \ell$ and $A$ is not $\ell-\ell$.

The pattern established by Theorem 1.6, Theorem 2.3, and Corollary 2.4 might cause one to suspect that if $A$ maps all subsequences (rearrangements) of a sequence $x, c_{0} \backslash \ell$ into $\ell$, then $A y \in \ell$ for every $y \in c s$. The following example shows that this is not true in the case of subsequences, and a slight alteration of this example shows it also fails for rearrangements. Let $x_{n}=\frac{1}{n}$ for $n=1,2,3, \ldots ; a_{p q}=\frac{(-1)^{q}}{q 2^{p}}$
for $p \geq 1, q \geq 1$. Then $A y \in \ell$ for every subsequence $y$ of $x$ since $\left|a_{p q} y_{q}\right| \leqslant\left(\frac{1}{2 p}\right) q^{-2}$. Let $z_{1}=-1$ and $z_{q}=(-1)^{q}(2)$ for $2 \leq q \leq n_{1}$, where $n_{1}$ is the least positive integer such that $\sum_{q=2}^{n_{1}}\left(\frac{1}{q}+\frac{1}{q+1}\right)>1$. Let $z_{n_{1}+1}=(-1)^{n_{1}+1}\left(\frac{3}{2}\right)$ and $z_{q}=(-1)^{q}$ for $n_{1}+2 \leq q \leq n_{2}$, where $n_{2}$ is the least positive integer such that $\sum_{q=n_{1}+2}^{n_{2}}\left(\frac{1}{q}+\frac{1}{q+1}\right)>2$. Let $z_{n_{2}+1}=(-1)^{n_{2}+1}\left(\frac{3}{4}\right)$ and $z_{q}=(-1)^{q}\left(\frac{1}{2}\right)$ for $n_{2}+2 \leq q \leq n_{3}$, where $n_{3}$ is the least positive integer such that $\sum_{q=n_{2}+2}^{n_{3}}\left(\frac{1}{q}+\frac{1}{q+1}\right)>4$. Continue this process defining the sequence $z$ such that $\sum_{q=1}^{\infty} z_{q}=0$. Using summation by parts,

$$
\begin{aligned}
\lim _{n} \sum_{q=1}^{n} a_{1 q} z_{q} & =\lim _{n}\left[\left(a_{11}-a_{12}\right) z_{1}\right. \\
& +\left(a_{12}-a_{13}\right)\left(z_{1}+z_{2}\right)+\ldots \\
& \left.+a_{1 n} \sum_{q=1}^{n} z_{q}\right] \\
& =\frac{1}{2}\left[(1)\left\{\left(1+\frac{1}{2}\right)+\ldots+\left|\frac{1}{n_{1}}+\frac{1}{n_{1}+1}\right|\right\}\right. \\
& \left.+\frac{1}{2}\left\{\left|\frac{1}{n_{1}+1}+\frac{1}{n_{1}+2}\right|+\ldots+\left|\frac{1}{n_{2}}+\frac{1}{n_{2}+1}\right|\right\}+\ldots\right] \\
& >\frac{1}{2}\left[1(1)+\frac{1}{2}(2)+\frac{1}{4}(4)+\ldots\right]=\infty
\end{aligned}
$$

since $\lim _{n}{ }^{a} \ln _{q=1}^{n} z_{q}=0$. Therefore $A z \& \ell$.
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## CHAPTER IV

## SUMMABILITY OF CERTAIN CATEGORY TWO CLASSES

The set of all subsequences (rearrangements) of a sequence can be thought of as a metric space which is of the second category in itself (1, 2, 4). It then becomes natural to ask questions concerning subsets of these spaces and to describe these subsets in terms of sets which are of the first or second category. In this chapter analogs to Theorem 1.3 and Corollaries $2.2,3.1$, and 3.2 are considered in which the requirement that "every" subsequence (rearrangement) of a given sequence satisfy certain conditions is replaced with the requirement that "a set of subsequences (rearrangements) of the second category" fulfill the same conditions. A result similar to Theorem 3.1 has been obtained by F. R. Keogh and G. M. Petersen (4). (Rather than require $A$ to be non-Schur with convergent columns, they demanded that $A$ be regular.)

Let $x$ be an arbitrary sequence. A $1-1$ map of the set of all subsequences of $x$ on the interval $0<t \leq 1$ can be obtained as follows. Let $t=a_{1} a_{2} a_{3} \ldots$ be the infinite dyadic expansion of a point $t$ of the interval. Corresponding to this point select the subsequence $y$ of $x$ as follows: retain $x_{n}$ if $a_{n}=1$ and drop it otherwise (2). The meanings of terms
such as "a dense set of subsequences of $x$ " and "a set of subsequences of $x$ of the second (first) category" are now evident.

Theorem 4.1. Suppose A is a non-Schur matrix with convergent columns. If A sums a set of subsequences of $x$ of the second category, then x is convergent.

Proof. Following Keogh and Petersen (4), it will be shown that if $x$ is divergent, then $A$ sums a set of subsequences of $x$ of the first category. Suppose $x$ is bounded. A1so suppose that there exists row $p$ such that $\left(a_{p q}\right)_{q=1}^{\infty} \notin \mathrm{cs}$. Then there exists $\varepsilon>0$ such that if $N>0$, then there exists $m>n \geq N$ such that $\left|\sum_{q=n}^{m} a_{p q}\right|>\varepsilon$. Let $L$ be a nonzero limit point of $x$. For $N=1,2,3, \ldots$, let $E_{N}=\{y: y$ is a subsequence of $x$ and there exist $m>n<N$ such that $\left.\left|\sum_{q=n}^{m} a_{p q} y_{q}\right|>\frac{\perp L \mid \varepsilon}{2}\right\}$. Then for each $N, E_{N}$ is both open and dense. A1so, if $y$ is a subsequence of $x$ such that $A y \in \mathcal{C}$, then there exists $N>0$ such that $y_{2} \notin E_{n}$ for $n>N$. Therefore the set of all subsequences of $x$ which $A$ sums is of the first category.

Suppose now that $\left({ }_{p q}\right)_{q=1}^{\infty} \in c s$ for each $p$ and that there exists a row $p$ such that $\left(\mathrm{a}_{\mathrm{pq}}\right)_{\mathrm{q}=1}^{\infty} \notin \ell$. Let $\mathrm{L}_{1} \neq 0$ and $\mathrm{L}_{2}$
be two distinct limit points of $x$. For $N=1,2,3, \ldots$, let $E_{N}=\{y: y$ is a subsequence of $x$ and there exist $m>n \geq N$ such that $\left.\left|\sum_{q=n}^{m} a_{p q} y_{q}\right|>1\right\}$. Clearly each $E_{N}$ is open. Suppose a finite subsequence $\left(y_{1}, \ldots, y_{k-1}\right)$ of $x$ is given. Choose $n>N+k$ such that if $m>n$, then

$$
\left|\sum_{q=n}^{m} a_{p q}\right|<\frac{1}{\left(\left|L_{2}\right|+1\right)}
$$

Choose a subsequence $\left(a_{p q}^{(1)}\right)^{m}{ }_{q=n}^{m}$ such that $\left|\sum_{q=n}^{m} a_{p q}^{(1)}\right|>\left\lvert\, \frac{2}{\left|L_{1}-L_{2}\right|}\right.$ and either $a_{p q}^{(1)}=a_{p q}$ or $a_{p q}^{(1)}=0$ for $n \leq q \leq m$. Let $\left(a_{p q}^{(2)}\right)_{q=n}^{m}$ be defined such that $a_{p q}^{(2)}=0$ if $a_{p q}^{(1)}=a_{p q}$ and $a_{p q}^{(2)}=a_{p q}$ otherwise. Then

$$
\sum_{q=n}^{m} a_{p q}=\sum_{q=n}^{m} a_{p q}^{(1)}+\sum_{q=n}^{m} a_{p q}^{(2)}
$$

and

$$
\left|\sum_{q=n}^{m} L_{1} a_{p q}^{(1)}+\sum_{q=n}^{m} L_{2} a_{p q}^{(2)}\right| \geq\left|L_{1}-L_{2}\right|\left|\sum_{q=n}^{m} a_{p q}^{(1)}\right|-\left|L_{2}\right|\left|\sum_{q=n}^{m} a_{p q}\right|>1
$$

Hence each $E_{N}$ is dense. But each A-summable sequence of $x$ is in $\bigcup_{N=1}^{\infty} \sim E_{N}$. Therefore the set of subsequences of $x$ which A sums is of the first category.

Suppose now that $\left(a_{p q}\right)_{q=1}^{\infty} \in \&$ for each $p$. Since $x \in m$, by a familiar argument (3) A may be assumed to be row finite.

Let $w=\left(L_{1}, L_{2}, L_{1}, L_{2}, \ldots\right) . \quad$ By Theorem 1.6 there exists a subsequence $z$ of $w$ such that $A z \notin c$. Therefore there exists $\varepsilon>0$ such that if $N>0$, then there exist $m>n \geq N$ such that
$\left|\sum_{q=1}^{\infty} a_{n q} z_{q}-\sum_{q=1}^{\infty} a_{m q} z_{q}\right|>\varepsilon . \quad$ For $N=1,2,3, \ldots$, let
$E_{N}=\{y: y$ is a subsequence of $x$ such that there exist $m>n \geq N$ such that $\left.\left|\sum_{q=1}^{\infty} a_{n q} y_{q}-\sum_{q=1}^{\infty} a_{m q} y_{q}\right|>\frac{\varepsilon}{2}\right\}$. Since $A$ is row finite, each $\mathrm{E}_{\mathrm{N}}$ is open. Suppose that a finite subsequence $\left(y_{1}, \ldots, y_{k-1}\right)$ of $x$ is given. Let $N>0$. Since the columns of $A$ converge, there exist $m>n \geq N$ such that $\left|\sum_{q=k}^{\infty} a_{n q} z_{q}-\sum_{q=k}^{\infty} a_{m q} z_{q}\right|>\frac{3 \varepsilon}{4}$. But $A$ is row finite and each $z_{q}$ is either $L_{1}$ or $L_{2}$. Therefore ( $y_{k}, \ldots, y_{t}$ ) can be chosen such that $\left(y_{1}, \ldots, y_{t}\right)$ is a subsequence of $x$ and $\left|\sum_{q=1}^{t} a_{n q} y_{q}-\sum_{q=1}^{t} a_{m q} y_{q}\right|>\frac{\varepsilon}{2}$, where $t=\max \left\{q:\left|a_{n q}\right|+\left|a_{m q}\right|>0\right\}$. Let $\left(y_{t+1}, y_{t+2}, \ldots\right)$ be chosen such that $y$ is a subsequence of $x$. Then $y, \in E_{N}$, and $E_{N}$ is dense. But each A-summable subsequence of $x$ is in $\bigcup_{N=1}^{\infty} \sim E_{N}$, therefore the set of subsequences of $x$ which $A$ sums is of the first category.

Suppose now that x is unbounded and A is row finite. For $N=1,2,3, \ldots$, let $S_{N}=\{y: y$ is a subsequence of $x$ and there exists $m \geq N$ such that $\left.\left|\sum_{q=1}^{\infty} a_{m q} y_{q}\right|>N\right\}$. Each $S_{N}$ is open
since $A$ is row finite. Let $\left(y_{1}, \ldots, y_{k}\right)$ be a subsequence of $x$. Since $A$ is not Schur there exist $m \geq N$ and $n>k$ such that $a_{m n} \neq 0$ and $a_{m q}=0$ if $q>n$. Choose $\left(y_{k+1}, \ldots, y_{n}, \ldots\right)$ such that $y$ is a subsequence of $x$ and $\left|\sum_{q=1}^{\infty} a_{m q} y_{q}\right|=\left|\sum_{q=1}^{n} a_{m q} y_{q}\right|>N$. Thus $y \in S_{N}$ and $S_{N}$ is dense. But each A-summable sequence of $x$ is in $\bigcup_{N=1}^{\infty} \sim S_{N}$, therefore the set of subsequences of $x$ which $A$ sums is of the first category.

Suppose x is unbounded and row p of A has an infinite number of nonzero entries. For $N=1,2,3, \ldots$, let $S_{N}=\{y: y$ is a subsequence of $x$ and there exists $n \geq N$ such that $\left.\left|a_{p n} y_{n}\right|>1\right\}$. Each $S_{N}$ is both open and dense, and each A-summable subsequence $y$ of $x$ is in $\bigcup_{N=1}^{\infty} \sim S_{N}$. Therefore the set of subsequences of $x$ which $A$ sums is of the first category.

Example 4.1. The following example illustrates the necessity of the requirement in Theorem 4.1 that all columns of A be convergent. A similar argument shows the necessity of the same requirement in Theorem 4.3. Let $a_{p 1}=(-1)^{p}$ for $p \geq 1$ and $a_{p q}=0$ otherwise. Then $A$ is non-Schur. Let $x=(0,1,0,1, \ldots)$ and $T=\{y: y$ is a subsequence of $x$ and $\left.y_{1}=x_{1}\right\}$. Then $T$ is open, therefore by Theorem 1.14, $T$ is of the second category. But clearly $x$ is divergent.

Theorem 4.2. Suppose $A$ is a matrix with the following three properties:

$$
\begin{aligned}
& \text { i.) } \sum_{p=1}^{\infty}\left|a_{p q}\right|<\infty \text { for } q=1,2,3, \ldots ; \\
& \text { ii.) } \lim _{q} \sum_{p=1}^{\infty} a_{p q}=L \neq 0 \text {; and } \\
& \text { iii.) } \quad \sum_{q=1}^{\infty}\left|a_{p q}\right|<\infty \text { for } p=1,2,3, \ldots \text {. }
\end{aligned}
$$

The null sequence $x$ is in $\ell$ if $A$ maps a set of subsequences of $x$ of the second category into $\ell$.

Proof. Let $x$ be a null sequence not in $\ell$. Since $x$ is bounded and each row of $A$ is in $\ell$, by a familiar argument (3) A may as well be assumed to be row finite. Let $K=\{y: y$ is a subsequence of $x$ and $A y \notin \ell\}$. Let $\left(y_{1}, \ldots, y_{n}\right)$ be a finite subsequence of $x$ with $y_{n}=x_{m}$. Let $B$ be the submatrix of $A$ consisting of columns $n+1, n+2, \ldots$ of $A$. Let $z=\left(x_{q}\right)_{q=m+1}^{\infty}$. Since $B$ satisfies i.) and ii,), by

Theorem 3.1 there exists a subsequence $w$ of $z$ such that Bw $\notin$ l. Let $y=\left(y_{1}, \ldots, y_{n}, w_{1}, w_{2}, \ldots\right)$. Since $\sum_{q=1}^{n}\left|y_{q}\right| \sum_{p=1}^{\infty}\left|a_{p q}\right|<\infty$, then $A y \notin \ell$ and $K$ is dense in the set of all subsequences of $x$. For $N=1,2,3, \ldots$, let $S_{N}=\{y: y$ is a subsequence of $x$ and there exists $m>N$ such that
$\left.\sum_{p=N}^{m}\left|\sum_{q=1}^{\infty} a_{p q} y_{q}\right|>1\right\}$. Each $S_{N}$ contains $K$ and therefore is dense, but $A$ is row finite, therefore each $S_{N}$ is also open. If $z$
is a subsequence of $x$ such that $A z \in \ell$, then $z \in \bigcup_{N=1}^{\infty} \sim S_{N}$, therefore the set of all such subsequences is of the first category. This completes the proof of Theorem 4.2.

Let $E$ denote the space in which a point $t$ is a permutation $\left(t_{1}, t_{2}, t_{3}, \ldots\right)$ of the positive integers, and the distance between two points $t=\left(t_{1}, t_{2}, \ldots\right)$ and $s=\left(s_{1}, s_{2}, \ldots\right)$ is given by the Fréchet formula

$$
(t, s)=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left[\frac{\left|t_{n}-s_{n}\right|}{1+\mid t_{n}^{-s} s_{n}}\right] .
$$

Let E* be the space in which a point is a sequence of positive integers not necessarily a permutation of all positive integers, and the distance between two points is given by the above Fréchet formula. A 1-1 map pairing $E$ with the space of all rearrangements of a fixed sequence $x$ is therefore evident. R. P. Agnew (1) has shown that $E$ is a $G_{\delta}$ in the complete space $E^{*}$. Therefore by Theorems 1.16 and 1.15, $E$ is of the second category in itself. It is now natural to speak of a set of rearrangements of a sequence $x$ being "dense" or "of the second (first) category" in the space of all rearrangements of $x$.

Theorem 4.3. Suppose A is a non-Schur matrix with convergent columns. If $A$ sums a set of rearrangements of $x$ of the second category, then $x$ is convergent.

Proof. Following Keogh and Petersen (4), let $x$ be divergent. Suppose there exist a row $p$ and a rearrangement
$y$ of $x$ such that $\left(a_{p q} y_{q}\right)_{q=1}^{\infty} \oplus c s$. Then there exists $\varepsilon>0$ such that if $N>0$, then there exist $m>n \geq N$ such that

$$
\left|\sum_{q=n}^{m} a_{p q} y_{q}\right|>\varepsilon . \quad \text { For } N=1,2,3, \ldots, 1 \text { et } B_{N}=\{z: z \text { is a re- }
$$ arrangement of $x$ and there exists $m>n \geq N$ such that

$\left.\left|\sum_{q=n}^{m} a_{p q} z_{q}\right|>\varepsilon\right\}$. Clearly each $B_{N}$ is open. Let $\left(z_{1}, \ldots, z_{k}\right)$ be a permutation of a finite number of elements of $x$. Let $i=\max \left\{j: y_{j}=z_{t}\right.$ for some $\left.1: \leq t: \leq k\right\}$ and choose $\left(z_{k+1}, \ldots, z_{i}\right)$ from $\left(y_{1}, \ldots, y_{i}\right) \backslash\left(z_{1}, \ldots, z_{k}\right)$ in any order. Let $z_{q}=y_{q}$ for $q>i$. Then there exist $m>n_{2}(i+N)$ such that $\left|\sum_{q=N}^{m} a_{p q} z_{q}\right| \Rightarrow\left|\sum_{q=n}^{m} a_{p q} y_{q}\right|>\varepsilon$. Therefore each $B_{N}$ is dense, and since each A-summable rearrangement of $x$ is in $\bigcup_{N=1}^{\infty} \sim B_{N}$, the set of all such rearrangements is of the first category. Suppose that for each row $p$ and for each rearrangement $y$ of $x$ that $\left(a_{p q} y_{q}\right)_{q=1}^{\infty} \in c s$. Then by Lemma 2.2 each row of A is in l: Since $x$ is bounded, by a familiar argument (3) A may as well be assumed to be row finite. By Theorem 2.3 there exist a rearrangement $y$ of $x$ and $\delta>0$ such that if $N>0$, then there exist $m>n_{n} \geq N$ such that

$$
\left|\sum_{q=1}^{\infty} a_{n q} y_{q}-\sum_{q=1}^{\infty} a_{m q} y_{q}\right|>\delta .
$$

For $N=1,2,3, \ldots$ let $D_{N}=\{z: z$ is a rearrangement of $x$ and there exist $m>n \geq N$ such that $\left.\left|\sum_{q=1}^{\infty} a_{n q} z_{q}-\sum_{q=1}^{\infty} a_{m q} z_{q}\right|>\frac{\delta}{2}\right\}$. Since $A$ is row finite, each $D_{N}$ is open. Let $\left(z_{1}, \ldots, z_{k}\right)$ be a permutation of a finite number of elements of $x$. Let $i=\max \left\{j: y_{j}=z_{t}\right.$ for some $\left.1 \leq t \leq k\right\}$ and choose $\left(z_{k+1}, \ldots, z_{i}\right)$ from $\left(y_{1}, \ldots y_{i}\right) \backslash\left(z_{1}, \ldots z_{k}\right)$ in any order. Let $z_{q}=t_{q}$ for $q>i$. Then since each column of $A$ is convergent, there exist $m>n \geq N$ such that

$$
\begin{aligned}
& \left|\sum_{q=1}^{\infty} a_{n q} z_{q}-\sum_{q=1}^{\infty} a_{m q} z_{q}\right| \\
> & \left|\sum_{q=1}^{\infty} a_{n q} y_{q}-\sum_{q=1}^{\infty} a_{m q} y_{q}\right|-\frac{\delta}{2}>\frac{\delta}{2} .
\end{aligned}
$$

Thus each $D_{N}$ is dense. Since the set of A-summable rearrangements of $x$ is contained in $\bigcup_{N=1}^{\infty} \sim D_{N}$, it is of the first category.

In the case where $x$ is unbounded, the proof follows as in Theorem 4.1 with only slight alterations.

Lemma 4.1. Suppose each of $x$ and $a$ is a sequence such that $\left(a_{q} y_{q}\right)_{q=1}^{\infty} \in \operatorname{cs}$ for every rearrangement $y$ of $x$. If $\varepsilon>0$, then the re exists $N>0$ such that if $n \geq N$ and $\left(y_{q}\right)_{q=n}^{\infty}$ is a rearrangement of $\left(x_{q}\right)_{q=n}^{\infty}$, then $\left|\sum_{q=n}^{\infty} a_{q} y_{q}\right| \leqslant \varepsilon$.

Proof. Suppose the Lemma is false and $\left(z_{1}, \ldots, z_{k}\right)$ is a permutation of $k$ terms of $x$. Let $t=\max \left\{i: z_{q}=x_{i}\right.$ for
some $1 \leq q \leq k\}$ and choose $\left(z_{k+1}, \ldots, z_{t}\right)$ from ( $\left.x_{1}, \ldots, x_{t}\right) \backslash$ $\left(z_{1}, \ldots, z_{k}\right)$ in any order. Let $n \geq t$ such that there exists a rearrangement $\left(y_{q}\right)_{q=n}^{\infty}$ of $\left(x_{q}\right)_{q=n}^{\infty}$ with $\left|\sum_{q=n}^{\infty} a_{q} y_{q}\right|>\varepsilon$. Let $m>n$ such that $\left|\sum_{q=n}^{m} a_{q} y_{q}\right|>\varepsilon$. Let $z_{q}=x_{q}$ if $t<q<n$ and $z_{q}=y_{q}$ if $n \leqslant q^{*} \leq m$. This process may be continued, defining a rearrangement $z$ of $x$ such that $\left(a_{q} z_{q}\right)_{q=1}^{\infty} \notin c s$, a contradiction.

Theorem 4.4. Let $x$ be a null sequence and $A$ be a matrix such that each column of $A$ is in $\ell$ and $\lim _{q} \sum_{p=1}^{\infty}\left|a_{p q}\right| \neq 0$. If there exists a set of rearrangements of $x$ of the second category which $A$ maps into $\ell$, then $x$ is in $\ell$.

Proof. Let $x$ be a null sequence not in $\ell$. If there exists a row $p$ and a rearrangement $y$ of $x$ such that $\left(a_{p q} y_{q}\right)_{q=1}^{\infty} \oplus c s$, then by an argument similar to that used in Theorem 4.3, the set of rearrangements of $x$ which $A$ maps into $\ell$ is of the first category.

Suppose whenever $y$ is a rearrangement of $x$ that $\left(a_{p q}{ }^{y}\right)_{q=1}^{\infty} \in c s$ for each $p$. For $N=1,2,3, \ldots$, let $E_{N}=$ $\{z: z$ is a rearrangement of $x$ such that there exists $n>N$ such that $\left.\sum_{p=N}^{n}\left|\sum_{q=1}^{\infty} a_{p q}{ }^{z}{ }_{q}\right|>1\right\}$. By Lemma 4.1 each $E_{N}$ is open. Suppose $\left(y_{1}, \ldots, y_{k}\right)$ is a permutation of $k$ terms of $x$. Then $x \backslash\left(y_{1}, \ldots, y_{k}\right)$ is not in l. Let $B$ be the submatrix of $A$
consisting of the columns $k+1, k+2, k+3, \ldots$ of A. By Theorem 3.2, since $\lim _{q} \sum_{p=1}^{\infty}\left|b_{p q}\right| \neq 0$, there exists a rearrangement $\left(y_{k+1}, y_{k+2}, \ldots\right)$ of $x \backslash\left(y_{1}, \ldots, y_{k}\right)$ such that $\sum_{p=1}^{\infty}\left|\sum_{q=k+1}^{\infty} a_{p q} y_{q}\right|=\infty$.
Let $n>N$ such that $\sum_{p=N}^{n}\left|\sum_{q=K+1}^{\infty} a_{p q} y_{q}\right|>1+\sum_{q=1}^{k}\left|y_{q}\right| \sum_{p=1}^{\infty}\left|a_{p q}\right|$. Thus $y \in E_{N}$, and $E_{N}$ is dense. But any rearrangement $y$ of $x$ with the property that $A_{y} \in l$ is in $\bigcup_{N=1}^{\infty} \sim E_{N}$, therefore the class of all rearrangements with $A$ maps into $\ell$ is of the first category.

Example 4.3. The following example illustrates the necessity of the requirement "each column of A is in $\ell$ " in Theorem 4.4. For an arbitrary $n>0 \operatorname{let} A_{p n}=1$ for each $p$ and $a_{p q}=0$ otherwise. Let $x=\left(0,1, \frac{1}{2}, \frac{1}{3}, \ldots\right)$. Then $K=\left\{y: y\right.$ is a rearrangement of $x, y_{q}=\frac{1}{q}$ if $q<n$, and $\left.y_{n}=0\right\}$ is open, and therefore by Theorem 1.14 is of the second category. But Ay $\in \ell$ whenever $y, \in k$. Thus A maps a set of rearrangements of the second category into $\ell$, yet clearly $x$ is not in $\ell$.
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