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The purpose of this study is to develop a technicue by
which a physician may use a predetermined data base to de-
rive a preliminary diagnosis for a patient with a2 given set
of symptoms. The technique will not yield an absolute diag-
nosis, but rather will point the way to a set of most like-
ly diseases upon which the physician may concentrate his ef~-
forts. There will be no reliance upon a data base compiled
from poorly kept medical records with non-standardization of
terminology.

The significance of this study is that it frees the phy-
sician from a diagnosis based upon his subjective intuition.
This type of diagnosis has been useful in the pasZ, but with
new technigues and treatments becoming available zracticzlly
every day, the physician is in a position where he is firding
it increasingly difficult to keep up with the chances. IE
the patient is to receive the best possible care, there =ust

be a method available to the doctor which will enatle hi=x

|
1

o

0

provide that care in the shortest possible time. It is rnot in-

tended that this replace the doctor, but that it «wiZi Zfurrish

him with a tool which will aid him in providing zuelity patie

A Y

care.

Evaluation of test results and consideration <¢ifi alzter-




natives concerning diseases, prognosis, and treatment are among
the most time-consuming of a doctor's tasks. Any reduction

in this time would be of great value to doctors and their
patients,

The system as developed in the study utilizes the ROCOM
Health History Questionnaire, cepyright by Patient Care Sys-
tems, Inc., Darien, Connecticut, as a means of collecting
symptom data for each patient. For each of the 129 symnptoms
contained in the questionnaire a list of diseases was coﬁ—
piled from a standard medical reference. When the initial
list was completed a second list was produced frocz it wiich
was a cross-reference 1list containing each disezse anéd its
associated symptoms.

Conceptually, the system is a type of tree structure,.
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It begins with one symptom in the patient's syrmzto
Each disease which has that symptom is listed. 2z the tree

structure branches, the symptoms for each of the Ziseases

h

are next noted. At each symptom level in the tre

are eliminated according to a set pattern. The cricir
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This process continues until all symptoms are el:iziInatec.
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With the complete tree a linking of diseases f
the next is attempted and the number of matches Iz zcecurmuiated.
A separate tree is constructed for each sympton exZiZited Ly

the patient. When all possible trees are complezesf ani gl1

disease-to~disease matches accumulated, the dizezze with the




greatest frequency is considered to be the most likely. Out-
put from the system consists of a listing for each patient con-
taining the ten most likely diseases, their International Class-
ification of Diseases code numbers, and the relative freguency
of the disease.

While this study produces a workable tool for the phy-
sician to use in the process of medical diagnosis, the ult:i-
mate responsibility for the patient's welfare must still rest

with the physician.
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CHAPTER 1

INTRODUCTION

Background

In the area of medical diagnosis of diseacses, it 1s rnot
kpown, with any degree of certainty, exactly what process a
doctor utilizes in reaching his decision. It is thoughkt Ly
some that the process 1is one of pattern recogniticn. 7The
doctor npotes certain signs, symptoms, and results ot
clinical tests and recognizes a pattern which indicates the
proper classification. Another technique which ray ke us=ed
is the *"multiphasic screening" process, a gprocess of
elimination by means of which the diagnostician elizirztes
possibilities wuntil the proper diagnosis is achievei. Yat

another approach to the diagnostic probler is throuzh the

Wi

use of probabilities.

There are two ETLimary methods of approzacoing
probabilistic diagnosis. The first cf these, Zescriiei by

Ledley and Lusted (2,pp.13-15), 1is a ©purely Fayssian
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approach which utilizes a data base of historical cases from

hospital records to produce the initial prior probabilities.

The Bayesian approach in its form for medical diagnosis is

where

P{D|S)

P (5]D)

P (D)

P (S)

= P{S]D) P{B)
P (S)

is the probability of a disease (D)
given that the patient has a

symptom, or symptomr set (S).

is the probability of a syaptor, or
symptom set (S) given that a
patient has a specific disease (D).

Found from the initial data tase.

is the probability of a disease (D)
occurring in a given population.

Found from the initial data rase.

is the probability of a syaptcn o5t
symptom set (S5) occurring ’'in a
given population. Derived from the

Bayesian theoren.
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This approach assumes a large, availdble, and valid

source of medical data about which more will ke said later.

The second approach to probabilistic diagnosis,
developed by Gorry and Barnett {1,pp.%492-501), utilizes a
nsequential" format in conjunction with the basic Payesian
analysis. In this sequential process the diagnostician
begins with one symptom, or symptom set, which produces
basic probakilities of certain classifications ¢f diseases
given that the patient has that particular Syiptokn.
Selecting the branch with the greatest probakility reguoires
the input of another symptomr or symptom set whick yields jet
another set of probabilities. The procedure 22y Le
terminated at any point at which the cummulative probalility

reaches a certain predetermined level.

Thus far the majority of studies done in tiese areas
use the purely Bayesian approach. They make tlg azssuiption
that a valid, usable data base exists. In irnisrviewss and
corresrondence with a cardiologist, Donald Fzrnsegrail of

Dallas, Texas, a pathologist, John Childers of <=St. raul's

(% 7]
o]
+h
1
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m

Hospital, Dallas, Texas, a radiologist, LlLee Luste

University of Chicago Radioclogy Departrmerzt, Chicajc,

Iliinois, a psychologist, Edwin Mosely o©f szticunal

Y

Aeronautics and Space Administration, Johnscr ESjpacecraft




Center, Houston, Texas, there seems to be the general
agreement that no such data base exists. If these wmen are
correct, this means the work of Overall and Williaas "Models
pp. 134-1417 {(3), and Winkler, Reichertz and Kloss "Cozputer
Diagnosis of Thyroid Diseases: Comparison of Incidence Data

and Considerations of the Problem of Data Collection"™ in The

(4]

American Jounrnal of the Medical Sciences , Janpary, 1967,

PP 27-33 (4), and others may be of gquestiopable value
because of the use of inadequate data bases. The =major
difficulty 1is a relatively loose and non—standari systes of
medical record keeping. For example, in tke ¥inkler,
Reichertz and Kloss study, some difficulty arose as to the
proper definition of the symptom "lethargy". One group
considered the term to mean "tiredness"™ while another took
it to mean Mapathy". The result was a significarnt

difference in frequency of this symptom in two differ=nt

populations.

Purpose

The purpose of this study is to develop a technizse Ly
which a physician may use a predetermined “ata base to

derive a preliminary diagnosis for a patient wit: a give:n

-
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set of symptoms. The technique will not yield an absolute
diagnosis, but rather will point the way to a set of umost
likely diseases upon which the physician may concentrate his
efforts. There will b2 no reliance on a data base compiled
from poorly kept medical records with non-standardization of

terminology.

Significance

The significance of this study is that it frees the
physician trom a diagnosis based upon his subjective
intuition, This type of diagnosis has been useful in the
past. But with new techniques and treatments becoming
availlable practically every day, the physician is 1in a
postion where he is finding it increasingly difficult to
keep up with the changas. 1If the patient is to receive the
best possible care , there must be a method available to the
doctor which will enable him to provide that care in the
shortest possible time. It is not intended that this
replace the doctor, but to provide him with a tosl which

will aid him in providing quality patient care.

Evaluation of test results and consideration of

alternatives concerning diseases, prognoses and treatment




are among the most time-consuming of a doctor's tasks. Any
reduction in this time would be of great value to doctors
and their patients. 1In any case the ultimate responibility

for the patient's welfare rests with the physician.

Limitations

Because of availability of computer hLardware, this
study was limited to programs designed for a syster &so
larger than the IBM 360 model 50, Few hospitals, with the
exeption of some major medical research centers, have rore
sophisticated systems. The programs developed during the
course of this study will be of use in the average hospitzal

computer facility.
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CHAPTER II

THEORETICAL BACKGEOUND

The Beginning of Inguiry
Until the late 1950's there was but passing interest in
the field of wmathematical or gquantitative technigunes irn
medical diagnosis. At that time Ledley and Lusted wrote
their classic work "Reasoning Foundations of Eefical
Diagnosis" in which they attempted to describe the prccesses
which a physician wutilizes in reaching a diagzrcsis,

including intuitive reasoning.

If a physician is asked , "How do you make a
medical diagnosis?" his explanation of the process
might be as follows. "“First , I obtain the cace
facts from the patient's history, physical
examination, and lakboratory tests. Second, I
evaluate the relative importance of the differernt:
signs and symptoms. Some of the data may be of
first-order 1importance and other data of less

importance. Third, to make a differential
diagnosis I 1list all the diseases which t:e
specific case can TrTeasonably resemble. Thez I
exclude one dJdisease after another from the list
until it lecomes apparent that the case can :e
fitted 1into a definite disease category, or tkat
it may be one of several possible diseases, cor
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else that its exact nature cannot be determined.®
This, obviously, is a greatly simplified
explanation of the process of diazgnosis, for the
physician might also comment that after seeing a
patient he often has a "feeling about the case."
this "feeling", although hard to explain, may be a
summation of his impressions concerning the way
the data seem to fit together, the patient's
reliability, general appearance, facial
expression, and so forth; and the physician might
add that such thoughts do influence the considered
diagnosis. No one can doubt that complex
reasoning processes are involved in making a
medical diagnosis. The diagnosis 1is important
because it thelps the physician to choose an
optimum therapy, a decision which in itself
demands another complex reasoning procesS.....

Medical diagnosis involves processes that can
ba systematically analyzed, as well as those
characterized as "“intangible." For instance, the
reasoning founjations of medical diagnostic
procedures are precisely analyzable and can be
separated from certain considered intangible
judgements and value decisions. Such a separation
has several important advantages. First,
systematization of the reasoning process enables
the physician to define more clearly the
intangibles involved and therefore enables him to
concentrate full attention on the more difficult
judgements. Second, since the reasoning processes
are susceptible to precise analysis, errors from
this source can be eliminated. (7,p.9)

The article covered the areas and techniques which

in use from that time to the present.

Two well~known mathematical disciplines,
symbolic 1logic and probability, contribute to our
understanding of the reasoning foundations of
medical diagnosis; a thirgd mathematical
discipline, value theory, can aid the choice of an

have
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optimum treatment. These three basic concepts are
inherent in any medical diagnostic procedure, even
when the diagnostician utilizes then
subconsciously, or on an “intuitive" level.

....the logical concepts inherent in nmedical
diagnosis emphasize the fundamental importance of
considering combinations of syaptoms or symptoz
complexes in conjunction with combinations of

diseases or diseass complexes . This point is
enphasized because often an evaluation is made of
a sign or symptom by itself with respect to =2ach
possible diseasz by itself, whereas consideration
»f the combinations of signs and symptoms that the
patient does and does not have in relation to
possible combinations of diseases is of prirzary

importance in diagnosis

The probabilistic concepts inherent in
medical diagnosis arise because a medical
diagnosis can rarely be @made with absolute
certainty; the end result of the diagnostic
process usually gives a "most 1likely" diagmnosis.
The logical considerations present alternative
possible dis2ase complexes that the patient cax
have; the purpose of the probabilistic
considerations is to determine which of these
alternative disease complexes is "most likely" for
this patient.

The value th2ory concepts inherent in medical
diagnosis and treatment are concerned with tte
important value 3ecisions that the diagnosticiac
frequently faces when he 1is choosing betwesz
alternative methods of treatment. The problen
facing the physician is to choose that treatment
which will maximize the <chance of curing tte
patient under the ethical, social, economic, actni
moral constraints of our society. (7,p.10)

13
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Development of Theory

The majority of work to date has been concerned with
studies in applications of formal probability theory to
medical diagnosis. Overall and Williams in an article
entitled "Models for Medical Diagnosis"™ coabined the
concepts of probability theory with discriminant analysis to

arrive at their final recomnendations.

The general approach which the writers
consider to be practical involves the making of a
series of decisions, each decision delimiting
further the number of diagnostic classifications
to be considerad in subsequent decisions. At each
stage the amount of information to be consida2red
must be reduced to reasonable magnitude by
searching for those few signs and symptoms which
provide maximum discrimination between all of the
diagnostic groups to which the patient might
reasonably belong at that stage in the process of
diagnosis. As a result of successive decisions,
the numbar of diagnostic categories is reduced and
new measures are sought which maximize
discrimination between the remaining groups. The
total problem in establishing such a comprehensive
system reduces to that of deciding how many
decisions are necessary and what information is
necessary for =ach.

«s+sThe first step in developing a
comprehensive diagnostic system involves the
identification of a small number of signs and
symrptom measures which maximizes discrimination
between all of the diagnostic groups. It should
not be difficult to determine empirically which
single signs and symptoms are of most use in
discriminating between the many disease groups.
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Once the set of measures to be used in making
the initial diagnostic decision has been selected,
either the multiple discriminant function model or
the frequency model can be employed to yield the
probability values actually used in the initial
classification of a patient., ({9,pp.139-140)

During the mid 1960's there was a noticable decrease in
interest in gquantitative diagnosis as evidenced by the lack
of publication im this arsa. However in 1967, three German
physicians, Winkler, Reichertz and Kloss published the
results of a study which touched off a flurry of articles
and books on the subject. Their study "Computer Diagnosis
of Thyroid Diseas2, Comparison of Incidence Data and
Considérations on the Problenm of Data-Collection™ (15) used
as its base an earlier article by Fitzgerald and Willianms,
"Computer Diagnosis of Thyroid Disease" (2)}. Both studies
were strictly Bayesian in nature. That 1is, they relied
heavily on the frequency theory of ©probability in
determining prior probabilities for use with the Bayesian
theorem. The study by Winkler, Reichertz and Kloss used a
popalation of 974 cases from which the results of seventeen
clinical signs and five 1laboratory tests were collected.
From the frequencies of occurance of sach of the signs and
test results, probabilities were calculated. The rosults of
these studies were duplicated by this writer in a

preliminary study for the present project. Results from
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this preliminary study are compatible with those of the
Overall and W®illiams and Winkler, BReichertz and Kloss
studies. It was these studies which prompted the present

study.

The use of Bayesian probability was taken to task in
mid-1967 by Vanderplas in an article in Cosputers and

Biomedical Research entitled "A Method for Deterzining

——_— i o it o - Ao

Probabilities for Correct Use of Bayes' Theorem in ¥edical
Diagnosis" in this article Vanderplas attacked not tke use

of Bayes! theorem, but the inappropriate use of it. Ee

..-.0utlines an empirical procedure, easily
implemented by computer, for (1) determining tke
number of mutually exclusive [symptom sub set] ir
a given [disease set] for a patient population a:ri
{(2) deriving from those subsets the correct
probabilities necessary for proper application of
Bayes's Theorem to the determinatiosn of posterior
probabilities of diseases, given a vparticular
{ symptom sub set] for members of the populatiorn,
(12,p.215)

He emphasizes the proper use of the proca2Zzras by
presenting several assumptions which most of the resez-chers
have used which violate the concepts inherent iz the

theoren.

A book by Bailey entitled The Mathesmatical Zprrpzck to

i —— ——— — e . -
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Methods of Medical Diagnosis®", with the necessity for the
development of mathematical tzchnijues for medical

diagnosis.

Few would de=ny that the whole process of
diagnosis 1is of central importance in medicine,
and that the procsss demands, wmoreover, a high
degree of skill, knowledge and imagination in its
practitioners, It is also universally recognized
that the accuracy of a diagnostic decision and
speed with which it can be reached vary enormously
according to the patient's condition; the 3lata
available on his individual symptoms, signs and
laboratory tests; the general body of medical
information about th2 occurence of such observable

material over a wide range of alternative
diseases; and the ability of the clinician
himself. Moreover, the medical treatment adopted
and the patient's expectation of recovery

frequently depend on early and accurate diagnosis.
With such tremendous variations in the effective
efficiency of diagnostic procedures it is quite
natural to +try to determine the circumstances
under which optimal results can be achieved.
Physicians have, of «course, been making this
attempt, with different degrees of success, for
centuries. But with modern methods of diagnossis
and treatment, using all the special skills of
science and technology, the ©potentialities for
success have been greatly enhanced in recent
years. It is therzfore important to have precise
methods for discussing, investigating, evaluating
and controlling the process of diagnosis....the
best way of achieving precise logical thought is
by a mathematical approach. This approach can, in
principle, be adopted no matter how difficult and
complicated the subjact. Indeed, if there are a
large number of interdependent factors all showing
appreciable natural variation, it is only by using
an appropriate statistical method that the complex
pattern of correlated effects can be handled with
a reasonable degree of efficiency. And if the
numbers of factors or items of data are very large
it may be desirable, or even necessary, to uss an
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automatic computer in order that the required
results can be obtained in a sufficiently short
peroid of tinme, This attitude by no m2ans
depreciates the value of insight and imagination.
On the contrary, it allows these faculties greater
scope by arranging for all tasks that cap be
couched in numerical and 1logical terms to be
handled by mathesmatical and computer technigues.
(1,pp.238—239)

He continues in the chapter to recommend the use of
Bayes' theorem for the solution to the problem of predical

diagnosis.

The following year, 1968, an article in Computers arni

Diagnosis® by Gorry and Barnett for the first time took
exeption to the use of Bayes' theorem as the only =sodel to

be used.

In recent years, a number of studies of the
use of computer programs in diagnosis have been
performed. Central to each of these efforts has
been the development of an explicit, precisely
formulated procedure for diagnosis. Such a
development is a prerequisite for cozputer
prograns of this type. 1In general, attention has
been focused on models of the inference functiox
of diagnosis, the development of a diagnosis frox
the given set of clinical signs. Some interesting
probabilistic models have been developed whichk
employ Bayes ruls.

Bayes rule has understandable appeal for ase
in such a m®model. First, it permits the usz of
probabilities in inference. This is preferakble to




a deterministic approach, because it reflects sozme
of the basic uncertainties of diagnosis. Llso,
Bayes rule provides a rational means for
considering both a priori belief about the
incidence of various diseases and the evidesnce
embodied in the clinical signs in a given case.
Finally, the formulation of the inference function
in terms of Bayes rule is particularly suited for
incorporation into a computer program. Given the
necessary statistical data, the problex of
inference 1is thereby reduced to a problea of

computation.

While the Bayesian model is well suited for
computer diagnosis, there are certain proilesxs
associated with its use. First, the xojel
requires that extensive statistical data tLe
available for the given area., The collection and
processing of this data may be a very forzidable
task. There are alsoc problens in procarly
accounting for the dependence of various signs and
the possibility of the simultaneous occurence of

more than one disease. In spite of tiese
difficulties, a number of investigations of the
use of the Bayesian nodel have obtzirzed

encouraging results.

eswesd given set of tests are performed or the
patient, and the test results become the inp:tt to
the program. Through the use of Bayes rule, the
program computes the <conditional probatility
distribution for the diseases in question. T-is
distribution constitutes the diagnosis proviieZ uy
the program.

r

..e.s.dlagnosis, then, consists of two =rajor
functions, inferance and test selectifOfe....z LOTE
complete model of diagnesis must provide for %
interaction of these two functinzs.
{3,pp.490-492)

16
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Gorry and Barnett include in their discussion a
procedure for employing the seguential test selection
function based on the cost of misdiagnosis, in an attespt to
find which of several different techniques would provide the

best diagnosis in thyroid patients.

The three models used by KNordyke, Fulikowski and
Kulikowski in their study "A Comparison of Methods for the

Automated Diagnosis of Thyroid Dysfunction® in Computers acd

Biomedical Research were the Bayesian rnodel, the licear

discriminant model and the pattern recognition wpmethksi of

class.,

A simulation of the doctor's jiagnostic
process is probably the first apcroach that
appeals to the designer of a computer prograr for
medical diagnosis. This is impossible, since the
induction performed by a physician follows =o
clearly defined rules and the computer needs rules
to classify patients into disease categories. Ezt
when diagnosis is posed as a probler of
classification the methods of decisior theodry,
discriminant analysis, and pattern recognitio-
become immediately applicable. The <coxtuter
use a fixed decision rule based oz a
"experience" of many relevant case histories,
contrast to the flexible recognition of tke doc
based on more linmited eXperiencl.....
advantages of spesd and consistency =xake s
progranms good screening tools and couli supplen
the short supply of specialists in variois fiel
of medicine.

=
B0
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eessto d0 this, three mathematical zolels
were compared: a simple Bayes =amodel, a linezr




discriminant function, and a pattern recognition
method. such a systematic comparison was nezded
before it could b2 decided which methods were the
most valuable clinically.

1. The Bayes Model. When this model is used
with a first-order approximation to conditional
probability, it is the simplest and most popular
mathematical nod=l appllad to automated diagnosis.
Its principal feature is that it relies only on
the first-order probabllltles of patient
characteristics (symptoms, signs and laboratory
testsy}, rather than on higher—-order Joint
probabilities of characteristics. Cozpater
programs using this method, therefore, rezuire
less storage and computer time than those using
other methods.

2. Tha Linear Discriwminant Model. This
method incorporates in its classification rule the
effects of correlation or secondi~ordier
interdependence between characteristics. The
approach is to find a weighted sum or linear
combination of the measurements, such that the sun
will take on very different values for mexzters of
different diagnostic categories, It is test
suited for continuous data sanpled froz
multivariate normal distributions.

3. The Pattern Recognition Method of C
Featuring Information Compression. This te
attempts to extract the most characteri:
features of each diagnostic category, rather
trying to discriminate directly tzt;
categories. A patient is then classified izto the
category with which his data shares the rost
features. (8,pp.375-377)
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This study reached the conclusion that tkte ayes
method performed significantly better than the others ¥hezxn

laboratory tests are included in the initial sysptoz set.
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Other Studies

Since 1971 there has been a lack of any new or
different nodels proposed for gquantitative diagnosis.
Several studies have proposed aids to diagnosis and general
models for better utilizatiom of hospital services, such as

room occupancy and housekeeping chores.

Ssome of the studies were directed tcward systezs of
diseases «c¢lassification as 1in the BHurtado and Sreenlick
study "A Disease <(lassification System for :nalysis of

fhedical Care Utilization, with a Kote o©on Sycfptcrn

Classification® thelr study

.e..S5e2KkS to identify sigrnificent
determinants of medical care utilizatier 1ty
investigating the relationships among racrgroung
characteristics of patient populations, Z2isease
patterns, and medical care wutilization. It wzs
posited that different sets cf ‘tacligrooni
characteristics are significant deterzinants of
medical care utilization 1in differezt <Ziscacse
sSituations.

The emphasis is on studying the full rzrzse cf
medical care services, 1including fprcfessicral
visits in the clinic, home, or emergercy TIcc:o,
hospital services, telephone calls anc letters,
and laboratory and x—ray services. Since the vast
bulk of morbidity in our society is treazei
outside of hospitals, the disease classificaticu
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system was designed primarily to reflect this
broad spectrum of conditions and does not provide
a fine breakdown of diseases for which
institutional care is required.

Since the general analytic framework of the
study is based on the hypothesis that different
sets of background characteristics are significant
determinants of medical care utilizationm in
different situations, it was necessary to design a
disease classification system focusing on the
impact of diseases on individuals' wutilization
behavior. (5,p.236)

In a study by Whinery (14) which was prepared at tkhe
University of Texas, M.D.Anderson Hospital and Tuozor
Institute, Houston, Texas for the National Aeronautics an2
Space Administration, Manned Spacecraft Center, a prograz
was developed which was of the diagnosis aiding type. Ttis

program is a comprehensive analytical program for t:

t

acquisition, analysis and display of electrocardiogram catz.

34
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While this ©program does a vast amount of analysis,

decision making is left entirely up to the physician.

More recently, another of the diagnosis—aiding type £
systen was developed which could have been useful, Pzt

stopped short of its full potential. Warner, Olmstead a:i

[ 4]
H
[N
R

Rutherford's study "HELP-A Program for HMedical Decis

from which the physician may make his diagnosis.




21

The program (HELP) is designed to help the
physician or nurse with the intellectual task of
recognizing the occurrence of preset conditions
which indicate nodes of decision points 1in a
patient's illness. Such a node may arise from one
or more new entries into the patient's record.
Fach of these decisions must represent the best in
current medical knowledge and be easily modified
without alteration of the program itself as new
information becomes available. The form in which
these decisions are specified must be
understandable to the physician. The data base
upon which decisions are made may originate from
entries, auttomated reading of physiological
transducers or laboratory devices (autoanalysers,
etc) or as the result of prior decisions made by
HELP itself, thus establishing a hierachial data
structure and information system. The system also
provides ready access, not only to raw data and
trends in any variable, but to all currently

relevant deczisions previously made on a
patient.... The basis for each decision \is
displayed to the physician on reguest so that he
may review the pertinent data himself.

(13,pp.65-66)

Completion of the Cycle

As reported in Time wagazine, January 28, 1974, a tean
of physicians and scientists from Tufts University School of
Medicine and Massachusetts Institute of Technology have

taken a new look at one aspect of the medical decision

making problem.

When the researchers began trying to writz a
decision—making computer program three years ago,
says Dr. william Schwartz, chairman of the
department of medicine at Tufts Univeristy School
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of Medicine and spokesman for the group, they
discovered that little was known about how
physicians arrived at their complex decisions.
"Medical school emphasis enphasizes the
acquisition of specific factual data," Schvartz
says, " but it has paid remakably little attention
to the decision—-making process.™ Thus he and his
colleagues are analyzing how a doctor decides on
such serious treatment as abdominal surgery.

A first—-stage result of their study is a
computer program that duplicates some of the
mental processes of a highly skilled physician.
Using acute kidney failure as an experimental
model, the ressarch group programmed the machine
to weigh the risks and benefits of various tests
and treatments and to consider such factors as thre
patient's attitude toward surgery. "We find it is
like playing chess," says Schwartz. "Doctors
don't make Jjust one isolated move, th2y havz to
look ahead at what else 1is 1likely to happern.”
(10,p.49)

The original articles, published as a serles iz

22

American Journal of Medicine (4;6;11) have coapleted the

i —— e . . i s ——— ——— v . o

cycle from the first of the articles cited wvhich dealt

the

Wit

attempt to discover how physicians reason, to attezpts

to develop specific techniques of diagnosis and back to

problem of how decisions are nade.

tre
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CHAPTER III

EVOLUTION OF THE PRESENT STUDY

The present study began in 1970 as an investigaticn of
the applicability of the Bayesian theorer toc zeiical
decisiocn making. It was conceded that the_Bayesian thecres
had application to this area and work begar toward tie ent
ot developing programs and procedures for 1ts

implementation.

A pilot study , wutilizing +the PBayeslan Theorer axud
baosed on two previously cited papers, Ly Cveral. axnd
Williams and Riechertz, Winkler and Kloss was ccecnizucteZ

which reproduced the results of both stodies. 7The riict

ty

study utilized the data collected by the twc strdies =
basis for computations. Flowcharts, using Rreriacn ¥atilcual
Standards Institute (ANSI) symbols, for thke pilct stz2y are
included as Appendix A. The computer progras, writte:r Tzicg

the ANSI FORTHAN language, is included as 2rrercix E.

The study produced the same results as tucse <i 1tie

(R 1]
'!.
§-d
0
tn
W

Overall and Williams and Reichertz, wiz¥ler

o
T
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studies in that a diagnosis was reached for thyroid disease
in each of the test cases used. The decision table which
sas calculated using the program is included as Appendix C.
Actual output from the program showing Bayesian

probabilities of diagnoses are found in Table I.

The methodology of the pilot study was to first
establish the set of relevant symptomss, signs and clinical
tests which are applicable to thyroid disease. Table II is
a listing of the set. Symptoms and signs 1 through 17 are
obsarvable through a physical examination of the patient, 18
thraugh 42 are four clinical tests and their ranges based on
the test results. Using then the prior probabilities from
the previous studies for P(S|D) for esach of the symptoms and
disesases and P (D) for each disease, P(S) was computed from
the basic formulation: P(S51) ==§i P(Si|Dj) P{D]). The
necessary elements werz then at hangzgor the computation of
p(Dj}Si) which is found by the Bayesian Theorem for medical
diagnosis:

P(Djisi}y = PB(Silbj)_P{(D]}
P(5i)

For a patient with a given symptom set the probability
of each disease given that symptom set is the pmultiplicative

probability of the P (DjjSi) for each of the Si prz2sent in




TABLE I

BAYESIAN DIAGUHOSIS OUTPUT

THE PROBABILITY THAT PATIENT NUMBER 1
HAS HYPERTHYROCIDISM IS 1.00000
THAT HE HAS HYPOTHYROIDISHM IS 0.000600
AWND THAT HE HAS EUTHYROCIDISM IS 0.00000

THE PROBABILITY THAT PATIENT NUMBER 2
HAS HYPERTHYROIDISH IS 0.00000
THAT HE HAS HYPOTHYROIDISM IS 1.00000
AND THAT HE HAS EUTHYROIDISH IS5 0.00000

THE PROBABILITY THAT PATIENT NUNMBER 3
HAS HYPERTHYROIDISM I8 0.00000
THAT HE HAS HYPOTHYROIDISY IS 0.00000
AWD THAT HE HAS EUTHYROIDISH IS 1.00000

27
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41.
42,
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TABLE IL

THYROID STIGHS, SYNPTOHNS

AND CLINICAL TESTS

Hervousness

Heat sensitivity
Perspiration

Appetite gain

Yeight loss
Hyperkinetic movements
Warm, moist skin

Light finger tremor
Lethargy

Cold sensitivity
Decreased perspiration
Appetite loss

Weight gain

Slower movements

Dry, rough skin

Face edema

Eye symptons

BMR under =490
~-40 to 0
1 to 20
21 to 45
over 45

PBI under 2.3

2.3 to 4.¢C

4.1 to 7.0

7.1 to 9.6

over 9.6
1311 uptake, 6 hour value

under 4

4 to 6

7 to 20

21 to 37

over 37
1311 uptake, 24 hour value

under 6

6 to 13

14 to 34

35 to 55

over 55
Serum T3 under 25

25 to 27

27 to 34

34 to 36

over 36
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the symptom set.

The tentative decisior was made to expand Bayesian
probability to a general diagnostic procedure. A search

through a source of disease classifications, Interpational
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providing for diagnosis of several thousand possible
diseases. Relevant symptoms involved in such a procedure
would be on the same order or gJreater. ¥hile tke task

looked massive, it was felt that the project could be
handled with appropriate use of magnetic tape ané 2isk

units,

2 search was then begun to locate a data bas2, or =2
group of data which might be adapted for use as a Zata LasSe.
In an effort to discover the proper method <£sr Zata
collection, a trip to John Sealey Hospital, Univarsity of
Texas Medical Branch in Galveston, Texas was made. ¥+ was
there that Reichertz did much of the prelizinary ¥zrx for
his study on thyroid disease. Reichertz had retzroei 5
Germany prior to the visit and an interview was zrranged
with Robert Peake, a researcher in thyroid disease iz tkhe
pivision of Endocrinology. Peake was rost helpfazl in
revealing the difficulties involved in assesbling 22tz for

the proposed study. A number of patient data files were
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provided and a detailed search made through cach in an
attenpt to isolate the pertinent signs and sysptoans as
listed in Table II. Little difficulty was encountered in
noting clinical test results as they were listed in patient
files on separate laboratory report forms. Signs and
synptoms however pos2d quite another problem. It was found
that in medical schools in general, no standardization of
notation for signs and symptoms is tauwght. Each physician
uses his own style of notation and frequently uses his own
shorthand method for write up of narrative case histories.
additionally, patient files are maintained for considerable
periods of time, often covering several volumes of material
amounting to over one thousand pages per patient. Data thus
compiled would be of little use to anyone other than the
physician who originally wrote it. It soon became apparent
that the task at hand was to find a source of data which haid
been kept in a more orderly fashion, perhaps with a view
toward a computerizazd base of some type, or alternatively,
to collect data at the source after having designed tkhe

inpat format.

Because of the lack of uniformity of medical records as
found at John Sealey Hospital, a trip was made to the IBX
Corporation offices in Kouston, Texas where an 1interview

with George Junkin of the Data Processing Division was
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conducted. Information concerning an experimental systez
developed by IBM known as the "Clinical Decision Support
System (CDSS)}" was provided by their office. IBM's CDSS was

designed to have the capabilities:

....to acquire, record, organize and sumrarizes a
good general medical history without effort on the
physician's part.

-s+.t0o assure good medical records with a minimue
effogt by the physician or his aides in creating,
maintaining, summarizing, organizing, indexing, or
retrieving them.

-«ssto expand the range of tasks he can
responsibly delegate without loss of authority or
control,

-..-t0 capture patient data in machine-readable
form at the outset, obviating the need for ex post

facto conversicn of «conventional records for
administrative, financial, billing, schedulirg,
statistical and other purposes in his office
and/or hospital.

«-s-to provide himself unfailing reminders of
diagnostic possibilities, and of procedural or
treatment caveats.

«+++t0 perform calculations such as, for eracple,

chemical and fluid dosages in metabolic problees,

radiation dosages in tumor therapy, T3
measurements and interpretations, or
cardio-pulmonary function measurements an?
interpretations, using appropriate algorithas tke

physician has specified.

«east0 furnish patients with individcalizesd
written instructions, designed by the physiciac,
regarding medications, diets, way of 1life, etc.,
with maintenance of the record of such advice.
««..to communicate more fluently with ©patierts
vhen there is a physician-patient languags
barrier.

-«=-t0 make appropriate reports of a given itez to
different recipients....

It is important to note that CDSS cozputer
programs are not intended to handle all aspects of
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nedical data processing, (2,pp.376)

Specifically excluded from CDSS capabilities are the
functions of administrative jobs, instruction, medical
library, thesaurus of wmedical terms, medical logic and

diagnosis.

Due, in part, to a lack of funding and the
nonstandardization of medical records the CDSS project is

currently discontinued.

Further searches were made to find a data base in
Dallas, Texas at Southwestern tedical School and at
University of Oklahoma Medical School Computing Center in
Oklahoma City, Oklahonma. At both locations data has been
collected for statistical use, but was kept in aggregate
form rather +than for individual patients. 1In that form,

which could not be modified, the data was not useable.

Additional checks were made at the Nacogdoches Memorial
Hospital where the Adwministrator, Glenn Heifner, cooperated
in screening several sets of patient records. Here too, the
same problem which was found to exist at John Sealey
Hospital, that of lack of uniformity of medical records, was

encountered.
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A visit to the Stephen F,. Austin State University
Student Health Clinic revealed that data was being actively
kept for about ten thousand students currently enrolled in
the University. Data was collected for statistical
reporting by patient visit to the clinic. For each patient
visit a card was punched which had data for identification,
sex, classification, marital status, date of birth, type of
service, newvw or rep2at visit, diagnostic code, operation

code, outside visit and a clinician's code.

Using two simple programs the data contained in card
form was transferred to magnetic tape, sorted by disease
classification code (DCC) and by student identification
number, and matched against the University's Student Master
File to provide a listing by which data could be collected
from Student Health Clinic files, which are filed by student

name,

The time period selected for study was Aapril 1, 1973
through August 31, 1973, During June, 1973 many of the
Disease Classification Codes were changed or extended by
University Physician, Ralph Bailey, for clarification. A
short program was written which converted DCC*s from the old
system to the new system sSo the curremnt DCC's would be

compatible with those used earlier.
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Work then proceded toward collecting data from patient
files. With Dbest effort, working as steadily as possible,
the maximum number of records obtainable was on the order of
about five per hour. It was estimated that full time work
to cover the available records would amount to several
thousand man hours of labor. Because of the time reguired
and the other factors mentioned, the hand collection of data
was deemed infeasible, These findings are supported by
those of Gustafson, Kestly, Greist and Jensen in their paper

"Initial Evaluation of a Subjective Bayesian Diagrostic

Computer-aided medical diagnosis using Bayes®
theorem (a formally optimal method of revising
prior opinion in the light of new evidence) has
been a promising area of research for some tise
but has had little real impact on the practice of
pedicine. Among the reasons for this ... FKay be
mentioned insufficient data bases resulting frorn
the inaccessibility and poor guality of medical
records; incorrect aggregation of data resulticg
from conditional dependence of data; and a=z
inability to incorporate new information into the
diagnostic model because of the Jdifficulty of
collecting sufficient data to develop new
likelihood estimates.

One solution to some of these protblems wouiZ
be to delay further research and implercentatiorn of
computer—aided diagnostic systems unitl adeguate
data Dbases have been developed. Then conditional
dependence could be identified and accounted for
by existing statistical methodologies, althozgk
the addition of new symptoms would still not te
feasible, Research being conducted in this area
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i5 essentially focusing on the development of
better medical information systems, including
computerized interviews and record systems. While
their potential and need are apparent, these
systems have generally not been implemented
outside their research-based environments:; thus
the data bases collected are guite small and often
describe special populations.

Another solution to the data—-base problem is
to obtain the 1likelihood estimates required for
Bayes' theorem through sources other than nmedical
records. {1,pp.204-205)

The decision was then wmade to develop a method of
madical diagnosis which was not dependent, to so great an
extent, upon Bayes theorem. The resszarch approach +to be
used would be one in which no compilation of medical history
data would be requirad. A large data base would be
necessary, but it was to be developed from data gathered
from sources other than nmedical histories. Constraining
factors for the new method were that it provide a list of
diagnoses which would be ranked, if possible, and that the
method be compatible with existing medical record-keeping
practices to keep it within a reasonable cost range and that

it be useful in practice as well as in theory.
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CHAPTER IV

CONCEPTION AND EXECUTIOK

Developrent of a Data Base

The decision to change to a wpethod other than the
Bayesian theorem was influenced in part by a svitchover rade
by the Stepben Y. BAustin State University Student Bealtkh
Clinic. Upiversity Fhysician Ralph Bailey adopted the ECCCY
Health Fistory (uestionaire (2) for use ir collecting
patient data. The ccerplete guestionaire is regproduced in
Appendix D by permission of the publisher, Fatiert Care
Systems, Inc., Darien, Connecticut. ZEach patient eztering
the clinic for treatment completes the guesticnaire prior to
seeiny cpe of the physicians. Conpleted guestionaires ther
becore part of the patient's permanent file isn tie (linic
and 1s wused Lty the physician as a tasis for &iag:zcsis of

patient's cozplaint.

It was felt that data collected £y the aflex

questicnaire might serve as a basis for gractitative

37




diagnosis. As a result of previous experience in cdllecting
syapton data from patient files, it was considered
infeasible to attempt to build a data base for prior

probability computations from the ROCOM form.

There being no viable method available for utilizing
the data at hand, an attempt was made to develop a nethod

which would be independent of prior probabilities.

The new method began as two separate lists, onz listing
each symptom and the diseases which have that syrptoa in
common, and another listing each disease and the synptors
which are found in it., A merging of these two lists irto =z
common list with the patient's symptom set as ar 1iciex
should provide a set of possible diseases which the patiert

could have.

Initial compilation of the diseases found for eaczchk of
the symptoms on the ROCOM questionaire was a manual listincz
made during the course of several weeks. A standard nefical

reference, Symptom Diagnosis , {3) and a medical dictiozacy,

3]
0

Taber's Medical Dictionary , (1) were used as so5ifce

he
0
t._"

material for this step. The resulting list contairei ¢

of the symptoms from the ROCOM form, numbarel z

r!

w

corresponding questions, and the Disease Classificatiosz Zzi3

{(PCC) for each of the diseases which have that syaztca.
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dppendix E 1is a 1listing of the DCC's used by the Student
Health Clinic for classification of diagnoses. When the
list was completed a short program was written, which
provided a complete listing of the symptoms and their common
diseases, sorted through the entire group of data and
printed a listing of each disease and 1its symptoms by
appropriate code numbers. Sample output from the program is

provided in Table IIT.

Using the symptom codes from the ROCOM dquestionnaire
and the PCC's from the Student Health Clinic, a compilation
was made for each symptom, shown in the left column of Table
ITI, and all of tha common diseases which have that sympton.
DCC's appear in the rows to the right of each symptom code.
Zeros in the table represent an absence of common diseases
and are used as fillers for the array only. A test in the
main program halts a row search when the first zero in
encountered, In the second part of the table, after a
comparison and search have been made, a listing is generated
by the program which contains the compliment of the first
table. This table is a listing of each disease with all of
its common symptoas. To the left is the DCC of each
disease, followed by an indented list of symptom codes.
These two lists form the basis for the data base which 1is

used in the diagnostic program discussed below.
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Symptom

87

88

a9

91

93

94

95

4619
2859
0849
3339
5830
4409
0971

68009
7123

680¢
0220
0342
7827
1499
2010
2429

3600
3749

3600
3749
2259

2919
3400

3772

3600
3460

SYMPTOI

5040
5000
1918
3879
5932
29189
0950

6329
7259

5829
49270
0550
6500
1609
0210
2459

3632
3460

3632

3460

3039

7330

3760

3639
4700

TRBLE TIIX

/DIAGUOSIS TABLE

Diagnosis

3759
0010
225¢
4470
0459
3039
4339

7179
0370

7062
5010
0560
0912
1619
204¢°

0

3710
3772

3710
3772

0369
3749

3630
7812

3640
5350
3460
3068
3459
0910

7150
5110

0720
5239
0569
0950
1740
2001

3640

2802

3640

298092

0459

3640

3510
2740
5259
5810
5640
go12

7172
0320

2149
03290
6829
1459
0750
2409

3759

3759
9613

3200

40




TABLE III--Continued
DIAGNOSIS/SYiiPPYOM THABLE

45619
87

5040
87
107

3759
87
91
92
95

3640

3510
87
105
106

2859
87
126
129
51

5000
87
107
109
113
116

0C10
87
54
58
65
62
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Conceptual Discussion

Conceptual 1logic for the main progran may be
jllustrated by means of an oversimplified example: If a
person enters the clinic with two symptoms, S1 and 83, a
decision tree may be constructed for each. Beginning with
either one of the symptoms exhibited by the patient, the
tree will go from that symptom as the roost, and branch to
each of the several diseases which have that symptom as in
Figure 1. Using S1 as the root yields diseases D1 and D2
which both have symptom S1. Continuing from diseases D1 and
D2 it is found that they have symptoms S1 and S3, and S1, 52
and S$3 respectively. At this second sympton level,
superflouous symptoms are eliminated. On the D1 branch 51
is eliminated because th2 tree began with S1 and any further
level using S1 would only result in a repetition of that
branch, which 1s unnecessary. On the D2 branch S$1 is
eliminated for the same reason as before and S2 1is
eliminated beacuse it is not among the symptoms which the
patient has. With these eliminations the only remaining
symptom is S3 for each branch. The process now continues to
the next 1level where the diseases which have $3 in connon
are D1, P2 and D3 for each branch. ¥oving to the third

symptom level yields for each of the diseases D1, D2 and D3
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D1 D2 D3 D1 D2 D3
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31 g3 21 g2 g3 g2 g3 31 g3 g1 B2 g3g2 E3

Fig. 1--Diagnosis decision tree
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the symptons S1 and S3, S1, 52 and S3, and s2 and S3
respectively. Again eliminating symptoms at the third
level, S1 1is eliminated throughout the level bacause
retaining 1t would only cause a repetition of the entire
branch. §2 is eliminated beacuse it is not part of the
patient's symptom set and S3 is eliminated because it was
the starting point for the second level and retention of 353
would wcause repetition of that portion of the branch. At
the third symptom level, all of the symptozs have be=zn
eliminated and the tree is complete. The next st=p is to
begin with the last disease level and try to trace back
through the tree to the top with no breaks in diseases. D1
traces back from the lowest disease level to the higltest 1n
the laft branch while D2 and D3 do not. In the right Ebranch
D2 traces back from the lowest to highest %ith ro ©Dbreaks
while D1 and D3 fail to trace. In order to kesp track of
the most likely diseases, the concept of a watch is used. %
match occurs when a disease is traced froz a low Zevel to
the next highest level in the tree. Thus, for disesz2ses D1
and D2, there is one match each, while for D3 there are no
matches., The interperztation of this tree i1s that U1 and DZ

are the patient's most likely diseases. .

The process then continues to the next of the zatient's

symptoms, S$3, and constructs a new tree as shown iz Figure
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2., Using the same logic as for the first tree, matches are
accumnulated. overall interperetation of the process at its
conclusion is that diseases D1 and D2 are the wmost likely
4with a relative frequency of one—half each and D3 is the

least likely with no matches.

Discussion of the Algorithm

In practice, the actual programming of the problem
could not be done as conceived., Space limitations prevented
the construction of all possible syaptom trees and their
subsequent search. Therefore an algorithm was derived,
Figare 3, which yielded the same results as the conceptual
approach, but with the advantage that it could be stored in
far 1less core Space. The algorithm provides for the
simultaneous construction and search of each tree structure
with no need to store each completed tree. By this means
ecach individual symptom tree may be searched, eliminated and
another begun in its place. The algorithm may be termed
recursive and utilizes the concept of the "stack", which may
be defined as a 1list to and from which additions and
deletions are both madz to and froa thelsame end, or top, of
the stack. The stack concept was used 1in programming to

provide a means by which each node, or branch point, in the
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Fig. 2--Diagnosis decision tree
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For B = 1 to N by 1
Put P(A) as first STACK element

Find B 3 SYM(B,1)

1

P{(A)
For C = 2 to § by 1, do
1£f sYM(B,C) = 0, go to next A

Find b 3 DIS({D,1)

SYM(B,C)
For E = 2 to R by 1, do

If DIS(D,E)

0 go to next E
(pop stack)

1f pointer = 1, go to next C
and reset pointer to 1

If DIS(D,E) £ P | DIS(D,E) € sTacx
Increment E

Increment pointer and put E
and DIS(D,E} on STACK

Find F 3 DIS(D,E) = SYM(F,1)
For G = 2 to 8 by 1, do
If SYM(F,G} = 0, go to next C and

reset pointer
If SYM(F,G) # SYM(B,C}), go to next 73
Add 1 to counter

Go to restart loop (E = 2)

Fig. 3--Tree algorithm
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structure could be adiressed. Thus if a branch point vere
saved in the stack and the remainder of the branch searched
until all possibilities were exhausted, it would be possible
ts backtrack to the branch point by "popping" the stack to
hring back the address of the branch point in order to
continua down another branch. The algorithm begins by
placing the first of the patient's symptoms, P(A), on the
top of the stack. Because the symptom list is stored vith
symptom codes in the first column of its array, a search is
made to match +the first patient symptom with the syapton
list SYM. The next step is to find the corresponding first
disease in the SYM list in the DIS list. 1If at any time a
SYM element is zero, the algoritm moves to the next of the
patient's symptoms because all of the branches of that tree
have been searched. If a zero element is encountered in the
DIS 1ist, the indication 1is that the end of a branch has
been reached and the algorithm backs up, or pops thz stack,
to the previous branch point and continues down the next

branch.

The process continues, placing DIS codes on the stack
as they are searched. When a branch being tranversed is
found to contain a match between disease codes, the <counter
for that code 1is incremented. The search goes on until

there are no mnore symnptoms remaining in the patient's
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symptom set. The main program flowchart is provided as
Pigure 4. When the main program Ilogic, flowcharting and
coding were completed, subroutines vwere developed which
provided for a means of calculating vrelative frequencies,

for sorting and printing of results.

Relative frequency may be defined as the freguency with
which a disease appears in a patient's symptom set relative
t> the number of total occurances of all diseases 1in the
sets. It provides the physician with some idea of how
likely a particular disease is in relation to all of the
diseases searched, The computation of relative frequency
uses:

Rj = Mj/ﬁi&i, where ¥ is the number of
matches per disease. 1=

Because of the large number of diseases searched, the
relative frequencies tend to appear rather low, but the
leading diseases are a great deal higher than the reamining

list. The flowchart for relative frequency is Figure 5.

By sorting the possible diseases into descending order
by relative frequency, the physician is provided a list with
the most likely diseas=zs first. The soft used for this task
is the "tag" =sort. Because of the large size of the data

base used, it was considered infeasible to manipulate the
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DIS(IJ,20),
REL(IJ) = 0
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Match and
Rel., Freq.
Counters

Write Patient
Identification
and

Headings

Fig. 4~-Tree main program flowchart
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Increment
the

Match
Counter

-
C = C+1
TOP = 1
no
@ - —— =|Is there a
Disease to
yes Disease
¥ Match?
DIS{(D,20)= -0 T T =

IpIs{p,z20)+1

O ¢

no

A = A+1 =

yes

CALL
FREQ

CALL
SORT

CALL
ALPHA

Fig. 4-~Continued
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1

INITIALIZE

NSUM = 0

¥ Sums the
NSUM= NSUM+-__--total numbexr
DIS(I,20) of Disease

Matches
I = I+1
7 =1
: Computation
REL(J)=DIS .
(3,20) /NSUHN of Relative
' Freguency
no
3 = I+

e

lyes

RETURN

Fig. 5--Subroutine FREQ flowchart
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base itself into a sorted form. The tag sort nses a special
array in which are stored the subscrpits of the data base.
A szcond subroutine is used to locate the largest element in
the match column of the data base. When the largest element
is found, 1ts subscript is stored in the spacial index
array, which when written out in order, autowatically lists
the diseases 1in their proper sequence. The flowcharts for

the sort routine and its subroutine are Figures 6 and 7.

It was also considered desireable to provide for the
alphabetic name of =2ach disease in the list rather than a
code number alone. Another subroutine was written which
searches for a match between code numbers in the 3ata base
and code nunrbars in a name master file. This subroutine,
Figure 8, also performs the task of writing out the sorted

data in report form.

Detailed Discussion of Progranms

The main program, Appendix F, written in TFORTRAN IV,
begins by initializing all necessary variables. Because the
algorithm was written using the set of subscripts from A
through G, it was decided to use the same subscripté in the

program for uniformity. Data bases for symptoms, diseases
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¥

CALL
LOCATE

¥

TEMP =
INDEX (N)

i

INDEX (N} =
INDEX {TAG)

¥

TAG =

TAG+

Fig.

INDEX(TAG)_
= TEMP

ves

Sets up

the special
Index

array

Switches

addresses of

largest
elements

6-~Subroutine SORT flowchart
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( LOCATE )

¥

INITIALIZE

N = TAG - - -
¥

I = N+1

I = 300
?
no

II =

INDEX{I)

IN =

TNDEX (N)
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search at the
poeint left
IQ§t cycle

RETURN::)

Locates largest
Rel.Freqg.
its lecation
in N

Fig.

7--Subroutine LOCATE flowchart
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INDEX (L)

!

no

JAfé;:;,1)d

{AME (14,1
b

ves

Writes
out
complete
report

-l

)

WRITE DIS
{K,1),NAME
{M,N},REL
(N)

Fig.

ves

RETURN

Locates
_ _ibisease Code
in Names
1{§g_file

8--Subroutine ALPHAZA flowchart
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and disease names, called SYM, DIS and NAME respectively,

are then read into storage.

The structure of SYM is a two-dimensional array irc
which the first column contains symptom codes. Pollowing
each symptom code, each row contains possikle disease ccies.
The DIS array is a cross reference for the SY¥ array in that
the first column contains disease codes and the oW
following each disease code has corresponding Syzptoms coies.
NAME is a two dimensional array in which the first columr is
a disease code and the row following is the alphaketic rasme

of that disease.

The next read statement reads in data for 2 gparticaolars
patient 1in the form of an identification nueter (IZ%Cc), tie

number of sysptoms exhibited (N) and his syegtcn set  (F).

Hultiple Card Layout Forms for SYM, bIS, NA¥E, TR, § a~s ¢
are included as Appendix G.
The last column of the DIS file, whick zas g=orycszzly

been left Dblank and is +to be used for aczczonulatizg tie
numper of disease matches, and the relative freczency arzavw
(REL) are both initialized with values cf zero. Hezzirgs

and the patient's identification number are writter =:-=zzt.
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Main looping 1in the program is accouplished by means of
a counter, A, which will count the number of iterations fronm
1 to the number of symptoms exhibited by the patient, N. A
pointer, TOP, 1is initialized at 1 and the first element in
the stack is given the code number of the first of the
patient's synptoms, P({A). This 1is to 1insure that this
symptom is not included in searches further down in the tree

structure.

The first major szarching loop uses B as its index and
attempts to find the first symptom in the patient's set in
the symptom master file, SYM. If no match 1is fourd,
indicating the symptom is not in the symptom master file, an
arrdr message is printed and the program moves to the next

symptomn.

When a patch 1s found the entire file of diseases for
that symptom is made available as the row from column two to
its end. After checking to be certain that the end of the
row has not been reached, indicated by a zero, the first
disease is located in the disease master file by means of a
loop with D as its index. Again, if there is a failure to
find this disease in the master file, an error nessage is
printed and the program moves to the next symptom in the

patient's set.
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With a match, the disease file is made availakle as the
row of that disease from column two to next to the end of
the row. The last element in the row being reserved for a
counter for the number of disease to disease matches. After
determining that the end of the row has not been reached,
indicated by a zero, two key tests are made. First, is the
symptom, DIS(D,E) a part of the patient's symptozx set, and
second, has the symptom been searched in this branch hbefore?
If either of the tests fail, the program continues to 1loop
until it reaches th2 end of the disease file row, at which
point it backs up its disease pointer, E and its rov counter
for STACK, TOP wuntil TOP is 1less than or egual to one,
increments €, the disease index for the symptom zaster file
and begins again with the next disease for the sy:zptor in

question.

If both of the conditions are met, the prograz zoves to
the next level of its STACK by incrementing TOP, azi stores
the current value of E and the symptom code £r future
reference in the previous tests. Two more loops ar2 entered

into in which a countzr, F, 1is used to fipd ¢tk

i

]
r
o
n
n

reference symptom in the symtom file and detersice if a

match can be made between the disease SYK(B,C) ani i+ts cross

[*D
n
¥
W
&1
14
LY
W

reference SYM(F,G). If a successful match

counter, the last element in the disease row is irccrezenteid
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and the process continues. If no match is found for F, an
€rror message is printed and the prograr moves to the hext
sympton. It no match 1s found between SYM(E,C) and
SYM(F,G), the disease pointer C is incremented, TOF is reset

and the process begins again with a new disease.

When all of the symptoms in the patient's syzptozr set
have lreen searched, the ©program calls for a series of
subroutines. All of the subroutines and nain EFrograzs have
four arrays in CCMMOE, DIS, the disease paster file, BEL anpd
INDEX which will be discussed later, and NAXE, the disease

description file.

The first subroutine called is FREQ, w:zich calculates
the relative frequency of each of the diseaces testei. The

tirst step is to add up all of the &pmatches that cccures

b

during the search of the patient's syzptor set. Tiis i
accomplished with an accumulator, NSU¥ anZ a 1lcop whick
totals +the last element ot each row in the -IS array. ahe:n
NSUM has been completed, it is used as the denozinatsr in
the computation for relative frequency, tle zumeratcr being
each individual diseases number of matches. These relative
frequencies are stored in REL, a one direnszicrnal array waict

has the same subscript as each correspondirg rowvw cf LIS,
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The second subroutine to be called is SORT which sorts
the number of wmatches per disease into descending order.
Since it was considered impractical to move large amounts of
data physically in nremory, a method was selected for sorting
which is known as the "tag" or "label" sort. This method
uses the number of matches as the sort key but does not nmove
the array DIS internally. The subscript for the DIS row is
stored 1in INDEX which is @moved. Therefore, instead of
moving an entire rov in a large array, only a single element
is moved. A one dimensional array, INDEX, is first
initialized with consecutive digits beginning with one. .
pointer, TAG, is used to indicate which element is involved
in the sort, as in INDEX (TAG). Another subroutine is called
upon, LOCATE, to search the last column of DIS to find the
largest element each time it is called and return the row
subscript of that element to SORT as the variable N. 1In
SORT an exchange between the largest element and the element
occupying 1its place in INDEX is made such that the final
product 1s a seguentially ordered list of subscripts stored

in INDEX.

The last subroutine to be called is ALPHA. In this
subroutine use is made of the sorted subscripts stored in
INDEX from subroutine SORT. A variable K, is set eagual to

the first subscript stored in INDEX and a search is made
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through the NAME array unitl disease DIS(K,1) is matched to
diszase code NAME(M,1) at which time the disease code,
disease description and relative frequency are printed.
From this subroutine, data for the ten most likely diseases
is printed, although this could easily be wmodified to

include any number of diseases.

After printing data for a case, the program returns to
read another set of patient data. If there is no more data
to be read, the last data card has three nines for the first
group in patient identification number. When the nines are

detected, control of the program is transfered to STOP.

In testing the program for accuracy inm diagnosis,
several cases of known diagnosis were chosen from the
Student Health Clinic files to be run with the program. Two
of these cases are reproduced as Figures 9 and 10. Original
data sets for each of the patients is found in Table IV. 1In
each case, the computer diagnosis proved to be either the
same as the physicians or at least to point to an area upon

which the physician would need to concentrate.
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TABLE 1V

DATA SETS FOR SAHMPLE CASES

Case 1
Symptoms

10

38

47
43
5C
51
53
54
87
89

95

Program Diagnosis:
Gastro-Duodenitis

Actual Diagnosis:
Gastreoenteritis

Case 2
Symptoms

10
14
34
37
38
46
87
91
93
94
120
121

128

Arteriosclerosis

Arterxiosclerosis

€8
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CHAPTER V
SUMMARY, CONCLUSICNS AND RECOMMENCATIOMAS

Summary
The purpose of this study was to develop a technigue or
method by which a physician vsing a predetermined data Lase,
could.derive a preliminary diagnosis for a patient with a
given set of symptoms. The system described in the previous
chapter is able to accomplish this goal. Another tenefit of
the system comes from its ability to aid in the increasicng

of efficiency and speed of handling patients.

According to Stephen F. Austin State niversity
Student Health Clinic Tecords, the +threes full tize
physicians on the staff see an average of thirty to tiirty
five patients per day per physician during t:e schocl year.
Their work locad would be the equivalent to that c¢f a city cf

ten thousand population which had only t
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avallable. Any means which would ke able to either reidice
the number of patients or to speed up the processizg cif eack
patient would increase the efficiency of the clinic. Figure

11 shows how such a system is implemented iz the cliiric.
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When a patient enters the Clinic, he checks in with the
recaptionist on duty and is given a copy of the ROCOM Health
History Questionnaire to he filled out. Average wailting
time per patient 1s from fifteen to thirty minutes which
allows ample time to complete the form. Upon completion of
the guestionnaire, the patient returns it to the
receptionist who then keypunches the necessary data onto
cards. The card deck 1s 1input to the system through a
remote card reader. Report forms generated by the progranm
are returned to the Clinic by a teleprinter for use by the

physician and for inclusion in the patient's medical file.

The probles of erroneous socurcs data resulting from a
patient*s failure to recognize a symptom was considered.
Two points kept this from being a factor in this study.
First, this study 1is 1intended to produce a preliminary
diagnosis only and not the absolute diagnosis, Therefore
the physician 1is directed toward possible diseases to be
considered, or rejected as he desires. Secondly, the
patient has physician contact and any symptoms not readily
apparent or which the patient considers irrelevant, may be
noted by the physician at that point who may modify the

input data.
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At present the University Computing Center uses an IBM
360 model 50 computer for all processing. Plaans are for the
installation of a XEROX 560 series computer with terminal
capabilities early 1in 1975. The system presented here has
been installed with the necessary programming changes
incorporated to allow the use of a terminal in the Clinic

Wwhen it becomes available.

Physicians will now be able to arrive at a diagnosis
for any givaen patient faster than in the past. When a
patient arrives in the Clinic he first registers with the
receptionist and 1s given a ROCOM questionairz to be
completad before ss2ing a physician. The guestionaire
becomes a part of the patient's permanent file. Depending
upon the final configuration of hardware, the Gquestionaire
data will either be keypunched or directly input by means of
a teletype keyboard in the <(linic. If data has been
keypunched, 1t will be loaded into the computer through a
card reader. Processing of one conplete set of patient data
takes on the order of one and one—half minutes, but with the
nevw system and programs stored as object codes, it is
astimated that this will require only one—half minute.
Processing time per set of patient data will be reduced
further if data sets are Dbatch processed. When the

physician sees the patient, he will have before him a
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preliminary diagnosis which will enable him to concentrate
on a particular area rather than wasting time elizinating

other possibilities.

With all its ease of operation and flexibility, the
system must be used as a tool and not as art nltizate
solution for diagnosis, The wultimate responsibility for
diagnosis, regardless of the means by which it is achievesd,

rests with the physician in charge of the case at harni.

In the words of Alvin Tofler, author of Futurz Stozk ,

Only wvhen decision—makers are armed with
better forecasts of future events, whker Ly
successive approximation we increase the acczracy
of forecast, will our attempts to manage c:iancze
improve perceptibly. For reasonably accrurate
assumptions about the future are a preconiitiz:
for our onderstanding the potential consegue-ces
of our own actions. And without such
understanding, the management of change is
impossible. {2,p.470)

Conclusions
The basic system as described here, may be usez3 i: any

installation which has, or has access to, a 1eiizp =zize
computer such as the IBN 360 model 40 or 50, IB% 277 1ziel
145, XEROX 560, Digital Equipment Company's .7 1. or

similar hardware, and thus has application in cracticzily




any medical center for general practice.

The general approach to the problem of quantitative
diagnosis has, with this study, been previded a viable
alternative to the uss of diagnosis based upon data bases
and sources which leave doubt as to their validity. Vo
reliance has been made here upon historical data which may
be biased by a number of factors including interperetations

of various symptoms and geographical bias.

Yethodology used here reflects an attempt to force
quantitative thinking into a new path with the overall
objective of an upgrading in the process of medical

diagnosis.

A by-product of the =study has been that the basic
diagnostic process is applicable to any specialized type of
diagnosis and not only to a general clinical type
application. For example, there are over one thousand
diseases of the cornea of the eye alone with more than two
thousand symptors. (1,p+320) use of the system with a data
base constructed for eye disease only could be of value to
remote eye clinics whare specialized diagnosis might not be
available. Other specialized bases could be constructed on
the same basis. As written the system is easily adaptable

to any type of data base desired., Data bases of the type
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reguired are simply read into the basic program. Processing
and logic in the program, format of input and design of

output remain the sane,

Of particular value would be such a system used in
large population centers where there are limited facilities
and a high incidence of disease. W%ith new hardware becoming
available almost daily for the transmission and reception of
data by telephone lines, nmicrowave, radio and even
satellite, possibilities for vast applications are great.
Foreign applications 1in underdeveloped nations becomes
feasible. Areas such as India, the Middle East and Africa
where there are very few physicians per capita, but where
communications lines exist or are being installed, could use

the system to great advantage.

Shipboard applications are possible with the use of
radio data transceivers which are already in use by the
Navy. Hospital ship Hopa would be able to use the systen
with a self-contained ship-board computer, if necessary, as
would the large naval vessels such as aircraft carriers and

cTulisers.

The most obvious application is in a hospital,
particularly in an out-patient department rather than for

in~patients or emergency rooms. There would be limited use
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for in-patients exept for preliminary diagnosis prior to
mores extensive oparative technigues or laboratory
procedures. Emergency patients nmost often require physician
contact in a situation which dermands inmediate medical

neasures,

For the system detailed heras, the ROCOM Health History
Questionaire would not be essential for successful use. A
questionaire, or check list of symptoms may be designed for
use with a more spacialized data base, thus giving the

system a great deal more flexibility.

Recomnmendations

While the present system is able to achieve the goals
specified, it should be possible to expand these goals to

include a broader range of applications.

In the future, resparch may be channeled into the area
of improving upon the concept of quantitative diagnosis.
The combining of this method with a probabilistic technigue
may yield a more reliable diagnosis. Perhaps a two stage
system may be produced which will give a preliminary
diagnosis plus a series of reconmended laboratory tests and

examinations to be performed as a first stage. The second
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stage would 1involve a reavaluation of the first stage
diagnosis in terms of the test results which would produce a

more specific diagnosis.,

The possibility also exists for use of the system in
non-ma2dical decision situations. In cases where a cause-
effect relationship is avident, a questionnaire or check
list similar to that used for wmedical diagnosis may be
developed which would lead to a decision point. This 1in
combination with probabilities or weights and payoff tables
should produce some interesting areas for future

investigations.

Another area of investigation may be in the use of the
system as a teaching tool for medical students. Given a set
of symptoms, the student's diagnosis could be compared with

that of the systenm.

A great deal of additional research will be required to
accomplish the goals suggested and to investigate further

applications and validations of the systen.
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" COMPUTATION OF

# ------- THE BAYESIAN
T DECISION TARLE
READ D(1) 2 e
D(2) ,D(3)
¥
K = 1

iV

READ PSD1
(K) ,PSD2 (K)
PSD3 (X)

K = K+1
J =1
——
7
PS(J)={PSD1(J)
*D(1)+PSD2(J)
¥D(2)+PSD3{J)
*D(3)
J = J+1

Thyroid Diagnosis Flowchart

Lppendix A




f

PDST (L) =
{PSD1 (L) *
D(1))/PS{L)

¥

PDS2(L)=
{PSD2(L) *
D{2})/PS(L)

i

PDS3 (L) =
{PSD3 (L) *
D(3))/PsS(L)

WRITE M,

PS (M) ,PSD1{M)

PSD2 (M) ,PSD3
{M)

Appendix A-~Continued
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BAYESIAN
DIAGNOSIS FOR
NP THYROID
PATIENT

( READ NP

RPS1
RPS2
RPS3

o
— )

LA = 1

Appendix A--Continued
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RPS1=PSD1
{(LA) *RPS1

¥y

RPS2=PSD2
(LA) *RPS52

¥

RP53=PSD3
(LA) *RPS3

RD1=D{1)*
RPS1

i

RD2Z=D(2)*
RPS2

¥

RD3=D(3}*
RPS3

Y

RJIJ=RD1+
RD2+RD3

Appendix A~--Continued
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PD1S =
RD1/RJ

WRITE NO
PD1S,PD2S
PD3S

Appendix A--Continued
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COMPUTATION COF A BAYESIAN DECISION TABLE
FOR THYROID DISEASE

10

11

12

DIMENSION PS(42),PSD1(42),P5D2(42) ,PSD3(42)
DIMENSION PDS1(42),PD52(42),PDS3(42)
DIMENSION D(3),IS(42)
READ(S5,1)D(1),D0¢2),D(3)

READ(5,2) (PSD1(K) ,PSD2(K) ,P3D3 (K} ,K=1,42)
DO 10 J=1,42
PS(J)=(PSD1T(I)*D{1))+(PSD2{T)*D(2))+(PSD3{J)*D(3})
DO 11 L=17,42

PDST1(L)=(PSDT{L)*D (1)) /PS (L)
PDS2{L)={PSD2(L)*D(2)) /PS(L)
PDS3(L)={(PSD3(L)*D(3))/Ps(L)

WRITE(G,6)

WRITE(6,4)

WRITE(6,5)

DO 12 M=1,42
WRITE(6,3)YM,PS(M),PSD1 (M) ,PSD2(M)} ,PSD3 (M),
*PDST (M) ,PDS2 (M) ,PDS3 (1)

WRITE(6,6)

COMPUTATION OF BAYESIAN PROBABILITIES FOR A
PATIENT WITH A SET OF FIFTEEN POSSIBLE
COHMBINATICHNS OF SYMPTOMS

22

23

DO 35 wW=1,3
READ(5,8) 00, {IS{KA) ,Kia=1,42)
RPS1=1.
RPS2=1,
RPS53=1.
DO 23 LA=1,42
IF(Is(LAa}-1)23,22,22
RPS1=PSD1(LA)*RPS1
RPS2=PSD2 (LA) *RPS2
RPS3=PSD3 (LA) *RPS3
CONTINUE
RD1=D(1}*RPS1
RD2=D(2) *RPS2
RD3=D(3) *RPS3
RJ=RD1+RD2+RD3
PD1S5=RD1/RJ
PD2S=RD2/RJ
PD3S=RD3/RJ
WRITE (6,7)NO,PD1S,PR2S,PD3S
STOP
END

Bayesian Diagnosis Program Listing

Appendix B
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SYMPTOM

—
C WO~ U W=

-b.::..b.wwwwwwwwwwwmwmwmwwmw—»—-—-—t-\--—--a-a
N-UCJLOCO‘-JO\U'I»th—\O\Dm\JO'\U\nth—‘D\Q(DHJO\m‘th-A

P(S) P(D1/8S) P(D2/S) P (D3/S)
.437 .421 .018 .562
.261 .566 .001 .434
.331 .446 .056 . 497
.186 .616 .022 .363
.484 .436 .036 .617
.209 .653 .001 .346
.229 .656 .001 .343
.326 .545 .006 .449
172 .118 .690 .193
.238 .078 .479 .443
.043 .005 .841 .154
.200 .158 .247 .595
.176 .036 .399 .565
.149 .016 .816 .168
.186 .012 .672 .317
.129 .040 .806 .154
. 141 .624 .142 .234
.036 .006 .976 .018
.477 .000 .220 .780
.190 .060 .001 .949
.203 .506 .001 .493
.096 .875 .001 .124
.095 .002 . 942 .056
.124 .002 .309 .690
.532 .043 .024 .933
.109 .357 L0017 .642
.142 .962 .001 .037
.093 .022 .934 .064
.099 .022 .336 .662
.533 .000 .038 .962
.101 .293 .001 .706
174 .965 L0017 .034
.091 .002 .933 .065
.114 .009 .307 .685
.520 .028 .038 .934
.136 .372 .001 .627
.138 .946 .001 .053
.115 .002 .809 .189
.091 .022 .515 .483
.554 .000 .000 .999
.055 .205 .003 .793
.188 .996 .001 .004

Decision Table for Thyroid Diseases

Appendix C
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~aelthHistory Cuestionnaire

The health history questionnaire you are
about to fill cut is important to your doctor.
it gives mim information he needs about
your heaith which only you can tell him.

AR

The guestionnaire is divided into sections.
Please read the instructions given with each
section before answering the questions.
Please PRINT, using a balipoint pen, when
you are asked to complete information.
Make an (X) wnere you are asked to do so,
pressing trmly on the pen.

Take the time you need o finish the ques-
tionnaire. Do not worry about questions you
cannct answer. If you are not sure how a
guestion should be answered, place a solid
circle {@) in the "Yes” column or in the
space provided ifitisnota "Yes/No'" ques-
fion. You will have a chance to go over these
questions with the doctor during your ap-
pointment.

NOTE: Spread the questionnaire out flat on
a hard surface when filling it out. Do not
fold or doubte it back on itself.

Created and Developed by Patient Care Systems, inc., Darien, Conn.

e a0" 0 Used by permission.




Please answer ¢isch of the following questions by placing an (X)) in the “Yes© blank at the 1
if vour answer 1o the questions fs ves, or by plicing an (X)) in the *No™ blunk at the right if
WnsWer 10 the guestion s no. 0 vou ure unuble 1o unswer a guestion for any reuson, place a «
circle i @) in the "Yoe<o blunk.

1. Are you troubled with siiff or painful muscles or joimts? .............. ... .. ..
2. Are your joints ever swollen” ...
3. Are you troubled by pains in the back or shoulder? ... ... . ... ... ..
4. Are vour fect often puinful? ... o
5. Are vou handicapped in any way? ...
6. Do you have any skin problems? ... ...
7. Does your skin itch or burn? .. ...

8. Do you have trouble stopping even a small cut from bleeding? ...... ... ..

9. Do you bruise easily? ... ..
10. Do you ever faint or feel faint? ... ... ... ... ...
11. Is any part of your body always numb? ... ... .. ...
12, Have you ever had fits or convulsions? .............. ... ... ... ... ... ..
13.  Has vour hundwriting changed latelv? ......... ... . ... ... ... ... ... ...
14, Do you have a tendency to shake or tremble? .......... .. ... ... . ... ... ..
15 Are vou very nervous around SITangers? ...
16. Do you find it bard to make decisions? ... ... ... ...
17, Do you find it hard lo concentrate or remember? ... .. e
18. Do you usuvally feel lonely or depressed? .................. ... ... ...

19. Do vyewoften ery? ...
20, Would yvou say vou have a hopaless outlook? ...
21 Do you have difficulty reluxing? ..o
22. Do you have a tendency to worry a lot? ... oo
23, Are you troubled by frighiening dreams or thoughts? . ................ ...
24. Do you have a tendency to be shy or sensitive? ............... ... ... ...
25. Do vou have a strong dislike for eriticism? ... ... .
26. Do vou lose vour temper often? ... ... ... .
27, Do little things often annov vou? ................. ... ...

28.  Are you disturbed by any work or family problems? ............. ... ...,
29, Are vou having any sexunl difficulties? . .

30. Have vou ever considered committing suicide? ......................... .
31. Have you ever desired or sought pvschiatric help? ...
32, Have vou gained or lost much weight recentlv? L.

33, Do vou have a tendency (o be too hot or 100 cold? oot
34, Have you Jost vour interest in eating lately? . .. o
35, Do you always seem to be hungry? .« oo

36. Are there any swellings in vour armpits or groin? ...l

37. Do you seem to feel exhausted or fatigued most of the time? ........ .. ..
38. Do you have difficulty either falling or staving asleep? ..................

39. Do you fail 10 get the exercise vou should? ............... ... ... .. .
40. Do you smoke? ...
41, Do vou take two or more alcoholic drinks a.day? ............... ... .
42, Do you drink more than six cups of coffee or tea a dav? ..o
43. Have yvou ever used marijuana® ... .
44. Have vou ever used heroin, LSD or similar drugs? ... L
45. Do vou bite vour nails? ...,

TURN TC THE NEXT PAGE -—g
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46 Arc vou teubled by hearthurn?

47, Do you feel bloated affer cating? .. ... . .
48, Are you troubled By helchire? oo L

4% Do you suffer discomfor in the pit of your stomach?
50. Do vou easily hecome napseoated (feel ke vomiting)”!

51, Huve vou ever vomited bood? ... .
520 Fs o difficult or peinful for vou 1o swaiiow? ... ..
530 Are vou consiipated mose thun twice & month? .
5 Are vour bowel movements ever loose for more than or

4
55.  Are your bowel movements ever hlack or bloodv? ...
56.  Are vour bowel movements ever grev in color?
57. Do veu sufler pains when vou move vour howels”
S8 Have sou hud any bleading from your rectum”

59, Do vou frequentiv get up at night to urinate? ...
60. Do vou urinate mere than five or six times o dav?
€1, Do vouwet vour pants or wet vour bed? ... ...

62, Have vou ever had burning or puins when vou urmnate
63 Has vour urine over boen brown. hinck or bloody!

G4 Dovow have ann aitficuitn arting veur urine flow )

65 Do you have w constant Teeling that vou have to urin.. .
For Men Only

66, s vour urine strenns v wenk and slow?

670 Husa docior ever wold va it you have prosiuie tre .

ta. Huve vou had any burning or disehirge from vour ro-

69, ATC titere any sweilings or furns un vour testicies”

T Do veur testicles got paintul?

For Waemen Only

71, Are vou having treuble with vour menstrual perinds

72, Huve vou ever hud blesding betwecn vour periods?
73 Do vou have heavy bleeding with vour periods?

74 Do veu feel Boawed and irritabie before vour perio
75, Huve vou ever fuken any hirth control pills?

76, Have vou ever huad any Tumps in vour hreusts?

77, Huve vou had ary excessive dischurges from your «. |
78 Please print the month and vear of vour fast PAP s .
79 Plewse print the date vour jost menstrual penod bog -
Print the Iollawing inform.vion in the «poces al the right:
U Nuniber of precrangices.

Sioo Number of mbwrnioges. L
820 Number of stillinitths, .. ... .
83 Numsbher of promuture hirths, ..
B4 Wumtber of children horn alive, ... ... ...
85 Number of cosarcen operations. ...
86, Hove oo ever hud an shortion” ... L

TURN TO BACK OF THIS PAGE -m'-rm-f;j
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Yes. . No___
Yes. SN0 L
Yoes SN _

Yeo  _oNo.

Yes.. - No.
Yoo o o Nol L
Yes .o WO

Yes. Lo sel.
Yeso o No_
Gow L o NoL

Yos o No_..

Yes ___NO ...

Yes . No.___
Yes o ™NO
Yes . .. N
Yes.o o NOL

Yoes .o No o
Yes .- NoO_.__
Yes No__

Yes .. No___
Yes. . No___.
Yes . No_.__
Yes . o Moo
Yes ..o No_

Yes . No__

Yes...— No_.._
Yes _.__No_._
Yes_. _No._ .
Yes o NO .
Yes__..No_._
Yes . NOo_.._
Yes oo NO_
Yes _ _MNo..__
Yes __ No___

Special problems or symptoms:

S8,

59,
60.
61.
62.
63.
4.

65,

66.
67.
68,
a9,
70.

7L

-

3.
74.
75,
76.
77.
8.
79,

80,
81.
82,
83.
84.
5.
86.

Yes__ _No_._
Yes_ .. No__ _
Yes_ .. _ No__._
Yes ... No__ _
Yes. __No_. .
Yes o NO
Yes_ . No__ ..
Yes. . No. ._
Yes . No_._.
Yes ..._ No_ __
Yes.o_— No___
Yes . No__..
Yes ____No____

Yes - No___.
Yes_ . No. -
Yes . No_.—_
Yes .. No__.
Yes __ No_._
Yes ..o No__

Yes., __ No_.__
Yes .o No_. _
Yes. . No_. .

Yes . NO__.
Yes__ _™No___
Yes. . NOo ...

Yes.__ No__..
Yes ___ No___
Yes_ __ No__._
Yes . No___
¥Yes_. No ..
Yes_ .- No___
Yes ... No___

Date —

RS

11,

i2

13.
14,

0 o o

Yes _._No._.
Yes  _.No__..
Yes_ . - No___
Yes . No___
Yes_...No

Yes - No__..
')"cs e NO

Yes ___No.. ..
Yes .. No___

Yes .. No_.__
Yes __No___..
Yes . No . .
Yes_ _No__
Yes .. No___

Yes oo No_L
Yes. . No_____
Yes .. No_._
Yes .__No_._
Yes  No_
Yes ... No__ ..
Yes . No___
Yes. . No__
Yes..__ No_.__
Yes ___ NO__._
Yes. .. No.__.
Yes_ . No_.._
Yes _ No___
Yes ___ No____
Yes_ No___
Yes __ No__..
Yes . - No ..

Yes_.... No__
YCh _._No_ .
Yes .. _No_.__
Yes__No__..
Yes.. .. No_.__
Yes . Noo..—
Yes ___No____
Yes __ No___
Yes . No._._..
Yes .. No____
Yes . No_
Yes . No____
Yes . No____
Yes..__No___

21
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Yoo oo

I HEAD and NECK
. frequent headuches
ek pains
- _neck lumps or swelling
2, EYES
_weurs glusses
- hhuriy vision
cevesight worsening
_sees douhie
_sees hados
_.eve pains of itehing
_owplering eves
_._covetrouble
3. EARS
_ hearing difficulties
. _garaches
__TURning ears
__buzzing in ears
——— motion sickness
4. MOUTH
. dental problems
. swellings on gums or jaws
_S0Tg 105 e
. taste chunges
5. NOSE and THROAT
.. congested nose
~ TUNNING ROSS
_smeezing speils
_ . headcolds
- TiOSE bleeds
—— sore¢ throat
e enlarged tonsils
——— hOurse voice
&, RESPIRATORY
... wheezes or gasps
— coughing spells
—__coughs up phiegm
. coughed up blood

—mechestoolds
_oeeussive sweating
T.CARDIOVASCULAR
. high blood pressure
.. racing heart
_—_chest pains
. dizzvspells
___. shariness of breath
___.swollen feet or ankles
—_legeramps
. hot lashes
- heart murmur

Special problems or ssmptoms:

8. DIGLESTIVE
heartburn ..
blodited stomuch ..
beiching -
stomuch pains
nausea .-
vomited bloed
difficultv swallowing __...
constipation _
loose howels .. .-
black sicols - __
grev stools -
painin rectum _
rectal bleeding ..
9. URINARY
night {requency .-
day frequency
wets pantsorbed
burning on urination .
brown, black or bloody urine ___
difficulty starting urine .
urgency ——
16. MALE GENITAL
weak urine stream .
prostate trouble ..
burning or discharge . -
lumps on teshcies
paintul testicles
11. FEMALL GENITAL
menstrual trouble
breakthirough biceding - —
heavy bleeding _.__
premenstrual tension
birth control pill
fumps in breasts
vaginul discharge
PAPsmear -
last period
12 PREGNANCIES

cravida . o
miscarriages ...
stillbirths

prematuare births

para

cesareans ..
abortion

13. MUSCULOSKELETAL
_.—— aching muscles oT joints
. swollen joints
- buek or shoulder pains
o painful feet
—— hundicappad
T4, SKIN
__ skin problens
. itching or burning shin
- bleeds easily
__._ bruises eusily
13, MECROLOGICAL
— - faintness
_ . numbness
— convulsions
—— change in hundwriting
e tremibles
16. 200D
__._nervous wilh strangers
_ . difficully mzking decisions
. lack of concemiration or niemal
—— tonely or deprassed
——— crigs often
—. . hopeless outiock
_ . difficalty reluning
e WorTies i lot

rightening dreams or thought

~

aTsonsiive

o dshkes erivicism

——lesesionmper

. annoved by Httle things

e = work or fomily problems
— sexuzl difficuiiies
_..consiklered suicide
e desired psvehiztric belp
17. GENERA

_wejght chunges
___tends to be kot or cold

conng

lossof interes
e Wl Ve RUNETY
—__armpiis or groin swelling
e Tatigue
__ sleeping difficuliies
——tack of exercise
———smokes
..... __ drinks aleohei daily
. heavveoffce ar tea drinker
. marijyana
——heroin. LSD. similar drugs
e Rites patls




Discase Code (DCC}

0000~1299
1400-2099
2100~-2299
2300-2399
2400-2799
2800~-2899
2900-29299
3000-3199
3200-3499
3500-3599
3600-37929
3800-3899
3900-45929
4600-5199
5200-5268%
5270-579¢9
5800-58993
6000~-6029
6100-6199
6200-6299
6300-6799
6800~-7029
7100-7399
7400-7599
7600-7729
7800-7929
8000-8299
8300-8399
8400-8499
83500-85929
8600-8699
8700-2099
39100-2199
G4200-2299
9300-9399
9400-9499
9500-9599
9600-9799
9800~9899
9900-2299

93

Description

Infective and Parasitic Disceases
dalignancies

Benign Tumors

Neoplasns

Endocrine and letabolic Diseases
Diseases of Blood

Psychoses

Heuroses

Central Nervous System Diseases
Peripheral HWNerves and Ganglia
Diseases of eye

Diseases of Ear and Mastoid
Diseases of Circulatory System
Diseases of Respiratory System
Dental Conditions

Diseases of Digestive System
Diseases of Kidney and Bladder
Diseases of Male Genitalia
Diseases of Breast and Ovaries
Diseases of Female Genitalia
Complications of Pregnany
Diseases of Skin

Discases of Musculo-Skeletal System
Congenital Anomolies

Not Used

I11 Defined Conditions
Fractures

Dislocations

Strains and Sprains
Intracranial Injury

Internal Injury

Lacerations

Superficial Injury

Contusions

Foriegn Body Entering Orifice
Burns

Herves and
Effects of
Effects of
Effects of

Appendix E

Spinal Chord

Chemicals

Non-Medicinal Compounds
Physical Substances

Disecase Classification Codes
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150

17

10

20

25
71
33

35

40

INTEGER SY!M(100,50),P(50) ,STACK(50,2)
INTEGER A,B,C,D,E,F,G,TOP

INTEGER DIS{300,20)

DIMENSION REL(300),INDEX(300),NAME(300,41)
DIMENSION IDNO(3)

COMMON DIS,REL,INDEX,HALE

READ (5,1) ((SYM(I,J),3=1,50),1=1,100)
READ(5,2) ({DIS(K,L),L=1,20),K=1,300)
READ {5,8) ((NAME(I,J),JT=1,41),I=1,300)
READ{(5,3)IDNO,HN,P

IF(IDHO{1) .EQ. 999)G0O TO 200

DO 17 13=1,300

DIS(IJ,20)=0

REL(IJ)=0.

WRITE(6,4) IDNO

DG 29 A=1,H

TCP=1

STACK(TOP,2)=P (A)

DO 10 B=1,100

IF{SYH(B,1) .EQ. P(A})GO TO 15
CONTINUE

WRITE{&,5)P{(R2)

GO TO 99

C=2

IF (SYX(3,C) .EQ. 0)GO TO 99

DG 20 D=1,300

IF(DIS(D,t) .EQ. SYM(B,C))GO TO 25
COGNTINUE

WRITE(G6,6)8YM{B,C)

GO TO 99

&=2

IF(DIS(D,E) .EQ. 0)GO TC 30
COWTINUE

DO 35 I=1,50

IF(DIS(D,E) .EQ. P(I))GO TQ 490
CONTINRUE

E=E+1

GO TO 71

DO 45 J=1,TOP

IF(DIS{D,E) .EQ. STACK(J,2))GO TO 50
CONTINUE

TOP=TOP+1

STACK{TOP,1)=E

STACK(TOP,2)=DIS{(D,E)

Tree ain Program Listing

Eppendix F
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50

30

55

60

65
76

70

75

99

200

GO TO 55

E=E+1

GO TO 71
E=STACK(2,1)+1
TOP=TOP-1

IF(TOP .LE. 1)G0O TO 70
TOP=1

GO TO 71

DO 60 F=1,100
iF(DIS(D,E) .EQ. SYM(F,1))GO TO &5
CONTINUE
WRITE(6,7)DIS{D,E)

GO TO 99

Fairs
=

IF(SYM(F,G).EQ. 0)GO TO 70
IF(SYM(F,G) .NE.SYM(B,C))GO TO 75
DIS{D,20)=DIS(D,20)+1

GO TO 25

C=C+1

TOP=1

GO TO 32

G=G+1

GO TO 76

CONTINUE

CALL FREQ (NSUH)

CALL SORT

CALL ALPHA

GO TO 150

STOP

END

Appendix F - continued
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Symptom/Disease Data Cards

Card Description
1 3 digit symptom code
4 digit discase code (19)
2 4 digit disease code (20)
3 4 digit disease code (10)

Discase/Symptom Data Cards
1 4 digit disease code
3 digit symptom code (18)
Disease HName Cards
1 4 digit disease code

Blank (Not Used)
Disease Description

Patient Data Cards

1 Patient I.D. Number
Number of Symptoms

2 3 digit symptom code (25)

3 3 digit symptom code {25)

Data Card Layout

Appendix G

Card Ceolumns

1-3

4-79
1-80
1-40

1-4
5-17
18-57

1-9
10-15
1-75
1-75
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