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CHAPTER 1
INTRODUCTION

1.1 Motivation

With more manned and unmanned vehicles in the airspace, communication among these aerial vehicles is envisioned to be critical for safe maneuvering, real-time information sharing, and coordination for mission success. Airborne networking is significantly more challenging as compared to the networking of ground sensor networks with fixed topology or slow mobility. The major difficulties reside in the unique attributes of airborne networks (ANs), including high node mobility, frequent network topology changes, mechanical and aerodynamic constraints, strict safety requirements, and harsh communication environment [1], [2]. Because of these properties, networking protocols that are built for traditional ground-based networks will not work well for ANs. Most of the current research efforts including the newly developed ones that used field tests [3], [4] and simulation environments (e.g., EMANE/CORE [5], [6], NS-3 [7] and OPNET [8], [9]), are focused on evaluating the performance of networking protocols.

While previous investigations provided invaluable insights into airborne networking, they also point out one critical need in the current AN research: realistic mobility models. By realistic, it means that the models are able to capture the unique mobility attributes of ANs, such as high mobility, mechanical and aerodynamic constraints, and safety requirements (e.g., maintaining a safe separation distance). The need to use mobility models to evaluate networking performance is driven by the fact that field tests are very costly and restricted to specifically designed settings which make it hard to generalize performance evaluation results. As such, running simulations over random mobility models that cover a large number of scenarios is considered to be a less expensive and more systematic and robust alternative
However, the mobility models—random walk (RW), random direction (RD), random waypoint (RWP), and Gauss Markov—that serve as the kernel of most simulation environments are designed for traditional mobile ad hoc networks (MANETs) [10]-[12]. As the mobility of ground vehicles is very different from that of aerial vehicles due to aerodynamic constraints, MANET models may not truthfully emulate ANs. Because of the significant impact of mobility models on the performance of networking protocols [9], [10], [13], using MANET models for performance evaluation may lead to misleading results. This limitation suggests an urgent need to develop realistic AN mobility models to facilitate the accurate evaluation and design of airborne networking.

This thesis aims to develop a comprehensive modeling framework for airborne networks research. In particular, the contribution of this thesis is threefold. The first is a comparative analysis and comparison of existing AN mobility models based upon the metrics such as networking performance and ability to capture mobility attributes of ANs. The second contribution is the construction of a comprehensive modeling framework for airborne networks including 3-D mobility models and realistic boundary models. These random mobility models obey physical laws governing aerial maneuvers, and thus capture the smoothness of aerial trajectories. They are also simple enough to facilitate tractable evaluation and design. The third contribution is validation and a systematic procedure to configure the 3-D AN mobility model through extracting model parameters from real flight test data. Per the author’s knowledge, the AN mobility modeling framework and the model parameter estimation procedure are the first effort in the literature to create “realistic” simulation and evaluation environment for airborne networks.
1.3 Overview of the Thesis

The remainder of this thesis is organized as follows. Chapter 2 describes five mobility models developed for ANs, including semi-random circular movement mobility model, three-way random and pheromone repel mobility models, smooth-turn mobility model, flight-plan mobility model, and multi-tier mobility models (see also the conference publication [63]). These models to facilitate model selection is further evaluated, based upon 1) networking performance, 2) ability to capture mobility attributes of ANs, 3) the degree of randomness, and 4) the associated applications.

Chapter 3 introduces two 3-D smooth turn (ST) mobility models extended from the basic 2-D ST mobility model (see also the conference publication [64]). The first one is the 3D \( z \)-dependent ST mobility model, and the second one is the 3-D \( z \)-independent ST mobility model. In the end, boundary models for the 3-D ST models are discussed, such that aerial nodes maintain smooth trajectories at boundaries.

Chapter 4 describes the procedure to estimate the 3D \( z \)-independent ST mobility model parameters from real flight trajectories (see also the conference publication [65]). The estimated parameters are optimized based upon a tradeoff between estimation error and correlation factor between neighboring randomly selected intervals. The good match between the estimated trajectories and real flight trajectories validates the suitability of this model for ANs.

Finally, Chapter 5 includes a conclusion and brief discussion of future works.
CHAPTER 2
ANALYSIS OF MOBILITY MODELS FOR AIRBORNE NETWORKS

2.1 Introduction

Mobility models provide the theoretical foundation necessary for evaluating the performance of network protocols. Since the fidelity of evaluation results depends on the accuracy of mobility models, it is critical to choose an accurate mobility model that reflects realistic movement patterns of nodes in the network. However, as most existing mobility models are designed for traditional mobile ad hoc networks (MANETs), they cannot capture the unique movement patterns of aerial vehicles. For example, in the widely used mobility models such as random waypoint (RWP)[10], [14] and random direction (RD)[10], [15], [16], mobile nodes are assumed to be capable of making sharp turns and quickly changing directions that are not suitable for airborne nodes, therefore using MANETs models for performance evaluation may lead to misleading results. This limitation suggests an urgent need to comprehensively investigate AN mobility models, so as to permit the development of simulation environment and subsequent evaluation and design of AN networking strategies.

Very recently, there were some studies on understanding the unique features of aerial mobility and capturing them in realistic mobility models. Contributions of this chapter include a comparative analysis of existing AN mobility models and evaluation based upon the metrics such as the networking performance and ability to capture mobility attributes of ANs. In addition, this chapter compares these models based upon the degree of randomness and the associated applications.

It is worthy to note that AN mobility modeling is related to several other fields, including but not limited to aerial target tracking [17]-[20], and the control and coordination of UAVs [21]-[24]. These fields are also partially concerned with the modeling of aerial
vehicle trajectories. As these studies investigate the physical behavior of aerial vehicles in
detail, they provide the theoretical foundations and insights to develop AN mobility models.

The remainder of this chapter is organized as follows. Chapter 2.2 describes and
evaluates five mobility models recently developed for ANs. Chapter 2.3 contains a further
comparative study of existing AN mobility models to facilitate model selection. Chapter 2.4
provides a brief conclusion.

2.2 Description and Evaluation of Existing AN-Specific Mobility Models

This section presents several mobility models recently developed specifically for
ANs. These models distinguish from the MANET models in that they capture smooth aerial
turns determined by mechanical and aerodynamic constraints. Here, this section thoroughly
describes their fundamentals, and evaluate them based upon 1) mobility patterns, 2) AN
networking performance if there is any, and 3) ability to capture high mobility, mechanical
and aerodynamic constraints, and safety requirements.

2.2.1 Semi-Random Circular Movement Mobility Model

The semi-random circular movement (SRCM) mobility model restricts UAVs to
circle around a fixed center with variable radii [25]. This model is developed for scenarios
where a potential target location is known, and UAVs are dispatched to collect information in
nearby area. A typical application is search and rescue, in which the last known location of
the lost victim can naturally serve as the circling center.

1) Model description: In the SRCM model, each aerial node is assumed to be moving
independently on a 2-D disk with a fixed center and radius $R$ (see Figure 2.1a). Initially, a
node starts from a point on the disk with polar location $(r, \theta)$, where $0 \leq \theta < 2\pi$, and
$r \in \{\frac{i}{n} R, i \in \{1,2, ..., n\} \}$. Along the circle defined by $r$, the node then selects a speed $v$
uniformly distributed in \([v_{\min}, v_{\max}]\) and a destination with travelling angle \(\varphi\) uniformly distributed in the interval \([\varphi_{\min}, \varphi_{\max}]\). Once the node reaches the destination, it randomly selects another speed \(v\) and destination with travelling angle \(\varphi\) along the same circle, and moves toward it. This process continues until the node completes a round. Upon the completion, it randomly chooses another radius \(r \in \{i_R\}\), transmits to this new circle, and repeats the above process.

2) AN networking performance: Fixing the circling center simplifies the performance analysis, and also brings in tractable properties in terms of node distribution, coverage, and network connectivity. In particular, it was shown in [25] that the node distribution is approximately uniform, through both mathematical analysis and numerical simulation. Besides this, compared to the RWP model, the SRCM model has faster coverage speed and larger steady-state coverage percentage. Furthermore, the SRCM model demonstrates less fluctuation in connectivity probability, indicating a more stable communication network.

3) Ability to capture mobility attributes of ANs: The SRCM model guarantees smooth turning trajectories constrained by mechanical and aerodynamic laws, except during the transitioning from one circle to another. The model assumes that the transition time is much less than the circling time and as such the non-smooth movement during transitioning is neglected. However, fixed circling center places constraints on mobility variability. High speed is easily ensured, similar to all other mobility models. Safety constraint can potentially be addressed, if a mechanism is added to restrict multiple vehicles from selecting the same circle.
2.2.2 Three-way Random and Pheromone Repel Mobility Models

Two models were developed in [13], [26], [27] for group reconnaissance applications: 1) a Markov chain based three-way random mobility model, and 2) a graphically constrained
mobility model, named the pheromone repel model. The pheromone repel model is developed based upon the three-way random mobility model; in addition, it permits each aerial node to adjust its direction to enhance scan coverage, through avoiding areas which have recently been visited.

1) Model description: Let us first describe the basic three-way random mobility model, and then the modifications that lead to the repel model. In the three-way random mobility model, the heading speed and turn radius are assumed to be constants. The mobility pattern is defined as a Markov chain, the states of which represent three mobility modes: going straight (denoted as $s_1$), turning left ($s_2$), and turning right ($s_3$). The selection of mobility mode at the next time step $k + 1$ is dependent upon the current mode at time step $k$, with the conditional probability defined in the probability transition matrix $P(s[k + 1]|s[k]) \in \mathbb{R}^{3 \times 3}$, where $s[k] = \begin{bmatrix} s_1[k] \\ s_2[k] \\ s_3[k] \end{bmatrix}$, and the $(i, j)$-th entry represents the probability to jump from state $s_i$ to state $s_j$. Based upon data, the numerical transition matrix used in [26] is $P(s[k + 1]|s[k]) = \begin{bmatrix} 0.8 & 0.1 & 0.1 \\ 0.3 & 0.7 & 0 \\ 0.3 & 0 & 0.7 \end{bmatrix}$. Diagonal entries being larger indicate that the vehicle is more likely to maintain its current mode; keeping straight movement or making a typical smooth turn.

Movement at boundaries is similar to that of the Gauss-Markov model; if a vehicle is within certain distance to the boundary, it chooses a turning direction away from the boundary, until the heading direction is pointing toward the inner side of the region, e.g., the angle between the heading direction and the normal line to the boundary reaches a value randomly selected between $\pm \frac{\pi}{4}$ [28]. In the distributed pheromone repel model, the probability to select mobility mode is guided by pheromone maps. In particular, the field is partitioned into small grids. Each aerial node tracks a pheromone map of the field, marking the time instances $k_i$ that the node visits each grid $i$ within a time span $\bar{k}$. Neighboring
vehicles within the transmission range can merge their pheromone maps through regular broadcasting. The local merged pheromone map produces a measure called pheromone smell, capturing the local view of how recently each grid is visited. Mathematically, the pheromone smell for grid \( i \) at time \( k \) is expressed as
\[
p_s[i][k] = I(k_i - (k - \bar{k}))
\]
giving more weight to a more recent visit. Here the function \( I(x) \) equals \( x \) when \( x > 0 \) and 0 when \( x \leq 0 \). Each vehicle then determines its mobility mode according to the aggregated pheromone smell. In particular, the probability to choose the mobility mode \( s_j \) at time \( k \) is defined as
\[
\frac{\sum_{\text{circles} \in \text{circle} j} p_s[i][k] - \sum_{\text{circles} \in \text{circle} k} p_s[i][k]}{2 \sum_{\text{circles} \in \text{circle} 1, 2, 3} p_s[i][k]},
\]
where circle \( j \) includes all grids in a defined circle ahead of the scan area at time \( k \): with \( j = 1 \) denoting the circle straight ahead, \( j = 2 \) denoting the circle to the left, and \( j = 3 \) denoting the circle to the right. In the case that the aggregated pheromone smells in all three circles are 0, the basic three-way random mobility model is used to determine the probability of mode selection.

2) Networking performance: The pheromone repel model has improved coverage properties compared to the three-way random model. The simulations suggest that it has a faster coverage speed and larger scan coverage percentage at the steady state; in addition, the intervals between consecutive scans are more uniformly distributed, avoiding rescanning an area very recently visited. The price paid is network connectivity: the pheromone-repel model tends to have larger number of disconnected clusters compared to the three-way random mobility models in transient time. Because of the lack of connectivity, traditional MANETs routing protocols may not work the well. The same group proposed the geographic routing protocol (named location aware routing opportunistic delay-tolerant networks (LAROD)) and a location service (named the location dissemination service (LoDiS)) for such type of intermittently-connected mobile ad hoc networks (IC-MANETs) [13], [28]. Simulations suggest that LAROD-LoDiS has better networking performance than the spray and wait protocol, in terms of delivery ratio and overhead. In addition, comparison between the
pheromone repel and RWP models using the LAROD-LoDiS protocol supports the statement that mobility models play significant roles in the performance of routing strategies, and thus the mobility research for ANs is of significant value.

3) Ability to capture mobility attributes of ANs: Both the three-way random and pheromone repel models allow aircraft to perform typical turns with constant turn rate, reflected of mechanical and aerodynamic constraints. Unlike the SRCM model, these two models do not require the turn center to be fixed; however, the turn radius is fixed, constraining the mobility variability. Safety constraint is not addressed.

2.2.3 2-D Smooth-Turn Mobility Model

The 2-D smooth-turn (ST) mobility model was developed to capture the tendency of freely-moving airborne vehicles toward making smooth trajectories (e.g., straight trajectories or typical turns with large radius) [29]-[30]. This is made possible by directly modeling the centripetal and tangential accelerations, following the physical laws of aerial turning objects. Such mobility patterns are typical in applications such as patrolling. This section first introduces the smooth-turn concept using the basic 2-D formulation, and then evaluates the model based upon networking performance and ability to capture AN mobility attributes, and also discusses its connection with the three-way random mobility model discussed in Chapter 2.2.2.

1) Basic model description and statistical properties: In the basic 2-D ST mobility model, an aerial vehicle selects a point on the 2-D plane along the line perpendicular to its heading direction and circles around it for an exponentially elapsed duration with mean $\frac{1}{\lambda}$, where $\lambda \neq 0$ is a finite number. The perpendicularity ensures smooth turning trajectories. The circling dynamics are mathematically captured by

$$\dot{\phi}(t) = -w(t) = -\frac{v}{R} \quad (2-1)$$

$$\dot{l_x}(t) = v_x(t) = v \cdot \cos(\phi(t))$$
\[ \dot{y}(t) = v_y(t) = v \cdot \sin(\Phi(t)) \]

where \( l_x(t), l_y(t), v_x(t), v_y(t), w(t) \) and \( \Phi(t) \) represent \( x \) coordinate, \( y \) coordinate, velocity in \( x \) direction, velocity in \( y \) direction, angular velocity, and heading angle of an aerial node at time \( t \). The forward speed \( v \) is assumed to be a constant in the basic model. The inverse of \( R \) is normally distributed with zero mean and variance \( \sigma^2 \), so as to capture the preference toward straight trajectories and slight turns. Once the exponentially elapsed duration is completed, the vehicle chooses another \( R \), determines the new turn center, and repeats the above process.

The three parameters \( v, \lambda, \) and \( \sigma^2 \) in the model can be selected to capture a wide range of aerial moving patterns. In particular, a smaller \( \lambda \) indicates that the vehicle tends to continue its current turn center instead of choosing a new one. Moreover, a larger \( \sigma^2 \) indicates more chances for turns with small radii.

The behavior of vehicles at boundaries can be modeled as reflecting back to the region, or wrapping around and appearing at the other side of the region.

Using the reflection boundary model, the simulation model for the ST model can be represented in the following. Here assume that \( \Delta t \) is the simulation sampling time. The turning angle at each time step \( k\Delta t \) is then represented by

\[ \theta = \frac{v}{r(T_i)} \Delta t, \]

where \( T_i \leq k\Delta t \leq T_{i+1} \), and \( T_i \) and \( T_{i+1} \) are the two consecutive time instances to change turn radius

\[ c_x(T_i) = l_x(T_i) + r(T_i) \sin(\Phi(T_i)) \tag{2-2} \]

\[ c_y(T_i) = l_y(T_i) - r(T_i) \cos(\Phi(T_i)) \]

\[ \Phi[k+1] = \Phi[k] - \theta - 2\pi \left[ \frac{\Phi[k] - \theta}{2\pi} \right] \]

\[ l_x[k+1] = c_x(T_i) - r(T_i) \sin(\Phi[k+1]) \]

\[ -2W \left[ \frac{c_x(T_i) - r(T_i) \sin(\Phi[k+1])}{2W} + 0.5 \right] \]
\[ l_y[k + 1] = c_y(T_i) + r(T_i)\cos(\Phi[k + 1]) \]
\[ -2W \left[ \frac{c_y(T_i) - r(T_i)\cos(\Phi[k + 1])}{2L} + 0.5 \right] \]

where \( c_x(T_i) \) and \( c_y(T_i) \) represent the location of the turn center at \( T_i \), and \( W \) and \( L \) represent the width and length of the simulation region. The floor functions realize the reflection boundary model (see [29] for the details). A sample trajectory using this simulation model is shown in Figure 2.2.

The tractability permitted by the simple dynamics makes possible further statistical analysis such as the node distribution and the number of neighbors. It was proved in [29] that the model has uniform distribution, which adds to the value of this model, as rich statistical results can be achieved from the uniformity.

Fig. 2.2 Sample trajectory of the 2-D ST model [26].
2) Networking performance: The tractability permitted by the simple dynamics makes possible further statistical analysis such as the node distribution and the number of neighbors. It was proved in [29] that the basic 2-D model has uniform distribution, which adds to the value of this model, as rich statistical results can be achieved from the uniformity.

3) Ability to capture mobility attributes of ANs: The model captures smooth turns with flexible radii. As it is constructed using aerial kinetics, the model naturally captures the spatiotemporal correlation of accelerations. Second, the model has very simple dynamics. It also captures high mobility and frequent network topology changes. Aerial nodes in this model are free to travel inside the simulation area with variable turn center and turn radius. Besides the smooth trajectory constraints and possible safe requirements, no other constraints limit the movement of aerial nodes.

Here, the ST model is connected with the RD model and the basic three-way random model. Similar to the basic RD model, an aerial node randomly chooses a direction for an exponentially elapsed duration. The only difference is that the RD model chooses a random straight direction, whereas the ST model chooses a random turn radius. The three-way random model can be considered as a variant of the ST model. As opposed to the fixed duration between the changes of directions in the three-way random model, the duration in the basic ST mobility model is random. Moreover, the turn radius in the ST mobility model can take continuous values in a large range, but in the three-way model, three values are considered: $+r$, $-r$, and $\infty$, representing right turn with radius $r$, left turn with radius $r$, and the straight trajectory. Furthermore, the probability of direction selection in the three-way random model is state-dependent; but in the basic ST model is based upon the exponentially elapsed duration distribution and the radius distribution.
2.2.4 Flight-Plan-Based Mobility Model

Pre-defined trajectory plans may be directly used as mobility models [31]. Such pre-defined plans may not exist for completely autonomous ANs; however, they are typically available for ANs that involve commercial flights, cargo planes, and pre-defined AN backbones [31], [32].

1) Model description and the use in mobility-aware routing: In [31], pre-defined flight plans together with the mobility-aware routing and mobility dissemination protocol (MARP/MDP) are used to effectively maintain the networking of AN backbone nodes. In particular, initial flight plans are recorded in a global mobility file, which contains the location and gesture information of each aircraft, tagged with time. The global mobility file is then used to generate a time-dependent network topology (TDNT) map and then the routing table for each time. Uncertainties in the environment (such as weather) might cause deviations from the flight plan. A hello-and-acknowledge mechanism is used to check if the TDNT is up-to-date. If not, the TDNT map is updated and then a new routing table is generated.

2) Networking performance: To understand the performance of the model and the associated routing protocols, a small-scale network with four nodes in circular movement and a medium-scale network with 18 nodes in circular and race-track movement is constructed. The MARP/MDP protocol is shown to outperform the AODV and OLSR protocols in terms of throughput, latency, and package delivery ratio. The overhead of this routing protocol is slightly worse than that of AODV and OLSR. This study also suggests the importance of mobility models, and its use in developing high-performance routing protocols for ANs.

3) Ability to capture mobility attributes of ANs: Because of the current safety concerns in flying autonomous aerial vehicles, flight plans are typically available. The model captures
high mobility, safe constraints, and aerodynamics, as they are both reflected by the flight plans.

2.2.5 Multi-Tier Mobility Models

The airspace is highly heterogeneous with aerial vehicles of different types and operating for different missions [33]. As it is impossible to use a common mobility model for all these vehicles, networking in such heterogeneous networks requires mobility models that permit multiple mobility patterns. To meet this need, multi-tier mobility models (belonging to the category of hybrid models) are introduced (see [1], [31], [32], [34]). In particular, the multi-tier mobility model in [1] contains aircrafts of different types flying at different altitudes. Aerial networks may also be connected to fixed control stations or ground vehicle teams to form multi-domain communication networks [1], [31], [33].

ANs with backbone structures can be modeled using multi-tier mobility models [31], [32], [34], [35]. As robust networking is very difficult to establish for highly random autonomous ANs, imposing designable deterministic backbone structures can significantly enhance the reliability and scalability of ANs. In particular, the backbone nodes have planned trajectories [31],[36] that serve as the base stations (or fusion centers) [36], [37] for information exchange among themselves, and with other vehicles. In [36], the UAV backbone nodes are moving deterministically in circles, but with designable velocities, locations, radii and transmission ranges. Algorithms were developed to design these parameters for two goals: 1) maintaining connection among the backbone nodes, and 2) achieving wide coverage.

2.3 Further Comparison of the Mobility Models

As mobility models have determining effect on routing performance, choosing the suitable mobility model is critical for the evaluation of networking performance. In Chapter
2.2, these models are evaluated and compared according to 1) mobility patterns, 2) basic AN networking performance studies, and 3) suitability for ANs in terms of high mobility, mechanical and aerodynamic constraints, and safety requirements. In this section, the above AN mobility models are further compared from two additional aspects: 1) randomness level, and 2) associated application. The discussion here represents a first step toward a systematic procedure to select and configure mobility models for different scenarios of interest. Note that a comprehensive comparison of networking performance using these models and real flight tests will also help with deciding model selection criterions. This study is left to the future work.

1) Randomness: The degree of randomness is a natural metric to characterize and differentiate mobility models [29], [30]. Because of the difficulties facing a robust networking of autonomous ANs, deterministic pre-defined flight plans are typically adopted nowadays in small-scale field tests. However, with the rapid growth of this field, it is envisioned that less controllable flight trajectories and more random AN topologies will appear in the future.

In [29], an entropy rate-based measure was introduced to quantify the degree of randomness for mobility models. The entropy rate is defined upon a Markov chain representation of the mobility. In the Markov chain, each state captures the mobility status of an aerial node, such as location, heading direction, speed, and so on, depending upon the specific scenario. The entropy-rate-based randomness measure is then defined as:

\[ H = -\int_i \int_j p_i Q_{ij} \ln Q_{ij} \]

where \( p_i \) represents the probability to stay at status \( i \), \( Q_{ij} \) represents the probability to jump from status \( i \) to status \( j \) in a unit time \( \Delta t \).

In [29], the randomness of four mobility models including RD, ST, SRCM, and FP are quantified using this randomness measure. Through configuring the models with a similar set of parameters such as forwarding speed \( (v = 40 m/s) \), waiting time interval distribution
(exponential with $\lambda = 2/s$), it is found that the randomness of RD, ST, SRCM, and FP are in a decreasing order: RD around 0.018, ST typically below this, SRCM at the order of $10^{-6}$, and FP almost negative.

Similarly, the randomness of the three-way random mobility model can be found. Using the transition matrix presented in Chapter 2.2.2 as the example, first note that the probability to move forward, left, or right at steady state is $p_1 = 0.6$, $p_2 = 0.2$ and $p_3 = 0.2$, respectively. Assume $\Delta t = 0.001s$ to be consistent with that in [29]. As the vehicle only changes the mode at the end of every 2s [13], it is found that the entropy rate as

$$H = -\sum_i p_i \sum_j Q_{ij} \ln Q_{ij} = -\sum_i p_i \sum_j Q_{ij} \ln Q_{ij}$$  \hspace{1cm} (2-3)$$

$$= -\frac{0.6 \Delta t}{2} \left( 0.8 \ln(0.8) + 0.2 \ln(0.1) \right)$$

$$- \frac{0.4 \Delta t}{2} \left( 0.7 \ln(0.7) + 0.3 \ln(0.3) \right) = 3.3 \times 10^{-4}$$

Comparing to the other mobility models (see results in [29]), its randomness level is higher compared to the SRCM model, but lower than all the other models. To permit a fair comparison with the ST model, also assume that the waiting time interval to change mobility mode has the same exponential distribution with $\lambda = 2/s$. As within $\Delta t$, the vehicle has a probability of $\lambda \Delta t$ to change mode and $1 - \lambda \Delta t$ to keep its current mode, its randomness is found as

$$H = -\sum_i p_i \sum_j Q_{ij} \ln Q_{ij}$$  \hspace{1cm} (2-4)$$

$$= -0.6 \left( (1 - \lambda \Delta t) \ln(1 - \lambda \Delta t) + 0.8 \lambda \Delta t \ln(0.8 \lambda \Delta t) + 0.2 \lambda \Delta t \ln(0.1 \lambda \Delta t) \right)$$

$$- 0.4 \left( (1 - \lambda \Delta t) \ln(1 - \lambda \Delta t) \right)$$

$$+ 0.7 \lambda \Delta t \ln(0.7 \lambda \Delta t) + 0.3 \lambda \Delta t \ln(0.3 \lambda \Delta t) = 0.0157$$

which is comparable to that of the ST mobility model.
2) **Application-type:** Another more straightforward criterion to compare and select mobility model is the application-type. In different applications, the ANs are typically associated with different mobility patterns. As suggested by [29], the ST mobility model is most suitable for patrolling; the SRCM model has some predefined information and is suitable for search and rescue applications; and the flight plan model is good for cargo and transportation scenarios. Furthermore, it is also noted that the pheromone repel mobility model is suitable for group reconnaissance application that requires fast coverage.

2.4 Concluding Remarks

This chapter represents the first attempt to comprehensively study the mobility models of airborne networks noting that there is very limited existing research in this field. In particular, this chapter analyzes and compares the existing mobility models for airborne networks. Besides investigating the specifics of each mobility model, this chapter evaluates these models based upon the following metrics: i) AN networking performance, and ii) whether the particular mobility patterns are realistic to capture AN mobility attributes. These models are further compared in terms of i) the degree of randomness and 2) the associated AN applications, to facilitate model selection.
3.1 Introduction

Realistic random mobility models for airborne networks (ANs) are highly desirable to evaluate and design airborne networking. As introduced in the above chapter, several preliminary mobility models have been developed specifically for ANs. The semi-random circular movement (SRCM) mobility model [25] restricts unmanned aerial vehicles (UAVs) to circle around a fixed turn center with variable radii; it is envisioned that this model may be suitable for search applications where the potential target location may be known beforehand and is used as the fixed turn center. The Markov chain based three-way random mobility model and the enhanced pheromone repel model [26-28] permit variable turn centers, but restrict turn radius to be one of three values, \(+r\), \(-r\), and \(\infty\); these models are designed for reconnaissance applications. As these models place unnecessary constraints on turn center and turn radius which are not typically observed in aerial maneuvers, a general 2-D smooth-turn (ST) mobility model [29-30] is developed, which allows aircraft to perform either straight trajectories or smooth trajectories with variable slight turns. This model is based on two common aircraft maneuvers. One is called cruise [38], which says that an aircraft has balanced forces and as such is moving in a straight line at a constant speed. The “speed” mentioned in this thesis is airspeed (i.e., speed relative to the air [39]), which can be read from the airspeed indicator. Since wind speed is assumed to be zero, horizontal component of airspeed is equal to groundspeed [39] at the same altitude. The other is called level coordinate turn, which indicates that an aircraft has balanced forces but a non-zero constant bank angle [40], and hence is performing steady and level turn with constant turn rate and heading speed.
However, aircraft maneuvers are not restricted to these two categories. Other typical maneuvers include climb [41], descend, steep turns, skidded turns, slipping turns, spirals, etc. [42]. These diverse maneuver types suggest that 2-D AN mobility models are not sufficient. A more comprehensive investigation of 3-D aerial movement patterns and the development of realistic 3-D AN mobility models are necessary to facilitate the accurate evaluation and design of airborne networking.

In this chapter, a comprehensive modeling framework for airborne networks is developed. Extended from the author’s previous results on the development of 2-D ST mobility model [29-30], this modeling framework includes: 1) mobility models that capture smooth 3-D trajectories, and 2) realistic boundary models. The features of this modeling framework include the following:

1) **Realistic capturing of 3-D aerial mobility.** Two 3-D smooth-turn mobility models are introduced to permit changing flight altitudes. This facilitates modeling of military aircraft performing “high-g” turns. One model captures the correlation of movement among all three dimensions. In the second model, $z$-dimensional movement is assumed to be independent from the other two dimensions. Distinct from the Gauss-Markov-type models [10], [43], [44], these models capture the correlation of acceleration across temporal and spatial coordinates during turns according to physical laws.

2) **Flexible user configuration.** The modeling framework is kept very general to incorporate a variety of movement patterns corresponding to different applications. The modeling framework can be configured easily by selecting model parameters. For instance, the model may be reduced to the three-way random mobility model described in Ref. [25-28] by fixing turn radius and enforcing additional small modifications. Furthermore, the procedures to estimate model parameters from flight field test data are summarized. This procedure maximizes the value of field tests, by producing random mobility models that
capture the statistical features of field tests. The configured mobility models can in turn produce a large number of trajectories following the same statistics of the original field tests.

The rest of this chapter is organized as follows. Chapter 3.2 introduces two 3-D ST mobility models extended from the basic 2-D ST mobility model. Chapter 3.3 discusses realistic boundary models. Chapter 3.4 provides a brief conclusion.

3.2 3-D Smooth-Turn Mobility Models

The basic 2-D ST mobility model as introduced in Chapter 2.2.3 is very simple but it does not consider the movement of aircraft along the vertical dimension. Furthermore, the turn radius and waiting time interval follow canonical random distributions which may not be general enough. In addition, realistic behavior when aerial vehicles are close to boundaries is not properly modeled. To equip the model with the above missing capabilities, two 3-D ST mobility models are developed, which are extended versions of the basic 2-D ST mobility model. The set of new models are more comprehensive and flexible for user configuration, and hence better serve for the evaluation and design of reliable routing protocols.

This section introduces two new 3-D ST mobility models: \( z \)-dependent ST mobility model and \( z \)-independent ST mobility model. Both models follow the basic concept of the 2-D ST mobility model: an aerial vehicle circles around a randomly selected turn center before it chooses another center. The major difference between these two 3-D mobility models is whether aircraft mobility along the \( z \) direction is dependent upon the mobility on the \( x, y \) plane. It is envisioned that these two 3-D ST mobility models may be suitable for different AN applications. For instance, \( z \)-independent ST mobility model may well capture normal maneuvers in civilian applications; and the \( z \)-dependent ST mobility model may be able to describe maneuvers in air shows and military applications.
3.2.1 z-Dependent ST Mobility Model

This model describes the correlation of an aircraft’s motion on the \(x, y\) plane and \(z\)-dimension through the introduction of maneuver plane (determined by an aircraft’s tangential and normal acceleration vectors). The idea is that an aerial vehicle circles around a fixed turn center on the maneuver plane \([45]\) with a constant forward speed for a randomly selected duration before it chooses a new turn center and a new speed. The new turn center is on the plane perpendicular to the current heading direction. This perpendicularity guarantees the smoothness of trajectories.

This model has the following assumptions. Within each randomly selected waiting time interval,

1) the lift acceleration \(L\) normal to the aircraft wing plane is constant;
2) the bank of angle \([40]\) \(\beta\) around the roll axis is constant;
3) both the sideslip angle and angle of attack (AOA) \([46]\) are zero;
4) environmental effects, such as wind and rain, etc., are ignored;
5) the effects of gravity on tangential and normal accelerations are ignored;
6) the thrust-drag acceleration \(D\) along the aircraft velocity direction is zero.

Assumptions 1-4 permit treating an aircraft as a point mass following planar trajectories \([45], [47-49]\) in a maneuver plane. The aircraft’s tangential and normal accelerations can be described by the following equations:

\[
a_t(t) = D + g_t(t) \tag{3-1}
\]
\[
a_n(t) = L\cos\beta + g_n(t) \tag{3-2}
\]

where \(g_t(t)\) and \(g_n(t)\) are the components of gravity along the heading and normal directions at time \(t\). Assumptions 5 and 6 lead to zero \(a_t\) and constant \(a_n\), and hence ensure that an aircraft will have a constant turn rate and a constant speed within the duration.

Also note that at the beginning of each randomly selected duration, the change of turn
centers results in the switching of maneuver planes. The velocity vector at that moment is on the line intersecting the old and new maneuver planes. Two additional assumptions are enforced for this model. First, assume that the change of heading speed (i.e., the amplitude of the velocity vector) can be immediate, neglecting the gradual speed change process realized through controlling the thrust-drag force. Second, assume that the change of maneuver plane is also immediate, neglecting the gradual process realized through altering the bank angle and lift force.

Now the mathematics of the model is described. During each randomly selected duration, the aircraft position vector \( p(t) \), velocity vector \( v(t) \) and acceleration vector \( a(t) \) at time \( t \) in the universal coordinate frame are described by the following relationship [18]:

\[
\dot{p}(t) = v(t) \tag{3-3}
\]

\[
\dot{v}(t) = a(t) \tag{3-4}
\]

As the aircraft circles around a fixed turn center \( p_c \) with a constant turn rate \( \Omega \), the following equations hold:

\[
v(t) = \Omega \times (p(t) - p_c) \tag{3-5}
\]

\[
a(t) = \dot{\Omega} \times (p(t) - p_c) + \Omega \times (\dot{p}(t) - \dot{p}_c) = \Omega \times v(t) \tag{3-6}
\]

where symbol \( \times \) denotes the vector cross product operation. As turn rate is a constant, \( \dot{\Omega} = 0 \). Equation (3-6) further leads to the expression of \( \Omega \)

\[
\dot{\Omega} = \frac{v(t) \times a(t)}{\|v(t)\|^2}. \tag{3-7}
\]

Furthermore, differentiation of Equation (3-6) leads to

\[
\dot{a}(t) = \dot{\Omega} \times v(t) + \Omega \times \dot{v}(t) = -w^2 v(t) \tag{3-8}
\]

where \( w \) is the magnitude of \( \Omega \) with the expression

\[
w = \|\Omega\| = \frac{a_n}{v} = \frac{v}{R}, \tag{3-9}
\]

where \( v = \|v(t)\| \) is the constant heading speed. Then the state-space dynamics of this
model is described as
\[
\dot{x}(t) = \begin{bmatrix} 0_{3\times3} & I & 0_{3\times3} \\ 0_{3\times3} & 0_{3\times3} & I \\ 0_{3\times3} & -w^2I & 0_{3\times3} \end{bmatrix} x(t)
\] (3-10)

where the state \( x(t) = [p(t), v(t), a(t)]' \), and \( I \) is the identity matrix. By sampling the state \( x(t) \) every \( \Delta t \) seconds, convert this continuous-time model to the discrete-time model where

\[
x[k + 1] = \Phi(\Delta t, w)x[k]
\] (3-11)

The state transition matrix \( \Phi(\Delta t, w) \) is represented as

\[
\Phi(\Delta t, w) = \begin{bmatrix} 1 & \frac{\sin(w\Delta t)}{w} & \frac{1-\cos(w\Delta t)}{w} \\ 0 & \cos(w\Delta t) & \frac{\sin(w\Delta t)}{w} \\ 0 & -wsin(w\Delta t) & \cos(w\Delta t) \end{bmatrix} \otimes I = B \otimes I, \quad (3-12)
\]

where \( \otimes \) is the kronecker product. With the knowledge of speed \( v \) and turn radius \( R \), Equations (3-9) and (3-12) can be used to generate flight trajectories. In particular, the position, velocity and acceleration of the aircraft in \( x, y, \) and \( z \) directions \( p_x, p_y, p_z, v_x, v_y, v_z, a_x, a_y, a_z \) at the \( (k + 1) \)-th sample time can be computed as

\[
\begin{bmatrix}
    p_x[k + 1] \\
    v_x[k + 1] \\
    a_x[k + 1] \\
    p_y[k + 1] \\
    v_y[k + 1] \\
    a_y[k + 1] \\
    p_z[k + 1] \\
    v_z[k + 1] \\
    a_z[k + 1]
\end{bmatrix} = \begin{bmatrix} B & 0_{3\times3} & 0_{3\times3} \\ 0_{3\times3} & B & 0_{3\times3} \\ 0_{3\times3} & 0_{3\times3} & B \end{bmatrix} \cdot \begin{bmatrix}
    p_x[k] \\
    v_x[k] \\
    a_x[k] \\
    p_y[k] \\
    v_y[k] \\
    a_y[k] \\
    p_z[k] \\
    v_z[k] \\
    a_z[k]
\end{bmatrix}
\] (3-13)

At the end of randomly selected duration, the aircraft randomly selects a new velocity \( v \) (with only magnitude changes but not direction), and a new turn center \( p_c \) \( (p_{cx}, p_{cy}, p_{cz}) \) on the plane perpendicular to its velocity direction. The new turn center is uniquely determined by a randomly selected new turn radius \( R \) and altitude of the new turn center \( p_{cz} \). Mathematically, the position of the new turn center \( p_c \) can be determined by solving the
following two equations:

\[
\begin{align*}
\vec{v_0} \cdot \vec{p_o} \vec{p_c} &= 0 \\
\|\vec{p_o} \vec{p_c}\| &= R
\end{align*}
\] (3-14)

where \( p_o(p_{ox}, p_{oy}, p_{oz}) \) and \( v_o(v_{ox}, v_{oy}, v_{oz}) \) are the position and velocity vector of the aircraft at the time of change, and \( \vec{p_o} \vec{p_c} \) presents the vector pointing from the aircraft to the new turn center. Furthermore, \( p_{cz} \) should be in the range of

\[
p_{oz} - K \leq p_{cz} \leq p_{oz} + K
\] (3-15)

with \( K = R \cdot \cos(sin(\frac{v_{oz}}{||v_o||})^{-1}) \), otherwise Equation (3-14) is unsolvable. Two solutions can be found from Equation (3-14), with one selected randomly. The radius \( R \) and duration \( \tau \) can follow the Gaussian and exponential distributions as in the 2-D model, and the altitude of turn center can follow the Gaussian distribution, or more complicated distributions estimated from field test data.

Fig. 3.1 Sample trajectory of the \( z \)-dependent ST mobility model.

3.2.2 \( z \)-Independent ST Mobility Model

The \( z \)-independent ST mobility model assumes that aircraft movement along the \( z \)
dimension is independent from that on the $x, y$ plane. This assumption usually holds for civilian applications, in which vertical movement is typically limited [18]. Under such assumption, mobility along the $x, y$ plane and the $z$ dimension can be analyzed separately.

In the $x, y$ plane, an aerial vehicle follows the same dynamics as that in the basic 2-D ST mobility model [29-30]. The vehicle circles around a turn center, with radius $R$ and speed $v_{xy}$, before it chooses another center. Along the $z$ dimension, the aerial vehicle is assumed to maintain a constant acceleration $a_z$ during each randomly selected duration, therefore allowing the speed along $z$ dimension and also the altitude to vary.

The continuous-time dynamics of this model within a randomly selected duration is given by

$$a_{txy}(t) = 0$$

$$a_{nxy}(t) = v_{xy}^2 / R$$

$$\phi_{xy}(t) = -w_{xy}(t) = -v_{xy} / R$$

$$\dot{p}_x(t) = v_x(t) = v_{xy} \cos(\phi_{xy}(t))$$

$$\dot{p}_y(t) = v_y(t) = v_{xy} \sin(\phi_{xy}(t))$$

$$\ddot{p}_z(t) = \dot{v}_z(t) = a_z$$

where $a_{txy}(t)$, $a_{nxy}(t)$, $\phi_{xy}(t)$, and $w_{xy}(t)$ represent tangential and normal accelerations, heading angle and angular velocity on the $x, y$ plane at time $t$. The discrete-time dynamics can be derived using a similar procedure discussed in Chapter 2.2.3. A sample trajectory is shown in Figure 3.2.
3.3 Realistic Boundary Models

In this section, the boundary models implemented for the 3-D smooth-turn (ST) mobility models are described. They are developed based upon the “buffer” model used in the Gauss-Markov mobility model [1], [10] and the model implemented in the Reconnaissance mobility models [26-28].

Various boundary models have been used in the literature. Typical boundary models include the “wrap-around” model [16], “reflection” model [1], and the “buffer” model [1], [10]. In the “wrap-around” model, when an aircraft hits the boundary, it wraps around and appears at the opposite side of the region. In the “reflection” model, the aircraft is reflected into the simulation area when it hits the boundary. These two models show sharp directional changes, which are not expected in real aerial trajectories.

Compared with “wrap-around” and “reflection” boundary models, the “buffer” model and the boundary model used in Reconnaissance mobility models are more reasonable to capture aerial mobility at boundaries. In the “buffer” model, an aircraft is forced away from
the boundary with the help of a buffer zone defined as the region between the boundary and the inner zone. In the reconnaissance mobility models, if the aircraft moves closer than the turn radius to an edge, it turns towards the center of the simulation area until the angle between its direction and the normal of the edge reaches a randomly selected value between $-45^\circ$ and $45^\circ$. Based upon similar ideas, boundary models for the 3-D ST mobility models are developed.

In this new boundary model, a buffer zone with depth $d_x, d_y, d_z$ (distance from the edge of the inner zone to the simulation boundary) for safe operation at boundaries is adopted. In Figure 3.3, the area between the blue cube and the grey cube is the buffer zone. If the aircraft enters the buffer zone, it stops current motion immediately and reselects a new motion pattern to move out of the buffer zone. Due to the difference between $z$-dependent and $z$-independent mobility models along the vertical direction, their boundary models are also slightly different as discussed below.

![Figure 3.3 The area between the blue cube and the grey cube is the buffer zone.](image-url)
3.3.1 Boundary Model for the z-Dependent ST Mobility Model

In the boundary model for the z-dependent ST mobility model, the depth of the buffer zone \( d_x = d_y = d_z = 2R_s \), where \( R_s \) is the minimum safe turn radius. As shown in Figure 3.3, when an aircraft reaches the buffer zone, it reselects a turn center with turn radius equal to \( R_s \) on current maneuver plane, and circles around it either clock-wise or anti-clockwise. The aircraft maintains this mobility pattern until it leaves the buffer zone. As shown in Figure 3.4a, \( 2R_s \) is necessary to ensure that the aircraft stays within the simulation area. Furthermore, it is noted that \( R_s \) can be either speed-dependent or speed-independent. If \( R_s \) is set as the minimum safe turn radius associated with the current speed, the aircraft can maintain the current speed when it reaches the buffer zone. The drawback is that the buffer length is speed-dependent, and the aircraft needs to continuously check the current speed to determine the depth of buffer area. If \( R_s \) is set as the minimum safe turn radius of this aircraft type, the aircraft does not need to check its own speed to determine the depth of buffer area, but it needs to reselect its speed to be the one associated with the minimum safe turn radius when it reaches the buffer zone.

3.3.2 Boundary Model for the z-Independent ST Mobility Model

In the boundary model for the z-independent ST mobility model, the strategy on the \( x, y \) plane can be precisely same as that used for the z-dependent ST mobility model. In particular, if an aircraft enters the buffer zone with \( d_x = d_y = 2R_s \), it reselects the turn center with turn radius \( R_s \). An alternative approach is shown in Figure 3.5a. An aircraft can check its heading with respect to the boundary when it reaches the buffer zone. If the heading is to the right of the vector normal to the boundary, the vehicle turns right with radius \( R_s \); otherwise it turns left. This strategy can reduce the buffer depth from \( 2R_s \) to \( (1 + \frac{1}{\sqrt{2}})R_s \) (see Figure 3.5b as a proof).
Fig. 3.4. a) Boundary model for $z$-dependent mobility model. When the aircraft reaches the buffer zone, it reselects a turn center with turn radius equal to $R_s$ on current maneuver plane and circles around it either clockwise or anticlockwise. b) The critical situation suggests that $d_x = d_y = d_z = 2R_s$ is necessary to ensure the aircraft to stay within the simulation area.

Now let us discuss the strategy along the $z$ dimension. The buffer depth $d_z$ to the upper ceiling is defined as $\frac{v_{ascend}^2}{2|a_{descend}|}$, where $v_{ascend}$ is the maximum ascending speed, and $a_{descend}$ is the maximum descending acceleration. If an aircraft reaches the buffer zone near the ceiling, it chooses a descending acceleration less than or equal to $\frac{2d_z}{v_z^2}$, where $v_z$ is the current speed along the $z$ dimension. Similarly, depth $d_z$ to the bottom is defined as $\frac{v_{descend}^2}{2|a_{ascend}|}$, where $V_{descend}$ is the maximum descending speed, and $a_{ascend}$ is the maximum ascending acceleration. Once an aircraft reaches the buffer zone near the bottom, it chooses the ascending acceleration less than or equal to $\frac{2d_z}{v_z^2}$, where $v_z$ is the current speed along the $z$ dimension. The above strategy will ensure that when the aircraft reaches the upper or bottom boundary of the simulation area, its speed toward the boundary is less than or equal to zero,
and thus never cross the boundary.

Fig. 3.5. a) An alternative strategy when the aircraft is close to the boundary for the $z$-independent mobility model: if the heading is at the right side of the normal vector to the boundary, the aircraft turns right. b) The critical situation suggests that $d_x = d_y = (1 + \frac{1}{\sqrt{2}})R_3$ is necessary for the aircraft to stay within the simulation area.

3.4 Conclusion

In this chapter, two 3-D airborne networks (ANs) mobility models are developed to serve as the modeling framework for ANs. Both models are extended versions of the basic 2-D smooth-turn (ST) mobility model, as they follow the same idea: a vehicle randomly chooses a turn center, and circles around it, before choosing another turn center. The $z$-dependent ST mobility model captures the correlation of aerial mobility along three dimensions, by restricting the movement of aerial vehicles on maneuver planes, which may or may not be horizontal. The $z$-independent ST mobility model assumes that the movement along the $z$ dimension is completely independent from that on the $x, y$ plane. Both mobility models capture realistic flight trajectories featured by straight lines and large-radius curves. It is envisioned that the two 3-D mobility models may be suitable for different AN applications.
The $z$-independent mobility model typically has less variation along the $z$-dimension, and thus is suitable for civilian and commercial AN applications. The $z$-dependent mobility model may involve large variation along the $z$-dimension correlated with movement on the $x, y$ plane, and is thus more suitable to describe aerial mobility in some military applications and air shows. In the end of the chapter, realistic boundary models for the 3-D ST mobility models are also suggested. It is noted that the 3-D mobility models in this chapter are very simple under a set of assumptions. In the future work, the author will consider more general and flexible models with fewer assumptions and capture more complicated group behaviors such as collision avoidance. The author will also provide a comprehensive guideline for selecting appropriate mobility models for different AN applications and user interests. The author envisions that these efforts will significantly help researchers in their studies on ANs.
CHAPTER 4

ESTIMATION AND VALIDATION OF THE 3-D SMOOTH-TURN MOBILITY MODEL
FOR AIRBORNE NETWORKS

4.1 Introduction

Mobility models serve as the foundation for simulating and evaluating networking protocols [10], [12], [50]. Airborne networking is a relatively new area of research in which traditional mobile ad hoc network (MANET) mobility models such as random waypoint (RWP) and random walk (RW) are typically used for evaluating protocol performance [51-52]. Since mobility models significantly impact the performance of networking protocols [10], [12], and traditional mobility models do not capture aerial mobility appropriately, their use in simulation and evaluation of airborne networks (ANs) may lead to misleading results.

In order to fill the need, AN mobility models that are realistic in capturing smooth trajectory of an aerial vehicle are developed, and are simple enough for parameter estimation and tractable analysis as introduced in Chapter 2 and 3. In particular, 2D and 3D smooth-turn (ST) mobility models that follow the physical laws that govern the spatiotemporal correlation of aerial turns are developed. It was proved in [29-30] that the basic 2D ST mobility model (unlike the RWP model) has uniform node distribution which leads to tractable connectivity analysis. For example, the connectivity analysis provides information such as the statistics of number of neighbors, and the k-connectivity of the network among others.

This chapter presents a process that uses real flight test data to validate the 3D z-independent ST mobility model. The general procedures to tune model parameters from real data are presented. Constructing a mobility model from real flight data has the following advantages. First, the mobility model can produce a large number of trajectory ensembles following the statistics of the original flight test data. Utilizing such rich trajectory ensembles
for performance evaluation optimizes the returns on expensive flight tests. Second, the resulting model leads to statistical analysis of varying network connectivity, and thus facilitates the analysis and design of networking protocols. Third, the resulting mobility model can also be used as a prediction model for the design of mobility-driven networking protocols.

In order to obtain realistic evaluation environment for mobile networks [10], [12], it is very critical to validate and configure mobility models according to realistic settings. However, it is noted that there are very limited research studies along these lines in the literature [43-44], [49], [53-54]. Examples include studies such as the parameter estimation in Gauss-Markov models for location prediction purposes [43-44], [53-54]. The work represents the first of a kind study on model validation and parameter estimation for airborne mobility models.

The chapter is organized as follows. Chapter 4.2 describes the procedure to estimate model parameters from real flight trajectories and estimation results. Chapter 4.3 contains a brief conclusion and discussion of future work.

4.2 Estimation Based upon Actual Aircraft Trajectories

This section describes the procedure to estimate parameters in the 3D $z$-independent ST mobility model from real flight test data. This process also validates the capability of the $z$-independent ST mobility model in capturing the attributes of aerial movement. The resulting model can be used as a prediction model or a model for random trajectory generation.

The field test data include five trajectories of the DC-3 aircraft, denoted as A, B, C, D and E, each lasting around 8 minutes, with aircraft heading speed in the range of 3.5945–86.4812m/s, and aircraft travelling within the altitude of 199.7810–1361.5m. Each of
the five datasets consists of 3D nodal position data in the WGS-86 standard (a world geodetic system represented by latitude $\gamma$, longitude $\lambda$ and height $h$), and velocity data in the east-north-up (ENU) coordinates. All recordings are sampled at $\Delta T = 0.1\, s$. The estimation procedure includes four major steps: data preparation, estimation of trajectory-specific random variable values, estimation of a key threshold, and estimation of parameters in model random variables. Chapter 4.2.5, also shows results on using the estimated parameters to generate random trajectory ensembles.

4.2.1 Data Preparation

1) Coordinate transformation: Before parameter estimation, the position data needs to be converted from the WGS-86 standard to the ENU coordinates first, since such local ENU Cartesian coordinate system is more intuitive and practical than geodetic coordinates for navigation analysis [55]. Transformation from the geodetic system to ENU coordinates is a two-stage process. First, convert position data from the geodetic system to the earth-centered earth-fixed (ECEF) coordinates (represented as $[X,Y,Z]$) using the following formula [56-57]:

$$X = (N(\gamma) + h)cos(\gamma)cos(\lambda)$$
$$Y = (N(\gamma) + h)cos(\gamma)sin(\lambda)$$
$$Z = (N(\gamma)(1 - e^2) + h)sin(\gamma)$$

$$N(\gamma) = a/\sqrt{1 - e^2sin^2(\gamma)}$$

where the constants $a$ and $e$ are the semi-major axis and the first numerical eccentricity of the ellipsoid respectively. $N(\gamma)$ is the distance from the surface to the $z$-axis along the ellipsoid normal.

Then $[X,Y,Z]$ is converted to the ENU coordinates, denoted as $[X_e,Y_n,Z_u]$, using the following formula [55-56]:
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\[
\begin{bmatrix}
X_e \\
Y_n \\
Z_u
\end{bmatrix} =
\begin{bmatrix}
-sin(\lambda) & cos(\lambda) & 0 \\
-sin(\gamma)cos\lambda & -sin(\gamma)sin(\lambda) & cos(\gamma) \\
cos(\gamma)cos\lambda & cos(\gamma)sin(\lambda) & sin(\gamma)
\end{bmatrix}
\begin{bmatrix}
X - X_r \\
Y - Y_r \\
Z - Z_r
\end{bmatrix}
\] (4-2)

where \([X_r, Y_r, Z_r]\) represents the position of radar, or the reference point. Here, the first point of each data set is supposed to be the reference point.

2) Data preprocessing: The velocity along the z direction has noticeable fluctuations (see also Figure 4.2c), which can be considered as noise caused by environmental and measurement factors. To eliminate the effect of noise to the estimation performance, the altitude data \(Z_u\) is smoothed using the “moving average” algorithm [58]. The resulting position data well capture the trend of altitude change. The processed altitude data are then used to calculate vertical speed \(v_z\) through differentiation. In the rest of this chapter, \(x_i, y_i, z_i, v_{x_i}, v_{y_i},\) and \(v_{z_i}\) are used to represent the position and velocity data along x, y, and z directions at \(i\)-th sample time \(T_i\) after coordinate conversion and de-noising. The five resulting trajectories are shown in blue in Figure 4.1. Clearly, they demonstrate a combination of roughly straight trajectories and circular turns, concurring with the concept of ST models.
Fig. 4.1 Five segments of trajectories equally scaled in three directions. Blue curves represent the flight field test data after conversion and smoothing. Red curves are estimated trajectories based upon the ST model.

4.2.2 Estimation of Trajectory-Specific Random Variable Values

This section shows the estimation of values that the random variables in the $z$-independent ST mobility model take. First the extraction of turn radius $R$, speed $v_{xy}$, turn rate $w$ and acceleration along the $z$ direction $a_z$ at each time instance, denoted as $R_i$, $v_{xy,i}$, $w_i$ and $a_{zi}$ at the sample time $T_i$, from the position and velocity data described in Chapter 4.2.1 is shown. The data are then be used to estimate the values of all variables (including turn radius $R$, waiting time interval $\tau$, speed $v_{xy}$, turn rate $w$ and acceleration along the $z$ direction $a_z$) during each waiting time interval, which are respectively denoted as $\hat{R}_j$, $\hat{\tau}_j$, $\hat{v}_{xy,j}$, $\hat{w}_j$ and $\hat{a}_zj$ for the $j$-th waiting time interval, in Chapter 4.2.2.
1) Extraction of $R_i$, $v_{xyi}$, $w_i$ and $a_{zi}$ at each time instance $T_i$: As the movement along the $z$ direction is independent from that along the $x$, $y$ directions, only the position and velocity data along the $x$, $y$ coordinates are used to calculate the turn radius $R_i$ and turn rate $w_i$. Note that any two adjacent location points (sampled every 0.1s) with known heading directions (as indicated by the speed along the $x$, $y$ directions) can determine a circular arc and a turn radius $R_i$. A positive $R_i$ represents turning right and a negative $R_i$ represents turning left. At an extreme, a strictly straight trajectory has an infinite radius. Assuming that an aircraft has a constant speed during the movement from $T_i$ to $T_{i+1}$, the speed $v_{xyi}$ and the turn rate $w_i$ at $T_i$ can be computed as:

$$v_{xyi} = \sqrt{v_{xi}^2 + v_{yi}^2}$$  \hspace{1cm} (4-3)$$

$$w_i = v_{xyi}/R_i$$

A large $R_i$ ($R_i \gg v_{xyi}$) leads to a small $w_i$, indicating a more straight movement.

Assume that acceleration $a_{zi}$ maintains constant within each sampling time step, then:

$$a_{zi} = (v_{zi+1} - v_{zi})/\Delta t.$$  \hspace{1cm} (4-4)$$

2) Estimation of $\hat{R}_j$, $\hat{\tau}_j$, $\hat{v}_{xyj}$, $\hat{w}_j$ and $\hat{a}_{zj}$ during each waiting time interval: With the assumption that during each waiting time interval the speed and turn rate are constants, the length of each waiting time interval based on the turn rate $w_i$ can be determined. Specifically, $w_i$ at each time point from the initial time $T_1$ is scanned. If the change of $w_i$ does not exceed a threshold $w_{thrd}$ until the time point $T_i$, $[T_1,T_i]$ is considered as the first waiting time interval. For the clarity of presentation, $[T_1,T_i]$ is rewritten as $[T_{11},T_{i1}]$ where the first subscript represents the index of time instance, and the second subscript represents the index of waiting time interval. This procedure continues until finishing scanning $w_i$. The estimated
value of each variable within the \( j \)-th waiting time interval \([T_{mj}, T_{nj}]\) can then be calculated using the least square estimation as:

\[
\hat{w}_j = \frac{1}{n-m} \sum_{i=m}^{n} w_i
\]

\[
\hat{v}_{xy,j} = \frac{1}{n-m} \sum_{i=m}^{n} v_{xy,i}
\]

\[
\hat{R}_j = \hat{v}_{xy,j} / \hat{w}_j
\]

\[
\hat{t}_j = (n-m)\Delta t
\]

where \( m_j \) represents that the start sample index of the \( j \)-th interval is \( m \), and \( n_j \) represents that the end sample index of the \( j \)-th interval is \( n \). The acceleration along the \( z \) direction within the \( j \)-th waiting time interval can be computed by

\[
\hat{a}_{z,j} = \frac{(v_{z,n_j} - v_{z,m_j})}{(T_{nj} - T_{mj})}
\]

where \( v_{z,m_j} \) and \( v_{z,n_j} \) are the velocities along the \( z \) direction at the time instances \( T_{mj} \) and \( T_{nj} \).

Note that \( \hat{R}_j \), \( \hat{t}_j \), \( \hat{v}_{xy,j} \), \( \hat{w}_j \) and \( \hat{a}_{z,j} \) can further be used to estimate \( x \), \( y \) and \( z \) coordinates and vertical speed of aircraft at each sample time \( T_i \in [T_{mj}, T_{nj}] \), denoted as \( \hat{x}_i \), \( \hat{y}_i \), \( \hat{z}_i \), and \( \hat{v}_{z,i} \). The red curves in Figure 4.1 show the estimated trajectories. Figure 4.2 shows the estimated turn rate \( \hat{w}_j \), speed in the \( x \), \( y \) plane \( \hat{v}_{xy,j} \), speed along the \( z \) direction \( \hat{v}_{z,i} \), and altitude \( \hat{z}_i \) for the data set A. The threshold \( w_{thrd} \) is 0.026 (rad/s).
4.2.3 Determination of Threshold $w_{thr}$

The selection of threshold $w_{thr}$ significantly affects the performance of the estimated trajectory. In particular, a smaller threshold leads to larger number of waiting time intervals with smaller length for each interval. This leads to better estimation accuracy, at a cost of poorer model predictability. A systematic approach to choose the best threshold is developed, through balancing between estimation error and the correlation of turn rates across adjacent waiting time intervals. This approach is based upon the understanding that a small threshold leads to high correlation of turn rates across different waiting time intervals, violating the
assumption of the independence of turn rates. Here let us first illustrate the calculation of the two metrics: estimation error and correlation. Then the algorithm to choose the best threshold \( w_{thr} \), and the resulting model parameters is shown.

1) Evaluation of estimation error: Estimation performance is typically evaluated based upon measures such as root mean squared error (RMSE) [49], [54] r-square [59], sum of squares due to error (SSE) [60]. In order to penalize large errors at small portions of the trajectories (especially at the end of some waiting time intervals), use the following equation to evaluate error:

\[
\text{Error} = \sqrt[4]{\frac{1}{N} \sum_{i=1}^{N} \left( (x_i - \hat{x}_i)^4 + (y_i - \hat{y}_i)^4 + (z_i - \hat{z}_i)^4 \right)}
\]  

(4-7)

where \( N \) is the total number of samples.

\[ \text{Error} = \sqrt[4]{\frac{1}{N} \sum_{i=1}^{N} \left( (x_i - \hat{x}_i)^4 + (y_i - \hat{y}_i)^4 + (z_i - \hat{z}_i)^4 \right)} \]

Figures 4.3 shows the estimation performance of the five trajectories with different \( w_{thr} \): When the threshold is small, the error is close to 0, indicating a good estimation performance. Moreover, the change of error is very slow at low threshold values; however the change becomes significant for a majority of data sets when the threshold is beyond about 0.035(rad/s).
2) Evaluation of correlation: Use Pearson’s correlation coefficient [62] as an indicator of the correlation of turn rates between adjacent waiting time intervals:

$$\rho = \frac{\sum_{j=1}^{M-1} (\psi_j - \bar{\psi})(\theta_j - \bar{\theta})}{\sqrt{\sum_{j=1}^{M-1} (\psi_j - \bar{\psi})^2 \sum_{j=1}^{M-1} (\theta_j - \bar{\theta})^2}}$$  

(4-8)

where $\Psi = \{\hat{w}_1, \hat{w}_2, ..., \hat{w}_{M-1}\}$, $\Theta = \{\hat{w}_2, \hat{w}_3, ..., \hat{w}_M\}$, and $\bar{\psi}$ and $\bar{\theta}$ are the mean values of $\Psi$ and $\Theta$. M is the total number of waiting time intervals. As shown in Figure 4.3b, the correlation coefficient $\rho$ typically decreases with the increase of $w_{thr\delta}$, suggesting that a larger threshold leads to less correlation among the turn rates across adjacent waiting time intervals. When $w_{thr\delta}$ keeps decreasing, the correlation becomes negatively correlated for a majority of trajectories. The strong negative correlation when $w_{thr\delta}$ is large does not convey much information, as the number of waiting time intervals is very small at this stage. An exception is the strong correlation for all thresholds observed in trajectory B, due to its special circular trajectory.

3) Algorithm to choose $w_{thr\delta}$: The algorithm to choose $w_{thr\delta}$ is based upon the tradeoff between the estimation error and correlation across adjacent waiting time intervals. Specifically, the algorithm is composed of two steps. The first step filters out the thresholds that do not meet certain error requirement. The second step chooses the threshold with the weakest correlation among remaining possible thresholds.

Step 1: Find the threshold $w_{thr\delta1}$ such that for all thresholds less than $w_{thr\delta1}$, their error values are less than a constant chosen by users. In this study, the value is set to 270m.

Step 2: For all thresholds less than $w_{thr\delta1}$, find the one with the minimum absolute value of correlation coefficient, which is denoted as $\hat{w}_{thr\delta}$.

The thresholds selected using the above algorithm for trajectory A, B, C, D and E are respectively 0.026, 0.027, 0.035, 0.035 and 0.048 (rad/s).
4.2.4 Estimation of Parameters in Model Random Variables

In order to generate trajectories, the probability distribution of each random variable in the model is estimated. There are four random variables in the $z$-independent model, including the turn radius $R$, waiting time interval $\tau$, speed $v_{xy}$ and acceleration along the $z$ direction $a_z$. The estimated random variables are denoted as $\tilde{R}$, $\tilde{\tau}$, $\tilde{v}_{xy}$, and $\tilde{a}_z$, respectively. Then estimate the probability density functions and corresponding parameters of these random variables based upon all five real flight trajectories.

1) Turn radius $\tilde{R}$: The probability density function based upon $R_i$ at each time instance $T_i$, is obtained in Chapter 4.2.2. As shown in Figure 4.4, the probability density function of $1/| \tilde{R} |$ approximately follows exponential distribution with mean $\frac{1}{\lambda_r} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{| R_i |}$:

$$f(\frac{1}{| \tilde{R} |}) = \tilde{\lambda}_r e^{-\tilde{\lambda}_r \frac{1}{| \tilde{R} |}}$$  \hspace{1cm} (4-9)

Left turns and right turns are typically assumed with the same probability.

![Probability density function of 1/R](image)

**Fig. 4.4** Probability distribution of the inverse of turn radius.
2) Waiting time interval $\tilde{t}$: The probability density function of $\tilde{t}$ is plotted in Figure 4.5 using the estimated waiting time interval $\tilde{t}_j$ obtained in Chapter 4.2.2. It approximately follows exponential distribution with mean $\frac{1}{\lambda} = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{|\tau_{ij}|}$. The small bias is ignored considering the lack of data and the wide use of exponential distributions in modeling the waiting time intervals between the occurrences of random events.

Fig. 4.5 Probability distribution of waiting time interval.

3) Speed $\tilde{v}_{xy}$: The simplest way to choose a speed $\tilde{v}_{xy}$ in each waiting time interval is to assume that $\tilde{v}_{xy}$ at each interval follows identical independent distributions. Instead, a Gauss-Markov model is used here to capture the correlation of speeds. In particular, the speed at the $k$-th waiting time interval, $\tilde{v}_{xy_k}$ is modeled by the following equation [43-44], [61]:

$$\tilde{v}_{xy_k} = \alpha \tilde{v}_{xy_{k-1}} + (1 - \alpha)\mu + \sqrt{(1 - \alpha^2)}D_{k-1}$$

(4-10)
where \( \alpha (0 < \alpha < 1) \) is a correlation factor, \( \mu \) is the mean speed as \( t \to \infty \), \( D_{k-1} \) is a random variable following a normal distribution denoted by \( N(0, \sigma^2) \), and \( \sigma \) is the standard deviation of speed as \( t \to \infty \).

Given \( M \) samples of the estimated speeds \( \hat{v}_{xy_1}, \hat{v}_{xy_2}, \ldots, \hat{v}_{xy_M} \) from Chapter 4.2.2, the estimated values of \( \mu, \sigma \) and \( \alpha \), denoted by \( \hat{\mu}, \hat{\sigma} \) and \( \hat{\alpha} \) are computed according to the following equations [44] [54]:

\[
\hat{\mu} = \frac{1}{M} \sum_{j=1}^{M} \hat{v}_{xy_j}
\]

\[
\hat{\sigma}^2 = \frac{1}{M-1} \sum_{j=1}^{M} (\hat{v}_{xy_j} - \hat{\mu})^2
\]

\[
\hat{\alpha} = \begin{cases} 
1, & \text{if } \hat{\sigma} \approx 0 \\
\max \left( 0, \frac{\hat{\sigma}'^2}{\hat{\sigma}^2} \right), & \text{otherwise}
\end{cases}
\]

where \( \hat{\sigma}'^2 = \frac{1}{M-1} \sum_{j=1}^{M-1} (\hat{v}_{xy_j} - \hat{\mu})(\hat{v}_{xy_j+1} - \hat{\mu}) \). Estimated parameters for each trajectory are shown in Table 4.1. The average of these parameters from five trajectories, denoted as \( \bar{\mu}, \bar{\sigma}, \) and \( \bar{\alpha} \), are used to generate trajectories in Chapter 4.2.5.

### TABLE 4.1 Parameter estimation of speed in \( x, y \) plane

<table>
<thead>
<tr>
<th>Label of Trajectory</th>
<th>( \hat{\mu} )</th>
<th>( \hat{\sigma} )</th>
<th>( \hat{\alpha} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>69.9126</td>
<td>4.9418</td>
<td>0.7977</td>
</tr>
<tr>
<td>B</td>
<td>25.0729</td>
<td>25.0315</td>
<td>0.9714</td>
</tr>
<tr>
<td>C</td>
<td>55.0158</td>
<td>5.1042</td>
<td>0.6598</td>
</tr>
<tr>
<td>D</td>
<td>58.3248</td>
<td>4.0780</td>
<td>0.6637</td>
</tr>
<tr>
<td>E</td>
<td>62.8509</td>
<td>8.7500</td>
<td>0.9342</td>
</tr>
</tbody>
</table>

4) **Acceleration along the \( z \) direction \( \bar{\alpha}_z \):** Using all acceleration data of the five trajectories obtained in Chapter 4.2.1, the probability distribution of \( \bar{\alpha}_z \) is shown in Figure 4.6. The probability density function is approximately expressed as

\[
f(\bar{\alpha}_z) = \lambda e^{-\lambda |\bar{\alpha}_z|/2}
\]  

\[(4-12)\]
where \( \frac{1}{\bar{d}_a} = \frac{1}{N} \sum_{i=1}^{N} a_{zi} \). The bias may be caused by the lack of data and effect of smoothing.

![Probability Density Function of \( a_z \)](image)

**Fig. 4.6 Probability distribution of acceleration along the \( z \) direction.**

The vertical acceleration at each waiting time interval \( \bar{a}_{zk} \) is selected based upon the above distribution. To avoid the speed along the \( z \) direction exceeding the range \([v_{\text{min}}, v_{\text{max}}]\), also check if the selected acceleration is within the range

\[
\frac{v_{\text{min}} - \bar{v}_{zk1}}{\bar{\tau}_k} \leq \bar{a}_{zk} \leq \frac{v_{\text{max}} - \bar{v}_{zk1}}{\bar{\tau}_k}
\]  

(4-13)

where \( \bar{v}_{zk1} \) is the speed at the beginning of the \( k \)-th waiting time interval, and \( \bar{\tau}_k \) is the length of the interval.

The six estimated parameters for random variables in the stochastic model are listed in the following table:

<table>
<thead>
<tr>
<th>TABLE 4.2 Estimated parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameters</strong></td>
</tr>
<tr>
<td>( \lambda_\nu )</td>
</tr>
<tr>
<td>( \lambda_r )</td>
</tr>
<tr>
<td>( \lambda_a )</td>
</tr>
<tr>
<td>( \mu )</td>
</tr>
<tr>
<td>( \sigma )</td>
</tr>
<tr>
<td>( \bar{\alpha} )</td>
</tr>
</tbody>
</table>
4.2.5 Random Trajectory Generation

Extracting parameters for the mobility model from the field test trajectories allows us to generate rich trajectory ensembles with same statistics of the original flight test data. Figure 4.7 shows some trajectory ensembles generated using the parameters in Table 4.2.

![Random trajectories generated by the 3D z-independent ST mobility model.](image)

4.3 Concluding Remarks

The smooth-turn mobility model is a simple model that captures the random smooth maneuvering of aerial vehicles following the physical laws of turning aerial objects. A procedure to use real field test trajectory data to estimate and validate the 3D z-independent smooth-turn mobility model is introduced. The estimated trajectories match well with the original trajectories, suggesting the feasibility of the model in modeling smooth aerial turns. The 3D z-independent smooth-turn mobility model assumes that the movement along z direction is independent from that in the x, y plane, which may not be true for all situations. In the future work, the author will further analyze this assumption and use flight test data to evaluate the z-dependent mobility model.
CHAPTER 5
CONCLUSION AND FUTURE WORK

5.1 Conclusion

In this thesis, the existing AN-specific mobility models are analyzed and compared based upon their AN networking performance, ability to capture AN mobility attributes, degree of randomness and associated AN applications. Then two 3-D AN mobility models are introduced, both of which capture realistic flight trajectories featured by straight lines and large-radius curves. The $z$-dependent ST mobility model captures the correlation of aerial mobility along three dimensions; and the $z$-independent ST mobility model assumes that the movement along the $z$ dimension is completely independent from that on the $x, y$ plane. Realistic boundary models which ensure the smoothness of trajectories at boundaries are also introduced. Finally, the procedure to estimate parameters for the $z$-independent ST mobility model using real flight test data is illustrated. The good match between estimated trajectories and original trajectories also suggests the feasibility of the model in modeling smooth aerial turns.

5.2 Future Work

In the future, the author will enhance the two 3-D ST mobility models with a variety of new features, such as variable speed and turn rate, safety constraint and group behavior. Additionally, the author will also use real flight test data to estimate parameters for the $z$-dependent ST mobility model. Last but not least, the author will implement the two 3-D ST mobility models into simulators to evaluate their networking performance, which provides further insights to select and configure AN mobility models,
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