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The problem with which this investigation is concerned 

is that of determining boundary conditions of several 

variables relative to the robustness of analysis of variance 

under violation of the assumption of homogeneity of 

variances. 

The purpose of this study is to determine boundary 

conditions associated with the number of treatment groups 

(K), the common treatment group sample size (n), and an 

index of the extent to which the assumption of equality of 

treatment population variances is violated (Q) with regard 

to user confidence in application of the one-way analysis 

of variance F-test for determining equality of treatment 

population means. 

A Monte Carlo simulation technique was employed in the 

generation of data. Through this technique, random samples 

from K normally distributed treatment populations with 

equal means were generated in such a manner to produce 



K samples with n subjects per treatment group. Throughout 

the study, K was restricted to values of 3, 5, 7, or 9 

while the common number of subjects per treatment group 

sample (n) ranged from 3 to 19. The variances of the 

treatment populations were specified in a manner so that 

the variance of the first K-l treatment populations was 
J_ T_ 

unity and the variance of the K treatment population was 

Q where Q was assigned odd integral values between 3 and 

21 inclusively. 

For each parametric combination of K, n, and Q, 2,000 

independent samples were generated and the one-way analysis 

of variance F-test technique for determining equality of 

means performed. This analysis produced a distribution 

containing 2,000 F-ratios for each combination of K, n, and 

Q and was called the actual F-distribution. In order to 

compare the actual F-distribution to the theoretical 

nominal F-distribution the proportion of F-ratios in the 

actual F-distribution exceeding ̂ _A
F (K-N)(N-1) ^or 

ae{.010, .050, .100, .200} was determined and compared to 

a- For the purpose of the study questionable confidence 

in using the analysis of variance technique for a given 

combination of K, n, and Q was defined as resulting in an 

actual F-distribution in which the proportions of F-ratios 

exceeding ^_aF(K_Nj (n-1) were significantly different from 

a for all ae:{.010, .050, .100, .200}. 



The study concludes that the analysis of variance F-test 

is robust when the number of treatment groups is less than 

seven and when the extreme ratio of variances is less than 

1:5,but when the violation of the assumption is more 

severe or the number of treatment groups is seven or more, 

serious discrepancies between actual and nominal signif-

icance levels occur. It was also concluded that for seven 

treatment groups confidence in the application of the 

analysis of variance should be limited to the values of Q 

and n so that n ^ 10 In -jQ. For nine treatment groups, it 

was concluded that confidence be limited to those values of 

? 1 

Q and n so that n k —j + 12 In No definitive boundary 

could be developed for analyses with five treatment groups. 

In light of these conclusions, it is recommended that 

in any experimental design which employs more than five 

treatment groups, the experimenter should attempt to obtain 

estimates of the variance within each treatment group. If 

heterogeneity of variances exists to any real degree, the 

researcher should consider parametric and nonparametric 

alternatives to the analysis of variance F-test. It is als-

recommended that additional studies be conducted on various 

aspects of the robustness of the analysis of variance F-test. 
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CHAPTER I 

INTRODUCTION 

The major purpose of any experimental research is to 

describe the relationship between variation in the indepen-

dent variable and variation in the dependent variable. The 

analysis of variance is a statistical procedure which 

provides an extremely flexible method for determining the 

factors that influence the variation of the dependent 

variable (10). An F-ratio in analysis of variance provides 

a test of the hypothesis that all treatment population means 

are equal. 

The proper application of the analysis of variance 

technique is dependent upon the fulfillment of certain 

assumptions. It is highly probable that in a practical 

application, the exact fulfillment of these assumptions is 

never achieved. The question then arises as to the extent 

to which these assumptions may be violated without seriously 

affecting the results obtained through application of the 

statistical technique. 

The derivation of the statistical model upon which 

analysis of variance is based requires the acceptance of 

four assumptions. Among the assumptions is that of homo-

geneity of group variance. This assumption stipulates that 



each of the treatment populations criterion measures has the 

same variance. 

The effects of heterogeneous group variance on the 

analysis of variance F statistic have been probed from both 

the empirical and mathematical points of view. With respect 

to the mathematical investigation of robustness, Scheffe 

states ". . . we realize that standards of rigor possible in 

deducing a mathematical theory from certain assumptions 

generally cannot be maintained in deriving the consequences 

of departures from these assumptions" (11, p. 331). 

The later generation computer affords a device which can 

greatly facilitate the empirical investigations of this 

nature. Until the advent of the high—speed computer, time 

and energy limitations prevented this type of investigation. 

Throughout the literature, there is evidence of 

considerable work in the area of heterogeneous group 

variances. Because of the reason cited by Scheffe, most of 

the work has been empirically based. The current theory 

which states that if the number of subjects in each group are 

equal, then the violation of the assumption of homogeneity of 

variance does not significantly affect the actual proba-

bilities of the occurrence of a type I error has been based 

on the work of Hsu (6), Box (2; 3), Scheffe (11), Pratt (9), 

Norton (8), and others. There is some evidence, however, 

that this may not always be the case. Under certain 



conditions such as extreme heterogeneity, a large number of 

treatments, and a small number of subjects, it appears that 

the actual probability of a type I error may be significantly 

different from the nominal or expected level. 

Statement of the Problem 

The problem of this study was the establishment of 

boundary conditions of several variables relative to the 

robustness of analysis of variance under violation of the 

assumption of homogeneity of variances. 

Purpose of the Study 

The purpose of this study was to determine boundary 

conditions of several variables under which confidence in 

using the analysis of variance technique is justified. 

Rationale 

In a 1960 publication, Boneau stated: 

As psychologists who perform in a research 
capacity are well aware, psychological data too 
frequently have an exasperating tendency to manifest 
themselves in a form which violates one or more of 
the assumptions underlying the usual statistical tests 
of significance. Faced with the problem of analyzing 
such data, the researcher usually attempts to transform 
them in such a way that the assumptions are tenable 
or he may look elsewhere for a statistical test. 

Confronted with this discouraging prospect and 
a perhaps equally discouraging one of laboriously 
transforming data, performing related tests, and 
then perhaps having difficulty in interpreting the 
results, the researcher is often tempted to ignore 
such considerations and go ahead and run a t test or 
an analysis of variance. In most cases he is deterred 
by the feeling that such a procedure will not solve 



the problem. If a significant result is forthcoming, 
is it due to difference between means or is it due 
tc? the violation of assumptions? The latter possi-
bility is usually sufficient to preclude the use of 
the t or F test (1, p. 49). 

Glass, Peckham, and Sanders stated,after reviewing 

robustness studies: 

. . . we find it significant to note that 
subsequent investigations have not extended Box's 
work in the direction of this curious finding. The 
conventional conclusion that heterogeneous variances 
are not important when N's are equal seems to have 
boundary conditions like all other conclusions in 
this area, and the boundary conditions may not have 
been sufficiently probed (5, p. 244). 

In a final summary, given as Table 16 in their 1972 

review, Glass, Peckham, and Sanders conclude: 

Clearly there are boundary conditions on the 
conclusions on Table 16. There must surely be some 
breaking points at which a distribution is so 
pathologically skewed that nominal levels of signifi-
cance and power are seriously misleading, for 
example (5, p. 272). 

Bradley stated: 

When an assumption is violated, the discrepancy 
between true and nominal significance levels is not 
a simple function of the "degree" to which the 
assumption was violated. Instead, it is influenced 
by a multitude of additional factors which are not 
involved in the statement of the assumption (and 
which do not appear in the quoted statement claiming 
robustness) but which interact with the violation 
when it occurs (4, p. 4 7). 

The Model 

The one-way fixed effects analysis of variance requires 

that the following assumptions be made 



1. The criterion variable y.. is expressed as a 
linear combination of independent components: 
U, the common location parameter; a., the incre-
mental or decremental effect of treatment j 
on the dependent variable for all observations 
in group j; and e. ., the error of the (i,j) 
observation. ^ 

2. The e••'s are normally distributed with a mean 
of zero and a variance which is constant across 
treatment groups. 

3. The treatment effects a. are constants (11, 
p. 55). ^ 

Assumption one leads to the expression of the criterion 

variable y as y ^ = y+ cu + ê ,.. 

Assumption two imposes rather severe limitations on 

the ANOVA model. These include normality, equality of group 

variances and independence. It is a consequence of these 

that a large number of observations taken under the j 

treatments should have nearly a normal distribution within 

each group and the variance of this distribution from one 

group to the next should be the same. 

The validity of the model under violations of these 

assumptions has been investigated under selected conditions 

using both mathematical and empirical techniques. A study 

of such investigation leads to the question under investi-

gation in this study: 

Do boundary conditions of several variables exist 

relative to the robustness of the model under the violation 

of the assumption of homogeneity of variance and, if so, 

are they quantifiable and identifiable? 



Definition of Terms 

For the purposes of this study, the following terms 

are defined. 

Nominal Significance Level—The nominal significance 

level, a, is the percentage of F ratios which exceed the 

tabled value of F associated with k-1 and N-k degrees of 

freedom. This tabled F associated with a is the point on 

the central F distribution above which 10 0a per cent of F 

ratios will occur when all assumptions of analyais of 

variance are met. 

Actual Significance Level—The actual significance 

level, a1, is the percentage of F ratios which exceed the 

tabled value of F in an empirical distribution. 

Robust—A statistical model is said to be robust with 

respect to the violation of a particular assumption to the 

degree that the model can tolerate the violation without 

seriously affecting the results (2). 

Significant Difference Between Nominal and Actual 

Significance Levels—An actual significance level is said to 

significantly differ from the nominal significance level 

when it fails to fall within a 95 per cent confidence 

interval about the nominal level. 

Monte Carlo Simulation—A Monte Carlo Simulation is a 

procedure in which random samples are drawn from populations 

having specified parameters and then a particular statistic 



is computed. After repetition of the process has yielded 

the empirical sampling distribution, the distribution is 

compared to the theoretical distribution to determine 

possible deviations from the theoretical distribution. 

Pseudorandom Numbers—Pseudorandom numbers are "pseudo" 

because once the generating sequence is started, each number 

is precisely determined by the preceding number. Even though 

pseudorandom numbers are determined by a recursive formula, 

they have the basic properties of randomness which make them 

quite usable in simulation studies (7). Throughout this 

study, pseudorandom numbers are referred to as random 

numbers. 

Boundary Point—For a specified value of k, (Q,n) is 

a boundary point if and only if, for a specified value of n, 

Q is the minimal integral value which produces an actual F 

distribution which is significantly different from the 

nominal F distribution at the .05 level for all specified 

nominal levels of .010, .050, .100, .200. 

L-Distance—If (x,y) is a point in the Qn-plane and 

{ (Q,n) :n=f (Q) } is a curve in the Qn-plane and (Q-̂ ,f(Q̂ ) is 

the intersection of the line {(Q,n):Q=x} with the curve 

{(Q,n):n=f(Q)} and (Q2/f(Q2)) is t h e intersection of the 

line {(Q,n):n=y} and the curve {(Q,n):n=f(Q)}, then the 

L-Distance from (x,y) to {(Q,n):n=f(Q)} is the minimum of 

| f(Q2) - f (QJL) | and \Q2 - | . 



Limitations 

This study was limited to experimental conditions 

simulated with the following conditions 

1. In all simulations, the assumptions of random 

selection, normality of the distribution of criterion 

measures for each treatment population, and equality of 

means of criterion measures for each treatment group were 

met ; 

2. The number of treatment groups, sizes of samples of 

each treatment group, and ratios of variances considered 

were then deemed necessary to identify boundary conditions. 

Hypotheses 

To carry out the purpose of this study, the following 

hypotheses were formulated. (K = Number of treatment groups) 

(n = Number of subjects per treatment group) (Ratio of 

variances = 1:1:1:...:Q). 

I. The proportion of F ratios in the actual F distribution 

exceeding ]__aF (K-1) (N-K)
 n o t differ significantly 

from the proportion of F ratios in the nominal F distri-

bution exceeding X_ A
F(K_I) (N-K) A T -^EVE^ 

significance for: 

A. K = 3, n = 15, 7, 5, 3, with Q = 3, 7, 9, 17 

for all specified nominal levels of .010, 

.050, .100, .200. 



B. K = 5, n = 15, 7, 5 with Q = 3, 7, 9, 17 and 

n = 3 with Q = 3, 7, 9 for all specified nominal 

levels. 

C. K = 7, n = 15, 7, 5, 3 with Q = 3, n = 15, 7 

with Q = 7, 9, 17 and n = 5 with Q = 7 for all 

specified nominal levels. 

D. K = 9, n = 15, 7, 5, 3 with Q = 3 and for n = 15 

with Q = 7, 9, 17 for all specified nominal levels. 

II. The proportion of F ratios in the actual F distribution 

exceeding ]__a
F (K_i) (n_k )

 w i l 1 b e significantly greater than 

the proportion of F ratios in the nominal F distribution 

exceeding ]__a
F (g_i) (N-k )

 a t t h e *10 l e v e l o f signifiance for: 

A. K = 5, n = 3, with Q = 17 for all specified 

nominal levels. 

B. K. = 7, n = 3 with Q = 7, 9, 17 and n = 5 with 

Q = 19, 17 for all specified nominal levels. 

C. K = 9, n = 7, 5, 3, with Q = 7, 9, 17 for all 

specified nominal levels. 

III. A. At least 70 per cent of the boundary points for 

K = 5 will lie within an L-Distance of one unit 

of the line defined by {(Q,n):n=2 ln(Q-13)}. 

B. At least 70 per cent of the boundary points for 

E = 7 will lie within an L-Distance of one unit 

of the line defined by {(Q,n):n=15/8 In 3(Q-4)}. 
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C. At least 70 per cent of the boundary points for 

K = 9 will lie within an L-Distance of one unit 

of the line defined by {(Q,n):n=5 ln(Q-2)}. 
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CHAPTER II 

SURVEY OF RELATED LITERATURE 

Analysis of variance is a statistical procedure to 

simultaneously investigate the differences among means of 

several populations. This method involves estimating how 

much of the total variation in a set of data can be attri-

buted to certain identifiable causes of variation and how 

much can be attributed to chance. 

The simplest design in which analysis of variance is 

employed is the simple randomized design. This design 

partitions the total variance in a set of samples into the 

between variance and the within variance. The interest in 

such a design is the between variation, commonly called the 

treatment effect (12, p. 1). 

The mathematical derivation of the model used for the 

one-way fixed effects analysis of variance is based upon the 

fulfillment of several assumptions. These include: 

1. The criterion variable y.. is expressed as a 
linear combination of in&ipendent components: 
y, the common location parameter; a., the incre-
mental or decremental effect of treatment j on the 
dependent variable for all observations in group 
j; and e . t h e error of the (i,j) observation. 

2. The e. .'i-'are normally distributed with a mean 
of ze£3 and a variance which is constant across 
treatment groups. 

3. The treatment effects a. are constants (20, p. 55). 

13 
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Assumption one leads to the expression of the criterion 

variable y as = y + ou + 

In application as an inferential technique, the 

assumptions of the mathematical model impose the following 

restrictions on the application of the analysis of variance 

techniques: 

1. All treatment groups were originally drawn at 
random from the same parent population. 

2. The variance of the criterion measures is the 
same for each of the treatment populations. 

3. The distribution of the population criterion 
measures is normal. 

4. The means of the criterion measures is the same 
for each treatment population (13, p. 73). 

If any one of the assumptions is not satisfied, the 

sampling distribution of the mean squares ratio will differ 

from the theoretical F-distribution. For example, if a 

significant mean square ratio is found, it could have 

resulted from a failure to satisfy any one of these assump-

tions. Since the most frequent usage of analysis of 

variance is in testing the equality of treatment population 

means, the interpretation of the F ratio is dependent upon 

the successful fulfillment of the assumptions of randomness, 

normality of distribution, and homogeneity of treatment 

population variances. 

The assumptions upon which the mathematical development 

of the F test for analysis of variances is based have been 

under scrutiny since Pearson's study in 1929. Although 

Pearson's study dealt with only the violation of the 
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assumption of normality, it is noteworthy in that it first 

suggested the robustness of the F-ratio for analysis of 

variance. 

Pearson used samples of five or ten for the case of two 

groups having equal variances and equal means. As a result 

of the study, Pearson found that if the distributions from 

which the samples are taken are symmetrical, the F-ratio is 

affected very little by departure from normality. Pearson 

concluded: 

There are so many ways in which the population form 
may be modified and so many changes to be rung in 
the values of N, variance, and mean, that it would 
be dangerous to draw too sweeping conclusions from 
a single experiment. Yet, as far as it goes, this 
study concludes that, where slight variations from 
normality exist, Fisher's test may be used with 
confidence (17, p. 360). 

Although Pearson's 1929 study did not explicitly deal 

with the problem of heterogeneity of variances, it is 

significant to note that the conclusion stated above forms 

a thread of uncertainty which is present in nearly all such 

"robustness" studies from 1929 to the present. This 

uncertainty is based on the very complex inter-relationships 

between variates which could conceivably affect the outcome 

of any single experiment. The mathematical permutations 

of the possible numerical values of only a few such variates 

dictate that the entire answer of the "robustness" question 

of analysis of variance techniques may only be answered 
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through the use of many differing studies performed over a 

great number of years. 

In 19 31, Pearson turned his attention toward the 

robustness of the procedure with reference to the assumption 

of homogeneity of treatment population variances. He 

concluded that the F test is basically unaffected by 

heterogeneity of variance. He emphasized, however, that 

extreme violation caused the F test to be conservative so 

that a significant difference of means might be overlooked 

(16) . 

Hsu (19 38) was one of the first statisticians to obtain 

precise mathematical results in this area. In his study, 

Hsu determined the actual probability of a significant 

result at the .05 level for various values of the ratio of 

2 2 

to a2 in a two-tailed t-test. Hsu found that as 

long as the n's were equal, heterogeneity of variance had 

little effect. As the ratio N^/l^ increased, however, 

serious discrepancies appeared between the nominal signifi-

cance level of .05 and the actual probability of a type I 

error (11). Table I summarizes the findings of this study. 

David and Johnson in 1951 were the first to use the 

calculator and electronic devices for selecting samples. 

Their empirical approach involved selecting 10,000 sets of 

three groups each having n = 24. In their study they dealt 

with only the violation of the assumption of normality 
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(6, pp. 43-57). The empirical procedure they used, however, 

was employed the very next year by Norton. 

TABLE I 

EFFECT OF INEQUALITY OF POPULATION VARIANCES ON 
PROBABILITY OF TYPE I ERROR WITH TWO-TAILED 
t TEST FOR EQUALITY OF MEANS AT NOMINAL 

5 PER CENT SIGNIFICANCE LEVEL 

0 0 
(N]N2) 

z , z 
al /a2 

(15,5) (5,3) (7,7) 

.0 32 .22 : .072 

.1 .23 .14 .070 

.2 .18 .10 .063 

.5 .098 .072 .058 

1 .050 .050 .050 

2 .025 . 38 ,051 

5 .008 .031 .058 

10 .005 .030 .063 

.002 .031 .072 

Norton's study involved not only the question of 

normality and the question of homogeneity of variance but a 

combination of types of violations of these assumptions. 

Having noticed that the research on the assumptions under-

lying the F test seemed to indicate that the sampling 

distribution of the F statistic is not very sensitive to 

violations of the theoretical requirements, Norton studied 
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various combinations of violations (15). The results of the 

Norton study can be summarized as follows 

1. When samples are taken from populations having the 

same shape, the shape of distribution has little effect on 

the distribution of the F-ratio ; 

2. When samples are taken from populations having the 

same shape but heterogeneous variance or from populations 

having heterogeneous shapes and homogeneous variances, the 

discrepancies between observed and expected type I errors 

are quite small; 

3. Serious discrepancies between observed and expected 

type I errors are likely when the populations from which the 

samples are taken are heterogeneous with respect to both 

shape and variance. 

Since Norton was particularly concerned with the inter-

action between non-normal distributions and heterogeneous 

variances, the number of parametric values employed for 

normal distributions with unequal variances is limited. 

However, he did find that when the number of groups was 

three, the number of subjects per group was also three, 

and the ratio of variances was 1:4:9, 7.46 per cent of the 

F-ratios obtained exceeding instead of the anticipated 5 

per cent. When the number of subjects per group was 

increased to 10, he determined an actual F distribution 

where 6.56 per cent of the F ratios exceed 2F27* "*"n 

reporting on this study, Lindquist states: 
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It is apparent from these results that marked 
heterogeneity of variance has a small but real effect 
on the form of the F-distribution. If one used the 
probabilities read from the normal theory F-table in 
interpreting the results of an experiment with this 
degree of heterogeneity, he might think he was making 
a test at the 5% level when actually he was making 
it at the 7% level, or might think he was testing at 
the 1% level, when he actually was doing so at the 
2+% level of significance, etc. Accordingly, where 
marked (but not extreme) heterogeneity is expected, 
it is desirable to allow for the discrepancy by 
setting a slightly higher "apparent" level of 
significance for this test than one would otherwise 
employ (13, p. 83) . 

Although Lindquist made the above statement with 

reference to Norton's study, he had been concerned with 

the problem of unequal variances for many years. From as 

early as 1940, Lindquist had been studying the problem. In 

a 1940 publication with R. H. Godard, Lindquist investi-

gated the problem using actual data. In this study, he 

found evidence of the same trend that Norton was to clarify 

fifteen years later. Lindquist's conclusions in this study, 

however, must be discounted to some degree because of the 

questionable application of the Chi-square Goodness-of-Fit 

test used to investigate similarities between the actual 

and nominal F distributions (8). 

In 195 3 Horsnell conducted a study in which only 

homogeneity of variances was violated. The sample sizes 

which were investigated were five, ten, fifteen, and 

twenty. The study included four equal-sized groups in each 

model. The ratios of the four standard deviations ranged 
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from 1:1:1:1 to 1:1:2:3. Table II summarizes the results 

of the Horsnell study. 

TABLE II 

THE RANGE OF TYPE I ERRORS ASSOCIATED WITH 
VARIOUS SAMPLE SIZES FOR THE 5 PER CENT 

LEVEL OF SIGNIFICANCE 

Sample Size Range of 

5 055 - .069 

10 .052 - .063 

15 049 - .062 

20 .049 - .061 

Horsnell1s conclusions lend evidence to the conjecture 

that the F test is affected only slightly by small group 

differences in standard deviations as long as the assumption 

of normality is not violated (10). 

In light of this conclusion, Box (195 3) studied the 

error involved when tests of equality of variance, such as 

the Bartlett test, are used to determine whether the F test 

should be used to test equality of means. It was found that 

tests of equality of variance are so sensitive that to 

ignore tests of variance leads to fewer incorrect decisions 

than does using them. Box states, "To use a test of equality 

of variance to approve the use of the F test for equality 

of means is like sending a row boat to find out whether 

conditions are sufficiently calm for an ocean liner to leave 
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port" (3, p. 331). Box again reiterates the same concept 

that Pearson stated in 1929. That is, the entire question of 

robustness of the F test under violation of the assumption 

of homogeneous variances is too complex to be answered by 

only noting the extent of the violation. Implied is the 

concept that only can one determine the effects when taken 

in conjunction with several other variables. 

Box, in 1954, published some of his early results in 

a mathematical approach to the problem of the effect of 

heterogeneous variances on alpha. Box's results evidence 

the same trend earlier discovered by Hsu. That is, when 

the n's are equal, the actual and nominal levels of signifi-

cance agree quite closely. There is, however, one notable 

exception to this conclusion. When Box used seven groups 

with a ratio of variances equal to 1:1:1:1:1:1:7 and n = 3 

in each group, he found the actual level of significance 

to be .12 as compared to the nominal level of .05 (4). As 

only equal sample sizes are to be used in this study, only 

those results of Box's study using equal samples are 

reported in Table III. Although these results were not 

confirmed by Scheffe in 1959 (20) nor by Pratt in 1968 

(18, pp. 678-680), Hsu's original work in the area seems 

to indicate the same tendency. It is significant to note 

that Hsu's work involved only two groups where Box's 

study involved more. 
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TABLE III 

EFFECT OF INEQUALITY OF VARIANCES ON PROBABILITY 
OF TYPE I ERROR WITH F TEST FOR EQUALITY OF 

MEANS IN ONE WAY LAY OUT AT THE 
5 PER CENT LEVEL OF SIGNIFICANCE 

Number of 
Groups 

Ratio of Group 
Variances 

Group 
Sizes n 

Probability of 
Type I Errors 

3 1:2:3 5 15 .056 

3 1:1:3 5 15 .059 

5 1:1:1:1:3 5 25 .074 

7 1:1:1:1:1:1:7 3 21 . 120 

In looking at a slightly different problem in 1954, 

Behrens extensively studied the effects of heterogeneous 

population variances upon the simple analysis of variance F 

test. He found that the calculated F values on samples 

taken from populations having unequal variances would them-

selves have a larger variance than expected. This increase 

in the variance of the F ratios would cause adherence to the 

F test assumption. Behrens recommended setting the level 

of significance more stringently if it is known that the 

population variances are unequal (1, p. 27). 

Gronow (1951) developed theoretical significance levels 

and some power values for the two-sample t by means of a 

series expansion. He reported that in the equal sample 

case m=n=10 and for ratio of variances = 1/3, 1/2, 1, 2, and 
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3, variance heterogeneity had very little effect on the 

significance level of t. However, when samples of differing 

sizes were studied, the effect was more pronounced (9, 

p. 255) . 

An extensive study by Boneau (1960) used a Monte Carlo 

procedure to investigate the robustness of the F test. Due 

to the utilization of electronic computing equipment, 1,000 

cases of each model were used. A model consisted of two 

groups of n = 5 or n = 15 taken from populations having 

2 2 

variances a = 1 or cr = 4 . Three distributions were 

generated and the samples were taken from various combi-

nations of these distributions. Although Boneau worked 

exclusively with the t test at the 5 per cent and 1 per cent 

levels of significance, the fact that the two group analysis 

of variance F with one and n degrees of freedom is equal to 

2 

t for n degrees of freedom, many of the results of the 

Boneau study can be extended to the simple analysis of 

variance F test. Boneau concluded that the t test and 

consequently the F test are extremely robust tests. It 

should be noted, however, that for heterogeneous variance 

it is very important to have equal sized groups. It also 

would appear that, for extreme violations of the assumptions 

for the t test, a sufficiently large sample size is necessary 

to allow the statistical effects of averaging to be eminent. 

The results of the Boneau study tend to agree with most 
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results of the Norton study. Boneau summarized the results 

of his study with the following statement: 

We may conclude that for a large number of 
different situations confronting the researcher, 
the use of the ordinary t test and its associated 
table will result in probability statements which 
are accurate to a high degree, even though the 
assumptions of homogeneity of variance and 
normality of the underlying distributions are 
untenable. This large number of situations has 
the following general characteristics: (a) the 
two sample sizes are equal or nearly so, (b) the 
assumed underlying population distributions are 
of the same shape or nearly so. (If the distri-
butions are skewed they should have nearly the same 
variance.) . . . If the sample sizes are unequal, 
one is in no difficulty provided the variances 
are compensatingly equal. . . . If the two underlying 
populations are not of the same shape, there seems 
to be little difficulty if the distributions are 
both symmetrical (2, p. 64). 

These conclusions seem rather strong on the basis of the 

restricted range of Boneau's investigation and in view of 

the instances of rather large relative discrepancies between 

the nominal and the observed a-values. 

Bradley (1964), in one of a series of studies on the 

central limit effect of normal distribution theory statis-

tics, investigated empirically the true significance level 

of t under conditions of both non-normality and hetero-

geneity of variance. He sampled from both normal and a 

compound of normal distributions with equal variances and 

with unequal variances in a ratio of 4 to 1. Various 

combinations of sample sizes, ranging from 2 to 204 were 

also used. For each pair of samples of a given size 
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selected from a given pair of populations, the value of t 

was obtained. Thus, empirically determined sampling distri-

butions of 10,000 t-values were developed. After 

extensively analyzing the data, Bradley made several 

conclusions. 

Bradley began by pointing out that statements such as 

"t is robust to non-normality and/or variance heterogeneity" 

are rampant in statistical literature. He continues as 

follows: 

When an assumption is violated, the discrepancy 
between true and nominal significance levels is 
not a simple function of the "degree" to which the 
assumption was violated. Instead, it is influenced 
by a multitude of additional factors which are not 
involved in the statement of the assumption (and 
which do not appear in the quoted statement claiming 
robustness) but which interact with the violation 
when it occurs. Such factors are: 

(1) size of nominal significance level 
(2) location of rejection region 
(3) absolute sample sizes 
(4) relative sample sizes 
(5) relative sizes of population variances 

(when homogeneity of variance is not an 
assumption) 

(6) relative shapes of the sampled populations 
(7) absolute correlation between sample means 

and variances for each population 
(8) relative correlations between sample means 

and variances among the various populations 
sampled. 

The interactions are likely to be exceedingly complex 
and of high order. That is, the extent to which a 
given factor influences robustness generally depends 
not only upon its own value, but also upon the 
particular combination of factors involved and the 
value of each, and the interdependency is often 
quite strong (5, p. 73). 



26 

The Bradley quote indicates that the concerns voiced 

by Pearson (1929) and Box (1954) are still present. The 

"robustness" of a statistical measure cannot be adequately 

investigated without considering a number of variables 

which may interact with the violation of an assumption. 

Murphy (196 7) did research quite similar to the 1954 

Behrens study and found compatible results. Murphy used a 

2 

number of variance ratios (9 ) with a variety of sample 

sizes and compared calculated t values to the critical 

t value at the 5 per cent level of significance. Only one 

instance (02 = 2, nx = n2 = 8) yielded a smaller empirical 

alpha than the expected .05 level (14). 

The importance of having equal sample sizes when the 

variances are unequal was very much evidenced from Murphey's 

results. This tendency has been found in many previous 

studies in this area. These include the work of Gronow (9), 

Boneau (2), and Box (3). In a 1972 publication, Glass, 

Peckham, and Sanders (7) described many of these studies in 

detail. In reviewing these studies, Glass, et al. (1972) 

conclude that the following seem justified 
1. When n's are unequal and variances are hetero-

geneous, actual significance level may greatly 
exceed the nominal significance level when 
samples with smaller n's come from populations 
with larger variances. 

2. When n's are unequal and variances are hetero-
geneous, the actual significance level may be 
greatly exceeded by the nominal significance 
level when samples with smaller n's come from 
populations with smaller variances (7, p. 245). 
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Of studies conducted since 1970, the dissertation by 

Melvin Roy (1971) appears to have major implication with 

regard to the subject of this study. Roy used a Monte Carlo 

simulation technique in order to investigate the effect of 

heterogeneous variances on the analysis of variance test. 

In one model where the number of treatment groups equals 

three, n_̂  = = 30, an(j a ratio of variances = 1:2:3, 

he found a significant chi-square when comparing the actual 

and nominal F distributions. In a second model with the 

same parametric values with the exception of a ratio of 

variances = 1:3:20, he likewise found a significant chi-

square value. Tables IV and V contain the results of the 

Roy study on these two models (19). 

The use of the Chi-square Goodness of Fit statistic 

in this study is questionable. This is due to the basic 

shape of the F distribution and the fact that most of the 

differences between the two distributions will occur in a 

region of the distributions which is usually of little 

concern in hypothesis testing (7). It can still be seen 

from this data, however, that with the violation of the 

assumption, the probability of making a Type I error is 

elevated at the .01, .02, .05, .10, and .20 levels. 

Much research has been performed on the question of 

the robustness of the F test in the analysis of variance 

under violation of the assumption of homogeneity of variance, 
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TABLE IV 

CHI-SQUARE GOODNESS OF FIT TEST OF OBSERVED AND EXPECTED 
REJECTED NULL HYPOTHESES FOR THE F(PPM): MODEL: 

N (50 ,10) 30 ?N (50 , 5) 30 ;N (50,15) 30 

Alpha 
(O-E) Level Observed Expected (O-E) 

1.00 2,000 2,000 0 

.99 1,975 1,980 5 

e 00
 

1,949 1,960 11 

.95 1,879 1,900 21 

.90 1,764 1,800 36 

•
 00
 

o
 

1,541 1,600 59 

.70 1,327 1,400 73 

. 30 583 600 17 

.20 431 400 31 

o
 

I—1 * 237 200 37 

.05 128 100 28 

.02 65 40 25 

.01 30 20 10 

Computed chi-square = 45.202 
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TABLE V 

CHI-SQUARE GOODNESS OF FIT TEST OF OBSERVED AND EXPECTED 
REJECTED NULL HYPOTHESES FOR THE F(PPM): MODEL: 

N (500,100) 30;N(500,5) 30,N(500,15) 30 

Alpha 
Level Observed Expected (0-E) 

1.00 2,000 2,000 0 

.99 1,924 1,980 56 

.98 1,872 1,960 88 

.95 1, 719 1,900 181 

.90 1,547 1,800 253 

• 00
 o
 

1,301 1,600 289 

.70 1,130 1,400 270 

. 30 552 600 48 

.20 412 400 12 

o
 

I—
1 • 270 200 70 

.05 178 100 78 

.02 100 40 60 

.01 60 20 40 

Computed Chi-square = 412.149. 

Generally, the research supports} the theory that when n's 

are equal, the F test of analysis of variance is robust, 

Box's curious results under extreme conditions and trends 

occurring in Hsu's and Behren's data indicate that the 
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question has not been fully answered. Glass, Pecham, and 

Sanders in 1972 stated: 

Whatever the cause, we find it significant to note 
that subsequent investigators have not extended 
Box's work in the direction of this curious 
finding. The conventional conclusion that hetero-
geneous variances are not important when n's are 
equal seems to have boundary conditions like all 
other conclusions in this area, and the boundary 
conditions may not have been sufficiently probed 
(7, pp. 244-245). 

As reflected in statements by Pearson, Box, and Bradley, 

one overriding concern in the study of the robustness of the 

F test of analysis of variance under the violation of the 

assumption of homogeneity of variances appears to be a 

continual effort to over-simplify the problem. Bradley 

indicated that several variables should possibly be included 

in such a study in order to gain insight into the inter-

action of the variables with the extent of the violation of 

the assumption (5). 

In explaining their Table 16 in a 1972 article which 

displayed a summary of consequences of violations of 

assumptions of the fixed effects ANOVA, Glass, Pecham, and 

Sanders concluded the following:: 

Clearly there are boundary conditions on the 
conclusions in Table 16. There must surely be 
some breaking point at which a distribution is so 
pathologically skewed that nominal levels of 
significance and power are seriously misleading 
(7, p. 272) . 
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The purpose of this research project is to further 

investigate this question and to empirically extend Box's 

study in order to see if boundary conditions exist. 
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CHAPTER III 

PROCEDURES 

The one-way fixed effects analysis of variance requires 

that the following assumptions be made: 

1. The criterion variable y.. is expressed as a 
linear combination of inctSpendent components: 
U, the common location parameter, a., the incre-
mental or decremental effect of treatment j on 
the dependent variable for all observations 
in group j; and e . t h e error of the (i,j) the 
observation. 1-' 

2. The e..'s are normally distributed with a mean of 
zero irid a variance which is constant across 
treatment groups. 

3. The treatment effects, a., are constants (10, 
p. 55). 3 

Assumption one leads to the expression of the criterion 

variable, y, as y.. = U + a. + e... 

In application, the assumption of the mathematical 

model imposes the following restrictions on the application 

of the analysis of variance technique. 

1. All treatment groups were originally drawn at 
random from the same parent population. 

2. The variance of the criterion measures is the 
same for each of the treatment population. 

3. Distribution of the population criterion 
measures is normal. 

4. The means of the criterion measures are the same 
for each treatment population (6, p. 73). 

For the purpose of this study, the assumption requiring 

homogeneity of treatment population variances was studied in 

34 
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order to determine relationships between this assumption and 

other selected variants. In developing procedures which 

would allow definitive conclusions, the question became 

one of how to empirically derive distributions of F-ratios 

obtained under specific conditions and how to compare the 

empirically generated distributions with the central 

F-distribution. 

The procedures used in Monte Carlo methods are of utmost 

importance to this study. The usual procedures of sample 

selection, data collection, and data analysis must be 

considered from a slightly different point of view. The 

data used in the study were generated by a computer in a 

manner to conform to pre-determined conditions with minimal 

variation. The variations existed to a limited degree and 

were resultant from sampling error. The term "random 

number" used in the context of this study is not truly 

random and should be understood to be a "pseudorandom 

number." Pseudorandom number sequences generated internally 

by a computer are not random in a true sense because they 

are determined by a finite "starting point" and have 

limited precision (8). 

The random number generators used in this study were 

IBM subroutines GAUSS and RANDU. The purpose of GAUSS is 

to compute a normally distributed random number sequence 

with a prespecified mean and standard deviation (7). The 
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IBM subroutine RANDU generates a sequence, x^, where for 

each i, x. is a uniformly distributed random number such 

that 0 - - !• The GAUSS subroutine uses twelve uniform 

random numbers generated by RANDU to compute a normal 

random number of the Central Limit Theorem. The conversion 

of the twelve random numbers was accomplished through the 

use of the formula (5): 

k k 
.E. (Xi-2' 
1=1 

y = 

12 

As k increases without bound, y asymptotically approaches a 

true normal distribution. For the application of these 

procedures in this study, the value of k chosen was 12. The 

above equation for k equal to 12 reduces to: 

k 
y = £ (x. - 6) 

i=l 1 

The resulting normal random, number obtained was then 

adjusted to yield the given mean and standard deviation 

using the formula: 

y' = y(s) + AM 

where y' is the required normally distributed number 

s is the required standard deviation 

AM is the required mean 
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A review of the literature in the field revealed 

directions for this study and, thusly, affected the proce-

dures developed. Bradley (1) indicated that an investigation 

of the effects of violating the assumption of homogeneous 

variances must include factors or parameters to be studied 

other than simple indicators of extent of the violation. 

Likewise, Glass, Pecham, and Sanders indicated a need to 

explore "boundary conditions" (3). 

The boundary conditions which were investigated in this 

study were determined by the effects of three unique 

parameters on the empirically derived distributions of 

F-ratios. Selected other parameters were held constant in 

order to fulfill other assumptions underlying the use of 

analysis of variance. The computer-based derivation of 

samples produced samples which were randomly selected from 

normally distributed populations. Likewise, the mean of 

each treatment population was equal to zero. 

The manipulated parameters used in the study to define 

boundary conditions were the number of treatment groups (K), 

the sample size of each treatment group (n), and an index of 

the extent to which the assumption under question had been 

violated. This index was represented by Q where for K 

treatment groups, the ratio of variances across the groups 

was 1:1:...:Q. When Q is equal to 1, all assumptions upon 

which the use of analysis of variance is predicated are met 
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and, in theory, the empirically derived distribution of 

F-ratios should be identical to the nominal, central 

F-distribution and any variation between the distributions 

should be a result of sampling error and should not be 

systematic in nature. 

All data used in the study were generated by either an 

IBM 360/model 50 or an IBM 370/model 155 computer utilizing 

IBM subroutines GAUSS and RANDU and standard statistical 

programs used by the North Texas State University Computing 

Center (4; 9). Starting points or "seed numbers" used 

were nine-digit odd numbers which were randomly selected. 

Other statistical tests such as the proportions test were 

performed through the use of the IBM 370/model 155 computer 

utilizing the FORTRAN IV and the APL computer languages. 

Hypotheses I and II were tested using empirically 

derived distributions of F-ratios based upon 500 repli-

cations. That is, for each of the 64 simulation models of 

the form (K,n,Q) where Ke{3,5,7,9}, ne{ 3,5, 7 ,15 }, and 

Qe{3 , 7, 9,17}, 500 independent sets of samples were drawn 

according to specified simulation model parameters and 

500 F-ratios were computed. For each of the 64 simulation 

models, the 500 F-ratios constituted the empirical 

F-distribution to be compared to the nominal F-distribution. 

After the F-distributions were generated, the next 

question was concerned with how to statistically compare the 
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empirically derived F-distributions to the appropriate 

central F-distribution. Goodness-of-Fit tests such as 

the cihi-square were not appropriate. According to Glass, 

et al.: 

Inferential tests of the hypothesis of exact 
correspondence between actual and theoretical 
distributions of tests statistics are unnecessary 
(because the null hypothesis is a prior almost 
certainly false) and potentially misleading 
(because they would tend to reject because of lack 
of fit in the central regions of the distribution 
which could be irrelevant to the use of extreme 
percentiles for example, 95, 97.5, 99.5 in actual 
inferential applications of the test statistic) 
(3, p. 282). 

The procedure in comparing the actual or derived 

F-distribution to the central F-distribution which was used 

in this study parallels the use of theoretical application 

of the statistical method to actual inferential testing. 

For a specified K and N, where N-Kn, n is the number of 

subjects per treatment group and for ae{.005, .010, .025, 

.050, .100, .200, .300, .400, .500, .600, .700, .800, 

.900, .950, .975, .990, .995}, the number of F-ratios in the 

empirically derived F-distribution exceeding (g-i) (N-K) ' 

as determined by a central F-distribution, was determined. 

When this number was compared to the number of generated 

F-ratios in the empirical distribution, the proportion of 

F-ratios in the empirically derived distribution exceeding 

l-aF(K-l)(N-K) w a s comPuted- F o r hypothesis I and II, the 

generated proportions corresponding to specific nominal 
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levels of .010, .050, .100, and .200 were tested to determine 

possible differences using standard tests of significance 

of proportions as described by Glass and Stanley (2) as 

/a(1-a)/n 

where P is the proportion of N objects possessing 

trait under question 

a is a real number so that 0 - a - 1. 

To test the hypotheses at the .10 level as specified, the 

value of z was compared with the 100(a) and the 100(1-a) 

percentiles in the unit normal distribution. 

The basic purposes of formulating and testing hypotheses 

I and II were (1) to test programs and methodology, (2) to 

provide base-line data which could be compared to data 

found in other studies, and (3) to provide "starting points" 

for the remainder of the study. 

The literature available in this area indicated that, 

although the analysis of variance procedure was robust with 

regard to some types of violations of the assumption of 

homogeneity of variance, it was probable that extreme 

violations of the assumption in conjunction with other 

extreme parametric values may produce conditions where 

confidence in the statistical procedures is questionable. 

The "starting points" provided through testing hypotheses 
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I and II provided indicators to guide the extension of the 

investigation. 

For the second part of the study as directed by 

hypothesis III, K, the number of treatment groups, was 

limited to parametric values of 5, 7, and 9. However, n, 

the number of observations per treatment group and Q, the 

index of the extent of violation of the assumption were 

basically unrestricted. For testing hypothesis III, the 

actual data generating mechanism was the same as used in 

testing the first two hypotheses. The same computer programs 

utilizing the subroutines GAUSS and RANDU were used. For 

hypothesis III, however, the number of repititions used 

for each simulation was increased from 500 as used in 

hypotheses I and II to 2,000. This resulted in the 

generation of F-distributions containing 2,000 F-ratios. 

One of the major procedural questions posed was of how 

to describe "boundary conditions." For the purpose of this 

study, a "boundary" for a specified value of K, was an area 

in the Qn-plane defined about a curve f = {(Q,n): n=F(Q)} 

so that the "boundary" was the locus of points (r,s) 

such that the L-distance from (r,s) to f is less than or 

equal to one unit. This "boundary" divided that Qn-plane 

into two mutually exclusive regions for each specified value 

of K. 
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In order to test hypothesis III, starting points used in 

hypotheses I and II for values for K of 5, 7, and 9 were 

selected. For a given value of n, Q was increased or 

decreased in order for the point (Q,n) to approach the curve 

identified in the hypothesis. When the minimal value of 

Q had been reached which provided a proportion of F-ratios 

in the actual distribution exceeding ]__AF (]$_]_)(N-K) 

was significantly different from a for all as{.010, .050, 

.100, .200} at the .05 level, the point (Q,n) was designated 

to be a boundary point. The L-distance from each boundary 

point to the hypothesized curve was determined. 
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CHAPTER IV 

ANALYSIS OF DATA AND FINDINGS 

A comparison of the actual significance levels as 

determined by the empirically derived distributions of 

F-ratios to the nominal significance levels of .010, .050, 

.100, and .200 is presented in Table VI. The number of 

groups (K), the common treatment group sample size (n), 

and the index of the extent of the violation (Q) are also 

presented in Table VX. The sixty-four simulations displayed 

in Table VI provided data for testing hypotheses I and II 

and each simulation was based upon a distribution of 

F-ratios containing 500 F-ratios. 

Inspection of the data presented in Table VI revealed 

several patterns. First, with few exceptions, a minor 

violation of the homogeneity of variance assumption such 

as Q = 3 yielded a significance level closely approximating 

the nominal significance level. Of the sixteen simulations 

with Q = 3, only three, simulation 29 with K = 5, n = 15; 

simulation 53 with K = 9, n = 5; and simulation 61 with 

K = 9, n = 15, produced actual significance levels corre-

sponding to .010, .050, .100, and .200, which were 

significantly different from the nominal levels with a 

90 per cent confidence interval was employed. 
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Second, violation of the assumption of homogeneity of 

variance of degrees with Q greater than or equal to seven 

produced significance levels which differed from nominal 

significance levels. For example, of the sixteen simulations 

with Q = 7, nine simulations produced significance levels 

which differed from the nominal significance levels for 

the values of .010, .050, .100, and .200. Likewise for 

Q = 9, twelve of the sixteen simulations produced actual 

significance levels which differed from the nominal levels. 

For Q = 17, twelve of sixteen simulations produced actual 

significance levels which differed from anticipated nominal 

levels. 

Third, sample size appeared to have a direct bearing 

upon the effects of violating the assumption of homogeneity 

of variances. For n = 3, 5, 7, and 15 the corresponding 

numbers of simulations of the sixteen studied for each 

parametric value of n which yielded actual levels which 

differed from nominal levels was 12, 11, 9, and 4, respec-

tively. It appeared that as the common group sample size 

decreased, the effect of violating the assumption became 

more pronounced. 

Fourth, an anticipated relationship between the number 

of groups in the simulation and the effect on signifiance 

levels under violation of the assumption was not clearly 

evident. For K = 3 and K = 5, eight of the sixteen 
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simulations for each parametric value produced significance 

levels which differed from the nominal levels. For K = 7, 

however, only nine such simulations were found out of the 

sixteen and for K = 9, only eleven were found. While some 

evidence of a possible trend existed, the actual differences 

in the number of simulations producing significance levels 

which differed from the nominal levels could have been a 

function of sampling error. 

The last pattern which emerged dealt with the signifi-

cance levels themselves. For the purposes set forth in this 

portion of the study, only nominal significance levels of 

.010, .050, .100, and .20 0 were studied. Data, however, for 

other levels was produced. For the nominal significance 

level of .010, of the sixty-four unique simulations, 

fifty-seven simulations produced actual significance levels 

which were significantly different from .010. In all but 

one of these, the proportion of F-ratios in the actual 

F-distr)ibutions significantly exceeded 010F (K-l) (N-I) * 

singular exception was simulation 45 with K = 7, n = 15, and 

n = 3 in which proportion of F-ratios exceeding Q10F(6 98) 

was .004. For the significance level of .050, again 

fifty-seven of the sixty-four simulations resulted in 

actual significance levels which differed from .050. 

Fifty-four of the sixty-four simulations produced a 

proportion of F-ratios which significantly exceeded .100. 
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For the nominal level of .200, however, only thirty-eight 

of the sixty-four simulations produced actual significance 

levels which significantly departed from .200. 

From the above mentioned patterns and other possible 

trends exhibited in Table VI,it became apparent that 

the study of the violation of this assumption in analysis 

of variance is quite complex and must be studied in a 

context which includes the interrelationships between other 

parameters. 

Since the purpose of this study was to determine 

boundary conditions of selected variables which may affect 

the application of the analysis of variance technique, 

hypotheses I and II were set forth in order to identify 

points of departure from which the search for boundary 

conditions might proceed. For this reason hypotheses I and 

II were tested at the .10 level of significance and were 

restricted to specified values for the parameters of sample 

size, number of groups, departure from the assumption and 

nominal significance levels. 

Hypothesis I 

As originally set forth, hypothesis I asserted that 

the proportion of F-ratios in the actual F-distributions 

exceeding (N-&) no*- differ significantly from 

the proportion of F-ratios in the nominal F-distribution 
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exceeding ]__a
F(K_i) (N-K) a t t^ie • level of significance 

for: 

A. K = 3 , n = 1 5 , 7, 5, and 3 with Q = 3, 7, 9, and 

17 for all specified nominal levels of .010, .050, 

.100, and .200. 

B. K = 5, n = 15, 7, and 5 with Q = 3, 7, 9, and 17 

and n = 3 with Q = 3, 7, and 9 for all specified 

nominal levels. 

C. K = 7 , n = 15, 7, 5, and 3 with Q = 3, n = 15, and 

7 with Q = 7, 9, and 17 and n = 5 with Q = 7 for 

all specified nominal levels. 

D. K = 9 , n = 1 5 , 7, 5, and 3 with Q = 3 and for 

n = 15 with Q = 7, 9, and 17 for all specified 

nominal levels. 

Part A of the hypothesis I asserted that all simulations 

with three treatment groups would result in actual 

F-distributions in which all actual significance levels 

corresponding to .010, .050, .100, and .200 would not be 

significantly different from nominal significance levels. 

Part A of the hypothesis I was rejected. Out of the sixteen 

simulations included in Part A, eight simulations produced 

actual distributions of F-ratios in which the proportion 

of F-ratios exceeding (N-K) WAS SI9NIFicantly 

different from a for all ae{.010, .050, .100, .200}. 

Employing notation of the form Z(K,n,Q) where Z is the 
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simulation number, K is the number of treatment group, n is 

the common number of subjects per treatment group sample, 

and Q is the index of the violation of the assumption where 

the ratio of variances is 1:1:...:Q, the eight simulations 

were 2(3,3,7); 3(3,3,9); 4(3,3,17); 7(3,5,9); 8(3,5,17); 

11(3,7,9); 12(3,7,17); 14(3,15,7) 

Part B of hypothesis I was also rejected. Of the 

fifteen simulations included in part B, seven produced actual 

distributions of F-ratios in which the proportion of F-ratios 

exceeding }._a
F(K-i) (N_K) w a s icantly different from 

a for all ae{.010, .050, .100, .200). These seven simu-

lations were identified as 18 (5,3,7); 19 (5,3,9); 23(5,5,9); 

24(5,5,17); 27(5,7,9); 29(5,15,3); and 30(5,15,7). 

Part C of hypothesis I was also rejected. Of the 

eleven simulations included in part C, four produced actual 

distributions of F-ratios in which the proportion of F-ratios 

exceeding ^_aF (R-1) (N-K)
 w a s icantly different from 

a for all ae{.010, .050, .100, .200}. These four simu-

lations were identified as 38(7,5,7); 42(7,7,7); 43(7,7,9), 

and 44(7,7,17). 

Part D of hypothesis I was rejected. Of the seven 

simulations included in part D, three simulations produced 

actual distributions of F-ratios in which the proportion of 

F-ratios exceeding ]_a
F (£_]_) (N_K)

 w a s significantly 

different from a for all ae{.010, .050, .100, .200}. 



These three simulations were 53(9,5,3); 61(9, jL5,3), and 

64 (9,15,17) . 

Hypothesis II 

Hypothesis II asserted the following: T 

of F-ratios in the actual F-distribution exce 

l- a
F (K-l) (N-K) k e significantly greater 

proportion of F-ratios in the nominal F-distr 

exceeding (n-K) a t t h e * 1 0 leve-'- o f 

for: 

A. K = 5, n = 3 with Q = 17 for all spe 

nominal levels. 

B. K = 7, n = 3 with Q = 9, 7, and 17 a: 

with Q = 19 and 17 for all specified 

levels. 

C. K = 9, n = 7, 5, and 3 with Q = 7, 9 

all specified nominal levels. 

Part A of hypothesis II was accepted. T 

used in testing part A of hypothesis II was 

For all ae{.010, .050, .10-0, .20 0} the propor 

F-ratios in the F-distribution with (5,3,17) 

which exceeded j__a
F(4 ^l) w a s significantly g 

Part B of hypothesis II was accepted. 0 

simulations in part B, 34(7,3,7); 35(7,3,9); 

39(7,5,9), and 40(7,5,17), each yielded a F-

in which the proportion of F-ratios exceeding 

20 

di 

53 

:ie proportion 

eding 

than the 

ibution 

significance 
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lid n = 5 

nominal 

, and 17 for 

pe simulation 

(5,3,17). 

tion of 

parameters 

jreater than a. 

the five 

£6(7,3,17) ; 

stribution 

l-aF (K-l) (N-K) 
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was significantly greater than a for all ae{.010, .050, 

.100, .200}. 

Part C of hypothesis II was rejected. Of the nine 

simulations used in testing part C of this hypothesis, 

one simulation, 54(9,5,7) yielded a F-distribution in which 

the proportion of F-ratios exceeding 80F(8 37) w a s n o t 

significantly greater than .20. 

Hypothesis III 

As originally asserted, hypothesis III with three 

subparts was stated as: 

A. At least 70 per cent of the boundary points for 

K = 5 will lie within an L-Distance of one unit 

of the line defined by {(Q,n):n = 2 ln(Q - 13)}. 

B. At least 70 per cent of the boundary points for 

K = 7 will lie within an L-Distance of one unit 

of the line defined by {(Q,n):n = 15/8 In 3(Q - 4}. 

C. At least 70 per cent of the boundary points for 

K = 9 will lie within an L-Distance of one unit 

of the line defined by {(Q,n):n = 5 In (Q - 2)}. 

The formulation of this hypothesis and its subsequent 

testing required the explicit definitions for two distinct 

concepts, boundary point and L-distance. As previously 

set forth, definitions for these concepts are as follows: 

Boundary Point—For a specified value of K, (Q,n) is 

a boundary point if and only if, for a specified value of 
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n, Q is the minimal integral value which produces an actual 

F-distribution which is significantly different from the 

nominal F-distribution at the .05 level for all specified 

nominal levels of .010, .050, .100, and .200. 

L-Distance—If (x,y) is a point in the Qn-plane and 

{{Q,n):n = f(Q)} is a curve in the Qn-plane and (Q^,f(Q^)) 

is the intersection of the line {(Q,n):Q = x) with the 

curve { (Q,n) : n = f(Q)} and (Q2' f(C>2)) is the intersection 

of the line {(Q,n):n = y)} and the curve {(Q,n):n = f(Q)}, 

then the L-Distance from (x,y) to {(Q,n):n = f(Q)} is the 

minimum of [ f (Q2) ~
 a n d |Q2 ~ QjJ • 

The statement of this hypothesis in this manner not 

only allowed the flexibility required by this type of 

investigation but facilitated the remainder of the investi-

gation by dictating a sense of directionality to be 

followed. Unfortunately, actual testing of this hypothesis 

was impaired by the nature of the data. This is particularly 

true with Hypothesis III, part A, which asserts a boundary 

region for the case K = 5. The sixteen original simulation 

models served as starting points for the remainder of the 

investigation. After the starting points were determined, 

values for the parameters Q and n were selected for the 

generation of F distributions. The testing of actual 

proportions with nominal proportions produced data upon 

which the decision of fulfillment of boundary point criteria 

was based. 
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For the purpose of testing hypothesis III, part A, 

the original sixteen simulations with K = 5 were replicated 

in order to produce actual F-distributions containing 

2,000 F-ratios. In addition, eighty-nine other combinations 

of parametric values of the homogeneity of variance 

violation index (Q) and sample size (n) were used in order 

to produce a total of 105 simulation models with K = 5. 

The proportion of F-ratios in the actual F-distribution 

corresponding to nominal significance levels of .010, .050, 

.100, and .200 for each of the 105 simulation models for 

K = 5 are found in Table VII. 

Several characteristics of the data contained in Table 

VII appeared to be noteworthy. First, extreme parametric 

values of Q such as Q > 19 produced, with only one exception, 

model 151(5,12,21), proportions of F-ratios which were 

significantly greater than i_a
F(K_j)(N_K)

 f o r ae(.010, 

.050, .100, .200}. Likewise, for parametric values of 

Q < 6, of the twenty simulation models tested, only five 

or 20 per cent produced actual F-distributions such that 

the proportion of F-ratios exceeding n F / v was 
1—a (K~* -L) (NK.J 

significantly different from a for all specified nominal 

levels. 

Second, the deviation of the actual significance level 

(a1) or the proportion of F-ratios in the empirically 

derived F-distributions exceeding , F,.. /vr from the 
1-a (K-l)(N-K) 
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nominal significance level (a) should be recognized. For 

a = .010, a' was greater than a for all a' generated in the 

105 simulations studied for K = 5. These deviations ranged 

from a' - a = .006 for 86(5,7,3) to .059 for 73(5,3,21). 

For a = .050 the deviation ranged from .01 for simulations 

74(5,5,3) and 139(5,13,7) to .085 for simulation 72(5,3,17) 

when a' = .135. For a = .100 the smallest value of a' 

generated was .106 for simulation 101(5,9,3), while the 

largest value of a' generated was .189 for simulation 

72(5,3,17). These extreme values of a' determined a range 

of deviations of a' from a to be between .006 to .089. 

For all 105 simulation models analyzed, only in compari-

son to a = .200, did the achieved value of a' underestimate 

a. This occurred in models 65(5,3,3); 74(5,5,3); 88(5,7,5); 

101(5,9,3); 138(5,13,6); 148(5,13,16), and 152(5,15,3). 

With the singular exception of simulation 148 with Q = 16, 

every incidence of a1 < a was found to be in simulation 

models with smaller parametric values of Q. The largest 

values of a' corresponding to a = .2 00 were observed in 

model 72(5,3,15) with a' = .261 and model 71(5,3,9) with 

a' = .259. On a comparison of a' - a deviations, the range 

of values extended from -.010 to .061. In summary, it should 

be noted that for all a levels of .010, .050, .100, and .200 

investigated, the ranges of deviations of a1 - a were 
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generally of the same length with slightly longer ranges 

occurring when values of a of .100 and .200 were employed. 

As can be seen in comparing Table VII to Table VI, 

which displayed summary data on the original sixty-four 

simulation models employing F-distributions containing 

500 F-ratios, the same general patterns in data displayed 

in Table VI and discussed at that point are observable in 

Table VII also. 

As originally stated, hypothesis III, part A, asserted 

the existence and location of a boundary region for selected 

analysis of variance models with K = 5 to be determined by 

the positions of boundary points. Graph I displays data 

relative to the investigation of this assertion. In this 

graphic, simulation models which produced F-distributions 

such that the proportion of F-ratios in the distribution 

exceeded ^_-AF (K-1) (N-K) ^ O R AE"(*010R *050, .100, .200} 

at the .05 level of significance are indicated by asterisks 

(*) while all other simulation models which do not meet this 

criterion are indicated by zeros (0). The hypothesis 

asserted that the boundary would be defined by a region about 

{(Q,n): n = 2 ln(Q - 13)}. The graph of this defined set of 

ordered pairs (Q,n) are displayed on Graph 1 as a continuous 

solid line. For the sake of clarity and brevity, the function 

{(Q,n): n = 2 ln(Q - 13)} will be denoted as G,-. 
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As defined, the boundary points for simulation models 

with K = 5 are representations of simulation models 66(5,3,4); 

78(5,5,7); 104(5,9,6); 120(5,11,5); 136(5,13,4), and 

163(5,15,15). Since no simulations were attempted with a 

value of Q less than three, there did not exist a boundary 

point for the set of simulation models with n = 7. A 

comparison of the location of these defined boundary points 

and Gr is shown in Graph 2. As indicated in Graph 2, no 

boundary point fell within a L—distance of one unit of 

Hence, the assertion of G& as defining a boundary area for 

simulation models with K = 5 was not supported. Research 

hypothesis III, part A was, therefore, rejected. 

As seen in Graph 1, the diffused pattern of simulations 

producing F-distributions in which a' was significantly 

different from a for all corresponding specified values of 

a was revealed. This diffused pattern restricted the 

definition of a boundary area for Analysis of Variance 

simulation models with K = 5. 

For the purpose of testing hypothesis III, part B, the 

original sixteen simulation models with K = 7 which were 

employed in testing hypotheses I and II were replicated in 

order to product actual F-distributions containing 2,000 

F-ratios. A total of 98 unique simulation models was 

investigated using K = 7 and differing combinations of 

parametric values for n and Q. The proportion of F-ratios in 

the actual F-distribution corresponding to nominal 
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significance levels of .010, .050, .100, and .200 for each 

of the ninety-eight simulation models for K = 7 are found 

in Table VIII. 

Of the eighteen simulation models presented in Table 

VIII with K = 7 and n<7, only two, 170(7,3,3) and 

178(7,5,3), failed to produce an F-distribution in which 

each proportion, a', was significantly different from 

a for ae{.010, .050, .100, .200}. 

For a = .010, significant deviations of a* from a 

were found at all sample size levels and across all values of 

Q with the exception of Q = 3, the minimal violation of the 

homogeneity of variance assumption studied. For all 

ninety-eight simulation models with K — 7, the smallest 

value of a' obtained was .012 in simulation model 170(7,3,3) 

while the greatest value was found to be .083 in simulation 

model 186(7,5,17); therefore, the deviation range when 

a = .010 extended from .002 to .073. It was found that for 

a = .010, no combination of parametric values of n and Q 

selected produced an F-distribution in which a1 under-

estimated a. 

For the a-level of .050, the least deviation, a' - a, 

occurred with a' derived from simulation model 18 8(7,7,3) 

where the achieved a' of .056 yielded a deviation from 

.050 of .006. The largest deviation of .103 was a result of 

a1 = .15 3 derived from simulation model 242(7,13,19). As 
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Ĥ M o 

dl fd o 
* 

x: • 
a 
•H nd 
rCj a 
£ fd 



69 

*3 
CD 
3 
a 

•H 
•P 
a 
0 
a 
1 
i 

H 
H 

W 
»-3 
PQ << 

Eh 

i—I 
fd 
3 
-P 
< 

CD 
A 
•P 

a 
•rH 

CO 
O 

•H 
-P 

O MH 
•P O 

tr> co 
£! rH 

•H (D 
rQ > 
a CD 
O h3 
Pu 
CO 

O 
o 
CM 

CD 
y 

o 
fd o & 

(h 
o 

•H 
-P 
?H 
O 
P4 I 
0 fa 

o 
LO 
o 

cd a 
1—I v—' 
a , 
e cd 
fd N 
to -H 

w 

* * * * ^ ^ ^ ^ ^ !L 
^ c h i n c N O ^ ^ o M D r o ^ ^ c x j ^ o o c N i n o o ^ o c o i n o ^ p H 
n o j H H f s i H N r o n ^ r o ^ r o o o H N o i ^ ^ H r o 
C\lCMCMCN|<MCMCNiCNCMCMCMCMCN|CMC\JCMCNltMrHCM04CM 

M-l & 
o — 

u co 
cd a 

e o 
3 hi 
!3 0 

* * * * * * * * * * * * * * * * * * * * * * 
c o o o o o < y i o H i > v o L n c o o r - H i n ^ ^ < 2 < x ) } £ f 5 [ 2 
( ^ r o ^ ^ ^ ^ i n v o v o v o r ^ o o r ^ o a c N ^ L O i n c N v o i n v D . 
^ ^ H H H H H H H H H H r l H r l r l r l H r l H r l H 

0 
a 

> i CD 0 ~ 
-P O - h a 
•H £j 4 J ^ 
CD <d rd 
£ *H i l ^ 
CD H 0 CD 
£n fd •H 113 
0 > > CJ 
6 HI 
0 
tu 

£ 
O 

•H M 
-P CD 
fd rQ 
rH g 

S 125 
*H 
CO 

* * * * * * * * * * * * * * * * * * * * * * o o i r - r - c x D r - ^ o D r O i — i ^ r ^ ^ t ^ o ^ o o r o c j ^ i D O ^ D 
{ X ) 0 0 C T i 0 ^ O ^ O H { N N C N J C N i n r ^ r ^ O O H O T O l ( N C N j 
0 0 0 0 H 0 H H r - i r H r H H r H 0 0 H r H H 0 H H H 

* * * * * * * * * * * * * * * * * * * * * * 
^ ^ M D V D t ^ o i > i > o o r ^ c N i o O L n r H k D k D ^ r o o i > ^ 
c s j r 0 ^ r 0 ^ L 0 L n ^ D r - v D ^ r - r ^ c N r 0 ^ i n L n ^ ^ D L 0 ^ 
o o o o o o o o o o o o o o o o o o o o o o 

^ c ^ i > o o ( 7 i O H c N r o ^ v D ^ H ^ ^ ) ^ o o c r i O H M r o 
H H H H H H H C N H H H H 

r ^ r ^ r > r - i > r ^ r - r - f ^ o r ^ [ ^ r ^ < T > c h c ^ o ^ c r » c j \ < ^ c r » c h 

i > r ^ t > r ^ r ^ i > r - i > r - r - r - r ^ c ^ ! > r - * i > i > r ^ r ^ r ^ i > c ^ 

^ o H c N ^ ^ L n M D ^ o o o ^ O r H c N r o ^ i r i ^ h - c o c r i o 
c o c r i c r i a i ^ ( y i ^ ^ a \ ^ ^ o o o o o o o o o o H 

*—•* o 
W o 
1 rH 

13 St 
•"W 

•«. 

rH O 
1 LO 

W O 
9 

fa 
S *b 
I o 

rH rH 
o 

t P a 
CI 

•H MH 
TS 0 
CD 
CD CO 
0 a 
X 0 
CD •H 

•P 
CO U 
a 0 

0 OA 
•H 0 

•P U 

3 QA 
XI 
•H t n 

U a 
-p •H 
CO *<3 

•rH d 
<T3 0 

\ a . 
fa CO 

CD 
1—1 U 
fd u • 

3 0 CD 
•P a o 
O a 
fd S ^ 

o o 
CD $H "H 

MH MH 
•p •H 

a 
a a tr> 

•H 0 -H 
U CO 

CO CD 
0 mh mh 

-H mh o 
-P •rH 
fd ^ H 
u CD 
i > i > 

fa rH CD 
-P rH 

IH d 
0 fd o 0 

O rH 
CO •H • 
a mh 
0 "H CD 

-H a XI 
-p t n - P 
n •rH 
0 CO -P 
& fd 
0 CD 
u 1H O 
p-l fd o 
* CM 

•G • 
O 

•H *d 
x j a 
£ fd 



70 

15 
(D 
2 
a 
•H 
-P 
a 
o 
0 
1 
I 
H 
H 
H > 

W 
«-3 
9 
EH 

i—1 
fd 
3 
-P 
o 
r< 

CD & 
-P 

a 
•H 

to 
O 
-H 
-P 

O ^ 
•P O 

tr> to 
a 

o 
o 
O] 

H 
13 
a 
o 
04 
CO 
CD 
U 
u 
o 

fd o 
& 

£ 
0 
•H 
4J 
JQ 

•H 

-P 
CO 

U -H 
0 P 
Qa I 
0 pti 
M 
& 

1 
|i 

m 
o 
fi 

o 
•H 
+3 

(1) > 
<D 
Hi 

<D 
O 
a 
fd 
o 
•H 
m-i 
•H 
a 
tn 
•H 
CO 

i—1 
cd 
a 
•H 
g 
o 
S3 

M-I 
o 

>i CD 
-p a 
•H £ 
a) fd 
a -H 
<d n 

o a 
•H —' 
-P 
(d x 
h a) 

_ . . O U 
tn fd -H a 
O > > H 

o 

CD G 
i—1 »w 
p4 
e CD 
fd N 
co •H 

CO 

y--v 
M-I 
0 — 

u CO 
CD Oi 

2 
S 0 
3 U 
53 o 

C 
0 
•H u 
•P CD 
fd rQ 
i—i lEi 
3 !r3 
e 
•H 
CO 

* * * * -K •# -K 'K -K -5« -K -H * * 
^CMHO^DO^C^r^mCDH^LOLD^C^HHCOHCri^ 
rooncNoOr-ioojOi—ir^HNHCNCNiroror^oHHH 
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previously noted for the a-level of .010, no a' obtained 

corresponding to a = .050 underestimated a. 

For the a-level of .100, the minimum a' achieved was 

.103 obtained from simulation model 178(7,5,3). The 

minimum a' - a deviation for a = .100 was, therefore, .003. 

The largest a*corresponding to a= .100 achieved was .194 from 

simulation model 186(7,5,17), and thus the maximum a' - a 

deviation for a = .100 was .094. 

Simulation models producing an a' corresponding to 

a = .200 did, on some occasions, underestimate a. In 

Table VIII these simulation models can be identified as 

178(7,5,3,); 188(7,7,3); 207(7,9,10); 245(7,15,7); 

256(7,17,9), and 257(7,17,10). Simulation model 257(7,17,10) 

produced an a' of .183 so that a' - a was equal to -.017. 

The largest a1 corresponding to a = .200 generated was 

.266 from simulation model 176(7,3,11). The maximum a' - a 

deviation was, therefore, .066. 

When deviation ranges for ae{.010, .050, .100, .200} 

were compared, it was found that the range length for values 

of a of .050, .100, and .200 were similar and the range 

length for .010 was less than that of the other a-levels. 

The range lengths for the K = 7 simulation models were 

generally longer than corresponding a-levels range lengths 

for the K = 5 simulation models. 

Graph 3 illustrates summary data relative to testing 

hypothesis III, part B. The ninety-eight simulation models 
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are represented on this graphic, as is the location of the 

hypothesized boundary line. Hypothesis III, part B, asserted 

that the graph of G? = {(Q,n):n=15/8(In 3(Q - 4))} was the 

basis for defining a boundary region for K = 7. Simulation 

models which produced F-distributions in which the proportion 

of F-ratios exceeding i_a
F(K-1)(N-K) f o r a 1 1 ae^*010' -O50' 

.100, .200} are indicated by asterisks (*). Simulation 

models in which this criterion was not met are indicated by 

zeros (0). The graph of G? = {(Q,n) : N = 15/8 (In 

3(Q - 4))} is represented by a continuous solid line. 

The boundary points for hypothesis III, part B, were 

determined to be attributable to the following simulation 

models: 171(7,3,4); 179(7,5,4); 189(7,7,4); 205(7,9,8); 

217(7,11,7); 231(7,13,8); 248(7,15,11), and 259(7,17,12). 

Graph 4 displays the locations of the defined boundary 

points and the graph of G^. As can be seen in Graph 4, no 

boundary points were found to be within an L-distance of 

one unit of G^. Hence, hypothesis III, part B, was 

rejected. 

As was previously found to be the case in the set of 

simulation models with K = 5, the pattern of models in which 

the proportion of F-ratios exceeding (K-1) (N-K) W A S 

significantly different from for all ae{.010, .050, .100, 

.200} was diffused throughout ranges of values for parameters 

Q and n. 
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Hypothesis III, part C asserted the existence and 

location of a boundary region in the Qn-plane for the case 

of K = 9. In order to test this hypothesis a total of 

ninety simulation models were studied. Sixteen of these 

models were replications of models used in hypothesis I and 

II with the number of F—ratios contained in the actual 

F-distributions increased from 500 to 2 , 0 0 0 . Proportions of 

F-ratios in the empirically derived distributions corre-

sponding to nominal significance levels of . 0 1 0 , . 0 5 0 , 

. 1 0 0 , and . 200 are found in Table IX. 

For an a-level of . 0 1 0 , the smallest ct1 generated 

was . 014 as a result of simulation model 2 6 8 ( 9 , 3 , 3 ) while 

the largest a ' generated was . 0 9 7 as a result of simulation 

model 2 9 1 ( 9 , 7 , 2 1 ) . When a ' - a was used as a measure of 

deviation, the range of deviation determined was . 004 

through . 0 8 7 . 

The range of deviation determined for the ninety 

simulation models in the . 050 a-level was . 0 0 8 through . 1 1 1 

as a result of the same simulation models found to produce 

maximum and minimum a ' values at the . 010 level. Simula-

tion model 2 6 8 ( 9 , 3 , 3 ) generated an a ' of . 0 5 8 while model 

2 9 1 ( 9 , 7 , 2 1 ) generated an a ' of . 1 6 1 . 

For the a-level of . 1 0 0 , the minimum a ' obtained was 

. 1 0 4 in simulation model 2 9 2 ( 9 , 9 , 3 ) and the maximum a ' 

obtained was . 2 0 7 in simulation model 2 9 1 ( 9 , 7 , 2 1 ) . The 
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a' - a deviation analysis resulted in a range of deviations 

from .004 through .10 7. 

For the .200 a-level, the minimum a1 obtained was .188. 

Again, the only instances where a1 underestimated a was at 

the .200 a-level. This occurred in simulation models 

292(9,9,2); 293(,9,94); 316(9,13,5), and 327 (9,15,3). The 

minimum a1 of .188 was achieved in the 292(9,9,3) model. 

The largest a' corresponding to .200 was .27 7 from simulation 

model 273(9,3,17). The deviation range a1 - a was determined 

to be from -.012 through .077. 

Graph 5 illustrates summary data relative to testing 

hypothesis III, part C. Simulation models with K = 9 

which produced F-distributions in which the proportion of 

F-ratios exceeding ]__a
F (K_]_) (N_K)

 w a s si9nificantly different 

from a for all ae{.010, .050, .100, .200} are denoted by 

asterisks (*). Simulation models with K = 9 which did not 

meet the above mentioned criterion are denoted by zeros (0). 

The graph of Gg = {(Q,n) : n = 5 ln(Q -2)} is represented 

by a continuous solid line. 

As can be seen in Graph 5, every simulation model with 

Q > 11 produced an F-distribution such that the proportion 

of F-ratios exceeding (K-1)(N-K) W a S si(?nif i c a n t lY 

different from a for all ae{.010, .050, .100, .200}. 

Likewise, most simulation models not meeting this criterion 
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had less severe violation of the assumption of homogeneity 

of variance. 

In order to test hypothesis III, part C, the following 

boundary points were determined: 269(9,3,4); 276(9,5,5); 

284(9,7,5); 294(9,9,5); 307(9,11,7); 320(9,13,9); 331(9,15, 

9); 342(9,17,10), and 350(9,19,10). Graph 6 illustrates 

the location of each determined boundary point and the graph 

of the function Gn. When the L-distance from each boundary 

point to Gg was determined, only boundary point 284(9,7,5) 

fell within an L-distance of one unit from Gg. Therefore, 

the assertion of a boundary region existing with reference 

to function Gg was not supported. Hypothesis III, part C 

was rejected. 

Table X summarizes deviation range data determined 

for all simulation models with Ke(5,7,9}. Inspection of 

the data revealed the following points. First, regardless 

of the number of groups, sample size, or extent of violation 

the proportion of F-ratios in the actual F-distribution 

exceeding 2_a^(K-l) (K-N) ^ O R .050, .100} exceeded 

a in every simulation. When compared to a = .200, however, 

a' did, in some cases, underestimate a. 

Second, the largest a1 - a maximum deviation occurred 

at the .050 a-level for K = 7 and K = 9 and at the .100 

a-level for K = 9. When the length of the deviation range 
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was determined by assessing the numerical difference between 

each corresponding minimum and maximum, it was determined 

that the length of the deviation appeared to be, in part, 

a function of the K value. As the value of K progressed 

from 5 to 9, deviation range lengths increased all a'-levels 

accordingly. 

TABLE X 

MINIMUM AND MAXIMUM a ' - a DEVIATIONS 
FOR SPECIFIED a-LEVELS 

Number of Groups (K) 

a-levels of 
5 7 9 

a-levels of Minimum Maximum Minimum Maximum Minimum Maximum 

.010 .006 .059 .002 .073 .004 .087 

.050 .010 .085 . 006 .103 .008 • 111 

.100 .006 . 089 .003 .094 .004 .107 

.200 -. 010 .061 -.017 .066 -.012 .077 



CHAPTER V 

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 

Summary 

The purpose of this study was to determine boundary 

conditions of several variables under which confidence in 

using the analysis of variance F-test is justified. In 

order to fulfill this purpose, a Monte Carlo simulation 

technique was employed to generate distributions of F-ratios 

under controlled violation of the homogeneity of variance 

assumption. The relationships among the variates sample 

size, number of treatment groups, significance levels, and 

the extent of violation of the assumption were investigated. 

A total of 35 7 simulation models were studied. In 

each of the simulation models an empirical distribution of 

F-ratios was compared with the theoretical F-distribution. 

This was performed by a comparison of actual significance 

levels to the corresponding nominal significance levels of 

.01, .05, .10, and .20. In the initial sixty-four simu-

lations the comparison between actual and nominal 

proportions was analyzed at the .10 level of significance 

for proportions based upon distributions of 500 F-ratios. 

In the remaining simulations, the comparisons were analyzed 
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at the .05 level of significance for proportions based upon 

distributions of 2,000 F-ratios. 

In all simulation models generating an F-distribution 

of 2,000 F-ratios, parametric values for sample size, number 

of treatment groups, and extent of violation of the 

homogeneity of variance assumption were selected in a 

patterned manner in order to determine boundary conditions of 

these variables with respect to the robustness of the analysis 

of variance F-test. 

Conclusions 

On the basis of the synthesis and analysis of the data 

collected, the following conclusions were drawn. These 

conclusions were reached through both the original hypotheses 

directing the study and through trends which emerged in the 

data. 

First, the analysis of variance F-test was found to be 

generally robust when the violation of the homogeneity of 

variances was of small magnitude, for example, when the 

extreme ratios of variances is less than 1:5, and the number 

of treatment groups is less than seven. This conclusion is 

consistent with much of the previous work in this area. 

Second, when either the violation of the homogeneity of 

variances assumption was more pronounced or the number of 

treatment groups was greater than or equal to seven, serious 

discrepancies between actual and nominal significance levels 
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occurred. While Roy (2, p. 76) in the 1971 dissertation 

study did not specifically deal with large numbers of 

treatment groups, he did conclude that when the ratio of any 

pair of population variance exceeds 1:9, nonparametric 

statistics should be employed in lieu of the analysis of 

variance F-statistic. This conclusion is likewise supported 

by Spreckelmeyer (3, p. 99) who, in reporting his 1970 

study, concluded that where moderate to extreme heterogeneity 

exists, other alternate tests were more stable than F in 

terms of type I error control. While few previous studies 

have investigated the effects of the number of treatment 

groups on robustness when the number of groups is greater 

than five, this conclusion is also consistent with the 

results of Box's 1954 study (1, p. 300). 

Third, for the simulation models with five treatment 

groups, it was concluded that the relative inconsistencies 

in the data would not allow definitive establishment of 

boundary conditions for sample size and extent of violation 

of the assumption under question. As was previously noted, 

no boundary patterns emerged for simulations employing five 

treatment groups. The data indicate that significant 

discrepancies between actual and nominal significance levels 

consistently occurred only when the extent of violation was 

severe. Moderate violation of the assumption produced a 
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pattern of results upon which no definitive conclusions 

could be drawn. 

The fourth conclusion was based upon the analysis of 

data collected through simulations in which the number of 

treatment groups was seven. It was concluded that confidence 

in the application of the analysis of variance F-test with 

seven treatment groups was limited to values of Q (the 

extent of violation indicator and n (the common treatment 

group sample size) such that n — 10 In ^Q* 

In Graph 7 simulation models which produced 

F-distributions in which the proportion of F-ratios exceeding 

l-aF(K-l)(N-K) for all a,{.010, .050, .100, .200} are 

indicated by asterisks (*). Simulation models in which this 

criterion was not met are indicated by zeros (0). The graph 

of {(Q,n):n = 10 In ^Q} is represented by a continuous solid 

line. The region {(Q,n): n £ 10 In ^Q} is that portion of the 

Qn-plane found above and to the left of the line in Graph 7. 

When n was less than eight to ten subjects per 

treatment group, minor violation of the assumption of 

homogeneity of variances produced actual significance levels 

which markedly deviated from nominal levels. When n was 

greater than 10 or 12, the violation of the assumption had 

to be more pronounced in order to produce serious discrep-

ancies between actual and nominal significance levels. 
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The fifth conclusion was based upon the analysis of 

data collected through simulation in which the number of 

treatment groups was nine. In a pattern similar to the 

case with seven treatment groups, it was concluded that 

confidence in the application of the analysis of variance 

F-test with nine treatment groups was limited to values of 

3 1 
Q and n such that n > -j + 1 2 i n 2®' 

In Graph 8 simulation models which produced 

F-distributions in which the proportion of F-ratios exceeding 

F , . for all ae{.010, .050, .100, .200> are 
1-a (K-l) (N-K) 

indicated by asterisks (*). Simulation models in which this 

criterion was not met are indicated by zeros (0). The graph 

of {(Q,n): n = - | + 12 In is represented by a continuous 

solid line. The region t(Q,n): n i - f + 12 In §Q} is that 

portion of the Qn-plane found above and to the left of the 

line in Graph 8. When n was less than eleven subjects per 

treatment group, even minor violations of the assumption of 

homogeneity of variances produced actual significance levels 

which markedly deviated from nominal levels. 

Recommendations 

The following recommendation was based on these 

conclusions. It was recommended that when the researcher 

is confronted with a research design with more than five 

treatment groups, the treatment group variances should be 

estimated and, if heterogeneity of variances exists to any 
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real degree, the researcher should consider parametric and 

nonparametric alternatives to the analysis of variance 

F-test. Spreckelmeyer (3) in his 1970 study compared both 

control of type I error and power of various analysis of 

variance F-test alternatives. 

Recommendations for further study are many, as 

throughout the investigation, numerous unanswered questions 

were posed. First, this study should be replicated and 

should be expanded to include wider ranges of parametric 

values for sample size, number of treatment groups, and 

extent of violation of the assumption of homogeneity of 

variances indicators. Also, any consideration of replication 

should include the selection of multi-variate analytical 

methods to be used in analyzing the data. The complex 

interactions between the variables require this type of 

analysis. 

As this study only used violation of the homogeneity of 

variances assumption of the form 1:1:1:...jQ, it is 

recommended that the effect of differing patterns of 

unequal variance ratios on the robustness of the F-test be 

studied. 

It was observed in this study that for each value of K, 

the number of treatment groups, there was a set of para-

metric combinations for n and Q which was relatively compact 

when plotted on the Qn—plane and, over which decisions 
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concerning confidence in the analysis of variance F-test 

could not be drawn. It is recommended that further study 

should be conducted in such a way that probability 

distributions for combinations of parameters in the region 

can be developed. It appeared quite likely that in cases 

with marginal true effects of violation of the assumption, 

the effects of sampling error restrict definitive boundary 

determination and, thus, require the development of 

probability distributions to be used m ascertaining 

confidence estimates in using the analysis of variance 

F-test when applied in the actual research environment. 
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