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This dissertation examines the role of the funda-

mental economic variables (price levels, interest rates, 

and income levels) in the determination of foreign ex-

change rates during the period 1973-1978. Purchasing 

power parity, the International Fisher Effect, and the 

relationship of exchange rates with income levels through 

the marginal propensity to import were integrated, as 

suggested by the literature, and a fairly reasonable 

specification of a model for exchange rate determination 

was measured. 

In principle, the purchasing power parity theory 

would operate as follows: currencies of nations with 

smaller degrees of inflation would rise in relative 

value against currencies of nations with higher inflation 

rates. This would occur, first, because people generally 

value monies for what they will buy, and, second, be-

cause international currency markets in the current 

system give relatively free interplay to forces of 



supply and demand. Also, the International Fisher Effect 

maintains that the current spot exchange rate should change 

in an equal but opposite direction to the difference in 

national interest rates for securities of similar risk 

and maturity should result in an appreciation of the 

domestic currency in the foreign exchange market (ceteris 

paribus) if the interest rate differential is in favor 

of the domestic economy and vice versa. Finally, an in-

crease in the income level might result in an increase in 

consumption through the effect of the marginal propensity 

to consume. However, imports and, indirectly, exchange 

rates are linked to income level movements via the marginal 

propensity to import, which is a part of the marginal 

propensity to consume. Therefore, a growth in national 

income may result in an increase in the imports and, con-

sequently, an increase in the supply of domestic currency 

in the foreign exchange markets. This would probably 

cause the domestic currency to depreciate (ceteris paribus). 

Determination of the extent to which variations in 

the level of exchange rates are explained by the funda-

mental economic variables is the issue of this disserta-

tion, coupled with a test of the nature of the speculation 

in the foreign exchange markets. Multiple regression 

analysis methodology is used to assess the role of the 



fundamental economic variables in explaining the variations 

in the level of exchange rates for nine countries (Belgium, 

Canada, France, Germany, Italy, Japan, the Netherlands, 

Switzerland, and the United Kingdom), with the United 

States as the base for comparison. The empirical results 

show that over the period of the study, 1973 to 1978, 

the fundamental economic variables played either a weak 

or a minor role in explaining the fluctuations in the ex-

change rates. In other words, movements in the exchange 

rates of the countries under study during the period 1973 

to 1978 were apparently not related to changes in relative 

price levels, interest rates, and relative income levels. 

The results of speculation tests indicate destabiliz-

ing results for some currencies and stabilizing results for 

the others; the coefficient of expectation tests, however, 

lend support to the destabilizing hypothesis. The con-

clusion of the research, therefore, is that the exchange 

rates of the major industrial countries which are of 

prime importance to the international financier and in-

vestor, and to the student of international finance and 

trade, are primarily determined, not by the fundamental 

economic variables, but by speculative forces which are 

believed to be of a destabilizing nature. 
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CHAPTER I 

THE RESEARCH OBJECTIVE 

Introduction 

In the sphere of international finance, the classical 

gold standard operated from about 1870 to 1914 and was char-

acterized by relatively free trade and unrestricted inter-

national capital -movements. World War I, however, brought 

the classical gold standard to an end. The interwar period 

was characterized by generally chaotic conditions in inter-

national trade and finance; exchange rates fluctuated from 

the end of the war to 1925, except in the United States, 

which returned to gold in 1919. Beginning in 1925, at-

tempts were made to reestablish the gold standard, but 

they collapsed by 1931 at the time of the Great Depression. 

There followed a period of competitive devaluations, as 

nations tried to export their unemployment (beggar-thy-

neighbor policies). Tariffs, quotas, and exchange controls 

also became widespread, with the result that the volume 

of world trade was cut almost in half (20, pp. 129, 168). 

The basis for the post-World War II international 

monetary system was laid at Bretton Woods, New Hampshire, 

in 1944. It can best be understood as an attempt to pre-

vent a recurrence of the chaotic conditions in international 



trade and finance that prevailed after World War I. The 

new system called for the establishment of an International 

Monetary Fund (IMF) to see that nations followed an agreed-

upon code of rules in their conduct of international trade. 

In addition, this system set up borrowing facilities for 

nations facing temporary balance of payment difficulties. 

The one overriding characteristic of the international 

monetary system, at least as it operated until February 

of 1973, was its adherence to fixed exchange rates. In 

setting up the International Monetary Fund, the Bretton 

Woods Agreement did foresee the need for occasional adjust-

ments in exchange rates, but this was expected to be a 

seldom-used and highly exceptional emergency operation to 

which most nations, and certainly the industrialized na-

tions, would not have to resort. 

The Bretton Woods system of fixed, but in principle 

adjustable, parities came to an end on August 15, 1971, 

when the United States government terminated the sale of 

gold to foreign monetary authorities and allowed the dollar 

to depreciate de facto in the exchange market. The neces-

sity for a general realignment of exchange rates was 

generally recognized. While nations were awaiting an 

agreement on the size and application of this realignment, 

fixed parities between the main currencies were abandoned. 

The tensions caused by the huge payment deficits of the 



United States had led in May of 1970 to the floating of the 

Canadian dollar, and in May of 1971 to the floating of the 

West German Deutschemark (4, p. 129). The British pound 

was floated in June, 1972; the Swiss franc in January, 1973; 

and the Japanese yen and the Italian lira in February, 

1973 (27, p. 329). 

Floating rates as an accepted general adjustment 

mechanism in the international monetary system had come 

of age. The remaining months of 1973 and 1974 witnessed 

wide fluctuations in the exchange markets. Forces that 

had been supressed in previous periods were now free to 

operate. The emerging floating system is called managed 

float, in which the monetary authorities will act to counter 

what are termed "disorderly market conditions," or erratic 

fluctuations, in exchange rates. By contrast, in a per-

fectly flexible exchange-rate system, the lack of balance 

between the demand and supply of two currencies would lead 

to an alteration of exchange rates without any government 

intervention until it reached some level at which demand 

and supply were once again in balance. 

Academicians have been attracted by the notion of 

flexible exchange rates because of the apparent conflict 

among macro-policy goals inherent in a system of fixed 

exchanges. The potential resolution of the conflicts 

among the simultaneous achievement of free multilateral 



trade, balance of payments equilibrium, and high levels 

of domestic aggregate demand constitutes the basic intui-

tive appeal of flexible exchange rates. Advocates of this 

system claim that by providing an automatic balance of 

payments adjustment mechanism, flexible exchange rates 

would enhance the feasibility of achieving policy-engineered 

high levels of employment and growth and contribute to a 

general relaxation of trade restrictions (23, p. 167). 

Although flexible exchange rates have become accepted 

as the basis for the new international monetary system, 

some critics have argued that the exchange rates themselves 

have behaved poorly in terms of the frequency of instances 

of destabilizing or insufficiently stabilizing speculation. 

These writers believe that, in a freely fluctuating exchange 

system, speculators would cause wide swings in exchange 

rates, thereby increasing the element of risk in interna-

tional trade (or increasing the cost of covering forward). 

The experience since March, 1973, is that a major 

currency such as the German mark has risen 25 per cent in 

three or four months, then fallen 20 per cent, then risen 

again by 15 to 20 per cent. It seems unlikely that the 

basic economic position has moved back and forth to that 

extent. The foreign-exchange market appears to be sending 

exaggerated price signals. Numerically, the swings from 

high to low (and back again) are summarized in Table I 



for the dollar-mark and dollar-franc rates from 1973 to 

1978. Other floating currencies have displayed similar 

wide swings, although some have shown more of a trend in 

one direction or another. 

TABLE I 

CHANGES IN DOLLAR-MARK AND DOLLAR-FRANC RATES, 
1973-1978 

Changes in the Value of Changes in the Value of 
the German Mark in the French Franc in 

U.S. Cents U.S. Cents 

Period Percentage Period Percentage 
of Change of Change 

3/73-7/73 + 25 3/73-7/73 + 17 
7/73-1/74 - 22 7/73-1/74 - 26 
1/74-5/74 + 19 1/74-5/75 + 32 
5/74-8/74 - 9 5/75-9/75* - 15 
8/74-2/75 + 20 9/75-9/76** - 10 
2/75-10/75* - 15 9/76-9/78 + 15 
9/75-9/78** + 37 

Source: Wall Street Journal, various issues, 1973-1978. 
* 1973-1975 based on daily highs and lows. 
**1976-1978 based on monthly averages. 

Psychological influences, as opposed to fundamental 

economic factors, are said to be the predominant factors 

determining exchange rates. Charles Kindleberger (10) 

and Ronald McKinnon (13) are two prominent critics of 

the current system of floating exchange rates. Both 

argue that the behavior of floating exchange rates has 
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been unsatisfactory and that the variability of exchange 

rates has been too great. Kindleberger attributes this 

variability to destabilizing speculation and McKinnon to 

an insufficiency of stabilizing speculation. 

It clearly behooves management, when committing funds 

abroad, receiving income from abroad, importing goods and 

services, and managing international capital transactions 

generally, to know the role of the fundamental economic 

factors in the determination of foreign exchange rates 

and also to assess the role and the nature of speculation 

in foreign exchange variations. This knowledge is also es-

sential to governments and international monetary institu-

tions in managing exchange rates of the international 

monetary system. It is the basic objective of this dis-

sertation to assess the impact of fundamental economic 

factors and speculation on exchange rate determinants over 

the period 1973 to 1978. 

Review of the Literature 

A survey of recent studies in the field of interna-

tional finance reveals three major criticisms which have 

been made against the system of flexible exchange rates: 

First, flexible exchange rates hamper international trans-

actions; second, flexible exchange rates may have infla-

tionary effects; and, third, flexible exchange rates may 

be of a destabilizing nature in the foreign exchange 



markets. In the following section, the arguments on both 

sides of these issues will be presented. 

Flexible Exchange Rates and International Trade 
and Resource Allocation 

Traditionally it was widely believed that flexible 

exchange rates would seriously harm international trade. 

One aspect of the argument is that exchange rate variations 

under a system of flexible rates will greatly curtail long-

term foreign investment because either borrowers or lenders 

will refuse to conclude long-term contracts. The lender 

might protect himself by insisting upon repayment and ser-

vicing in his own currency, but this would merely shift 

to the borrower the risk of unanticipated gains or losses 

entailed by exchange rate changes. 

Furthermore, if elasticities of demand and supply of 

foreign exchange are very small, shifts in demand or supply 

will cause relatively large changes in exchange rates. 

Also, with given prices in each country, the exchange rate 

determines which commodities will be imported and exported. 

Large changes in the exchange rate will alter comparative 

advantage positions and call for resource movements. Such 

changes in exchange rates, if frequent, could cause much 

wasteful movement of resources into and out of industries 

on the borderline of comparative advantage (9, pp. 91-92). 
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In a similar vein, critics of the flexible exchange 

system argue that flexible rates restrict commodity trade 

because buyers and sellers are reluctant to make commit-

ments when the rates fluctuate. The possibility of rate 

changes creates a risk of lower profits because of a change 

in the price traders pay or receive for foreign currency. 

Although they could theoretically hedge such risks in the 

forward exchange market, this action involves costs and 

may not be possible if forward markets are thin. The cost 

of hedging, assuming it is possible, or the added uncer-

tainty concerning the profitability of foreign transactions 

will discourage foreign trade and investment and thus keep 

them below optimum levels (2, p. 265). R. S. Masera (5, 

p. 58) in assessing the impact of 1973 floating on that 

year's world trade found that the values of the parameters 

and those of exchange rate variables in his regression 

equation indicate that the beneficial effect of exchange 

rate variability in the course of 1973 was more than offset 

by the negative impact of gyrations, thus suggesting that 

the overall impact of exchange rate movements was detri-

mental to the growth in the volume of world trade. 

Proponents of flexible rates have several counter-

arguments. First, pegged rates assure borrowers and lenders 

only of temporary rigidity, not of long-run stability of 

exchange rates. With the possibility of periodic 



adjustments of rates under the pegged system, conversion 

risks continue to exist in the long run. Second, the risk 

of exchange controls is greater under a system of pegged 

rates, a threat which could be as great a deterrent to 

long-term investment as variations or potential variations 

of flexible rates (14, p. 17). Third, the advocates of 

flexible exchange rates object strongly to the assumption 

that such rates will be unstable. They argue that, if 

flexible rates are unstable, it is because of major dis-

turbances in domestic economies that require large adjust-

ments in the exchange rate system. If the exchange rates 

do not change, countries will have to induce substantial 

price and income changes or resort to trade and exchange 

controls to cope with payment disequilibria. The existence 

of unstable economies in some countries will discourage 

foreign trade and investment under either pegged or 

flexible rate systems. If the disturbances are such as to 

cause only moderate changes in flexible rates, the dis-

turbance to foreign trade and investment might be smaller 

than that under a fixed rate system in which the deficit 

country is inclined to impose controls rather than to de-

value. Haberler, for instance, argues that minor fluctua-

tions in exchange rates are less disturbing to international 

trade than the imposition of controls that may wholly or 

partially close certain markets (6, p. 26). 
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Furthermore, Willett argues that businessmen have 

found that the difficulties of operating under a flexible 

rates system are not as great as many of them had anti-

cipated (26, pp. 42-43). He states that this favorable 

view stems from a growing realization that the difficulties 

of operating under flexible-rate systems must be compared 

not with some ideal system but with realistic alternatives 

such as the adjustable peg and associated uncertainties of 

occasional large changes in par values and tendencies to-

wards greater use of controls. Earlier in his book Willett 

argues that whatever harmful effects floating may have on 

international trade have clearly been quite limited. Trade 

flows during the period 1973 to 1975 have not shown a sig-

nificant deline from the levels that would normally be 

expected on the basis of changes in domestic economic ac-

tivity. If a basic change should occur in competitive 

positions among countries, flexible rates will speed the 

adjustment to a new equilibrium, and this adjustment would 

be accomplished without the financial crises that mark 

the fixed system. 

Flexible Exchange Rates and Possible 
Inflationary Effects 

Another argument against the flexible exchange rates 

system concerns the possibility of a feedback of deprecia-

tion upon the domestic price level of a country, producing 
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inflation and, therefore, the need for further depreciation 

(21, pp. 97-98). It is argued that, if governments are 

relieved of balance-of-payments discipline, more inflation-

ary policies are the likely result. Central banks would 

lose their leverage on governments concerning fiscal mat-

ters that are provided by reserve losses, and this leverage 

is of great importance in some countries. Also fluctua-

tions in exchange rates themselves may give an upward lift 

to prices. When a currency depreciates, prices of imports 

rise in terms of domestic currency, and these are usually 

quickly passed on to consumers both directly and indirectly 

as imported raw materials and other imports create cost 

pressures for domestic production. These price increases 

in turn add to pressures for larger wage settlements and 

still higher costs and prices. When a currency appreciates, 

however, not all cost reductions are translated into price 

reductions. Wage rates are notoriously sticky downward, 

and thus part of the appreciation gain will be absorbed 

in higher real wages. The asymmetric adjustment to ex-

change rate changes--depreciation leading to higher prices 

and appreciation to higher real factor returns--will on 

the balance leave the price level higher than it would be 

in the absence of exchange rate fluctuations (11, p. 332). 

It is important to recognize that a change in relative 

inflation rates will tend to depreciate the equilibrium 
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exchange rate even in a system of pegged exchange rates, 

because it will generate strictly analogous demand shifts 

and price pressures. If, by running down its foreign ex-

change reserves or by running up its international in-

debtedness, the country prevents the actual exchange from 

depreciating, it will succeed for a time in exporting its 

inflation to its trading partners and thus in holding down 

the extent of price increases. With finite reserves and 

borrowing power, however, the exchange rate adjustment 

required by the differential inflation rates cannot be post-

poned indefinitely. When actual and equilibrium exchange 

rates are finally aligned, imports prices will rise, and 

these increases must properly be attributed not to devalua-

tion but to the country's relatively higher inflation (26, 

p. 59). It is ironic that in such instances countries 

frequently complain about importing back the inflation they 

had previously exported. There is, of course, an element 

of truth in the argument that flexible exchange rates 

complicate the financial transactions of inflation-prone 

countries; their ability to export inflationary pressures 

and thereby to extract subsidies from their neighbors is 

sharply circumscribed. But from the standpoint of the in-

ternational system as a whole, this may be viewed as a 

virtue rather than a vice. 

Willett (26) argues that, given the degree of under-

lying inflationary pressures, exchange rate adjustments 
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would have been much prompter and smoother under relatively 

freely flexible rates than they have been under adjustably 

pegged and heavily managed rates. Recognition of this fact 

is rapidly spreading, but it will still take some time to 

work off the legacy of past heavy management of exchange 

rates. By making it more difficult to disguise the initial 

effects of inflationary pressures, Willett continues, rela-

tively flexible exchange rates will not only reduce in-

stabilities in the foreign exchange market, but will also 

provide greater discipline for governments to resist yield-

ing to the pressures to adopt inflationary policies. 

Therefore, it is believed that flexible rates minimize 

the harm done to international trade and international 

economic cooperation by the inflation differentials that 

do exist. Given the various propensities to inflate ex-

hibited by different countries over the past few years, 

it seems likely that these countries would have resorted 

to substantial use of trade controls and other protection-

ist measures if the old regime of adjustably pegged ex-

change rates had remained in force. Flexible rates do 

not eliminate the importance of securing greater under-

lying economic and financial stability in all countries, 

but they do minimize adverse consequences for the 

international economy when countries do not succeed in 

this endeavor (26, p. 67). 
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Speculation and Exchange Rate Volatility 

One of the most frequent criticisms of the performance 

of flexible exchange rates is the charge that they have 

been excessively volatile because of destabilizing or in-

sufficient stabilizing speculation. The terminology in the 

early part of this debate was, at best, poorly defined. 

"Speculation" was usually used synonymously with "private 

short-term capital flows"; more formally, it can be assumed 

that speculation is the deliberate assumption of a net open 

position in a foreign currency, reflecting a judgment on 

the part of the transactor as to future exchange rate move-

ments (22, p. 257). 

The term "destabilizing speculation" has several con-

notations. In Ragnar Nurkse's context (16), it appears to 

apply to those speculative capital movements that tend to 

prevent the exchange rate from stabilizing at equilibrium 

level. In Milton Friedman's context (5), destabilizing 

speculation refers to speculative capital movements that 

are not based on judgments about the long-run equilibrium 

level of the exchange rate as determined by the relative 

stance of economic policy in the countries concerned. 

In theoretical models destabilizing or stabilizing specu-

lation is concerned with whether speculators forming 

expectations about future exchange rates merely extrapolate 

from a trend and move funds so as to reinforce that trend, 
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or whether, on the basis of a consistent appraisal of the 

forces at work in the foreign exchange markets, speculators 

form some idea of an equilibrium rate and transact in a 

way that moves the actual rate toward that value. If the 

former were the case, speculators could be accused of de-

stabilizing the market, and large exchange rate gyrations 

could result from almost any small disturbance that ini-

tiated a trend. 

In his frequently-quoted attack on the free exchange 

market, Nurkse claims, "Experience has shown that, apart 

from exchange control, the only effective means to prevent 

the disturbing exchange movements . . . is a direct stabi-

lization of the exchange market . . . " (16, p. 121). Free 

exchange markets, in his opinion, are inherently unstable. 

Anticipatory purchases of foreign exchange tend to 
produce or at any rate to hasten the anticipated 
fall in the exchange value of national currency, 
and the actual fall may set up or strengthen ex-
pectations of a further fall. Exchange rates in 
such circumstances are bound to be highly unstable, 
and the influence of psychological factors may at 
times be overwhelming (16, p. 118). 

Friedman, however, seriously challenges the destabi-

lizing speculation theory with the assertion that de-

stabilizing capital flows could not be profitable for 

the market as a whole. He postulates that the market 

transactors have linear supply and demand functions for 

foreign exchange and that profitable speculation should 
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always drive exchange rates toward their equilibrium values. 

Friedman states, 

Despite the prevailing opinion to the contrary, I 
am very dubious that in fact speculation in foreign 
exchange would be destabilizing. . . . The widespread 
belief that speculation is likely to be destabilizing 
is doubtless a major factor accounting for the rejec-
tion of a system of flexible exchange rates in the 
immediate postwar period. Yet this belief does not 
seem to be founded on any systematic analysis of the 
available empirical evidence (5, p. 175). 

He also claims that 

People who argue that speculation is generally de-
stabilizing seldom realize that this is largely 
equivalent to saying that speculators lose money, 
since speculation can be destabilizing in general 
only if speculators on the average sell when the 
currency is low in price and buy when it is high 
(5, p. 175). 

Thus, according to Friedman, speculators will continue in 

business only so long as it is profitable. This will be 

the case if they buy cheap and sell dear. But to buy 

cheap and sell dear is to stabilize. 

Based on the arguments cited above, when speculators 

tend to move an exchange rate close to the equilibrium 

rate, their activity is stabilizing; only when they move 

the rate away from the equilibrium level is their influence 

destabilizing. Proponents of flexible rates argue that 

speculation is more apt to be stabilizing under flexible 

rates than under fixed rates. They argue that, when a 

pegged rate is clearly wrong, everyone will expect it 

to change in one direction only. Under flexible rates, by 
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contrast, speculators will not be unanimous in their expec-

tations concerning the future equilibrium exchange rates. 

At any given time, some will think that a particular cur-

rency will appreciate in the future while others will think 

that it will depreciate. Whenever uncertainty exists con-

cerning the future rate, there will be some risk in shift-

ing funds, for example from a depreciating currency to an 

appreciating one. The risk is that the appreciating cur-

rency may fall in price because it has over-appreciated. 

Speculators who believe that the strong currency has over-

appreciated will move funds back to the weak currency. As 

long as there is some doubt about the future equilibrium 

exchange rate, speculation will not be a one-way street as 

it is under pegged rates (3, p. 267). 

However, certain conditions are necessary for specu-

lation to be stabilizing under flexible rates, and these 

conditions will not exist in all circumstances. Specula-

tors must be well-informed; if they are uninformed or mis-

informed about market conditions and act at the wrong time, 

they will accentuate fluctuations in rates and may even 

cause a breakdown of the payment system. Furthermore, 

financial authorities in the deficit country must demon-

strate their willingness to adopt appropriate policies to 

help restore equilibrium. If depreciation results from 

more rapid inflation in one country than in others and if 
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financial policies of that country are such as to suggest 

a continuation of this condition, speculators and others 

will naturally move funds out of that country's currency. 

Empirical studies have provided conflicting results 

on the nature of speculation for previous cases when the 

exchange rates were allowed to fluctuate relatively freely. 

Tsiang (25) analyzed the 1919-1926 data for three countries 

and concluded that speculation was not generally desta-

bilizing; indeed, he thought it was stabilizing more often 

than not. He also examined Peru's experience with flexible 

rates from 1950 to 1954 and concluded that speculation in 

that country did not contribute to instability of the 

rate (24). Similarly, Rhomberg found that, on the whole, 

speculation tended to stabilize the Canadian exchange rate 

during the period from 1952 to 1960 (19). 

On the other hand, Aliber (1) has supported the view 

that speculation in the French franc was destabilizing 

during much of the period after World War I in which ex-

change rates were allowed to float freely. Aliber's 

conclusions are based largely upon the behavior of an 

indicator of speculative anticipations. The indicator, 

a crude proxy for speculation, was constructed from data 

on the spot rate of exchange, the forward rate, and the 

yield-differential on short-term debt-instruments . If 

the net forward premium significantly differs from that 
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justified by the yield-differential, it is assumed that 

speculators (who prefer to deal in forward markets) are 

responsible. By examining the behavior of the indicator 

in conjunction with the spot exchange rate, Aliber con-

cludes that speculators became bearish on the French franc 

the further it depreciated. 

Myhrman (15), concentrating on previous experiences 

of flexible exchange rates, found that in the long run the 

exchange rate was basically determined by changes in 

relative money supply, relative productivity, and some 

relationship such as the saving function. He concluded 

that there was very little evidence of inherent instabil-

ity and destabilizing speculation, except for Germany 

under hyperinflation and possibly Russia in the nineteenth 

century and France in the 1920s. Hodgson (7), analyzing 

the dollar-sterling 1919-1925 floating exchange rates, 

found that the actual rate, even in this period of highly 

volatile fluctuations, does not appear to have been given 

to erratic gyrations unconnected with movements in the 

fundamental economic forces. In general, he concludes 

that the high degree of variability in the dollar price 

of sterling during the early 1920s appears to have re-

flected rather faithfully a high degree of variability in 

the fundamental economic factors. 
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Thomas (23) analyzed the behavior of the flexible 

exchange rates for the 1920s, when most of the major cur-

rencies of the world floated without significant govern-

mental intervention in the exchange markets. He used 

two sets of tests; the first examined the role of the fun-

damental economic variables in explaining the variations 

of those currencies at that time, and the second assessed 

the nature of speculation in the foreign exchange market 

for those currencies. Thomas concluded that the predomi-

nant portion of the variation in the level of exchange 

rate could be explained on the basis of fundamental eco-

nomic factors potentially capable of being influenced by 

aggregate economic policy. 

Ingram (8), investigating the Canadian exchange rate 

between 1950 and 1957, found the Canadian dollar to be 

remarkably stable. Ingram computed a series of quarterly 

changes in some economic variables and then measured the 

relationship between one variable and another, or between 

one variable and two or more others, by means of corre-

lation and regression analysis. Various combinations 

of leads, lags, and simultaneous changes were used to 

ascertain the closest relationship. Ingram concluded 

that modest movements in the Canadian dollar seemed 

related to changes in relative prices, the volume of 

trade, and capital movements. Lawrence Officer (17) 
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developed two autoregressive equations of first and second 

order for the Canadian dollar. He tested two periods; 

the first period--1955-1961--served as the record of ex-

perience under flexible rates, and the second period--

1962-1967--served as the record of experience under fixed 

exchange rates. Officer found high explanatory power for 

both equations. However, quite surprisingly to those who 

associate exchange-rate uncertainty and unpredictability 

with a freely-fluctuating rate, the equation with the 

better fit was the one for the floating-rate period. 

Officer argued that the high predictability and stability 

of the flexible exchange rate must have been associated 

with stabilizing speculation, a conclusion he has con-

firmed in his econometric model of Canada under the 

fluctuating exchange rate (18). 

The current system of floating exchange rates has 

been characterized by a number of informed observers as 

economically unsatisfactory. Kindleberger (10) and Mc-

Kinnon (13) are two of the more serious critics of the 

current system of floating exchange rates. Both argue 

that the behavior of floating exchange rates has been 

unsatisfactory and that the variability of exchange 

rates has been too great, Kindleberger attributing this 

to destabilizing speculation and McKinnon to an insuf-

ficiency of stabilizing speculation. 
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Kindleberger argues that the criterion "to judge 

whether speculation is stabilizing or destabilizing is 

whether it narrows or widens the variance in the amount 

of price (in this instance, the exchange rate) oyer time" 

(10, p. 62). Logue, Sweeney, and Willett in their research 

(12), however, argue that criticisms of the alleged poor 

speculative performance of the foreign exchange markets 

under the current float have weak empirical foundations. 

They believe that the evidence concerning cycles or band-

wagon effects is not strong, even for the initial period 

of floating exchange rates. Furthermore, these writers 

claim that their tests lend support to the view that 

foreign exchange rates have tended to become more stable 

as experience with floating has progressed. But Logue, 

Sweeney, and Willett are not able to suggest to what 

extent this may be due to an increase in expertise on 

the part of foreign exchange dealers; an expanded supply 

of speculative funds, et cetera; or a reduction in in-

stability and uncertainty about underlying economic and 

financial developments. They conclude that, in either 

case, their empirical results are difficult to explain 

in terms of views that hold that substantial continuing 

speculative inefficiencies exist in the operation of the 

major foreign exchange markets. 
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The survey of the literature presented above indicates 

that there is no agreement on the nature of speculation in 

a freely-fluctuating exchange system. Some writers argue 

that the speculation was stabilizing in previous cases when 

the exchange rates were allowed to fluctuate relatively 

freely; others disagree and claim that the speculation 

was destabilizing. Also, some writers have found that the 

role of the fundamental economic variables in explaining 

the variations in exchange rates in the previous fluc-

tuating rate periods was statistically significant. How-

ever, there is no additional empirical evidence for the 

role of the fundamental variables in the current floating 

exchange rates period. As mentioned earlier, the litera-

ture indicates a conflicting view regarding the nature of 

speculation. Some researchers contend that the specula-

tion is indeed destabilizing in the current float, while 

others argue that there is no empirical evidence for the 

alleged instability. 

The Research Objective 

The objective of this dissertation should now be 

clear. How does speculation actually behave under the 

current exchange rates? This is an extremely important 

question. If speculation is actually stabilizing (de-

pressing exchange-rate fluctuations through time) , the 

case for flexible exchange rates is strengthened. If 
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speculation is destabilizing, however (amplifying 

exchange-rate fluctuations through time), the case for 

flexible exchange rates is weakened. It is hoped that 

this investigation will provide additional empirical 

evidence concerning the behavior of exchange rates in 

the current flexible exchange rate system, 1973-1978. 

The impact of the variations in the fundamental economic 

factors on the level of exchange rates will be studied 

by means of multiple regression analysis. A framework 

similar to that utilized by Ingram (8), Thomas (23), 

and Hodgson (7) will be employed to test for the role 

of the fundamental economic variables in the exchange 

rate determination. The purchasing power parity and 

the coefficient of expectation tests will be employed 

to analyze the nature of the speculation. 

The goals of this study are, specifically, to assess 

the role of the fundamental variables in explaining the 

variations in the level of foreign exchange rates from 

1973 to 1978 and to test the hypothesis of destabilizing 

speculation. 

These objectives are believed to be significant, 

since stabilizing speculation performs a socially useful 

function, ironing out temporary fluctuations in the ex-

change rates and thereby achieving a better allocation 

of resources over time; but destabilizing speculation 



25 

aggravates fluctuations in the exchange rate and inter-

feres with optimum allocation of resources over time. 

Previous experience with the flexible exchange rate 

systems lent support to the role of fundamental economic 

factors in some studies but confirmed the role of de-

stabilizing speculation in other studies. There are 

conflicting view in the current float, and here addi-

tional evidence will be presented. 
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CHAPTER II 

THE THEORETICAL AND CONCEPTUAL RELATIONSHIPS 

BETWEEN EXCHANGE RATES AND FUNDAMENTAL 

ECONOMIC VARIABLES 

Introduction 

The purpose of this chapter is to present the concep-

tual and theoretical relationships between exchange rates 

and the fundamental economic variables. The relationship 

between the exchange rates and each individual fundamental 

economic variable will be explained, and an integrated 

relationship for all variables and the exchange rates will 

then be developed. The chapter will conclude with a dis-

cussion on the nature of speculation, both stabilizing 

and destabilizing, and the theoretical basis of the tests 

which will be conducted to draw inferences on the nature 

of speculation. 

For the empirical tests of this study six fundamental 

economic variables will be utilized: foreign and domestic 

consumer price levels, foreign and domestic short-term 

interest rates, and foreign and domestic income levels. 

Each domestic variable and its foreign counterpart will be 

converted into a ratio to alleviate the problem of 

29 
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correlation among the independent variables themselves. 

Thus, three ratio variables will be presented. 

Other important variables also exist, of course, such 

as money stocks, both domestic and foreign, and short-term 

and long-term capital accounts in the balance of payments. 

However, several reasons support the choice of the three 

variables employed in this study. First, all these varia-

bles are the most important ones in the determination and 

the adjustment process of the balance of payments. Rela-

tive price level differences make one country's goods and 

services more competitive and consequently increase the 

demand for them from its trading partners. This demand 

shift for that country's goods and services will be trans-

lated into an increase in the demand for its currency, an 

eventual appreciation in its foreign exchange rates, and 

a concurrent depreciation in the foreign exchange rates of 

the trading partners. Interest rates differentials encour-

age the flow of liquid funds from the low interest rate 

country to the high interest rate country, resulting in 

an increase in the demand for that currency and an appre-

ciation in the foreign exchange of that country. The 

opposite phenomena will take place for the trading partners 

with lower interest rates. Finally, imports and exports 

are sensitive to domestic and foreign income levels. 

Higher domestic income level encourages imports through 



31 

the marginal propensity to import. As a result, higher in-

comes increase imports, thus increasing the supply of the 

national currency in the foreign exchange markets and 

resulting in a depreciation of the 

of a relatively higher income country 

tployed here have been 

nearity in the multiple 

Second, the three variables en 

selected to avoid severe multicolli 

regression equations because of the high degree of corre 

lation between these three fundamental economic variables 

and those which are not included. 

Third, these variables are cotoon denominators for 

similar studies used as the basis f|or this study's empiri-

cal analysis. Thomas (20), for exalmple, presents econo-

metric models analyzing the behavio r of the flexible rates 

experience after World War I. Thomas uses income levels, 

price levels, and interest rates fo 

Kingdom, the Netherlands, Spain, an 

these variables are the most import 

mination and the adjustment process 

payments. Ingram (7), concentratin 

change rates of 1950-1957, examines 

tionships between foreign exchange 

price level, export-import ratio, 

levels, and short-term and long-term capital movements. 

Ingram states that the reason for the choice of these 

foreign exchange rate 

r Canada, the United 

d Sweden, arguing that 

ant ones in the deter-

of the balance of 

g on the Canadian ex-

empirically the rela-

rates and relative 

relative income 



32 

variables was that they were usually associated with ex-

change rates in theoretical discussion. On the other hand, 

Hodgson (6) analyzes the floating exchange rates of the 

dollar-sterling for the period March, 1919, to April, 1925. 

He employs price levels, real income levels, interest 

rate differentials, money-stock magnitudes, and seasonal 

effects in his analysis, stating that these variables 

were the fundamental determinants of foreign exchange 

rates. 

The Fundamental Economic Variables 

Price Levels 

The relationship between foreign exchange rates and 

price levels is explained by the theory of purchasing 

power parity, which holds that if the spot exchange rate 

between two countries starts at equilibrium, any change in 

the differential rate of inflation between them tends to 

be offset over the long run by an equal but opposite change 

in the spot exchange rate. A justification for this re-

lationship is that if a country experiences higher infla-

tion rates than its main trading partners, its exports 

of goods and services will become less competitive with 

comparable products produced elsewhere. Imports from 

abroad will also become more price competitive with higher-

priced domestic products. Therefore, the demand for 

foreign currencies will increase, accompanied by a 
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concurrent decrease in the demand for the domestic currency 

(or an increase in the supply of the domestic currency). 

Thus the country with relatively high inflation rates will 

develop a deficit in its balance of payments in goods and 

services. If not offset in the capital account, this 

deficit will lead to downward pressure on the country's 

spot exchange rate because demand for foreign currency to 

settle imports of goods and services will be greater than 

other countries' demand for the currency of the country in 

question for the same purpose. 

This relationship between prices and exchange rates 

has long been recognized, and for Gustav Cassel it became 

the basis of the doctrine of purchasing power (3). 

The traditional monetarist approach, which views 

exchange rates as the price of one money in terms of 

another, suggests that not only randomly distributed real 

shocks but also the commonly observed divergences between 

countries' monetary policies would largely explain the 

variations in bilateral exchange rates (18, p. 254). In 

terms of the familiar Mundellian analysis (12), when 

capital mobility is infinite, output is at full-employment 

level, and the expected future spot rate is identical to 

the current spot rate; and, assuming the adjustment in 

the price level rather than in the income level (18), a 

monetary expansion in one country is illustrated in Figure 1. 
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Price Level 

Fig,1—Money stocks-price level-exchange rates rela-
tionships. 

PE is the locus of combinations of the price level 

and exchange rate consistent with the domestic goods 

market equilibrium. MS! is the equivalent locus of points 

consistent with money market equilibrium. PE must be a 

45-degree upward-sloping line, since an increase in prices 

reduces demand for domestic goods and must therefore be 

offset by a diversion of foreign demand to domestic goods 

via an exchange rate depreciation. MS^ is vertical because 

the equality of forward and spot rates implies that the 

domestic interest rate must always equal the foreign rates. 
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Prices must, therefore, change in proportion to changes in 

the money supply to preserve money market equilibrium. 

The analysis shows that an increase in the domestic money 

supply from the M S t o the MS2 level produces an increase 

in prices and a depreciation in the exchange rate, as seen 

in the movement from PL^ to PL2, and from EX-L to EX2 

(18, p. 255). 

Therefore, the rise in the domestic price level of 

goods, commodities, and services would lead in the long 

run to the depreciation of that country's currency in 

the foreign exchange markets, while a rise in the price 

level of the rest of the world would lead to the apprecia-

tion of that country's currency. More generally, the 

absolute version of the purchasing parity doctrine is 

postulated thus: 

p A 

A - EXRt m . 
"b "T~ — 

where P^ is the price level in country A, Pg is the price 

level in country B, and EXRfc is the A/B exchange rate, all 

at period t. When this absolute version of the doctrine 

proved inconsistent with the facts, it was replaced by 

a relative version (17, p. 34.1) , which postulated that the 

change in the exchange rate between two countries over a 

period of time should equal the relative change in the price 

levels of those countries over the same period of time: 
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Pj /?£ = EXR
t
 [ 2 ] _ 

PA° /PB° EXRo 

where o refers to the base period preceding t. Subtracting 

1 from each side of equation [2], the following equation 

results: 

PA
t/PB

t - PA°/PB° = EXRfc _ E X R o 

PA/P£ EXR° ~ ~ 

Maintenance of the purchasing-power parity between 

the currency of country A and the currency of country B 

over time requires, therefore, that the proportional (per-

centage) change in the exchange rate equal the proportional 

(percentage) change in the price levels (16, p. 341). 

Solving equation [2] for EXRt b r i n g s t h e following result: 

EXRt = EXRO ^ PAt/PBt ̂  r4l ^ ( ) — 
PA°/PB° 

Figure 2 shows a more general case of purchasing-

power parity. The vertical axis shows the per cent appre-

ciation of the foreign currency relative to the home cur-

rency, and the horizontal axis shows the per cent higher 

or lower rate of inflation in the foreign country relative 

to the home country. The diagonal parity line shows the 

equilibrium position between a change in the exchange 

rate and relative inflation rates. For instance, point K 

represents the equilibrium position where inflation in 
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Per cent 

Expected rate of change in spot ex-
change rate for foreign currency 

Per cent 

Difference in the price 
level, foreign relative 
to home country 

Fig. 2—General case of purchasing-power parity doc-
trine . 

country B is three per cent higher than in country A; 

therefore, country B's currency is expected to depreciate 

by the same three per cent.1 Therefore, it is expected 

that < o, where EXR is the current spot exchange rate 
oPD 

and Pn is the domestic price level. Also, it is expected 

that > 0, where Pp is the foreign price level. 

For a detailed analysis of the meaning of the 
purchasing-power parity doctrine, see Leland Yeager's 
"A Rehabilitation of Purchasing-Power Parity" (24). 
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Consequently, it is hypothesized that 5 E X R < 0, where P 
<5Pr

 r 

represents the ratio of PD to PF. 

Economists have raised several objections to the 

purchasing-power parity theory on both theoretical and 

empirical grounds. The principal theoretical objection 

to the doctrine lies in its inadequate coverage of the 

transactions that determine the rate of exchange. Only 

the price levels of goods are used to determine purchasing-

power parities, whereas exchange rates are determined by 

capital transactions as well as goods transactions (17, 

p. 341). On empirical grounds, the most serious objection 

is the question of the appropriate price indices to be used 

as measures of price levels. The ideal index would be one 

based on the same assortment of goods in both countries, 

but governments do not compile such indices. Root (17) 

considers the cost-of-living index as the most appropriate 

one to use in applying the purchasing-power parity doctrine. 

Other objections point to conditions that would create 

disparities between the purchasing-power parity exchange 

rate and the actual exchange rate over the short run, such 

as various government restrictions, the lagged response 

of officials in adjusting to payments disequilibria, the 

influence of exchange rate variations on the price level, 

and speculation. Most critics of the purchasing-power 

parity doctrine do not reject it outright, and it is 
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widely accepted that in periods of rapid inflation the 

single most important determinant of change in exchange 

rates is the relative shift in the purchasing power of 

national currencies (17, p. 342). 

Interest Rates 

In order to explain the relationship between exchange 

rates and interest rates a discussion of the term interest 

arbitrage is helpful. Interest arbitrage refers to the 

transfer of liquid funds from one monetary center and cur-

rency to another to take advantage of higher rates of 

returns (interest). If the return on three-month treasury 

bills is 12 per cent (on a yearly basis) in Paris and 8 per 

cent in New York, a U.S. resident can exchange his dollars 

for French francs at the current spot rate and invest them 

in Paris where he earns 4 per cent more per year or 1 per 

cent more per quarter. This interest rate differential, 

as described above, will strengthen the demand for the 

French franc, resulting in an appreciation in the value of 

the franc and a corresponding depreciation in that of the 

dollar. However, in three months, since these are short-

term investments, the U.S. resident will convert his francs 

into dollars and collect the extra interest earned. Since 

in three months the spot rate of the dollar with respect 

to the franc may be lower, the resulting loss may cancel 

or eveh surpass his gaih in interest. To protect himself 
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against this exchange risk, at the same time that the U.S. 

investor exchanges dollars for French francs to invest in 

Paris for three months, he will also engage in a forward 

sale of an equal amount of francs for dollars for delivery 

in three months. If the forward discount on the franc is 

1 per cent on a yearly basis, he will lose .25 per cent for 

the quarter on the foreign exchange transaction, but will 

gain an extra 1 per cent interest for the quarter j: for a 

net riskless return of .75 per cent on his foreign invest-

ment (3 per cent on a yearly basis). Therefore, the in-

terest rate differential in favor of the Franch franc 

will enhance the demand for the franc, eventually creating 

an upward pressure on the spot rate of the franc. Con-

currently, an outflow of liquid funds will take place from 

New York toward Paris seeking higher interest rates and, 

consequently, a downward pressure on the dollar's spot rate. 

However, as covered interest arbitrage proceeds, the 

positive interest rate differential in favor of Paris 

tends to decline while the forward discount on the franc 

tends to increase, until they are equal. At interest 

parity, there is no further possibility of gain, and 

covered interest arbitrage comes to an end. 

The International Fisher Effect. The International 

Fisher Effect maintains that the current spot exchange 

rate should change in an equal but opposite direction to 
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the difference in interest rates between two countries * 

Figure 3 shows a more general case of the International 

Fisher Effect. The vertical axis represents the forecast 

Per cent 

Forecast rate of change of spot 
exchange rate, foreign relative 
to domestic 

Per cent 

Difference in interest 
rates, foreign relative 
to domestic 

Fig. 3 Graph of the International Fisher Effect. 

rate of change in the spot exchange rate, and the hori-

zontal axis represents the difference in the interest 

rates. The parity lines show the International Fisher 

Effect. For instance, point K shows the position where 

the two per cent forecast depreciation in the exchange 

rate of a foreign country relative to the U.S. dollar is 

equal to the two per cent higher rate of interest in the 

foreign country. 
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Interest parity theory. The theory of interest-rate 

parity states that, except for transaction cost, a differ-

ence in national interest rates for securities of similar 

risk and maturity should be equal but opposite in sign to 

the forward exchange rate discount or premium for the for-

eign currency. 

The interest parity theory is easily explained alge-

braically. It may be assumed that a U.S. investor has 

X dollars to invest in ninety-day treasury bills, either 

in New York or in Paris. If X dollars are invested in the 

New York money market, the return, R (principal plus in-

terest) , at the end of ninety days will be 

R - X(1 + _ [ 5 ] , 

where ITJS is the annual interest rate on treasury bills 

in New York. Therefore, is the quarterly interest rate. 

On the other hand, if the investor buys X dollars 

worth of bills in Paris and covers against the exchange 

risk, the return at maturity will be 

^ = ^EXR^1 + X ) F e x r £6] ' 

where SEXR is the spot dollar/franc rate of exchange (the 

dollar price of one French franc); IF, the interest rate in 

France; and FEXR, the dollar/franc forward rate of exchange 

(the dollar price of one franc for delivery ninety days 
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hence). The expression 5 is the amount of the spot 
SEXR 

francs that can be purchased with X dollars; the expression 

§ (1 + -J-) , the amount of francs the investor will re-
BEXR 4 

ceive at the end of ninety days; and the entire expression 

is the amount of dollars the investor will receive when the 

franc amount is converted into dollars at the ninety-day 

forward rate of exchange. This is the practice known as 

interest arbitrage. Therefore, if X(1 + ~ (1 + ti) 
4 EXR 4 

F e x r, then the investor will invest his funds in New York, 

as will short-term investors in Paris. Hence, funds (hot 

money) will move from Paris to New York. Conversely, if 
X X 

X(1 + —j^) < § (1 + -^-)F, funds will move from New York 
4 SEXR 4 

to Paris. 

The interest parity theory asserts that interest 

arbitrage will cause the forward rate to adjust to the 

interest rate differential until it reaches an equilibrium 

value at which it is no longer profitable to shift funds 

between the two money markets (17, p. 280). In equilibrium, 

therefore, 

X(1 + ̂  - LE
a

 + - M . 

E 
where F E X R is the equilibrium forward exchange rate. 

Solving equation [7] for F|xr, the result is 

lus 
WE _ SEXR(1 + " T D 
E X R " (1 + IF) 

[8] . 

T 
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Adjusting the interest rates of both centers for the length 

of the forward exchange contract, equation [8] becomes 

V
E
 = S(1 +

 TUS) rQl EXR — [yj . 
(1 + IF) 

Transposing and subtracting 1 from both sides of equation 

[9], the following equation results (17, p. 280): 

(̂ US ~ !F) _ FEXR ~ SEXR []_0] . 
(1 + lF) 'EXR 

If IF is a small fraction, as is assumed, equation [10] can 

be approximated as 

T T
 FEXR - SEXR 

xus - If = [11]. 
SexR 

Therefore, at interest parity, the interest rate differen-

tial between New York and Paris is equal to the forward-

spot differential as a percentage of the spot rate. 

Graphic demonstration of interest parity theory. The 

interest rate parity theory is demonstrated graphically 

in Figure 4. The vertical axis measures the difference 

in interest rates, foreign relative to home country. 

Above the origin the interest rate is higher in the 

foreign country than in the home country; below the origin 

the interest rate is higher domestically than it is abroad. 

The horizontal axis measures the forward premium or dis-

count on foreign currency. To the right of the origin 
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Fig. 4--Graph of interest parity theory. 

the foreign currency sells at premium over spot; to the 

left of the origin it sells at a discount under spot rate. 

According to the interest parity theory, the domestic-

foreign forward rate will move to a point on the interest 

parity line at which the forward rate differential (the 

implicit interest rate) equals the interest rate differen-

tial. In Figure 4, the interest rate parity line shows 

the equilibrium rate, but transaction costs cause the 

line to be a band rather than a thin line. Transaction 

costs arise from the foreign exchange brokerage costs on 

spot and forward contracts as well as from the investment 
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brokerage cost on buying and selling securities (4, p. 56). 

Point K shows the approximate position where the two per 

cent higher foreign interest is accompanied by a two per 

cent discount in the forward exchange rate of that country. 

Based on the previous discussions and on the basis 

of balance of payments mechanics one would hypothesize 

that > 0, where EXR is the current spot exchange 

rate and ID is the domestic interest rate. Also, it is 

expected that < 0, where IF is the foreign interest 
Olp r 

rate. Consequently, it is hypothesized that 5 E X R > 0 
6 Xr 

where Ir represents the ratio of ID to IF. 

Interest parity may be violated in the real world be-

cause, as Tsiang (22) points out, the use of liquid funds 

for arbitrage purposes involves increasing opportunity 

costs in terms of inconvenience and loss of liquidity. 

Second, in times of political upheaval or financial dis-

tress arbitragers avoid the transfer of funds either be-

cause governments officially prohibit such movements or 

because of the possibility that such measures may be 

adopted before they have the chance to repatriate their 

funds (11, p. 25). 

Income Levels 

The impact of national income on trade and, conse-

quently, on foreign exchange rates derives from the rela-

tionship between this variable and national consumption. 
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When national income rises, consumption increases. Some 

of this consumption is channeled to foreign markets via 

imports. It is also reasonable to assume that growth in 

national income may have an impact on foreign investment 

by the citizens of the country in question. This factor 

constitutes another avenue for an increase in the supply 

of domestic foreign exchange and an increase in the demand 

for the foreign exchange of trading partners. The increase 

in both imports and foreign investment will exert downward 

pressure on the national currency and upward pressure on 

foreign currencies. 

In an open economy economists assume that GNP (gross 

national product) takes the following form: 

GNP = C + Id + G + (X - M) [12] , 

where C. represents expenditures by individuals for con-

sumption; Id, domestic gross investment; G, expenditures 

by government for both consumption and investment; X, 

expenditures on exports; and M, expenditures on imports. 

Equation [12] may be rewritten as follows: 

X - M = GNP - (C + Id + G) [13]. 

This equation demonstrates that when exports are greater 

than imports, GNP will be greater than domestic expenditure 

on goods and services (C + Id + G) by the same amount. Con-

versely, when imports are greater than exports, GNP will 

be less than domestic expenditure by the same amount. 
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Rewriting equation [13], 

B = Q " E [14] , 

where B is the current account balance (X - M; assuming 

the absence of unilateral transfers and thus considering 

the balance on current account as synonymous with the 

balance on goods and services), Q is the gross national 

product, and E is the domestic absorption of goods and 

services (C + Id +6). If X < H, then B < 0 and Q < E. 

Hence, to correct a current account deficit, a country 

must either 1) increase its physical output of goods and 

services (Q) or 2) decrease its absorption of goods and 

services (E) (17, p. 311). Since output cannot be expanded 

in the short run with full employment, adjustment to a 

deficit in such a situation requires a reduction in the 

real absorption of goods and services to allow for higher 

exports and lower imports. 

As a result of marginal propensity to import (MPM), 

an increase in the level of income may stimulate imports, 

inducing an increased supply of domestic currency in the 

foreign exchange markets. Therefore, it is hypothesized 

t^Xat < w^-ere domestic income level. Al-

ternatively, it is hypothesized that 5 e x r 0, where Yv is 
6Yp * 

the foreign income level. And finally SEXR < 0 where 
6Yr ' 

Yr represents the ratio of YD to YF. 
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External Equilibrium Curve 

The purpose of this section is to present an inte-

grated relationship among foreign exchange, income level, 

domestic and foreign interest rates, money inflows and 

outflows, and exports and imports. Figure 5 links net 

exports (X - M), domestic interest rate (ID) , foreign 

interest rate (Ip), domestic income level (Y) , money 

inflows (+MF), and money outflows (-MF) in a pattern in 

which these factors are directly proportional to each 

other. It is also believed that all these variables are 

mutually determined in a freely-floating exchange system. 

Generally, in the short run there are two important 

components in the balance of payments that presumably have 

significant impact on the fluctuations of the country's 

exchange rate in a floating rate system: 

1. Short-term capital flow (hot money): This is 

the volume of funds that moves from one country to 

another motivated by short-term interest rates differen-

tials. Thus, this money is sensitive to interest rates. 

2. Net exports (X - M): As stated above, these are 

sensitive to income level through the marginal propensity 

to import (MPM) . In Figure 5 Id is the domestic interest 

rate; IF is the foreign interest rate; +MF is the money 

inflow and -MF is the money outflow; (X - M) is net ex-

ports; and Y is the income level. 
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Fig. 5--Graph of external equilibrium curve. 

When income rises imports tend to rise also, for, 

if domestic income expands, it is easier to sell in the 

domestic economy. On the other hand, when income level 

declines the domestic economy becomes thinner and the 
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domestic producers may find it easier to export. At a 

very low income level (Y-jO , imports may be very low and 

exports may be stimulated; therefore, a positive net ex-

port may result, indicating a surplus in the current ac-

count of the balance of payments. At that low level of 

income if the domestic interest rate is lower than the 

foreign interest rate there will be a large outflow of 

"hot money" seeking higher interest rates abroad. There-

fore, at income level the net exports are equivalent 

and offset by an outflow of capital. Hence, the external 

equilibrium is maintained. 

Point A is the case of a country experiencing an 

external disequilibrium (a deficit in the balance of pay-

ments) . This point could represent the situation of the 

United States in November of 1978. Here, the U.S. govern-

ment moved upward from point A to the EE line and to the 

left. Such movements were translated in a simultaneous 

interest and income decision. If the interest rate was 

increased domestically, foreign investment in the United 

States would be stimulated; and at the same time the U.S. 

economy's growth rate would be cooled down by discouraging 

aggregate demand, ultimately reducing the income level. 

If the movements in both directions were strong enough, 

the external equilibrium at least theoretically could be 

achieved. 
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Point B also represents a country experiencing an 

external disequilibrium, in this case a surplus in the 

balance of payments. West Germany and Japan are good 

examples of this situation. For both countries an expan-

sion in the domestic economy with a reduction in their 

interest rate (moving to the right or downward from B or 

a combination of both) could help in maintaining an ex-

ternal equilibrium. The United States has been contin-

uously urging both West Germany and Japan to adopt 

expansionary policies in order to solve their external 

disequilibria and help the U.S. by doing so. 

The Nature of Speculation 

In the previous sections of this chapter the 

theoretical and conceptual relationships among the fun-

damental economic variables have been developed; in the 

following paragraphs a discussion of stabilizing and de-

stabilizing speculation and the theoretical basis for 

speculation will be presented. 

It seems beneficial to note at this point that 

speculation is quite different from the arbitrage dis-

cussed earlier in this chapter. Arbitrage is a riskless 

operation of buying and selling the same thing when its 

price is not the same within a single market (19, p. 199) 

The existence of arbitrage operations means that price 

discrepancies will not arise frequently and will be 
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quickly eliminated when they do. Arbitrage operations 

can involve currencies, commodities, interest rates, 

and any other assets. 

Speculation, on the other hand, is an inherently 

risky purchase or sale with the expectation that the 

future price will go up or down, respectively. The 

speculator can make money if his expectation is correct, 

but he will lose money if he is wrong. 

Stabilizing and Destabilizing Speculation: 

Definitions and Illustrations 

Speculation is called stabilizing when it depresses 

exchange-rate variations and destabilizing when it 

amplifies them (11, p. 146). 

As depicted in Figure 6, the curve AB describes a 

sinewave pattern which the exchange rate follows in the 

absence of speculation. Presumably this cyclical behavior 

of the exchange rate reflects the influence of cyclical 

factors on the foreign-trade sectors. The curves AD 

and AC show the manner in which the exchange rate would 

fluctuate in the presence of stabilizing and destabiliz-

ing speculation, respectively (11, p. 146). 

If speculators had perfect foresight and their trans-

action costs were zero, speculation would stabilize the 

exchange rate perfectly, as shown by the horizontal line 

AE (Fig. 6). Speculators would stand ready to sell foreign 
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exchange whenever the rate rose above AE, and they would 

stand ready to buy foreign exchange whenever the rate fell 

below AE. Their purchases and sales of foreign exchange 

would cancel over a whole cycle, and their profits would 

be zero. These results are guaranteed by perfect compe-

tition (11, p. 146). 

Unfortunately, however, perfect foresight never 

exists. Speculators form expectations regarding the 

future course of the rate of exchange, and on the basis 

of these expectations and the current rate they decide 

whether to buy or sell and how much. Thus, speculative 

expectations lie at the heart of speculative activity. 

When expectations are formed correctly, speculation is 

stabilizing; otherwise speculation is destabilizing. 

Another illustration may be used to explain a 

case in which expectations are not formed correctly. 

If the exchange rate begins to rise from its long-run 

equilibrium value AE and speculators interpret the rise 

in the current rate as a signal that the rate will go 

higher, they now purchase foreign exchange in the hope 

of selling it in the future at a higher rate. These 

speculative purchases intensify the rise in the current 

rate (curve AC). The foreign country's balance of trade 

now shows a surplus which makes possible a short-term 

capital flow to the home country. Accordingly, in the 
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present case, the speculative activity is destabilizing, 

amplifying the initial increase in the current rate and 

inducing a short-term capital flow in the wrong direction. 

By contrast, if expectations are formed correctly 

and speculators expect the rate to return to AE in the 

near future, speculation will be stabilizing. Thus, 

speculators will sell foreign exchange, thereby preventing 

the rate from rising too much (curve AB). By their 

activity, the speculators induce a short-term capital 

inflow which fills the gap (deficit) in the foreign coun-

try's balance of trade caused by the fact that the rate 

of exchange was not allowed to rise sufficiently. "This 

short-term capital movement prompted by stabilizing specu-

lation is very desirable, because it minimizes the need for 

switching resources back and forth. Such switching of re-

sources is obviously wasteful and undesirable" (11, p. 147). 

Stabilizing and Destabilizing Speculation: 
Scholarly Viewpoints 

In the past three decades varying opinions on the 

subject of speculation have been presented by experts in 

the field of international economics. Nurkse (13) was one 

of the first scholars to introduce the notion of destabil-

izing speculation with his analysis of exchange rate be-

havior in the interwar floating European markets. He 
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examined evidence of volatility of exchange rate changes 

and deviations from equilibrium rates. His primary concern 

was that exchange rates would be determined by psychological 

rather than fundamental factors in the market, causing 

large fluctuations that would lead to declining interna-

tional trade and investment and frictional unemployment 

as a result of continuous resource shifts between home-

and export-oriented industries. 

Friedman (5) has claimed that Nurkse's evidence is 

hardly compelling and that, in fact, only in the case of 

the French franc in the period 1922 to 1926 did he actually 

present enough evidence to make a defensible case for the 

existence of destabilizing speculation. Friedman notes 

that if speculation is profitable, it is likely to be 

stabilizing. The literature on this subject demonstrates 

what can happen to the study of an economic issue for 

which there is no generally accepted testable hypothesis 

and in which authors have not agreed on basic definitions. 

Recently, however, Kohlhagen (8) identified some seven dif-

ferent testable views of what constitutes significant 

evidence of destabilizing speculation. 

One concept of destabilizing speculation that has 

been employed by scholars is any movement of the exchange 

rate away from equilibrium that is induced by the effects 

exchange rate expectations. Aliber (1) uses both the 
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size of forward premium during spot rate peaks and troughs 

and short-run deviations from purchasing power parity as 

evidence of this sort. 

A more popular approach has been to represent exchange 

rate changes that "overreact" to price changes and interest 

rate changes as evidence of destabilizing speculation. 

Williamson (23) and Price and Wood (15) have suggested 

this as one possible indication of speculative activity. 

Thomas (20, 21) shows that exchange rates in the interwar 

period were in general determined by fundamental variables, 

but that in the French case the exchange rates did "over-

track" price changes. Artus (2) and Kohlhagen (9, 10) 

both find significant evidence for such behavior (as a 

function of both interest rates and relative prices) for 

the Canadian dollar and the Deutschemark during recent 

short-term periods. 
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CHAPTER III 

RESEARCH METHODOLOGY 

Introduction 

The purpose of this chapter is to outline the statis-

tical techniques to be utilized in this research. A brief 

presentation of multiple regression as a general data 

analytical system will be made, followed by a brief intro-

duction of the deviations from the basic regression model 

caused by multicollinearity, autocorrelation, and hetero-

scedasticity. The basic model will then be developed and 

specific hypotheses regarding the parameters and other 

statistics will be made. Finally, the description of data 

for each variable and country with the sources will be 

presented. 

Regression as a General Data Analytical System 

Regression analysis is a method of estimating the 

parameters of an equation with simple data in order to 

show the separate effects of the independent variables on 

the dependent variable. Simple regression analysis is 

applied to an equation with one dependent and one indepen-

dent variable. Multiple regression analysis is applied 

62 



63 

to an equation with one dependent and two or more indepen-

dent variables (5, p. 33). 

Simple Regression Analysis 

The simple linear equation [15] may be used as a basis 

for explaining simple regression analysis. 

Yt = a + 0Xt + Ut [15] . 

It states that in period t the value of Y, the dependent 

variable, is determined by four factors: the constant a; 

the regression coefficient 3; the level of X, the indepen-

dent variable; and the level of Ut, the disturbance term 

(U is the sum of all the other factors that influence Y, 

but which are each assumed to be of minor importance). 

The equation is simple because only one important indepen-

dent variable is specified; it is linear because the effect on 

Y of a one-unit change in the variable X is in the same 

amount regardless of the value of X from which the change 

takes place (the size of the effect is shown by the slope 3) . 

Simple least-squares regression analysis is a technique 

for estimating a and 3 from a set of sample values of X 

and Y. The task of least squares is to compute the typical 

change in the dependent variable which accompanies a given 

change in the independent variable. In the regression 
A 

model Y = a + gX, a and 6 are the unknown population co-

efficients. The object of the regression analysis is to 
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compute the coefficients a and g which maximize the ex-

planatory or predictive power of the model. The maximiza-

tion of the regression model's explanatory power is the 

same as the minimization of the sum of the squared resid-

uals (ZU2). In other words, the line of best fit is a 

line put through the data which minimizes the sum of the 

squared deviations of each individual variate from the 

regression line. 

The least-squares criterion (using vertical measure-

ment) may be restated formally as follows: 

N 
Minimize .£ (Ŷ  - V.)2 

i=l 1 1 [16] , 

where Y-ĵ  = a + gXi is the fitted value of Y corresponding 

to a particular observation X±, and N is the number of 

observations as illustrated in Figure 7. 

Residual = Y-? 
Least-Squares Line 

» X 
X_f 

Fig* 7--Scatter diagram for two variables 
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The problem is to choose, simultaneously, values for a and 

3 which minimize the expression in equation [16]. This 

can be done using elementary calculus (7, p. 7). a and 

3 cam. be calculated by using the following equations: 

EYi ZX± 
a = T T - 3 1 T : [ 1 7 ] 

NEXiYi - EXiEYi 

~ NSXi2 - (ZXi)2 — 1183 

Multiple Regression Analysis 

With the inclusion of more than one independent varia-

ble, an equation with several variables is needed. The 

general form is shown in equation [19]: 

Y = a + 3iXit + $2%2t + . . . + eKXKt + Ut [19] 

Here a is the constant, and Xx through XK are the indepen-

dent variables. The meaning of equation [19] is that in 

period t, the value of Y is equal to the constant a plus 

the sum of the values Xx through XK, each multiplied by 

its respective regression coefficient C3X through £K), plus 

the value of the disturbance term U. Each of the regres-

sion coefficients shows the average change in the dependent 

variable resulting from a one-unit change in the respective 

independent variable, when the effects of the other inde-

pendent variables are held constant. 
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In economic terminology, a regression coefficient 

approximates the relation between the associated indepen-

dent variable and the dependent variable, ceteris paribus. 

In mathematical terminology, a regression coefficient is 

an approximation of the partial derivative of the dependent 

variable with respect to the associated independent varia-

ble (5, p. 16). 

Some Statistical Assumptions of Regression Analysis 

Before turning to the discussion of the use of multi-

ple regression as a general data analytical tool, it will 

be useful to review some of the assumptions underlying this 

technique. 

1. For the ith observation, E(U±) = 0 and VCUi) = a
2. 

The expression is often referred to as a residual, be-

cause it represents the residual deviation after the re-

gression line has been fitted Ui = (Yi - Y±). That is, 

the many influences that are combined in U are assumed 

to be unrelated to one another and to offset each other 

so as to sum zero in each time period (6, p. 413). 

2. The error components in any pair of trials are 

not correlated. For example, it is assumed that Ut is 

not correlated with Ut_1. A departure from this as-

sumption gives rise to the problem of autocorrelation, 

a systematic time pattern in the residuals. When 
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autocorrelation is present, the usual tests of significance 

are not valid. 

3. The variability (strictly, the variance) of the 

error term U is the same for all observations. A departure 

from this assumption might occur if the disturbance term 

were usually greater in absolute size (further from zero) 

when the dependent variable Y is larger than when it is 

small. Conversely, larger variance with small values of 

Y would also be a departure. When this assumption does not 

hold, the result is called heteroscedasticity, or variation 

in dispersion of the disturbance term. Agreement with the 

assumption is called homoscedasticity. Heteroscedasticity 

results in less precise estimates of the regression coef-

ficients; that is, the estimates are subject to greater 

variability and are thus less certain. 

4. An assumption that causes much confusion is that 

no two independent variables, or no two groups (strictly, 

linear combinations) of independent variables should be 

identical. A departure from this assumption causes the 

phenomenon called multicollinearity. "Multicollinearity 

is common and even inevitable in much of the data in fields 

like sociology, economics, business and geography" (10, 

p. 49). 

Multicollinearity is a condition that usually, but 

not necessarily, manifests itself in correlations among 
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the independent variables in the data. A high degree of 

multicollinearity may lead to imprecision (large standard 

errors) in the estimation of regression parameters. The 

estimators, however, are still unbiased. In general, 

there is little that can be done about multicollinearity 

except to take a larger sample, preferably in a way that 

decreases the tendency. When an independent variable 

that is correlated with others in the regression is not 

included and the regression parameter of this variable 

is not zero, the remaining coefficients will be biased 

estimators (10, p. 55). 

5. Also, it is usually assumed that the disturbance 

term is normally distributed; that is, the frequency dis-

tribution of U is described by the normal curve of error. 

The Use of Multiple Regression 
as a Statistical Tool 

The system of multiple regression as a general data 

analytical tool has many uses. These may be broadly sum-

marized as follows: 

1. A regression equation may be used to describe 

a given process or as a model for a complex interacting 

system (1, p. 196) and to test the structural hypothesis 

as a prerequisite to experimentation. In this case, the 

effect of the individual independent variables is paramount 
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as their size and statistical significance test the 

validity of the postulational model (theory). 

2. Regression analysis is a useful tool in forecast-

ing. Here the major concern is to obtain estimates or 

guesses as to the movement of certain variables, given 

additional information about the movement of other varia-

bles. It is useful to distinguish between two types of 

forecasting, ex post and ex ante. In terms of time-series 

models, both types of forecast predict values of a de-

pendent variable beyond the time period in which the model 

is estimated. However, in an ex post forecast the forecast 

period is such that observations on both the endogenous 

variables and the exogenous explanatory variables are known 

with certainty. An ex ante forecast predicts values of 

the dependent variable beyond the estimation period, using 

explanatory variables which may or may not be known with 

certainty, depending on the nature of the data and the 

length of the lags associated with the explanatory varia-

bles (7, p. 157). Here the major concern is reducing the 

error term and maximizing R square. 

3. A regression model may be used to test causal 

hypotheses. In such tests the independent variables are 

experimental or quasi-experimental covariates. In this 

case the value and significance of the regression coef-

ficent or experimental variable are paramount as the bases 
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for testing the causal hypothesis and estimating the basis 

for ameliorative intervention. 

The Rationale for the Use of Multiple Regression 

in This Study 

The objective of this study, as stated in Chapter I, 

is primarily to assess empirically the role of the funda-

mental economic variables (price levels, interest rates, 

and income levels) in the determination of foreign exchange 

rates and to draw inferences regarding the nature of specu-

lation in the foreign exchange markets. Therefore, in the 

case of the fundamental factors the impact of each indi-

vidual variable as well as the type of the relationship 

with the dependent variable is significant. Furthermore, 

the collective impact of all variables on the exchange 

rates is paramount. 

Thus, it is believed that multiple regression is an 

appropriate statistical tool to be employed to achieve the 

objective stated above; multiple regression is being used 

here to test specific hypotheses regarding some theoretical 

and conceptual relationships. Multiple regression as a 

general data analytical tool is capable of measuring the 

individual effect of each independent variable as well as 

the direction of effect and the statistical significance; 

it also permits the the measurement of the explanatory 

power of all independent variables. In addition, regression 



71 

analysis is appropriate in conducting the purchasing power 

parity and coefficient of expectation tests. In both 

cases the exchange rates are expressed in a functional 

relationship with specific independent variables. There-

fore, given appropriate data for the dependent variable 

and each of the independent variables, the measurement of 

the parameters for the functional relationship is quite 

simple. 

To ascertain the relative importance of the funda-

mental economic forces in exchange rate determination, 

the following basic model will be utilized: 

EXJT = f(PD, pp, ID, IF, YD, Y F) [20] 

EXt is the foreign exchange market value of one unit of 

the currency of a foreign country expressed in units of 

United States currency. PD and Pp represent domestic and 

foreign price levels, respectively. Domestic and foreign 

interest rates are represented by ID and IF, respectively; 

finally, YD and Yp represent the level of domestic and 

foreign income, respectively. Based on the theoretical 

and conceptual relationships developed in Chapter II, one 

would hypothesize that 

1. Domestic inflation would make the export of goods 

and services less competitive; and, accordingly, the demand 

for the domestic currency in the foreign exchange market 

would decrease, resulting in an eventual depreciation of 
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the currency. Therefore, the expected result would be 

| M <0. On the other hand, higher inflation in a trading 

partner country would make the export of goods and services 

more competitive while depressing imports. These condi-

tions would be translated into an increase in the demand 

for the domestic currency in the foreign exchange markets 

and, in all probability, into an appreciation of the cur-

rency. The expected result would be lSEXc > 0. 
SPf 

2. The International Fisher Effect maintains that 

the current spot exchange rate should change in an equal 

but opposite direction to the difference in interest rates 

between two countries. Thus, a higher interest rate in a 

trading partner relative to the domestic rate would encour-

age the flow of "hot money" from the domestic economy into 

the higher interest rates countries seeking a more attrac-

tive return. This would result in an increase in the 

demand for foreign currencies and a concurrent decline in 

the demand for the domestic currency in the foreign ex-

change markets. Higher domestic interest rates relative 

to the foreign rates would result in an opposite outcome. 

Therefore, it is expected that g E X t < 0 and 6 E X t > 0. 
<5If <$ID 

3. As discussed in Chapter II, the impact of national 

income on trade and, consequently, on foreign exchange 

rates derives from the relationship between this variable 

and national consumption. When national income rises, 
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consumption increases. Some of this consumption is chan-

neled into the foreign market via imports. Therefore, the 

growth of the national income x̂ ill probably result in more 

imports and, consequently, a larger supply of the domestic 

currency in the foreign exchange markets than demanded, 

leading to the depreciation of the domestic currency. 

However, higher growth rates in national incomes abroad 

will result in more imports on their parts and an increase 

in the demand of the domestic currency to accommodate the 

surge in the domestic exports. Therefore, the result will 

be S E X t < 0 and > 0. 
6Yd 6Yf 

When the price level, interest rate, and income level 

variables of equation [20] were expressed in ratio form, 

the six-variable equation was converted into a three com-

posite variable equation: 

EXt = a + 3xPr + 32lr + 33Yr [21] , 

where EXt is the spot exchange rate of one unit of foreign 

currency in U.S. dollars, Pr is the ratio of Pp to Pp, 

Ij- is the ratio of Id to Ip, and Yr represents the ratio 

of YD to YF. Based on equation [20], one would intuitively 

hypothesize that < 0, > 0, and < 0. 
<5Pr 5Ir 5Yr 

Conceptually, one may regard the hypothesis that ex-

change rates are primarily a function of speculative or 

psychological forces as equivalent to the hypothesis that 

either the estimated coefficients of the fundamental 
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economic variables do not consistently exhibit the correct 

sign or these parameter estimates have the correct sign 

but their degree of statistical significance is low,or 

the collective explanatory power of the fundamental factors 

is weak. 

Statistics Used in the Evaluation of the 
Fundamental Economic Variables Equations 

1. Coefficient of multiple determination R-squared: 

R-squared shows the degree of association between the 

dependent variable and the set of independent variables 

in a regression equation. R-squared shows the proportion 

of the variation in the dependent variable that is ac-

counted for or explained by the set of independent 

variables. 

2- F-test: The F-test is an analysis of variance 

test. In regression analysis, F-tests are conducted to 

test the entire regression. R-squared provides a summary 

measure of the goodness of fit, but a significance test 

of the explanatory power of the set of independent varia-

bles is also valuable, particularly in borderline cases 

where R-squared is low (5, p. 24). The hypothesis to be 

tested is that there is no relation between the dependent 

variable and the set of independent variables, or that 

the population regression coefficients are equal to zero 

(@1 = 02
 = • • • % = 0) • 
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3. Standard error of the estimate: The standard 

error of the estimate gives a measure of how close the 

estimated values have been to the actual values in the 

past. The R-squared, the standard error of the estimate, 

and the error term are related in such a way that when 

R-squared is one, the standard error of the estimate is 

zero and there is no error term. 

4. T-statistic: The T-statistic shows the signifi-

cance of each explanatory variable in predicting the de-

pendent variable. It is desirable to have as large a T-

statistic (either positive or negative) as possible for 

each explanatory variable. Generally, any T-statistic 

greater than +2.0 or less than -2.0 is acceptable. If 

the T-statistic is between -2.0 and +2.0 for any indepen-

dent variable, that variable is not contributing sig-

nificantly to explaining the dependent variable. 

5. Beta coefficients: Beta coefficients are occas-

sionally used to make statements about the relative 

importance of the independent variables in a multiple 

regression model. The beta coefficient adjusts the 

estimated slope parameter by the ratio of the standard 

deviation of the independent variable to the standard 

deviation of the dependent variable (7, p. 71). 

6. The Durbin-Watson statistic: This is a measure 

of autocorrelation of the residuals. The Durbin-Watson 
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statistic (D-W) can assume values from zero to four. If 

no autocorrelation is present in the residuals, the 

average value in repeated sampling (the expected value) 

of D-W is two. Small values of D-W result when successive 

values of the residual term are positively correlated. 

Statistics Used in the Assessment of the 
Nature of Speculation Tests 

Purchasing Power Doctrine Tests 

1. One-variable equation purchasing power tests: The 

first technique for attempting to draw inferences about 

the behavior of speculators utilizes the purchasing power 

parity doctrine of foreign exchange. One version of this 

doctrine asserts that if the (flexible) exchange rate 

begins at equilibrium and then experiences a monetary 

disruption, the percentage of change in the exchange rate 

under free conditions should approximate the percentage 

of change in the relative price ratio between the countries 

involved. Referring to equation [22], EXt (the rate of 

exchange) is the exchange value of the currency of the 

foreign country in terms of the,U.S. dollar, and Pr is 

the ratio of the price index of the foreign country to 

the price index of the U.S., both indices being based 

on 1970 = 100. 

LogEXt = ax + 3iLogPr [22] 
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The parity doctrine would hypothesize that under free 

conditions, the coefficient of regression (3l) would tend 

toward minus one, since a 10 per cent relative increase 

in the domestic price level must be accompanied by a 10 

per cent depreciation of the domestic currency in the 

foreign exchange markets in order to maintain purchasing 

power parity. Now, if speculation is basically of a de-

stabilizing nature, one would expect speculators to seize 

upon weak currencies and cause them to depreciate by an 

amount greater than is justified on the basis of the cur-

rent price ratio. That is, one would expect generally to 

find Bi in equation [22] to be greater than unity in 

absolute value. If speculation is basically stabilizing, 

price level inflation and exchange depreciation would be 

regarded as temporary departures from normal and would 

result in speculators taking positions in fundamentally 

weak currencies. Thus, the currency would be prevented 

from depreciating by an amount justified by the current 

Pr. One would thus expect empirically to find less 

than unity, if speculation is stabilizing (9, p. 144). 

2. Three-variable equation purchasing power tests: 

In order to avoid an important criticism concerning the 

specification of equation [22] another model is devel-

oped here. In fact, proponents of the purchasing power 

parity doctrine recognize that the exchange rate is 
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influenced by other fundamental forces in addition to price 

levels. A plausible specification of the parity doctrine 

would assert that the partial elasticity of the exchange 

rate with respect to Pr should approximate (minus) one. 

The price coefficient of equation [22] (g]_) does not 

represent a partial elasticity. The absence of other im-

portant independent variables from equation [22] may 

result in biased elasticity estimates. Other factors 

which one would expect to influence the trade balance or 

capital flows and, consequently, the exchange rates would 

include, as discussed in Chapter II, the interest rates 

and income levels in the countries involved. Therefore, 

equation [23] will meet the above criticism by the inclu-

sion of the other fundamental economic variables: 

LogEXt = a2 + 32LogPr + 03LogIr + 04LogYr [23] 

EXt and Pr represent the quantities defined above; Ir 

represents the ratio of domestic to foreign interest 

rates, and Yr that of domestic to foreign income levels. 

As demonstrated earlier in this chapter, one expects 

&2 < 0, 03 > 0, and 04 < 0. Here, as in the case in 

equation [22], speculation will be considered destabil-

izing when the coefficient of regression for the price 

level 02 exceeds unity in absolute value, and stabilizing 

when it falls short of unity. 
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Coefficient of Expectation Tests 

The second technique for dealing with speculation in-

volves an attempt to draw inferences concerning the elas-

ticity of speculators' expectations. Equation [24] 

presents one method of estimating the elasticity of 

expectation in the foreign exchange market.1 

EXt- = (1 - gi)EXt-i + XPt ~ aPt-i ' 124], 

where EXt is the current spot exchange rate, 3 is the coef-

ficient of expectation, EX t_i is the spot exchange rate 

lagged one month, Pt is the current relative price ratio, 

and Pt-i is the relative price ratio lagged one month. 

In this case the major concern is the magnitude of 3. 3 

can be estimated by subtracting the regression coefficient 

of EXt-i in equation [24] from unity. If 3 is zero, dis-

crepancies between what has been expected and what is 

currently observed result in no revision of expectations. 

Thus, it is believed that the learning process regarding 

exchange rate adjustment is very insensitive to recent 

events. However, in equation [24] a beta greater than 

zero and statistically significant can be interpreted to 

imply that the expectations are elastic and consequently 

destabilizing. An insignificant beta, on the other hand, 

This model has been thoroughly developed by Lloyd 
Thomas (8, 9). This section of the discussion draws 
heavily upon these sources. 
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may imply that the expectations are inelastic and conse-

quently stabilizing. Statistical estimation of the 

parameters of equation [24] is plagued by multicollinear-

ity• Since the current exchange rate is highly correlated 

with the current price ratio, it follows that the lagged 

exchange rate is also highly correlated with the lagged 

price ratio. To avoid this collinearity problem an al-

ternate estimating equation is also utilized: 

EXt = (1 - ei)EXt_1 + 6(Pt - Pt_1) [25] 

Equation [25] is the same as equation [24] except that the 

difference between the current relative price ratio and 

one period lagged relative price ratio is considered as 

an independent variable. Therefore, the estimation and 

interpretation of £ are virtually the same as in the case 

of equation [24]. 

Correction for Autocorrelation 

It is assumed that each of the error terms in a 

linear regression model is drawn from a normal population 

with zero expected value and constant variance and that 

the disturbance term is not correlated over time. Auto-

correlation, as mentioned earlier in this chapter, is 

interdependence among the disturbance terms of different 

observations; the value of the error term in one time 

period is correlated with the value in another time 

period. The tables in Appendices B and C indicate that 
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the original equations are suffering from severe autocor-

relation. Examination of the residuals of the equations 

generally suggests the presence of both a time trend and 

seasonal patterns. The seasonal element in the residuals 

probably reflects seasonal patterns in international 

demand for (or availability of) particular products (and 

thus exchange rates) that are independent of price level 

and income level phenomena. Regression variables called 

dummy, or binary, variables provide a flexible tool for 

handling categories in data and are utilized in this 

study to capture the seasonal and time trend in the data. 

Table II represents a dummy variable coding scheme. 

It involves successive dichotomizing so that no more than 

n ~ 1 independent variables represent n groups of a 

nominal scale. The following interpretation may be placed 

TABLE II 

CONSTRUCTION OF QUARTERLY DUMMY VARIABLES 

Quarter DQi DQ2 DQS 

1. Jan.-March 
2. Apr.-June 
3. July-Sept. 
4. Oct.-Dec. 

1 
0 
0 
0 

0 
1 
0 
0 

0 
0 
1 
0 
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on the dummy variables constructed in Table II. DQi 

represents the magnitude of the differential shift between 

the first and second quarters of the year, DQ2 represents 

the magnitude of differential shift between the second 

and third quarters, and DQ3 represents the magnitude of 

the differential shift between the third and fourth 

quarters. However, the dummy variable system did not 

improve the autocorrelation problem; and, furthermore, 

the time trend variable happened to be correlated with 

some independent variables, resulting in multicollinearity. 

Therefore, a more sophisticated technique has been employed 

to correct the problem of autocorrelation. 

One method for adjusting the model is the use of a 

transformation that involves the unknown autocorrelation 

parameter, p. The introduction of p causes the model to 

be nonlinear. The direct application of least squares 

is not possible; however, there are a number of procedures 

that may be used to circumvent the nonlinearity (4, 7). 

The method developed by Cochrane and Orcutt (2) in 1949 

will be utilized in this research. 

When the errors have an autoregressive structure, as 

given in equation [19], it is seen that by transforming 

to (Yt - pYt-i) and (Xt - pXt-l) the errors in the model 

are uncorrelated (1, p. 128). 
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U t = pUt_i + e t, ] P | < 1 [26] 

Yt = + 6 2X 2 t + S 3X 3 t + . . . + g KX K t + et [27] 

Lagging equation [27] by one period, multiplying both of 

its sides by p, and subtracting the resulting form from 

equation [27], the desired transformation is obtained: 

Y* = &i(l - p) + e2Xft + . . . + BK
xKt + vt 128], 

where Y* = Tt - pY,..^, 

x£ = X 2 t - p x 2 t „ 1 ( . 

X K t = X K T " p X K t - l ' a n d 

v t = et p e t - l 

are generalized differences of Yt, X 2 t, . . . X K t, and Ut. 

By construction the transformed equation has an error pro-

cess which is independently distributed with zero mean 

and constant variance (7, p. 110). 

The Cochrane-Orcutt procedure involves a series of 

iterations, each of which produces a better estimate of 

p (coefficient of autocorrelation) than the previous 

one. In the first step, ordinary least squares is used to 

estimate the original model, equation [27]. The residuals 

from this equation are then used to estimate an equation 

in the form of equation [28]. 

The estimated value of p is used to perform the 

generalized differencing transformation process, and a 

new regression is run. Fortunately, Interactive Data 

Analysis (IDA), an interactive statistical and data 
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management package developed by computers of the HP2000 

series by Roberling and Harry Roberts of the Graduate 

School of Business, University of Chicago, calculates the 

coefficient of autocorrelation in its multiple regression 

section and has the transformation capacity to perform 

the correction of autocorrelation quite easily. 

The Problem of Multicollinearity 

Multicollinearity is the case of a high degree of 

intercorrelation among independent variables. When two 

independent variables are highly correlated in a set of 

sample observations, the data do not permit precise 

estimates of the separate effects of the independent 

variables on the dependent variable; that is, the es-

timates of the regression coefficients are imprecise. 

When the six fundamental economic variables were 

utilized in the regression estimate, there was a high 

degree of correlation between the domestic and foreign 

price level and the domestic and foreign interest rates 

and income levels. Therefore, the ratio of each domes-

tic variable to its foreign counterpart was calculated 

and used to estimate the regression equations. This 

procedure avoided the simultaneous existence of highly 

correlated pairs of independent variables in the same 

equation. 
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On the other hand, for the estimation of the coeffi-

cient of expectation in the speculation tests both the 

current and one period lagged price level ratio variables 

appear in the same equation. Since these two variables 

are highly correlated, causing multicollinearity, the dif-

ference between the current and one period lagged price 

level ratios is employed as an independent variable, 

thus avoiding the existence of both variables in the 

same equation at the same time. 

Countries Included in the Study 

It should be emphasized that the floating exchange 

rate system is by no means a uriiversaLl practice. Ac-

cording to the IMF Survey of August 25, 1975, only a small 

minority of currencies are actually floating; however, 

this minority includes the most important national cur-

rencies . The practices of IMF members in 1975 are sum-

marized in Table III. Of 122 member nations, only 18 

nations were allowing their currencies to float, seven 

of them linked in a joint float (3, p. 246). The other 

104 were pegging to the dollar, British pound, mark, 

special drawing rights, or some other currency. How-

ever, it should be noted that the 18 nations with floating 

exchange rates accounted for nearly 70 per cent of world 

trade. 
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TABLE III 

EXCHANGE-RATE PRACTICES OF IMF MEMBERS 
(JUNE, 1975) 

Exchange-Rate Regime Number of % of World Trade 
Countries 

Floating 18* 69.6 
Pegged 104 30.4 
TOTAL 122 100.0 

Source: International Monetary Fund, IMF Survey f Aug. 25, 1978. 
^Includes seven European nations participating in a joint 
float (3, p. 246). 

For the purpose of this study, nine countries, plus 

the United States as a base for comparison, are used. 

These countries have the most active trading currencies 

and collectively constitute the most important segment 

among the 18 floating countries mentioned above. The 

countries analyzed in this dissertation are listed alpha-

betically below: 

1. Belgium 
2. Canada 
3. France 
4. Germany 
5. Italy 
6. Japan 
7. Netherlands 
8. Switzerland 
9. United Kingdom 
10. United States 
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Time Span of the Study 

This study covers the period from February, 1973, 

to October, 1978. Sixty-nine monthly observations were 

used to measure the equations in the study. Data availa-

bility was the only reason for this frequency choice; 

no data were available for shorter time periods. 

Data Used in the Estimation of the 
Regression Equations 

In order to measure the regression equations, data 

on price levels, interest rates, and income levels are 

needed. Before detailing the data and sources, three 

important observations should be made: 

1. The consumer price index is used for all coun-

tries under study to represent the price level. 

2. Short-term interest rates and specifically 

three-month treasury bills are used to represent the 

interest rate. However, because of the discontinuation 

or lack of data the official discount rates are used for 

France and Switzerland and the yields of long-term 

government bonds are used for Italy. 

3. The industrial production index is used as a 

proxy for the income level, since income data are not 

available for many countries on a monthly basis. 
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The Data and Sources 

Belgium: 
CP--consumer price index (monthly). Source: Organi-

zation for Economic Cooperation and Development 
(OEDC); main economic indicators, various issues, 
February, 1973-November, 1978. 

IR--interest rates (three-month treasury bills), last 
Tuesday of month. Source: OECD; main economic 
indicators, various issues, February, 1973-
November, 1978. 

Y2--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 

Canada: 
CP—consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

IR—interest rates (60-day treasury bills). Source: 
OECD; main economic indicators, various issues, 
February, 1973-November, 1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1.978. 

France: 
CP--consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

IR--interest rates (official discount rates). Source: 
OECD; main economic indicators, various issues, 
February, 1973-November, 1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 

Germany: 
CP—consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

2A11 the inflation indicators (CP indices) and income 
levels (Y indices) are reported in monthly series rebased 
to 100 at periodic intervals. To establish the sequence 
supporting the model used in this study, it was essential 
that the year 1970 remain equal to 100 and that subsequent 
indices running through 1978 be adjusted to eliminate any 
change of base year occurring in the intervening period. 
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IR--interest rates (two- to three-month treasury 
bills). Source: OECD; main economic indicators, 
various issues, February, 1973-November, 1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 

Italy: 
CP—consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

IR--interest rates (yields of long-term government 
bonds). Source: OECD; main economic indicators, 
various issues, February,- 1973-November, 1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1.978. 

Japan: 
CP--consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

IR--interest rates (sixty-day treasury bills). Source: 
OECD; main economic indicators, various issues, 
February, 1973-November, 1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 

Netherlands: 
CP--consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

IR--interest rates (three-month treasury bonds). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1.978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 

Swizterland: 
CP--consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

IR--interest rates (official discount rates). Source: 
OECD; main economic indicators, various issues, 
February, 1973-November, 1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 
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United Kingdom: 
CP—consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. 

IR--interest rates (ninety-one-day treasury bills). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1978. 

United States: 
CP--consumer price index (monthly). Source: OECD; 

main economic indicators, various issues, Febru-
ary, 1973-November, 1978. Federal Reserve Bulle-
tin, various issues, 1973-1978. 

IR--interest rates (three-month treasury bills; sixty-
day treasury bills; official discount rates; 
yields of long-term government bonds). Source: 
OECD; main economic indicators, various issues, 
February, 1973-November, 1978. Federal Reserve 
Bulletin, various issues, 1973-1978. 

Y--total industrial production index (monthly). 
Source: OECD; main economic indicators, various 
issues, February, 1973-November, 1.978. Federal 
Reserve Bulletin, various issues, 1973-1978. 
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CHAPTER IV 

PRESENTATION AND ANALYSIS OF EMPIRICAL RESULTS 

Introduction 

This chapter addresses itself to a case-by-case pre-

sentation of the empirical results derived from this study. 

The first section of the chapter will include descriptive 

statistics for the variables employed in the analysis. 

In the second section the regression results of the funda-

mental economic variables will be presented for each 

country, and in the third section the results of the tests 

of speculation will be evaluated. The fourth section will 

include a general conclusion and summary of the empirical 

results. 

Presentation of Exchange Rate, Price Level, 
Interest Rate, and Income Level 
Statistics for Ten Countries 

Descriptive Statistics for Variables Employed 
in the Empirical Study 

The purpose of this section is to present some descrip-

tive statistics regarding the variables which are employed 

in this study. The arithmetic mean, standard deviation, 

and coefficient of variations are included in Table IV; 

percentage of change in the level of exchange rates and 
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in the price level, together with the high and low values 

of exchange rates, are reported in Table V. 

The tabular summary in Tables IV and V is believed to 

demonstrate a crude and rudimentary description of the 

variables involved. Although the statistics presented 

here possess the attribute of simplicity, they may serve 

as a general basis for subsequent analysis. 

Two observations may be made about the figures given 

in Table IV. First, the United Kingdom has the highest 

average for price level, 193.6, while Germany has the 

lowest, 135.7, the base being 1970 = 100 for all countries. 

Italy experienced the highest average interest rate, 10.99 

per cent, while Switzerland registered the lowest level, 

3.3 per cent. The average income level was highest in 

Canada at 128.19 and lowest in Switzerland at 103.54. 

Second, the coefficient of variation, which divides the 

standard deviation by the arithmetic mean and measures 

the dispersion measured in a relative value, is highest 

for Switzerland at .1878 and lowest for Canada at .0499. 

This indicates that there is more dispersion in the move-

ments of Switzerland's currency than in those of the 

Canadian dollar. 
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TABLE IV 

DESCRIPTIVE STATISTICS FOR THE VARIABLES EMPLOYED 
IN THE EMPIRICAL STUDY, 1973-1978* 

Standard Coefficient Sample 
Country- Mean Deviation of Variation Size 

Belgium 
U$ .271104 EX U$ .271104 .0220022 .0812 69 

CP 152.02 22.826 .1502 
IR .07856 .02137 .2720 
YL 117.12 12.302 .1050 

Canada 
EX U$ ,.9772 .04876 .0499 69 
CP 145.99 21.08 .1444 
IR .0751 .0129 .1718 
YL 128.19 9.896 .0772 

France 
EX U$ .2168 .01346 .0621 69 
CP 157.53 26.27 .1668 
IR .1031 .0113 .1096 
YL 121.81 15.76 .1294 

Germany 
U$ .4129 EX U$ .4129 .0399 .0966 69 

CP 135.74 10.76 .0793 
IR . 0415 .0153 .0686 
YL 112.37 8.67 .0772 

Italy 
U$ .13902 EX U$ .13902 .02289 .1650 69 

CP 187.15 49.08 .2622 
IR .1099 .0285 .2593 
YL 116.30 16.72 .1438 

Japan 
U$ .00368 EX U$ .00368 .000478 .1299 69 

CP 173.35 29.96 .1728 
IR .0549 .011 .2004 
YL 125.49 9.83 .0783 
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TABLE IV--Continued 

Standard Coefficient Sample 
Country Mean Deviation of Variation Size 

Netherlands -

EX U$ .3932 .03309 .0842 69 
CP 154.83 20.30 .1311 
IR .04918 .01852 .3766 
YL 123.01 11.02 .0896 

-

Switzerland 
EX U$ .39713 .07458 .1878 69 
CP 141.48 9.83 .0695 
IR .03304 .0165 .4993 
YL 103.54 6.978 .0674 

United 
Kingdom 

U$ 2.0845 EX U$ 2.0845 .2943 .1412 69 
CP 193.57 49.08 .2536 
IR .0966 .0217 .2246 
YL 106.75 7.24 .0678 

United 
States 

EX « « • * # « » • 69 
CP 140.4 17.27 .1230 
IR .06348 .01266 .1994 
YL 119.75 8.91 .0744 

EX--exchange rate; CP--consumer price index; IR—interest 
rate; YL--income level; 
* Source: Tables IX, X, XI, and XII, Appendix A, pp.133 • 
148. 

Percentage of Change in Exchange Rates and 
Price Levels in the Period 

1973-1978 

Table V indicates that for Belgium the franc appre-

ciated about 44 per cent over the period under study. 



96 

TABLE V 

PERCENTAGE OF CHANGE IN EXCHANGE RATES AND PRICE 
LEVELS IN THE PERIOD 1973 TO 1978* 

Country EX (%> CP « ) High (U$) Low (U$) 

Belgium 43. 47 61. 40 .3273 .2282 

Canada (15, 42) 60. 97 1.0412 .8452 

France 16. 04 48. 23 .2475 .19608 

Germany 62. 83 29. 84 .5157 .3167 

Italy (29. 37) 95. 67 .1773 .1115 

Japan 59. 21 87. 61 .005287 .00332 

Netherlands 50. 9 40. 71 .4746 .3145 

Switzerland 134. 8 26. 74 .6481 .2760 

United 
Kingdom (17. 22) 122. 6 2.582 1.606 

United 
States 

• • • 55. 91 • 
• 

EX--exchange rate; CP--consumer price index. 
^Source: Tables IX, X, XI, and XII, Appendix A,, pp. 133 -
148. 

Since the price level increased 61.4 per cent over the 

same period, compared to a 56 per cent increase for the 

United States, it is apparent that the Belgian franc's 

appreciation was not justified on the basis of purchasing 

power parity. In fact, the inflation differential remained 

generally in favor of the United States throughout the 
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six-year period. The Canadian dollar, the Italian lira, 

and the British pound depreciated over the same period 

by 15.42 per cent, 29.41 per cent, and 17.22 per cent, 

respectively. The depreciation was justified on the basis 

of price level differentials, because these differentials 

were in favor of the United States for all three cases. 

The French franc, the German mark, the Japanese yen, 

the Dutch guilder, and the Swiss franc appreciated over 

the period 1973 to 1978, the amount of appreciation ranging 

from 16 per cent for the French franc to 135 per cent for 

the Swiss franc. However, all of these appreciations could 

be justified on the basis of the purchasing power doctrine 

except that of the Japanese yen which, like the Belgian 

franc, appreciated, while the price level differentials for 

the Japanese case were strongly in favor of the United 

States currency. These currency movements and the sheer 

magnitude of changes in the exchange value of these cur-

rencies may indicate that, during the period under study, 

the foreign exchange market did not smoothly and efficiently 

correct the differences in rates of inflation among various 

countries by appropriately adjusting currency values. 

Regression Results of the Fundamental 
Economic Variables 

The purpose of this section is to present and evaluate 

the final regression equation for each of the countries 
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included in this study. The corrected equations for all 

countries are reported in Table VI. The Cochrane-Orcutt 

procedure (1) described in Chapter III was utilized to 

correct for serial correlation. Appendix B, and specifi-

cally Tables XIII, XIV, XV, and XVI (pp. 150 - 153) > contain 

the original equations and the subsequent recommended 

steps prescribed in Chapter III to deal with multicol-

linearity and autocorrelation. 

Before presenting the regression results, it is 

appropriate to define the abbreviations that will accom-

pany each equation. EXt is the foreign exchange value of 

the currency of the foreign country in terms of the U.S. 

dollar. Pr is the ratio of the domestic consumer price 

index to the U.S. consumer price level, Ir is the ratio 

of the domestic short-term interest rate to the U.S. short-

term interest rate, and Yr is the ratio of the domestic 

income level to the U.S. income level. The numbers ap-

pearing in parentheses below the equation parameters 

are the t-statistics. R-squared is the coefficient of 

multiple determination, which shows the degree of asso-

ciation of the dependent variable with the entire set of 

independent variables. F-ratio is an analysis of variance 

test used to test the statistical significance of R-

squared. D-W is the Durbin Watson statistic, a measure 

of the autocorrelation in the residuals. For equations in 
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which there are 3 and 64 degrees of freedom the F-ratio 

will be statistically significant if it has values of at 

least 2.75 and 4.10 at the .05 and .01 levels of signifi-

cance, respectively (6, pp. 282-283). 

Furthermore, it is important to note that in the 

presentation of the regression results two basic statis-

tical concepts will be employed. First, the collective 

explanatory power of the equation may be statistically 

significant measured by F-ratio. This means that the 

relationship did not happen by mere chance, or that the 

probability of such a chance relationship is remote 

(probably only 5 per cent or 1 per cent, depending on the 

level of statistical significance). Second, this rela-

tionship which is considered to be statistically signifi-

cant might be weak depending on how much the independent 

variables contribute in explaining the variations in 

the level of exchange rates (dependent variable). Hence, 

cases may be found in which the relationship is statis-

tically significant and strong in terms of explanatory 

power, or in which the relationship is statistically 

significant but weak judged on the basis of its explanatory 

importance. Of course, when the relationship is not 

significant statistically it ought also to be extremely 

weak. 
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For the Durbin-Watson statistic to be acceptable 

for 70 observations at the .05 arid .01 levels of sig-

nificance with four variables, the statistic should be 

higher than 1.74 and 1.34, respectively (6, pp. 286-287). 

The countries are presented in alphabetical order. 

1. Belgium: The final corrected equation for 

Belgium which contains the three fundamental economic 

variables is as follows: 

EXt = 43.17 + 115.06Pr + .325Ir - 15.44Yr [29] 
(1.46) (1.096) (.05) (-1.097) 

R2 = .04 F-ratio = .87 D-W =1.80 

From equation [29] and the accompanying statistics, 

it is clear that the explanatory power of the equation 

represented by R-squared is extremely low. More specifi-

cally, the independent variables collectively explain only 

4 per cent of the variations in the spot exchange rate 

of the Belgian franc in the period 1973 to 1978. None 

of the parameters is statistically significant at the 

.05 level. The t-statistics (the numbers in parentheses) 

are less than 2 in absolute value. Also, the consumer 

price level (Pr) coefficient carries the wrong expected 

sign. The F-ratio is statistically insignificant since 

the statistics for 3 degrees of freedom for numerator 

and 65 degrees of freedom for denominator are 2.75 and 

4.10 for the .05 and .01 levels of significance, respec-

tively. The Durbin-Watson statistic falls in the acceptance 
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area since the critical value bounds for three variables 

and seventy observations are 1.67 and 1.52 at the .05 

level of significance. The results in the case of Belgium 

support the hypothesis that the fundamental economic 

variables did not determine the level of exchange rates 

for the Belgian franc in the period 1973 to 1978. 

2- Canada: The Canadian corrected equation, as 

shown in Table VI, is given below: 

EXt =97.14 - 184.4Pr + 3.71Ir - 1.37Yr [30] 
(12.3) (-8.29) (2.96) (-.524) 

R2 = .524 F-ratio = 23.13 D-W =1.63 

The regression equation for the Canadian dollar 

indicates that the explanatory power of the equation is 

relatively weak. The fundamental economic variables ex-

plain only 52.4 per cent of the total variations in the 

level of Canadian exchange rates. The F-ratio indicates 

that the relationship is statistically significant at 

both the .05 and .01 levels. On the other hand, all the 

parameters are statistically significant at the .05 

level except income level, which is not significant. In 

addition, all the regression coefficients carry the ex-

pected sign. The Durbin-Watson statistic indicates the 

disappearance of autocorrelation since it falls in the 

acceptance area. The results for the Canadian dollar 

indicate that the fundamental economic variables did not 
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play a significant role in the determination of the foreign 

value of the Canadian dollar between 1973 and 1978. 

3. France: The corrected equation for the French 

franc is as follows: 

EXf = 56.93 - 71.14Pr - 13.28Ir + 3.78Yr _ [31] 
(3.62) (-.907) (-1.58) (.65) 

R2 = .065 F-ratio = 1.49 D-W = 1.632 

From Table XIV in Appendix B and equation 131] it is 

clear that the explanatory power of the equation was re-

duced from 32.2 per cent to 6.5 per cent as a result of 

correction of autocorrelation. Thus, the fundamental 

economic variables explain only 6.5 per cent of the 

total variations in the French franc in the period 1973 

to 1978. This percentage is extremely low and is, of 

course, statistically insignificant since the F-ratio 

is below 2.75 and 4.10 for the .05 and .01 levels of 

significance, respectively. The regression coefficients 

for all independent variables are statistically insig-

nificant at the .05 level. Furthermore, only the rela-

tive price level coefficient carries the expected sign. 

The Durbin-Watson statistic indicates the disappearance 

of serial autocorrelation, which was a problem before 

correction. The results for France also indicate that 

the fundamental economic variables were not by any 

means the dominant factors in the determination of the 

French exchange rates between 1973 and 1978, since the 
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unexplained variations constituted more than 93 per cent 

of the total variations. 

4. Germany: Equation [32] is the estimated multi-

ple regression for the German mark: 

EXt = 14.22 - 44.42Pr - .875Ir + 2.4Yr [32] 
(4.65) (-2.31) (-.477) (.909) 

R2 = .097 F-ratio = 2.29 D-W = 1.411 

The fundamental economic variables explained collec-

tively 9.7 per cent of the total variations in the Deutsche-

mark during the period under study; about 90 per cent of 

the total variations remained unexplained. The price 

level regression coefficient carries the expected sign 

and is statistically significant at the .05 level. How-

ever, the interest rates and relative income levels re-

gression coefficients are not only statistically insig-

nificant but also carry the wrong sign. The F-ratio is 

below the acceptance level for both the .05 and .01 levels 

of significance, indicating that the R-squared is not 

significant. The Durbin-Watson statistic, though im-

proved from .295 before correction to a high of 1.411, is 

still in the inconclusive area for the .01 level of 

significance. Therefore, the independent variables in 

the case of the German mark did not determine its foreign 

exchange rates in the period 1973 to 1978. 

5. Italy: The equation for the Italian lira is 

presented below: 
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EXt = 3.92 - 7.24Pr - 1.51Ir - .143Yr [33] 
(12.3) (-4.11) (-2.13) (-.541) 

R2 = .409 F-ratio = 14.8 D-W = 1.702 

From equation [31] it is evident that the three fun-

damental economic variables contributed about 41 per cent 

in explaining the variations of the Italian lira from 1973 

to 1978. The R-squared for Italy is not only statistically 

significant but also higher than those in the previous 

cases, except Canada. The F-ratio, which exceeds the .05 

and . 01 levels of significance, indicates the statistical 

significance of the explanatory power of the independent 

variables. However, this explanatory power is still rela-

tively low and leaves more than 59 per cent of the varia-

tions in the Italian lira unexplained. The Durbin-Watson 

statistic indicates the disappearance of serial autocorre-

lation, which plagued the previous uncorrected equations. 

6* Japan: Equation [34] represents the estimated 

multiple regression equation for the Japanese yen: 

EXt = 63.4 + 28.18Pr - 42.0lr + 15.71Yr [34] 
(2.75) (.27) (-2.67) (.709) 

R2 = .118 F-ratio =2.82 D-W = 1.20 

As Tables XII and XIV (Appendix B) indicate, the 

price level differentials and interest rates differentials 

remained in favor of the United States dollar over the 

period 1973 to 1978, but the Japanese yen appreciated 

about 60 per cent during that period. This observation 
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is reflected in the regression coefficients of equation 

[34]. In fact, even the income differential s was- in 

favor of the United States dollar. The explanatory power 

of the three independent variables is extremely low. 

The independent variables explain only 11.8 per cent of 

the total variations in the level of the Japanese foreign 

exchange value. Although low, this relationship is 

statistically significant at the .05 level, as the F-

ratio indicates. All the regression coefficients carry 

the Throng sign and only the coefficient of the interest 

rate is statistically significant. Furthermore, the 

autocorrelation correction method failed to improve the 

Durbin-Watson statistic, although a considerable degree 

of autocorrelation was eliminated from the original equa-

tion. Based on the results, it is evident that the funda-

mental factors did not determine the foreign exchange 

value of the Japanese yen during the period under inves-

tigation. 

7. Netherlands: The estimated equation for the 

Dutch guilder is as follows: 

EXt = 5.07 + 1.45Pr + .263Ir + .196Yr [35] 
(1.99) (.081) (.303) (.099) 

R2 = .002 F-ratio = .04 D-W = 1.482 

It is quite clear from equation [35] that the fun-

damental economic variables played virtually no role in 

the determination of the foreign value of the Dutch guilder. 
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In fact, the price level, interest rate, and income 

level differentials remained generally and on the average 

in favor of the United States dollar; nevertheless, the 

Dutch guilder appreciated during the period under study-

by more than 50 per cent. Equation [35] indicates that 

the Dutch guilder performed counter to all the fundamental 

variables. The independent variables failed to explain 

even one per cent in the total variations of the level 

of the guilder. In addition, all the regression coeffi-

cients are statistically insignificant, and the price 

level and income level coefficients carry the wrong sign. 

The Durbin-Watson statistic indicates the virtual disap-

pearance of serial autocorrelation. 

8. Switzerland: The multiple regression equation 

for the Swiss franc is given below: 

EXt = 35. 82 - 1.0.4. lPr - 4.13Ir + 5.53Yr [36] 
(8.21) (-5.38) (-.771) (1.038) 

R2 = .584 F-ratio = 29.98 D-W = 1.058 

The R-squared for the Swiss franc equation is .584, 

indicating that the fundamental economic variables ex-

plained only 58.4 per cent of the total variations in the 

level of the Swiss franc's spot foreign value. This is 

relatively low explanatory power, even though it is higher 

than that displayed in the previous cases. Only the 

price level regression coefficient is statistically sig-

nificant and carries the expected sign; the interest rate 
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and income level coefficients are not significant. As 

in the case of the Japanese yen, the autocorrelation cor-

rection method explained in Chapter III failed to improve 

the Durbin-Watson statistic for the Swiss franc. 

9. United Kingdom: The estimated regression equation 

for the British pound is presented below: 

EXt = 158.5 - 128.8Pr - 15.6211r + 31.95Yr [37] 
(18.35) (-13.53) (-5.94) (2.27) ~ 

R2 = .806 F-ratio = 88.76 D-W = 1.73 

The results of the British pound equation [37] indicate 

that the fundamental economic variables collectively ex-

plained more than 80 per cent of the variations in the 

level of the British foreign currency value between 1973 

and 1978. This result is significantly better than those 

obtained in other cases. Only the price level coefficient 

of regression carries the expected sign, but all the 

estimated parameters including the constant are statis-

tically significant. Moreover, the Durbin-Watson statistic 

indicates the disappearance of the serial autocorrelation 

which was a serious problem for the original equation in 

Table XIV (Appendix B). As a result of equation [37], it 

may be stated that the fundamental economic variables 

played a rather important role in the determination of 

the British pound's foreign value during the period 1973 

to 1978. 



109 

Summary 

From the presentation of the regression results of 

the three fundamental economic variables, this section 

is concluded with a summary of the main results of the 

regression analysis: 

1. The explanatory power and the existence of 

relationships of five countries (Canada, Italy, Japan, 

Switzerland, and the United Kingdom) are statistically 

significant, measured by R-squared and F-ratio. Only 

in the case of the British pound sterling is the rela-

tionship moderately strong. 

2. The price level coefficients are statistically 

significant at the .05 level and carry the expected nega-

tive for Canada, Germany, Italy, Switzerland, and the 

United Kingdom. The regression coefficients carry the 

wrong sign and are statistically insignificant for Bel-

gium, Japan, and the Netherlands. For France the coef-

ficient carries the expected sign, but the parameter is 

statistically insignificant. 

3. Only the interest rate coefficient for Canada 

carries the expected positive sign and is statistically 

significant. The coefficients for Belgium and the Nether-

lands also have the expected sign, but they are insignifi-

cant. The same regression coefficient is statistically 

significant with the wrong sign for Italy, Japan, and 
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the United Kingdom. However, the parameters for France, 

Germany, and Switzerland neither carry the expected sign 

nor are statistically significant. 

4. The income level coefficients regressions for 

Belgium, Canada, and Italy carry the expected sign but 

are all insignificant. The parameters for income level 

for other countries carry the wrong sign and are all sta-

tistically insignificant, except for the United Kingdom. 

5. The Durbin-Watson statistics for all countries 

are improved significantly, and all are in the acceptance 

area except for Japan and Switzerland. The removal tech-

nique outlined in Chapter III succeeded in correcting auto-

correlation almost entirely, with the exception of these 

two cases. 

6. Overall, the majority of cases indicate that the 

foreign exchange rates for the countries under study did 

not follow the movement in the fundamental economic varia-

bles. In fact, in some cases the exchange rates moved 

counter to the movements in the fundamental economic 

variables. Only in the case of the British pound did the 

fundamental variables play a relatively significant role 

in the determination of a currency's value during the 

1973-1978 period's floating exchange system. 
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Regression Results' of the Nature 
of Speculation Tests 

In this section the nature of speculation will be 

evaluated for each country. The results of purchasing 

power tests will be presented first, followed by the 
J 

coefficient of expectation tests and a conclusion. 

The Purchasing Power Doctrine Test 

As discussed in Chapter III, one version of the 

purchasing power doctrine asserts that if the flexible ex-

change rate begins at equilibrium and then experiences a 

monetary disruption, the percentage of change in the ex-

change rate under a freely fluctuating exchange-rates 

system approximates the percentage of change in the 

relative price ratio between the countries involved. 

In equation [38], EX is the exchange rate of the foreign 

country in U.S. dollars and Pr is the ratio of the con-

sumer price index of the foreign country to the price 

index of the U.S., both indices based on 1970 - 100. 

LogEXt = ai + BiLogP [38] 

As stated earlier, the purchasing power parity doc-

trine would hypothesize that, under free conditions, 3i 

would tend toward minus one since a 10 per cent relative 

increase in the price level of the foreign country should 

be accompanied by a 10 per cent depreciation of the cur-

rency of that country. If speculation is basically of 
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a destabilizing nature, one would expect speculators to 

seize upon weak currencies and cause them to depreciate 

by an amount greater than is justified on the basis of 

the current price ratio. Therefore, it is expected 

generally that. g-j_ will be greater than one in absolute 

value. If speculation is basically stabilizing, on the 

other hand, price level inflation and exchange deprecia-

tion would be regarded as temporary departures from 

normal by speculators, and would result in their taking 

positions in fundamentally weak currencies. Thus, the 

currency would be prevented from depreciating by an 

amount justified by the current Pr• One would thus 

expect empirically to find 32 less than one, if specula-

tion is stabilizing. 

Table VII contains the multiple regression results 

for both the estimate of total elasticity (61) of the ex-

change rate with respect to Pr (the price level ratio) 

and the partial elasticity ($2) °f the exchange rate with 

respect to relative price ratio. The reason for the es-

timation of $2 i-s> a s stated in Chapter III, to avoid a 

systematic downward bias to the estimates of g caused by 

a single independent variable. The estimates of g^ in 

Table VII indicate that 

1. In seven out of nine cases the coefficient re-

gression of the price level ratio was short of unity, 
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TABLE VII 

SUMMARY OF EQUATIONS OF THE FORM 
1. LogEX = ou + $-,LogPr 
2. LogEX = a 2 + 32L°gPr + $3LogIr + B4LogYr** 

Exchange 
Rate 

Ec uation [1] Equation [2] 
Exchange 
Rate Si 

F-
Ratio R 2 D-W $2 

F-
Ratio R 2 D-W 

U.S.-Belgium .43 
(.966) 

.93 .014 2213 .519 
(1.25) 

1.12 .05 1.82 

U.S.-Canada -1.49 
(4.334)* 

18. 78 .224 1.443 -2.07 
(-8.6)* 

24.83* .54 1.45 

U.S.-France -.468 
(-.971) 

.94 .014 1.59 -.394 
(-.99) 

1.68 .073 1.66 

U.S.-Germany -.914 
(-2.14)* 

4.58 .065 1.40 -.943 
(-2.1)* 

2.25 .095 1.42 

U.S.-Italy -.914 
(-5.38)* 

27.86 .297 1.73 -.728 

(-4.01)* 
14.65* J 407 1.73 

U.S.-Japan .173 
(.812) 

22.84 .52 1.35 .239 
(.903) 

10.75* .338 1.47 

U.S.-Nether-
lands 

. 0943 
(.185) 

.03 .005 1.57 .072 
(.135) 

.24 .011 1.49 

U.S.-Switzer-
land 

-2.31 
(-6.52)* 

42.44 .39 1.51 -1.64 
(-3.37)* 

20.17* .486 1.36 

U.S.-United 
Kingdom 

-.382* 
(-2.58)* 

6.65 .0916 1.38 -.84 
(-12.1)* 

63.27* .75 1.66 

t-statistics in parentheses. 
" statistically significant at the .05 level. 
** Source: Tables XVIII and XX, Appendix C, pp. 155- 158-
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indicating stabilizing speculation. These cases are 

Belgium, France, Germany, Italy, Japan, the Netherlands, 

and the United Kingdom. However, in only three of these 

seven cases are the betas statistically significant, 

namely, Germany, Italy, and the United Kingdom. 

2. In two cases, the Canadian dollar and the Swiss 

franc, speculation was destabilizing. For both cases the 

parameters are statistically significant. 

The estimates of 3^ in Table VII did not change the 

results obtained from g2 calculations; however, it did 

change the magnitude of some parameters. It increased 

the betas in absolute value for Belgium, Canada, Germany, 

Japan, and the United Kingdom and reduced the magnitude 

for France, Italy, the Netherlands, and Switzerland. 

In closing this section, it may be appropriate to 

consider why the data did not exactly fit the model of 

the purchasing power doctrine. First, the model assumes 

that exchange rates are permitted to float freely while 

in fact governments still intervene in foreign exchange 

markets from time to time in order to achieve a managed 

float. In brief, the model may not be a completely 

accurate description of existing exchange rate regimes. 

Second, monthly data may not be suitable for testing 

what is essentially a model of long-run equilibrium. As 

such they may be dominated by transitory dynamic adjustment 
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phenomena that are absent in long-run static equilibrium. 

In fact, Moon Lee (2) tested the purchasing power parity 

for eight of the countries examined in this study for the 

period 1900 to 1972 and found a strong empirical relation-

ship between changes in exchange rates and the difference 

in the changes in price levels in the United States and 

major non-U.S. countries. Furthermore, his conclusions 

are the same whether general wholesale or the consumer 

price index is used in the tests. 

Unfortunately, the post-Bretton Woods era of floating 

rates is only six years old and the number of annual ob-

servations is insufficient to test the purchasing-power 

doctrine. Even the number of quarterly observations 

is distressingly low. 

The Coefficient of Expectation Test 

Before any evaluation is made regarding the coeffi-

cient of expectation test, it should be made clear that 

this framework has been thoroughly developed by Thomas 

(4, 5). In this test an attempt is made to draw in-

ferences concerning the elasticity of speculators' expec-

tations. Thomas, depending on Nurkse's (3) analysis of 

the exchange markets of the early 1920s, argues that when 

expectations become highly elastic they also become de-

stabilizing. A brief discussion of the coefficient of 

expectation model was given in Chapter III, and a detailed 
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development of the model is presented in Appendix D. 

Referring to equation [39], EXt is the current exchange 

rate, EXt_i is the exchange rate in the previous period, 

Pt is the current relative prices, and Pt-i is the relative 

prices in the previous period. 3 is the coefficient of 

expectation. 

EXt = a + (1 - 3i)EXt-i + tfPt - SPt-1 _ _ _ _ _ _ [39] 

Estimation of equation [39] provides a method of empirically 

estimating the magnitude of beta, the coefficient of expec-

tation. One need merely subtract the estimated coefficient 

of the EXt.! term from unity to obtain the estimate of 

beta. If the betas are significantly greater than zero, 

expectations are considered highly elastic and it is argued 

that speculation is destabilizing. 

Table VIII and Tables XXI and XXII in Appendix D 

contain the regression results and the beta estimates 

for both the original equation and the reduced form which 

was developed to avoid the probable multicollinearity 

in equation [39]. It is quite clear from Table VIII 

that all the betas (Si and $2) ar^ greater than zero and 

all are statistically significant. Therefore, all cases 

indicate an elastic expectation and thus support the 

hypothesis of destabilizing speculation. All the betas 

are statistically significant at both the .05 and .01 

levels. 
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RESULTS OF EQUATIONS OF THE FORM 
1. EXt = (1 - 3!)EXt_i + oiPrt. - YP 

EXt = (1 - 32)EXt_! + 6(P r t 
T^rt-lS , 

" Prt-l)'
f 

Country Gl 02 

Belgium . 138 
(12.375)** 

.1039 
(14.22)** . 

Canada .0465 
(17.54)** 

-.0256 t/ 
(31.67)** 

France .143 
(13.52)** 

.125 
(14.91)** 

Germany .148 
(10.85)** 

.03 
(18.2)** 

Italy .068 
(14.06)** 

.034 
(46.8)** 

Japan -.055 
(35.85)** 

-.055 
(36.1)** 

Netherlands . 064 
(20.59)** 

.0667 
(20.76)** 

Switzerland .0302 
(15.877)** 

-.0515 
(38.42)** 

United Kingdom .052 
(18.447)** 

.0212 
(47.84)** 

t-statistics in parentheses. 
* Source: Tables XXI and XXII, Appendix D, pp.160 - 161 
** statistically significant at the .05 level. 
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The results of the purchasing power parity tests, 

both for the one-variable and three-variable equations, 

indicate that in seven cases out of nine the absolute 

value of the coefficient regression of the relative prices 

fell short of unity; this was interpreted as stabilizing 

speculation. Only three of these cases, however, were 

statistically significant. The cases for the Canadian 

dollar and the Swiss franc indicated destabilizing specula-

tion and were statistically significant. 

The coefficient of expectation tests indicate that 

both sets of betas are statistically greater than zero. 

The implication of those estimates is that the expectations 

were generally elastic and thus very sensitive in the 

adjustment process. Simply, this elasticity is an indica-

tion of the existence of destabilizing speculation. 

A General Conclusion and Summary 

The purpose of this chapter has been to assess empir-

ically the role of three fundamental economic variables 

(relative price levels, relative interest rates, and rela-

tive income levels) in the determination of the foreign 

exchange rates of the most important international floating 

currencies. Another purpose has been to draw some in-

ferences regarding the nature of speculation in the 

foreign exchange market. 
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From the conceptual and the theoretical framework 

presented in Chapter II, the hypothesis that exchange 

rates are primarily a function of speculative or psycho-

logical forces was regarded as equivalent to the hypo-

thesis that either the estimated coefficients of the fun-

damental economic variables in the multiple regression 

equations do not consistently exhibit the correct sign, 

that these parameter estimates have the correct sign but 

their degree of statistical significance is low, or that 

the collective explanatory power of the fundamental factors 

is weak. 

Taking these criteria as a basis for evaluation, the 

majority of cases lent support to the hypothesis that 

psychological and speculative forces did dominate the 

behavior of the foreign exchange market for the currencies 

under investigation during the period 1973 to 1978. 

On the other hand, the purchasing power doctrine 

test employed in this analysis gave mixed and in some 

cases inconclusive results. Some currencies were inter-

preted to have experienced destabilizing speculation; some, 

stabilizing speculation with statistical significance; 

and the rest, stabilizing speculation without statistical 

significance. Two preliminary reasons were given for the 

inconclusive results of the purchasing power tests, namely, 

governmental intervention in the foreign exchange market 
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to alleviate erratic and disorderly fluctuations and the 

use of short-term data to test a long-run phenomenon. 

The second test of the nature of speculation gave a 

consistent result, indicating that destabilizing specula-

tion dominated the foreign exchange market for the curren-

cies under investigation between 1973 and 1978. 

Therefore, it is concluded here that the movements 

in the values of the foreign currencies studied in this 

research did not follow the movements in the fundamental 

economic variables; rather, it is concluded that the gyra-

tions in these currencies over the period under investiga-

tion were influenced by destabilizing speculative forces. 

This result implies that some currencies depreciated in 

spite of their relative fundamental strength while other 

currencies appreciated regardless of their relative funda-

mental weakness. In other words, the speculative forces 

in the foreign exchange markets acted counter to the under-

lying economic forces and, as a result, the demand for 

some currencies was intensified, leading to a disequili-

brium price which was not justifiable on the basis of pure 

fundamental forces. On the other hand, the same specula-

tive forces abandoned some currencies by converting their 

holdings of such currencies into the other group mentioned 

above, resulting in depreciation which could not be re-

lated to the fundamental economic variables. Therefore, 
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in the current floating system the fundamental economic 

variables are not by any means the sole determinant of 

foreign exchange rates. The results of this study indicate 

that psychological and speculative forces influenced the 

exchange rate movements to a large extent in the period 

studied. 
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CHAPTER V 

FINDINGS AND IMPLICATIONS OF RESULTS 

In Chapter I the arguments for and against the 

flexible and fixed exchange rate systems were presented. 

Among the arguments in favor of the flexible rates system 

was one that maintained that if authorities stayed out 

of the market, exchange rates would behave in response 

to the demand and supply forces and would consequently 

adhere to the movements of the fundamental economic 

variables. This dissertation has concentrated mainly 

on this proposition. The role of the fundamental economic 

variables, specifically relative price levels, relative 

interest rates, and relative income levels, in the 

determination of foreign exchange rates was investigated. 

The empirical results presented in Chapter IV indicated 

that in eight out of nine cases studied the fundamental 

economic variables either played a relatively weak role 

or had a very minor one in explaining the variations in 

the level of the foreign currency values during the period 

of the current float, 1973 to 1978. 

Therefore, the reasonable explanation was that 

there should be other influences that move the "hot 

money" and eventually drive the foreign prices of national 

123 
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currencies counter to the expected direction suggested on 

purely economic grounds. Among these influences were 

rumors, funds seeking political safety, and psychological 

and speculative forces.. Here it was argued that, if the 

fundamental economic variables did not explain the move-

ments of the currency rates, speculative activity in the 

foreign exchange market might be responsible. 

In an attempt to draw inferences on the nature of 

speculation, specifically, whether it was stabilizing or 

destabilizing, two tests were conducted, the purchasing 

power docitrine test and the coefficient of expectation 

test. The first test divided the currencies into two 

groups, stabilizing and destabilizing, whereas the latter 

test lent support to the destabilizing nature of specula-

tion. Two likely reasons were mentioned for the lack of 

adherence to the purchasing power doctrine demonstrated 

by the currencies under investigation. The first was 

the frequent governmental interference in the foreign 

exchange market; the second was the utilization of short-

run data to investigate the long-run equilibrium. Some 

explanation of the second reason may be useful at this 

point. There is considerable empirical evidence that 

relative price changes have a strong influence on volume 

of imports and exports and, consequently, on demand 

and supply of the foreign value of the national currency. 
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Time is needed, however, for the requisite changes in 

demand and production to take place, so that only some 

fraction--say one-fourth to one-half—of the ultimate 

volume effects will be observed over a period as short 

as a year (1, p. 8). It is argued that it is likely to 

take time for some consumers to switch from traditional 

suppliers with whom they may have long-term contracts to 

producers located in a country whose currency has depre-

ciated. In addition, it may be necessary for producers 

to set up new marketing networks in countries to which 

they have not previously exported. Therefore, the incon-

sistency in the purchasing power doctrine tests may be 

related to the arguments that the doctrine is a long-run 

equilibrium case. 

Interpretations and Policy Implications 
Suggested by the Results 

1. The analysis of the flexible exchange rates in 

the period 1973 to 1978 did not produce the same empirical 

results as those yielded by the flexible system of the 

1920s when studied by some scholars. In fact, Thomas (6) 

hinted at that contrast in his analysis of the post-World 

War I episode by saying, "Since a cross section of the 

countries studied in the 1920's suggests that the viability 

of the system is a function of the extent of price level 

inflation, one cannot be assured that a system of freely 
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fluctuating exchanges would be tenable in the 1970's, when 

world-wide secular inflation appears to be an increasingly 

likely prospect" (6, p. 182). Using an econometric model 

similar to the one utilized in this study, in his analysis 

of the flexible exchange rates of the 1920s Thomas found 

that the exchange rates were not determined primarily by 

speculative or psychological influences; rather, the fun-

damental economic variables played a dominant role in 

explaining the variations in the level of the exchange 

rates for the years he studied. However, the basic en-

vironment in which the exchange rate is determined has 

changed drastically in recent years. The reduction in 

downward wage and price flexibility, the evolution of OPEC 

as an economic and financial element in the world economy, 

and the rise of some developing countries as competitive 

factors in world trade have important implications. 

Furthermore, the influence of exchange rate expectations 

is believed to be strong. The changes in exchange rate 

expectations are perhaps worthy of special note because 

many factors influence these expectations and because the 

factors themselves are subject to frequent change, espec-

ially in an environment of high inflation and irregular 

economic growth. Although the factors affecting exchange 

expectations are not directly observable, it is known 

that they include monetary and fiscal policies, inflation 
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differential, current and trade accounts imbalances and 

relative competitive positions, political uncertainties, 

official intervention in exchange markets, and the change 

in the exchange rate itself. 

Furthermore, the flexible system of the 1920s was 

probably viewed as a temporary practice which would be 

abandoned very soon, whereas in the current float there 

is no reason for the participants in the market to believe 

that a return to a fixed system is imminent. 

2. The data presented in Chapters I and IV indicate 

large month-to-month and year-to-year movements in the 

exchange rates. It is believed that there are two likely 

reasons for these movements. First, as indicated by 

McKinnon (4) and Mussa (5), the period of the current 

float has been one of turmoil in economic affairs: the 

increase in oil and food prices, the pursuit of stop-go 

policies by many governments, and the acceleration of 

world inflation followed by the onset of world recession. 

All this turmoil has clearly generated uncertainty which 

has been reflected in the markets for all types of assets, 

including foreign exchange markets. Almost all of these 

variables have an impact upon expectations, as mentioned 

earlier. Second, for a number of major currencies there 

was no well-established bench-mark for the appropriate 

value of the exchange rate at the start of the flexible 
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exchange rate period. Perhaps, as the market gains 

greater experience, bench-marks will be established for 

the rates between major currencies and there will be 

some moderation in month-to-month and quarter-to-quarter 

movements of exchange rates. 

3. Since most currencies' movements could not be 

explained by the movements in the fundamental economic 

variables and, in some cases, the movements in the ex-

change rates were counter to the fundamental variables1 

shifts, it seemed quite clear that some currencies stayed 

overvalued despite their fundamental weaknesses while 

others remained undervalued even though that could not 

be justified on the basis of economic considerations. 

Advocates of flexible rates argue that government inter-

ventions are the reason for the foreign exchange market's 

imperfections, especially the short-run instability of 

rates. They argue that if authorities would stay out 

the market, speculators would no longer have to anticipate 

the central banks' behavior; they could concentrate on 

underlying economic trends and act to stabilize exchange 

rates. Kennen (3) argues that there have been large 

movements of reserves, testifying to official interven-

tion in the foreign exchange markets, and that there has 

been an unprecedented volume of official and quasi-official 

borrowing that has served the same purpose as outright 
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intervention. Furthermore, the Wall Street Journal and 

financial press carry items about governmental interven-

tion by many countries either to prevent their currencies 

from appreciating or from depreciating. 

4. The level of exchange rates can be expected to 

change when economic conditions, such as real incomes, 

price levels, interest rates, and the supply of money, 

change in different proportions in the countries involved. 

From time to time, however, as noted earlier in Chapter IV, 

exchange rate changes have been erratic, reversible, and 

on occasion difficult to relate to underlying economic 

conditions. The influences operating on exchange markets 

are too numerous and diverse to permit a single explanation 

for recent exchange rate variability. However, it is be-

lieved that, for countries with well-developed money 

and capital markets, conditions in the financial markets 

are probably more important than those in the goods markets 

for determining short-run exchange rate movements (2, 

p. 37). Changes in exchange rate expectations and offi-

cial intervention and short-term capital movements also 

influence the size of short-term fluctuations. 

An important policy implication of this study is 

that measures are needed to reduce the frequency and 

duration of disorderly market conditions. To the extent 

that unexpected changes in monetary and fiscal policies 
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lead to short-term exchange rate changes, there is a po-

tential contribution to be made by greater stability in 

the conduct of these policies. Greater official inter-

vention in the exchange markets is another option, but 

the effects of past intervention are not well established 

(2, p. 37). The principal difficulty faced by the 

authorities in intervening in the market is, of course, 

that of distinguishing reversible short-term influences 

from those changes reflecting changes in the underlying 

fundamental economic variables. Therefore, restoration 

of greater exchange rate stability probably requires the 

restoration of economic stability at the national level 

and a coordinated effort to bring compatability in poli-

cies regarding rate of inflation, output growth, monetary 

expansion, and, consequently, intercountry differentials 

in these variables, with a significant reduction of the 

existing large account imbalances among industrial nations. 
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APPENDIX A 

EXCHANGE KATES, CONSUMER PRICE INDICES, INTEREST 

RATES, AND INDUSTRIAL PRODUCTION INDICES 

FOR TEN NATIONS, 1973-1978 
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EXCHANGE RATES (MONTHLY AVERAGES): U.S. 
PER UNIT OF NATIONAL CURRENCY 

DOLLARS 

Year Belgium Canada France Italy 

1973 
Jan .22815 .9994 .19897 .001719 
Feb .25329 1.0059 .22080 .001751 
Mar .24950 1.0010 .22022 .001717 
Apr .24802 .9968 .21882 .001692 
May .25934 1.0050 .22676 .001708 
Jun .22739 1.0016 .24361 .001712 
Jul .27886 .9988 .24225 .001710 
Aug .26560 .9946 .23121 .001765 
Sep .27100 .9942 .23529 .001773 
Oct .27115 1.0010 .23518 .001752 
Nov .25291 1.0000 .22262 .001656 
Dec .24201 1.0042 .21224 .001645 
1974 
Jan .23557 1.0119 .19608 .001514 
Feb .24777 1.0322 .20764 .001547 
Mar .25674 1.0284 .20991 .001607 
Apr .26638 1.0412 .20513 .001582 
May . .26226 1.0395 .20362 .001552 
Jun .26309 1.0286 .20734 .001544 
Jul .26144 1.0212 .21304 .001549 
Aug .25413 1.0126 .20730 .001513 
Sep .25491 1.0144 .21093 .001514 
Oct .26212 1.0156 .21299 .001498 
Nov .26874 1.0128 .21584 .001505 
Dec .27685 1.0089 .22497 .001540 
1975 
Jan .28555 1.0006 .23127 .001563 
Feb .29330 1.0020 .23992 .001592 
Mar .28849 .9968 .23719 .001582 
Apr .28425 .9812 .24172 .001579 
May .28523 .9777 .24710 .001599 
Jun .28369 .9703 .24752 .001586 
Jul .26015 .9692 .22857 .001503 
Aug .25996 .9688 .22727 .001495 
Sep .25003 .9754 .22046 .001455 
Oct .25955 .9831 .22973 .001486 
Nov .25278 .9895 .22416 .001461 
Dec .25299 .9839 .22292 .001463 
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Year Belgium Canada France Italy 

1976 
Jan .25484 .9990 .22336 .001331 
Feb .25549 1.0156 .22277 .001304 
Mar .25608 1.0161 .21418 .001190 
Apr .25760 1.0219 .21455 .001115 
May .25095 1.0217 .21137 .001185 
Jun .25191 1.0324 .21097 .001190 
Jul .25445 1.0254 .20329 .001197 
Aug .25723 1.0190 .20325 .001189 
Sep .26589 1.0275 .20296 .001163 
Oct .27071 1.0286 .20008 .001157 
Nov .27124 .9662 .20028 .001157 
Dec .27791 .9909 .20121 .001143 
1977 
Jan .26896 .9795 .20096 .001143 
Feb .27235 .9556 .20052 .001131 
Mar .27319 .9463 .20125 .001127 
Apr .27733 .9547 .20165 .001128 
May .27728 ..9515 .20214 i .001129 
Jun .27751 . 9435 .20329 .001130 
Jul .28273 .9357 .20488 .001134 
Aug .27999 .9305 .20383 ! .001134 
Sep .27978 .9316 .20396 .001133 
Oct .28391 .9024 .20623 .001137 
Nov .28486 .9030 .20580 .001139 
Dec .30358 .9137 .21254 .001147 
197.8 
Jan .30574 .9028 .21128 .001153 
Feb .31598 .8971 .20982 .001172 
Mar .31766 .8832 .21829 .001173 
Apr .30981 .8842 .21683 .001153 
May .30415 .8905 .21706 .001154 
Jun .30572 .8893 .22217 .001170 
Jul .31075 ..8841 .22868 .001188 
Aug .31946 .8687 .22973 .001197 
Sep .32733 ..8452 .23089 : .001214 



TABLE IX—Continued 

135 

Year Germany Japan Nether- Swi tze r - United 
lands land Kingdom 

1973 
Jan .3167 .00332 .3145 .2760 2.3822 
Feb .3517 .00370 .3503 .3197 2.4900 
Mar .3524 .00376 .3397 . 3089 2.4775 
Apr .3525 .00377 .3372 .3086 2.4888 
May .3663 .00377 .3531 .3230 2.5665 
Jun .4124 .00377 .3817 .3378 2.5820 
J u l . 4252 .00380 .3848 . 3489 2.5130 
Aug .4052 .00377 .3726 .3301 2.4585 
Sep . 4132 .00376 .3945 .3309 2.4135 
Oct .4090 .00375 .3934 .3229 2.4390 
Nov .3820 .00357 . 3622 .3123 2.3430 
Dec .3700 .00357 .3541 .3083 2.3232 

1974 
2.3232 

Jan .3595 .00333 .3438 .3040 2.2770 
Feb .3750 .00347 .3579 .3203 2.3055 
Mar .3964 .00362 .3724 .3333 2.3940 
Apr .4087 .00357 .3852 .3431 2.3428 
May . 3954 .00355 .3765 .3360 2.3930 
Jun .3914 .00352 .3771 .3336 2.3905 
J u l .3865 .00336 .2791 .3361 2.3761 
Aug .3754 .00330 .3685 .3324 2.3178 
Sep .3769 .00335 .3698 .3394 2.3323 
Oct .3876 .00334 .3789 .3484 2.3338 
Nov .4037 .00333 .3902 .3682 2.3237 
Dec .4149 .00332 .3989 .3937 2.3485 

1975 
2.3485 

Jan .4272 .00336 .4107 .4000 2.3778 
Feb .4376 .00349 . 4261 .4167 2.4268 
Mar .4264 .00340 .4175 .3956 2.4090 
Apr .4205 .00341 .4114 .3911 2.3531 
May .4261 .00343 .4156 .3997 2.3114 
Jun .4246 .00337 .4098 .3995 2.1980 
J u l .3880 .00336 .3766 .3685 2.1472 
Aug .3868 .00336 .3779 .3729 2.1110 
Sep .3757 .00330 . 3655 .3639 2.0409 
Oct .3914 .00331 .3812 .3811 2.0757 
Nov .3805 .00330 . 3712 .3733 2.0168 
Dec .3814 .00328 .3719 .3817 2.0235 
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Year Germany Japan Nether - Swi tze r - Uni ted 
lands land Kingdom 

1976 
Jan . 3855 .00329 . 3751 .3846 2.0291 
Feb .3899 .00331 .3736 .3903 2.0201 
Mar .3940 .00334 .3722 . 3946 1.9157 
Apr .3943 .00334 .3723 .3979 1.8440 
May .3855 .00333 .3630 .4097 1.7640 
Jun .3885 .00336 .3655 .4044 1.7813 
J u l .3932 .00341 .3694 .4032 1.7843 
Aug .3957 .00346 .3771 .4037 1.7746 
Sep .4103 .00348 .3893 .4075 1.6775 
Oct .4158 .00341 .3968 . 4105 1.6060 
Nov .4158 .00338 .3986 . 4093 1.6484 
Dec .4232 .00341 .4070 . 4080 1.7024 

1977 
Jan .4131 .00346 .3946 .3973 1.7142 
Feb .4175 .00354 .4000 .3917 1.7092 
Mar .4186 .00360 .4013 .3932 1.7201 
Apr .4215 .00360 .4078 .3962 1.7184 
May .4243 .00361 .4055 .3994 1.7176 
Jun .4277 .00374 . 4044 .4063 1.7202 
J u l .4371 .00376 .4097 .4156 1.7374 
Aug .4307 .00374 .4078 .4174 1.7429 
Sep .4335 .00377 .4070 .4275 1.7465 
Oct .4439 .00399 .4125 .4482 1.8320 
Nov .4488 .00407 .4155 .4619 1.8150 
Dec .4751 .00417 .4386 . 5000 1.9060 

1978 
Jan .4735 .00414 .4423 .5048 1.9504 
Feb .4812 .00419 .4556 .5339 1.9343 
Mar . 4943 .00450 .4621 .5350 1.8563 
Apr .4836 .00448 .4525 .5173 1.8313 
May .4760 .00448 .4442 .5244 1.8222 
Jun .4819 .00489 .4478 .5182 1.8602 
J u l .4900 .00524 .4533 .5741 1.9317 
Aug .5033 .00526 . 4640 .6075 1.9425 
Sep .5157 .00529 .4746 .6481 1.9721 
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Year Belgium Canada France Germany Italy 

1973 
Jan 1 1 4 . 0 1 1 1 . 4 1 1 5 . 5 1 1 5 . 6 1 1 6 . 2 
Feb 1 1 5 . 3 1 1 2 . 0 1 1 5 . 8 1 1 6 . 4 1 1 7 . 5 
Mar 1 1 5 . 5 1 1 2 . 3 1 1 6 . 4 1 1 7 . 1 1 1 8 . 8 
Apr 1 1 6 . 2 1 1 3 . 6 1 1 7 . 2 118 .0 1 2 0 . 0 
May 1 1 6 . 6 1 1 4 . 4 1 1 8 . 3 1 1 8 . 7 1 2 1 . 8 
Jun 1 1 7 . 2 1 1 5 . 4 1 1 9 . 2 1 1 9 . 5 1 2 2 . 9 
Jul 1 1 7 . 7 1 1 6 . 4 1 2 0 . 2 1 1 9 . 5 1 2 3 . 6 
Aug 1 1 8 . 3 1 1 8 . 0 1 2 1 . 0 1 1 9 . 4 1 2 4 . 4 
Sep 1 1 8 . 8 118 .7 1 2 2 . 1 1 1 9 . 8 1 2 5 . 1 
Oct 1 1 9 . 6 1 1 9 . 0 1 2 3 . 4 120 .7 1 2 6 . 1 
Nov 1 2 0 . 4 119 .9 1 2 4 . 5 1 2 1 . 8 1 2 7 . 5 
Dec 1 2 1 . 9 1 2 0 . 6 1 2 5 . 3 1 2 2 . 9 1 2 9 . 1 

1974 
Jan 1 2 3 . 3 1 2 1 . 5 1 2 . 7 4 123 .7 1 3 0 . 8 
Feb 1 2 4 . 9 122 .7 1 2 9 . 1 124 . 8 1 3 3 . 0 
Mar 1 2 6 . 4 1 2 4 . 0 1 3 0 . 6 1 2 5 . 2 1 3 6 . 9 
Apr 1 2 8 . 2 1 2 4 . 8 1 3 2 . 7 125 . 9 138 .7 
May 1 3 0 . 1 1 2 6 . 9 1 3 4 . 3 126 .7 1 4 0 . 6 
Jun 1 3 2 . 0 1 2 8 . 5 1 3 5 . 8 1 2 7 . 2 1 4 3 . 3 
Jul 1 3 3 . 0 1 2 9 . 5 1 3 7 . 5 1 2 7 . 5 1 4 6 . 8 
Aug 1 3 5 . 6 1 3 0 . 8 1 3 8 . 6 127 .7 1 4 9 . 8 
Sep 1 3 7 . 4 1 3 1 . 5 1 4 0 . 1 1 2 8 . 1 1 5 4 . 7 
Oct 1 3 8 . 6 1 3 2 . 8 1 4 1 . 8 1 2 8 . 8 1 5 7 . 9 
Nov 1 4 0 . 0 1 3 4 . 2 1 4 3 . 1 129 .7 1 6 0 . 3 
Dec 1 4 1 . 0 1 3 5 . 5 1 4 4 . 3 1 3 0 . 1 161 .7 

1975 ! 
Jan 1 4 2 . 5 1 3 6 . 2 145 . 9 1 3 1 . 3 1 6 3 . 6 
Feb 1 4 4 . 1 1 3 7 . 2 1 4 7 . 0 1 3 2 . 0 1 6 5 . 5 
Mar 1 4 5 . 1 1 3 7 . 9 1 4 8 . 2 1 3 2 . 6 1 6 5 . 7 
Apr 146. 7 1 3 8 . 6 1 4 9 . 5 1 3 3 . 6 1 6 8 . 0 
May 1 4 7 . 9 1 3 9 . 8 1 5 0 . 6 1 3 4 . 4 1 6 9 . 2 
Jun 1 4 8 . 5 141 .9 1 5 1 . 7 1 3 5 . 4 1 7 0 . 8 
Jul 1 4 9 . 9 1 4 3 . 8 1 5 2 . 8 1 3 5 . 4 1 7 1 . 8 
Aug j 1 5 1 . 0 1 4 5 . 3 1 5 3 . 8 1 3 5 . 2 172 .7 
Sep 1 5 2 . 3 145 .6 1 5 5 . 1 1 3 5 . 9 174 .2 
Oct 1 5 4 . 1 1 4 6 . 9 1 5 6 . 3 1 3 6 . 3 1 7 6 . 5 
Nov 153 .7 1 4 8 . 3 1 5 7 . 3 136 .7 1 7 8 . 0 
Dec 1 5 6 . 5 1 4 8 . 5 1 5 8 . 2 1 3 7 . 1 179 .7 
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Year Belgium Canada France Germany Italy 

1976 
Jan 158.0 149.3 159.9 138.2 181.5 
Feb 158.5 149.8 161.0 139.2 184.5 
Mar 159.5 150.4 162.4 139.7 188.4 
Apr 161.0 151.0 163.8 140.6 194.0 
May 162.2 152.3 164.9 141.1 197.3 
Jun 162.4 153.0 165.6 141.5 198.2 
Jul 163.7 153.6 167.2 140.9 199.4 
Aug 164.4 154.3 168.4 141.4 201.1 
Sep 166.5 155.0 170.2 141.4 204.7 
Oct 166.9 156.1 171.8 141.5 211.6 
Nov 167.5 156.6 173.2 141.8 216.1 
Dec 168.4 157.1 173.8 147.5 218.8 
1977 
Jan 170.1 158.4 174.3 143.8 221.8 
Feb 171.4 159.9 175.5 144.7 226.3 
Mar 171.3 161.5 177.1 1.45.2 230.3 
Apr 172.2 162.4 179.4 145.9 232.7 
May 173.9 163.8 181.1 146.5 235.7 
Jun 175.0 164.9 182.5 147.2 238.0 
Jul 175.5 165.5 184.1 147.0 239.8 
Aug 176.1 167.2 185.1 146.9 241.4 
Sep 177.3 168.1 186.7 146.7 244.0 
Oct 177.7 169.8 188.2 146.9 246.6 
Nov 178.3 170.9 188.9 147.1 250.3 
Dec 178.9 172.0 189.4 147.5 251.5 
1978 
Jan 180.0 172.6 190.3 148.4 253.9 
Feb 180.6 173.8 191.7 149.2 256.5 
Mar 181.0 175.7 193.4 149.7 259.1 
Apr 181.2 176.1 195.5 150.1 262.0 
May 181.5 178.6 197.4 150. 5 264.8 
Jun 181.5 180.1 198.9 150.9 267.0 
Jul 182.5 182.8 201.4 150.9 269.0 
Aug 183.3 183.0 202.4 150.5 270.0 
Sep 184.0 182.7 203.8 150.1 274.0 
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Year Japan Nether- Switzer- United United 
lands land Kingdom States 

1973 
Jan 114.5 120.6 118.9 122.2 109.8 
Feb 115.4 121.1 119.7 123.0 110.6 
Mar 118.4 122.3 120.7 123.7 111.6 
Apr 120.7 124.4 120.9 126.0 112.4 
May 122.8 125.0 121.8 127.0 113.1 
Jun 123.0 125.3 122.7 127.6 113.8 
Jul 123.9 125.0 122.9 128.2 114.1 
Aug 125.0 125.7 123.3 128.5 116.2 
Sep 128.6 127.0 124.4 1.29.7 116.5 
Oct 129.1 128.2 127.0 132.2 117.5 
Nov 130.4 128.8 129.6 133.2 118.3 
Dec 135.2 129.4 131.6 134.2 119.1 
1974 
Jan 140.7 130.4 132.7 136.8 120.1 
Feb 145.3 131.7 131.7 139.2 121.7 
Mar 146.2 133.6 132.3 140.4 123.0 
Apr 150.0 135.3 131.5 145.1 123.7 
May 150.4 135.9 133.8 145.5 125.1 
Jun 151.2 136.4 134.5 146.7 126.3 
Jul 154.8 136.9 135.0 148.6 127.3 
Aug 155.8 137.9 136.3 149.0 128.9 
Sep 158.2 140.1 138.5 150.6 130.4 
Oct 161.7 141.9 139.4 153.6 131.6 
Nov 162.9 143.0 141.3 156.1 132.7 
Dec 163.6 143.5 141.5 158.6 133.6 
1975 
Jan 164.4 144.9 142.3 1.62.8 134.2 
Feb 165.0 145.3 142.8 165.5 135.2 
Mar 166.5 147.4 143.3 1.68.6 135.7 
Apr 170.1 149.2 143.7 1.74.8 136.4 
May 171.4 150.1 144.7 182.1 137.0 
Jun 171.4 • 150.4 145.3 185.2 138.1 
Jul 171.9 151.3 145.0 187.1 139.6 
Aug 171.7 152.7 145.4 188.7 140.0 
Sep 174.6 154.6 146.0 190.3 140. 7 
Oct 177.4 156.0 146.1 192.9 141.5 
Nov 176.4 156.4 146.6 195.2 142.4 
Dec 176.3 156.7 146.4 1 197.4 143.0 
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Year Japan Nether- Switzer- United United 
lands land Kingdom States 

1976 
Jan 179.4 157.5 147.2 199.4 143.3 
Feb 180.6 159.0 147.1 201.3 143.7 
Mar 181.3 160.5 146.9 202.0 144.0 
Apr 186.0 163.9 146.9 205.6 144.6 
May 186.6 164. 5 146.6 208.3 145.5 
Jun 187.3 164.5 146.9 209.9 146.3 
Jul 188.3 163.7 147.1 211.8 147.1 
Aug 187.0 165.4 147.6 214.1 147.8 
Sep 191.6 167.2 147.3 216.1 148.4 
Oct 192.8 169.5 147.6 219.9 149.0 
Nov 192.8 169.7 147.9 222.6 149.4 
Dec 195.1 169.7 148.3 225.3 149.9 
1977 
Jan 196.8 169.5 148.5 230.9 150. 7 
Feb 197.8 170.8 148.6 233.0 152.3 
Mar 199.0 177.2 148.4 235.5 153.2 
Apr 202.3 175.1 148.5 241.4 154.4 
May 204.1 176.0 148.4 243.8 155.3 
Jun 203.3 176.4 149.4 246.4 156.3 
Jul 202.8 176.1 149.5 247.9 157.0 
Aug 203.1 176.7 149.5 249.8 157.6 
Sep 206.4 177.8 149.6 251.5 158.2 
Oct 207.6 187.6 150.0 253.0 158.6 
Nov 205.3 179.0 149.8 254.2 159.4 
Dec 204.8 178.4 149.7 255.3 160.0 
1978 
Jan 205.7 177.8 150.0 256.9 160.9 
Feb 206.7 178.5 150.2 258.6 162.0 
Mar 208.6 180.0 150.3 259.9 163.1 
Apr 210. 6 181.3 150.6 263.4 164.0 
May 212.2 181.6 150.7 264.9 166.2 
Jun 211.2 181.4 151.0 266.5 168.0 
Jul 212.0 182.8 151.0 2.68.5 169.1 
Aug 212.4 183.7 151. 2 270.7 169.9 
Sep 214.8 185.0 150.7 272.1 171.2 
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Year Belgium Canada France Germany Italy 

1973 
Jan .0510 .0390 .075 .0475 .0672 
Feb .0520 .0399 .075 .0475 .0666 
Mar .0520 .0446 .075 .0475 .0670 
Ap>r .0520 .0490 .075 . 0475 .0668 
May .0525 .0518 .075 .0575 .0676 
Jun .0570 . 0548 .075 .0675 .0692 
Jul . 0655 .0774 .085 .0700 .0687 
Aug .0685 .0618 .095 .0700 .0688 
Sep .0735 .0650 . 110 .0700 .0688 
Oct .0765 .0651 .110 .0700 .0697 
Nov .0765 .0643 .110 .0700 . 0704 
Dec .0765 .0635 .110 .0700 .0706 
1974 
Jan .0765 .0622 .110 .0700 .0698 
Feb .0850 .0607 .110 .0700 .0705 
Mar .0900 .0651 .110 .0700 .0757 
Apr . 0940 .0764 .110 .0563 .0783 
May .1000 .0863 .110 .0563 .0861 
Jun .1125 .0875 .130 . 0563 .0933 
Jul .1175 .0910 .130 .0563 .0985 
Aug .1175 .0911 .130 . 0563 . 0994 
Sep .1175 . 0894 . 130 .0563 .1026 
Oct .1125 .0831 .130 .0563 .1083 
Nov . 1075 .0749 .130 .0563 .1073 
Dec .1050 .0712 .130 .0563 .1078 
1975 
Jan .0950 .0640 .120 .0513 .1057 
Feb .0850 .0626 .110 .0463 .1024 
Mar . 0730 .0633 .110 .0338 .1016 
Apr .0715 .0685 . 100 .0338 .1035 
May .0660 .0687 .100 .0338 .1022 
Jun . 0600 .0699 . 095 .0338 .0998 
Jul .0625 .0744 .095 .0338 .0985 
Aug .0605 .0787 .095 .0338 .1040 
Sep . 0605 .0841 .080 .0313 .1021 
Oct . 0605 .0816 .080 . 0313 .0986 
Nov .0605 .0852 .080 .0313 .0962 
Dec .0605 .0864 .080 .0313 .0965 
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TABLE XI—Continued 

Year Belgium Canada France Germany I t a l y 

1976 
Jan .0605 .0860 .080 .0313 .0966 
Feb . 0640 .0875 .080 . 0313 .1012 
Mar .0900 .0905 .080 .0313 .1098 
Apr .0925 .0899 .080 0313 .1166 
May .0950 .0890 .080 .,0313 .1238 
Jun . 0900 .0898 .080 .0313 .1334 
J u l .1000 .0907 .095 0315 .1292 
Aug .1150 .0913 .095 . 0315 .1290 
Sep .1300 .0911 .105 . 0315 .1316 
Oct .1350 .0901 .105 .0315 .1405 
Nov .1150 .0859 .105 . 0315 .1423 
Dec .1000 .0814 .105 .0315 .1439 

1977 
Jan . 0825 .0804 .105 .0315 .1467 
Feb .0750 .0765 .105 .0315 .1498 
Mar . 0725 .0754 .105 .0315 .1511 
Apr .0725 .0758 .105 . 0315 .1537 
May . 0700 .0705 .105 .0315 .1518 
Jun .0675 .0707 .105 .0315 .1516 
J u l .0665 .0714 .105 .0315 . 1505 
Aug .0625 .0714 .105 .0315 .1499 
Sep .0625 .0710 .095 .0315 .1444 
Oct .0625 .0724 .095 .0315 .1421 
Nov .0625 .0726 .095 .0315 .1386 
Dec .0925 .0717 .095 .0265 .1354 

1978 
Jan .0775 .0713 .095 .0265 .1353 
Feb .0675 .0730 .095 .0265 .1338 
Mar . 0575 .0775 .095 .0265 .1337 
Apr .0560 .0819 .095 .0265 .1325 
May .0560 .0820 .095 .0265 .1316 
Jun .0575 .0826 .095 .0265 .1304 
J u l .0635 .0866 .095 .0265 .1316 
Aug .0700 .0880 .095 .0265 .1319 
Sep .0750 .0917 .095 .0265 .1291 
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Year Japan Nether - Swi tze r - United United 
lands land Kingdom S t a t e s 

1973 
Jan .0415 .0316 .045 .0813 .0569 
Feb .0415 .0233 .045 .0806 .0581 
Mar .0415 .0153 .045 .0794 .0553 
Apr .0491 .0122 .045 .0767 .0628 
May .0555 .0290 .045 . 0720 .0669 
Jun .0555 . 0359 . 045 .0696 .0799 
J u l . 0555 .0558 . 045 . 1089 .0832 
Aug .0555 .0593 .045 .1097 . 0878 
Sep .0580 .0564 .045 .1094 .0715 
Oct .0580 .0525 .045 . 1067 . 0810 
Nov .0580 .0529 .045 .1245 .0736 
Dec .0683 .0641 .045 .1242 .0741 

1974 
Jan .0683 .0650 .055 .1203 .0695 
Feb .0683 .0650 .055 .1182 .0768 
Mar .0683 . 0600 .055 .1198 .0836 
Apr .0683 .0664 . 055 .1148 .0891 
May .0683 .0704 .055 .1121 .0830 
Jun . 0683 .0700 .055 .1124 .0781 
J u l .0683 .0746 .055 .1119 .0851 
Aug .0683 .0750 .055 . 1125 .0917 
Sep . 0683 .0739 .055 .1098 .0639 
Oct . 0683 .0730 .055 .1089 .0788 
Nov .0683 .0672 .055 .1098 .0752 
Dec .0683 .0669 .055 .1099 .0711 

1975 
Jan . 0683 .0661 .055 . 1026 .0567 
Feb .0683 .0656 .055 .0977 .0564 
Mar .0683 .0595 .050 .0937 .0556 
Apr .0683 .0516 .050 . 0924 .0536 
May . 0683 .0364 .045 .0945 .0526 
Jun .0631 .0276 .045 .0948 .0601 
J u l .0631 .0298 .045 .1044 .0646 
Aug .0606 .0289 .040 .1038 .0636 
Sep .0606 . 0268 .035 . 1048 .0655 
Oct . 0568 .0428 .030 .1141 .0560 
Nov .0568 .0466 .030 .1099 .0552 
Dec .0568 .0488 .030 . 1064 . 0523 
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Year Japan Nether- Swi tze r - United United Japan 
lands land Kingdom S t a t e s 

1976 
Jan .0568 . 0454 .025 . 0930 .0481 
Feb .0568 .0286 .025 .0862 .0526 
Mar .0568 .0255 .025 . 0842 .0496 
Apr .0568 .0297 .025 .0994 .0492 
May .0568 .0362 .025 . 1100 .0558 
Jun .0568 .0568 .020 .1099 .0537 
J u l .0568 .0694 .020 .1087 .0519 
Aug .0568 .0927 .020 . 1094 .0509 
Sep .0568 .0943 .020 . 1235 .0493 
Oct .0568 .0856 .020 .1443 .0447 
Nov .0568 .0731 .020 . 1403 .0441 
Dec .0568 .0561 .020 .1351 .0472 

1977 
Jan .0568 .0534 .020 .1174 .0471 
Feb . 0568 .0540 .020 .1078 .0459 
Mar .0555 .0520 .020 .0935 .0481 
Apr .0491 . 0446 .020 .0750 .0499 
May .0491 .0239 .020 .0743 .0496 
Jun .0491 .0218 .020 . 0746 .0516 
J u l .0491 . 0245 .015 . 0730 .0557 
Aug . 0491 .0266 .015 .0642 .0598 
Sep . 0415 . 0349 .015 .0530 .0628 
Oct .0415 .0391 .015 . 0448 .0606 
Nov .0415 .0441 .015 . 0643 .0614 
Dec .0415 .0450 .015 .0629 .0644 

1978 
Jan .0415 . 0419 .015 .0577 .0643 
Feb .0415 .0448 .010 .0598 .0631 
Mar . 0339 .0457 .010 .0599 .0629 
Apr .0339 .0406 .010 .0699 .0666 
May .0339 . 0382 .010 .0848 .0697 
Jun .0339 .0376 .010 .0927 .0689 
J u l .0339 .0396 .010 .0911 .0732 
Aug .0339 .0507 .010 .0883 . 0811 
Sep .0339 .0568 .010 .0917 .0845 
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TABLE XII 

INDUSTRIAL PRODUCTION INDICES 
(BASE 1970 = 100) 

Year Belgium Canada France Germany Italy 

1973 
Jan 111 114.8 126 104 98 
Feb 117 121.6 128 114 102 
Mar 118 123.1 130 113 107 
Apr 120 123.0 125 120 115 
May 118 122.0 129 116 119 
Jun 119 126.1 128 119 123 
Jill 85 112.5 110 101 118 
Aug 111 112.1 80 100 76 
Sep 121 123.1 123 118 123 
Oct 120 125.9 132 117 126 
Nov 126 124.2 132 125 125 
Dec 119 119.9 127 119 119 
1974 
Jan 124 115.3 130 107 121 
Feb 129 ! 119.6 132 115 121 
Mar 128 ! 120.7 130 116 124 
Apr 130 124.2 130 120 129 
May 129 ! 126.6 130 118 127 
Jun 136 125.7 130 124 130 
Jul 90 118.5 81 102 122 
Aug 111 118.6 127 98 74 
Sep 128 145.8 125 112 129 
Oct 124 124.4 125 113 122 
Nov 130 124 . 4 121 120 115 
Dec 114 120.3 122 108 106 
1975 
Jan 113 113.5 119 98 108 
Feb 116 118.1 122 105 115 
Mar 118 117.5 119 110 111 
Apr 118 123.0 118 105 113 
May 112 123.6 112 110 108 
Jun 114 122.7 117 107 114 
Jul 77 116.8 99 90 109 
Aug 96 117.5 68 91 114 
Sep 110 148. 7 112 104 115 
Oct 113 122.8 117 108 114 
Nov 120 124.6 120 120 118 
Dec 105 123.6 124 111 107 
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TABLE XII--Continued 

Year Belgium Canada France Germany Italy 

1976 
Jan 112 119.2 125 104 110 
Feb 120 123.6 128 113 121 
Mar 119 125.5 129 111 122 
Apr 127 132. 7 128 118 124 
May 123 133.7 126 117 130 
Jun 127 132.1 129 119 129 
Jul 85 126.1 111 99 123 
Aug 108 127.4 77 98 70 
Sep 127 154.7 130 114 134 
Oct 130 131.6 129 120 128 
Nov 130 133.1 135 124 135 
Dec 125 131.6 133 114 128 
1977 
Jan 119 126.2 135 112 130 
Feb 123 129.7 136 117 133 
Mar 124 130.7 137 115 130 
Apr 127 136.1 131 117 129 
May 126 137.3 127 119 130 
Jun 124 136.9 134 121 124 
Jul 83 130.8 109 101 118 
Aug 109 132.7 79 99 118 
Sep 120 157.1 126 117 129 
Oct 121 137.4 129 122 125 
Nov 126 138.8 135 127 124 
Dec 125 135.1 130 120 112 
1978 
Jan 114 127.3 132 113 119 
Feb 121 133.3 134 118 125 
Mar 123 133.2 126 119 125 
Apr 125 141.4 137 123 125 
May 124 140.4 131 121 128 
Jun 118 142.7 131 120 130 
Jul 90 133.6 113 105 123 
Aug 109 135.4 81 101 71 
Sep 127 153.4 131 123 115 
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TABLE XII--Continued 

Year Japan Nether- Switzer- United United Japan 
lands land Kingdom States 

1973 
Jan 114 125 106 109 110 
Feb 120 129 106 115 114 
Mar 134 126 106 119 117 
Apr 126 128 108 108 117 
May 125 123 108 112 118 
Jun 132 117 109 112 121 
Jul 132 101 108 100 115 
Aug 126 112 108 98 119 
Sep 135 121 107 114 123 
Oct 136 133 112 116 123 
Nov 137 138 112 119 120 
Dec 138 137 116 106 115 
1974 
Jan 124 134 113 98 115 
Feb 131 126 113 104 117 
Mar 139 126 110 112 117 
Apr 129 124 113 107 117 
May 128 123 113 111 119 
Jun 129 121 115 111 122 
Jul 130 1 101 112 101 115 
Aug 119 113 112 97 118 
Sep 126 121 108 112 122 
Oct 124 129 110 115 120 
Nov 120 131 110 117 114 
Dec 118 122 111 104 107 
1975 
Jan 98 116 101 105 104 
Feb 102 120 101 112 105 
Mar 111 122 90 111 104 
Apr 108-'! 117 93 105 103 
May 107 114 93 102 104 
Jun 113 112 96 101 107 
Jul 115 88 95 92 103 
Aug 107 101 95 86 108 
Sep 117 113 94 103 113 
Oct 116 120 102 107 112 
Nov 114 133 102 110 110 
Dec 118 131 110 99 108 
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Year Japan Nether- Switzer- United United Japan 
lands land Kingdom States 

197:6 
Jan 106 123 100 100 113 
Feb 115 128 100 108 119 
Mar 128 128 90 111 119 
Apr 125 127 94 102 119 
May 122 123 94 107 120 
Jun 128 122 98 102 124 
Jul 132 98 96 95 117 
Aug 122 111 96 89 122 
Sep 131 126 94 107 125 
Oct 130 134 95 112 124 
Nov 131 138 95 115 123 
Dec 133 140 95 105 119 
1977 
Jan 118 130 96 106 119 
Feb 124 131 96 112 124 
Mar 137 126 96 116 126 
Apr 132 132 100 110 126 
May 127 135 100 109 127 
Jun 134 126 104 100 131 
Jul 134 123 103 96 124 
Aug 125 101 102 91 128 
Sep 135 112 101 108 132 
Oct 133 124 107 110 132 
Nov 130 133 107 113 129 
Dec 133 136 113 104 125 
1978 
Jan 118 141 107 106 125 
Feb 125 128 106 114 130 
Mar 140 133 100 111 131 
Apr 134 132 105 110 133 
May 131 133 105 112 134 
Jun 136 124 110 114 138 
Jul 138 127 106 105 132 
Aug 131 102 106 100 136 
Sep 142 133 109 116 141 
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