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 Extracting meaningful information from large collections of text data is problematic 

because of the sheer size of the database.  However, automated analytic methods capable of 

processing such data have emerged.  These methods, collectively called text mining first began to 

appear in 1988.  A number of additional text mining methods quickly developed in independent 

research silos with each based on unique mathematical algorithms.  How good each of these 

methods are at analyzing text is unclear.  Method development typically evolves from some 

research silo centric requirement with the success of the method measured by a custom 

requirement-based metric.  Results of the new method are then compared to another method that 

was similarly developed.  

The proposed research introduces an experimentally designed testing method to text 

mining that eliminates research silo bias and simultaneously evaluates methods from all of the 

major context-region text mining method families.  The proposed research method follows a 

random block factorial design with two treatments consisting of three and five levels (RBF-35) 

with repeated measures.    

Contribution of the research is threefold.  First, the users perceived a difference in the 

effectiveness of the various methods.  Second, while still not clear, there are characteristics with 

in the text collection that affect the algorithms ability to extract meaningful results.  Third, this 

research develops an experimental design process for testing the algorithms that is adaptable into 

other areas of software development and algorithm testing.  This design eliminates the bias based 

practices historically employed by algorithm developers. 



 

Copyright 2013 

by 

Triss A. Ashton 

 ii 



TABLE OF CONTENTS 

Page 

LIST OF TABLES ......................................................................................................................... vi 

LIST OF FIGURES ....................................................................................................................... ix 

CHAPTER 1 INTRODUCTION .................................................................................................... 1 

Development of Big Data ........................................................................................................ 1 

Introduction to Text Mining .................................................................................................... 2 

Past Algorithm Testing ............................................................................................................ 6 

Research Design, Question, and Contribution ........................................................................ 9 

CHAPTER 2 TEXT MINING ALGORITHMS ........................................................................... 11 

Composition of a Corpus ....................................................................................................... 11 

Historical Developments of Text Mining Algorithms .......................................................... 12 

Overview of Modern Text Mining Algorithms ..................................................................... 13 

Common Processing .............................................................................................................. 18 

Latent Semantic Analysis ...................................................................................................... 19 

Latent Dirichlet Allocation .................................................................................................... 23 

Non-Negative Matrix Factorization ...................................................................................... 27 

Determining the Number of Topics to Extract ...................................................................... 29 

CHAPTER 3 TOPIC QUALITY EVALUATION ....................................................................... 34 

Introduction ........................................................................................................................... 34 

Defining the Theoretical Model Constructs .......................................................................... 35 

CHAPTER 4 METHODS ............................................................................................................. 38 

iii 



Introduction ........................................................................................................................... 38 

Description of Experimental Data ......................................................................................... 38 

Analytic Software and Extraction of the X Matrix ............................................................... 39 

Experimental Setup ............................................................................................................... 40 

Instrument Development ....................................................................................................... 41 

Term-Topic Association Construct ........................................................................... 42 

Document-Topic Association Construct ................................................................... 42 

Topic Clarity Construct ............................................................................................. 42 

Document Cohesion Construct ................................................................................. 43 

Sources of Variation ................................................................................................. 43 

Threats to Validity and Generalizability ................................................................... 44 

CHAPTER 5 DATA ANALYSIS ................................................................................................ 46 

Introduction ........................................................................................................................... 46 

Data Collection and Cleanup ................................................................................................. 46 

Residual Analysis ...................................................................................................... 49 

Descriptive Statistics ................................................................................................. 53 

Step 1:  Factor Analysis ............................................................................................ 58 

Step 2:  Summated Scales ......................................................................................... 63 

Step 3:  Order Effect ................................................................................................. 64 

Step 4:  Testing for Analytic Method and Topic Effect ............................................ 66 

Univariate Analysis ............................................................................................... 66 

Analysis of the Topic Variable ............................................................................. 68 

Analysis of the Method Variable .......................................................................... 72 

iv 



Interaction Term Analysis..................................................................................... 74 

Interaction Term Based on Topic Extraction Order ............................................. 79 

Step 5:  Regression Analysis of the A Priori Model ................................................. 80 

Step 6:  Regression Analysis Including Demographics ............................................ 81 

Effect of Removing Outliers and Influential Observations .................................. 87 

CHAPTER 6 DISCUSSION, CONTRIBUTION, AND FUTURE RESEARCH ........................ 93 

Discussion ............................................................................................................................. 93 

Contribution ........................................................................................................................... 97 

Future Research ..................................................................................................................... 98 

APPENDIX A INSTITUTIONAL REVIEW BOARD  APPLICATION NO. 12-494.............. 100 

APPENDIX B EXPERIMENT INSTRUMENT ........................................................................ 108 

REFERENCE LIST .................................................................................................................... 121 

 

 

  

v 



LIST OF TABLES 

Page 

Table 1.  Past Text Mining Testing Studies .................................................................................... 7 

Table 2.  Construct Items and Coding used in Subsequent Analysis ........................................... 48 

Table 3.  Regression Model Residual Analysis ............................................................................ 51 

Table 4.  Gender Demographic Frequency Data .......................................................................... 54 

Table 5.  Age Demographic Frequency Data ................................................................................ 54 

Table 6.  Education Demographics Frequency Data .................................................................... 54 

Table 7.  English as a First Language Frequency Data................................................................. 55 

Table 8.  Familiarity with Text Mining ........................................................................................ 56 

Table 9.  Semester Hours of Language Courses Completed ........................................................ 57 

Table 10.  Understanding of the Presented Documents ................................................................ 57 

Table 11.  Competence at Categorizing Text into Classes ........................................................... 58 

Table 12.  Principal Component Analysis with VARIMAX Rotation Utilizing a .40 Suppression 

Level ................................................................................................................................. 59 

Table 13.  OBLIMIN Component Correlation Matrix.................................................................. 60 

Table 14.  PROMAX Component Correlation Matrix.................................................................. 61 

Table 15.  Principal Components Factor Analysis Results using PROMAX Rotations ............... 62 

Table 16.  Communalities ............................................................................................................. 63 

Table 17.  Reliability Testing of Summated Scale Items.............................................................. 63 

Table 18.  Order Effect Testing for the Term-Topic Association Construct ................................ 65 

Table 19.  Order Effect Testing for the Document-Term Association Construct ......................... 65 

Table 20.  Order Effect Testing for the Topic Clarity Construct .................................................. 65 

vi 



Table 21.  Order Effect Testing for the Document Cohesion Construct ...................................... 66 

Table 22.  Univariate Analysis of the Term-Topic Construct ...................................................... 67 

Table 23.  Univariate Analysis of the Document-Topic Construct .............................................. 67 

Table 24.  Univariate Analysis of the Topic Clarity Construct .................................................... 68 

Table 25.  Univariate Analysis of the Document Cohesiveness Construct .................................. 68 

Table 26.  Scheffé Testing of Topics on the Term-Topic Association Construct ........................ 69 

Table 27.  Scheffé Testing of Topics on the Document-Topic Construct .................................... 70 

Table 28.  Scheffé Testing of Topics on the Topic Clarity Construct .......................................... 71 

Table 29.  Scheffé Testing of Topics on the Document Cohesion Construct ............................... 72 

Table 30.  Scheffé Test Results of Method on the Term-Topic Association Construct ............... 73 

Table 31.  Scheffé Test Results of Method on the Document-Topic Association Construct ....... 73 

Table 32.  Scheffé Test Results of Method on the Topic Clarity Construct ................................. 73 

Table 33.  Scheffé Test Results of Method on the Document Cohesiveness Construct ............... 74 

Table 34.  Term-Topic Marginal Means for Method × Topic Interaction Variable ..................... 75 

Table 35.  Document-Topic Marginal Means for Method × Topic Interaction Variable ............. 76 

Table 36.  Topic Clarity Marginal Means for Method × Topic Interaction Variable ................... 77 

Table 37.  Document Cohesion Marginal Means for Method × Topic Interaction Variable........ 78 

Table 38.  A Priori Model Summary ............................................................................................ 81 

Table 39.  Multiple Regression ANOVA ..................................................................................... 81 

Table 40.  Multiple Regression Coefficients ................................................................................ 81 

Table 41.  Demographics Model ANOVA ................................................................................... 83 

Table 42.  Demographics Explanatory Model .............................................................................. 83 

Table 43.  Regression ANOVA – Main Constructs Plus Demographics ..................................... 84 

vii 



Table 44.  Regression Coefficients – Main Constructs and Demographics ................................. 84 

Table 45.  Regression Model Summary with All Variables Included .......................................... 85 

Table 46.  Regression ANOVA with All Variables Included in the Model ................................. 85 

Table 47.  Regression Coefficients with All Variables Included in the Model ............................ 86 

Table 48.  General Linear Model Results Including Interaction Terms ....................................... 86 

Table 49.  Regression Model Summary Including Outlier and Influential Observations ............ 87 

Table 50.  Regression Model ANOVA Including Outlier and Influential Observations.............. 87 

Table 51.  Regression Coefficients Including Outlier and Influential Observations .................... 88 

 

 

 

  

viii 



LIST OF FIGURES 

Page 

Figure 1.  Venn diagram of text mining, its related fields, and key practices ................................ 3 

Figure 2.  Context region modeling flowchart. ............................................................................... 6 

Figure 3.  Graphical model of LDA. ............................................................................................. 25 

Figure 4.  Variational distribution model. ..................................................................................... 26 

Figure 5.  Illustration of the text mining process. ......................................................................... 35 

Figure 6.  Evaluation criterion and text mining relationships. ...................................................... 36 

Figure 7.  Theoretical research model. .......................................................................................... 37 

Figure 8.  Histogram of topic clarity versus standardized residuals. ............................................ 52 

Figure 9.  Scatterplot of predicted verses standardized residuals ................................................. 52 

Figure 10.  Survey participant demographic data ......................................................................... 53 

Figure 11.  Self-reported task competence measures.................................................................... 56 

Figure 12.  Term-topic marginal means confidence intervals for Method × Topic interaction. .. 75 

Figure 13.  Document-topic marginal means confidence intervals for Method × Topic. ............. 76 

Figure 14.  Topic clarity marginal means confidence intervals for Method × Topic interaction. 77 

Figure 15.  Document cohesion marginal means confidence intervals for Method × Topic. ....... 78 

Figure 16.  Marginal means confidence intervals for the Method × Topic interaction variable 

with the topic clarity construct sorted and labeled by extraction order. ........................... 79 

Figure 17.  Histogram of standardized residuals. ......................................................................... 89 

Figure 18.  Histogram of Mahalanobis Distance. ......................................................................... 90 

Figure 19.  Histogram of p-values for Mahalanobis D distributed as a χ2 statistic ...................... 91 

 

ix 



CHAPTER 1 

INTRODUCTION 

Development of Big Data 

Since the computer and communications technology revolution of the late twentieth 

century, companies have been collecting greater volumes of information about customers and 

products.  The volume of data now held has led to a new descriptive term big data to refer to the 

massive databases held by firms.  In 2011, 37% of respondents to a survey initiated by The Data 

Warehouse Institute (TDWI) reported holding between 10 and 100 terabits of data just for 

analytics (Russom, 2011).  In the same report, 5% of respondents reported holding over 500 

terabits for analytics while 20% of respondents expected to hold over 500 terabits just for 

analytics by 2014 (Russom, 2011).  Most of that data is in a quantitative form; however, a greater 

volume of data is now in a written natural language format that is routinely called unstructured 

data.  In the TDWI survey, 35% of respondents reported gains in the volume of unstructured data 

on hand (Russom, 2011). 

Internal data, as described in the TDWI survey above, is not the sole source of 

unstructured text data available to a business.  Recently social media platforms, e.g. Twitter, 

began emerging.  These platforms allow customers and potential customers the opportunity to 

communicate, promote, and share information in a written format with others about any topic 

they desire.  Those communications, referred to as tweets in the instance of Twitter, frequently 

include important information about businesses and products.  From a business intelligence (BI) 

perspective, access to social media data is a valuable data source about one’s own firm and 

products as well as competitors.  This data is available at no cost in many instances, as many of 

the social media platforms, including Twitter, provide application programming interfaces (API) 
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which allow businesses to access at least some of that data by queries.  Thirty four percent of 

firms recently surveyed reported they are now “aggressively exploring social media data” 

(Russom, 2011).   

Collectively, this data provides an unprecedented look into customer opinion about the 

firm, customer opinion about the firm’s competition, the needs of the customer, and opinion 

about products.  It also represents the voice of the customer in its most powerful form available – 

the customers own words.  Results from analyzing this data have the potential to significantly 

change the way business responds to the market (Jaspersoft, 2011). 

 

Introduction to Text Mining 

Analysis of text data typically involves some form of text mining.  Text mining is an 

umbrella term that describes technologies used to analyze semi-structured and unstructured 

textual data (Miner et al., 2012, p. 30).  The term is frequently used interchangeably with text 

analytics and the technologies that fall under this umbrella focus on converting text to a 

structured numerical representation (Miner et al., 2012, p. 30).  As illustrated by the ovals in 

Figure 1, text mining is an interdisciplinary endeavor that involves elements of data mining, 

artificial intelligence and machine learning, computational linguistics, library and information 

sciences, databases, and statistics (Miner et al., 2012, p. 31).  Text mining consists of seven 

distinct practice areas.  These include document classification, document clustering, information 

retrieval, web mining, concept extraction, natural language processing, and information 

extraction (Miner et al., 2012, p.31).  These practice areas are also depicted in Figure 1 and are 

plotted on their discipline of origin.  This dissertation concentrates on text mining techniques that 

analyze a corpus for concept extraction, and then clusters documents of the corpus about those 
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concepts.  More specifically, the interest is in the extraction of high-level latent concepts that are 

repeated across many documents of a corpus. 

 

Figure 1.  Venn diagram of text mining, its related fields, and key practices 

(Miner et al., 2012, p. 31). 
 

 

Several software packages with text mining capability that perform concept extraction 

and then document clustering are immediately deployable by an interested organization.  These 

packages are based on a variety of algorithms and have different strengths and weaknesses 

making some packages more useful than others depending on the nature of the corpus under 
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consideration.  Determining algorithm perceived performance characteristics is the central theme 

of this dissertation.  However, to avoid the inherent issues associated with a particular software 

package and its programming language, all analytic activity for this dissertation occurred within 

the R statistical programming language.  This language is selected because it provides a wide 

range of programming libraries.  These libraries facilitate all of the analytic procedures necessary 

to perform text mining across an extremely diverse mathematical range.  

Broadly speaking, text mining methods are classified as either context word models or 

context region models.  Context word models operate based on word-by-word co-occurrences 

while context region models function with word-by-document occurrences in a corpus.  This 

research focuses on concept extraction as performed by context region models because they are 

more prevalent in business.  

The context region family of models includes four subfamilies: latent semantic analysis 

(LSA), non-negative matrix factorization (NMF), probabilistic latent semantic indexing (pLSI), 

and topic models.  LSA was originally introduced as a method of indexing electronic text data in 

information retrieval research (Dumais et al., 1988; Deerwester et al., 1990).  LSA was quickly 

recognized as a new theory of learning, memory, and knowledge in the cognitive sciences 

discipline (Landauer and Dumais, 1997).  The second family of text mining tools is NMF (Lee 

and Seung, 1999).  In its introduction, NMF was illustrated as a text-mining tool; however, it has 

had even greater success in the hard sciences performing tasks such as DNA analysis and 

computational biology (Devarajan 2008).  The third family of context region text mining 

methods, pLSI, was the first attempt at defining text in probabilistic statistical terms (Hoffmann, 

1999).  pLSI however, does not fully define the process statistically.  That led to the 

development of latent Dirichlet allocation (LDA), the founding method of the topic models 
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family.  LDA attempts to model a corpus probabilistically (Blei and Jordan, 2003).  pLSI can be 

thought of as a bridging algorithm to LDA.  Further, while pLSI is a distinct algorithm, it and 

NMF discover the sub-topics of the corpus by performing an optimization of the same objective 

function with nearly the same update rules (Ding, Li, and Peng, 2006 and 2008; Gaussier and 

Goutte, 2005).  As a result, pLSI is not further considered in this research. 

Text mining begins with a text collection called the corpus.  The corpus consists of 

documents, which are individual communication expressions that can range from as little as a 

singular customer comment on some topic to a full financial report.  In the context region models 

family, all of the text mining methods operate on a matrix-based representation of the corpus.  

The matrix assigns each document a unique column and terms or words found across the corpus 

are assigned separate rows.  Cells lists the frequencies of occurrence of term i in document j.  

After matrix generation, the selected text mining method discovers the latent topic structure of 

the corpus using its inherent mathematical algorithm.  As illustrated in Figure 2, after 

discovering the latent topics, the text mining method generates lists of key terms that define each 

discovered latent topic and lists of documents that are associated with each of the topics.   
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Figure 2.  Context region modeling flowchart. 

 

Past Algorithm Testing 

Which text mining algorithm is best for a given situation remains an open research topic.  

Some algorithm testing exists in the literature but with mixed conclusions (see Table 1).  For 

example, in three separate evaluations, LSA out performed pLSA at automatic essay grading 

(Kakkonen et al., 2005; Kakkonen et al., 2006; Kakkonen et al., 2008).  However, pLSA 

outperformed LSA in two tests involving four medium sized standard document collections 

(Hofmann, 1999a; Hofmann, 1999b; Hofmann, 2001).  pLSA also outperformed LSA at machine 

translation using an accuracy ratio metric (Kim et al., 2002).  In two evaluations, LDA 

underperforms both LSA and pLSA at automatic essay grading (Kakkonen et al, 2006; 

Kakkonen et al., 2008).  However, LDA outperformed pLSA in precision particularly when the 

number of topics is high (more than 100 topics) (Chang et al., 2009).  In testing conducted in 

•
•

 

 

 

 Documents 

 Latent 
Topic 1 

 Latent 
Topic n 

 Latent 
Topic 2 

Defining 
Terms 

 

Associated 
Documents 

 

Associated 
Documents 

 

Associated 
Documents 

 

Defining 
Terms 

 

Defining 
Terms 

 

Text Mining 
Method 

6 



cognitive research, results for LDA and LSA alternated back and forth across five datasets and in 

many instances were apparently indistinguishable (Riordan and Jones, 2011).  No testing exists 

in the literature comparing LDA, LSA, and NMF in a single setting. 

 

Table 1  

Past Text Mining Testing Studies 

Compared 
Algorithms 

Text Type or Task 
Performed 

Measurement 
Metric 

Most Efficient 
Algorithm 

Study 

LSA vs. pLSA Medium length abstracts 
(MED, CRAN, CACM, 
CISI) 

Precision Recall pLSA Hofmann, 1999a 

LSA vs. pLSA Medium length abstracts 
(MED and LOB 

Perplexity pLSA Hofmann, 2001 

pLSA vs. LDA Avery abstracts  and 
TREC AP newswire 

Perplexity LDA Blei et al., 2003 

LSA vs. NMF NIST’s TDTC and 
Reuters-21578 

Accuracy and 
Normalized Mutual 
Information Metric 

NMF Xu et al., 2003 

LSA vs. pLSA 
vs. pLSA-C  

Essay Grading at sentence 
and paragraph level 

Compared to 
human grading 

LSA Kakkonen et al., 
2005 

LSA vs. pLSA 
vs. LDA 

Automatic Essay grading Compared to 
human grading 

LDA<pLSA<LSA Kakkonen et al., 
2006 and 2008 

pLSA vs. LDA New York Times articles 
and Wikipedia articles 

Model Precision LDA* (at lower 
dimensions, k ≤ 100, 
pLSA matched LDA 

Chang et al., 2009 

LSA vs. pLSA 
vs. LDA vs. 
CTM 

Topic Detection and 
Spam Filtering. 
Customers comments on 
cameras at Amazon.com  

Spam: Precision & 
recall 
Detection: by 
Descriptive 
 

pLSA for Spam 
Filtering 
 

Lee et al., 2010 

LSA vs. LDA 
vs. Context 
Word models 

McRae, 2005; Vinson & 
Vigliocco, 2008;  MCDI 
1994;  

Purity and Entropy Context Word 
Models 

Riordan and 
Jones, 2011 

LSA vs. LDA 
vs.  
Construction-
Integration 

TOEFL and Nelson 
Norms 

Predictions Regarding LSA and 
LDA – “no obvious 
general superiority” 

Kintsch and 
Mangalath, 2011 

 

 

This pattern of inconsistent results is prevalent throughout the text mining testing 

literature.  Further, there appears to be a pattern where the authors of new algorithms design tests 
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using either data sets or measurement metrics that are optimal for the envisioned algorithm.  This 

is an intuitively logical choice; design a method for a purpose, then test the method performing 

that task.  Frequently the new algorithms are compared to older algorithms that were not 

designed for the task to begin with.   

An evaluation typically involves measuring task performance e.g. document 

classification, or estimating probabilities for holdout data (Wallach et al., 2009).  With the 

exception of Chang et al., (2009), all text mining testing tends to follow one or more of the 

measured task performance methods described by Wallach (2009).  However, Wallach et al. 

(2009) found that these evaluation methods are inaccurate.  The patterns observed in past testing 

results suggests a need for an experimentally driven test method that looks at the text mining 

results comprehensively and guards against bias.   

An alternative to measuring task performance is to have potential user evaluate the 

analytic results generated by the text mining methods.  The first attempt at this approach 

measured human evaluator’s perceptions of the results using semantic coherence and association 

coherence constructs (Chang et al., 2009).  Semantic coherence measures how well the terms 

belong together and form topics.  More specifically, Chang et al. (2009) used semantic coherence 

to measure word intrusion, which is the presence of seemingly unrelated words to a list of topic 

defining terms.  Semantic coherence of terms, however, is only valid if the topic structure is 

horizontal and not hierarchical in nature.  A corpus with a horizontal structure consists of 

documents on topics that are unrelated or marginally related; a corpus with a horizontal topic 

structure is heterogeneous in nature.  A hierarchical topic structure, a homogeneous corpus, 

possesses interconnected topics that are a mixture of broad topics, subtopics, and sub-subtopics.  
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In a homogeneous corpus, individual communications reflect related topics in the hierarchy 

because of word select.  This makes the semantic coherence of terms inaccurate in some corpora. 

Association coherence measures how well the algorithm classified documents to the 

topics.  Semantic coherence then measures internal consistency of the terms and association 

coherence measures construct validity of the documents.  This application of human evaluation 

did not address the internal consistency of the documents or the construct validity of the terms. 

A more universal approach begins by recognizing that text mining methods perform two 

fundamental functions: identify latent topic structures in the corpus and relate documents to 

those topics.  Testing the quality of the results with potential users would measure how 

understandable the extracted topic is, how well the defining terms describe the topic, and how 

well the associated documents reflect the topic.   

 

Research Design, Question, and Contribution 

This research considers the text mining methods LDA, LSA, and NMF focusing on the 

clarity or understandability of the results generated by the analytic method.  Evaluation of clarity 

requires the measuring of the linkage between the latent topics and the associated documents, 

and the link between latent topics and the defining terms.  To begin to address these issues, a 

homogeneous corpus with an unknown internal structure was acquired.  A homogeneous corpus 

is desirable because in a business context, most corpora are homogeneous as a result of internal 

data management practices.  Discovery of the latent structure in the corpus is accomplished by 

the text mining methods, and then potential human users evaluate the results.  The human 

evaluation phase looks at the algorithms ability to extract a distinct topic and then associate 
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document and terms to that topic that are meaningful to humans.  The research question for this 

experiment is: 

RQ:  Which algorithms do humans perceive as more effective at extracting topics and 

classifying documents to topics?  

This research is very important to the business and business research community.  Thirty-

three percent of firms worldwide indicated they use data mining, the analytic family to which 

text mining belongs, to help them understand the customer (Allen, Gearan, and Rexer, 2011).  

Text data found in unstructured databases is the voice of the customer and it is in the customers 

own words.  However, before the decision-making process can integrate text-mining results, the 

accuracy of the algorithm must be understood.  Text-mining methods have developed 

incrementally.  Evaluation of existing methods reveals strengths and weaknesses and is 

important for guiding future developments as well as the refinement of existing algorithms.  
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CHAPTER 2 

TEXT MINING ALGORITHMS 

Composition of a Corpus 

 The collection of raw data that text mining is applied to is called a corpus.  The corpus 

consists of textual entries composed in natural written language.  In the business framework, 

each uniquely composed entry is managed separately and the entries are called documents even 

though some consist of little more than 10 word comments.  The collection can be composed by 

one or many writers.  The structure of the discussion topics in a corpus can be heterogeneous 

with a variety of generally unrelated subtopics; homogeneous with the subtopics related to one or 

more broad topics; or a mixture of the two.  Businesses typically manage document collects 

along the organizational structure, which by default leads to a topic structured database such that 

customer composed documents are housed separately from internally generated documents.  

Further, businesses tend to partition customer documents even further such that customer service 

related complaints are housed in a database separate or are otherwise distinguishable from 

product satisfaction statements.  As a result, business corpora are either homogeneous or a 

mixture in nature.   

Within a corpus, documents can consist of a collection of very short text expressions e.g. 

Twitter postings, which are limited to 140 characters, or much larger textual items e.g. research 

reports, which can consist of thousands of words.  Because business corpora are managed by 

topics, they also tend to consist of documents that are similar in length.  Many would dismiss this 

point, however, all text mining methods function on the Term × Document matrix.  The Term × 

Document matrix holds frequency information and therefore reflects a probability distribution 

function (pdf).  As average word counts in documents change, the distributional characteristics 
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of the corpus should change.  The nature of that change is currently unknown and could consist 

of simple shifts in skewness and kurtosis or could shift the distribution to a completely different 

pdf.     

Historical Developments of Text Mining Algorithms 

Text mining is an extension of information retrieval methods.  Information retrieval is 

defined as simply finding material, usually documents of an unstructured nature from a large 

collection that satisfies a need (Manning et al., 2009, p. 1).  Information retrieval started by a 

machine reading text looking for matches to retrieval terms (Manning et al., 2009, p. 3).  This 

very time-consuming process led to indexing of documents (Manning et al., 2009, p. 3).  

Indexing led to the discovery of term-document incidence matrices and searches that were more 

complex.  A term-document incidence matrix cells are filled with 0’s and 1’s that indicate the 

term is or is not present in a certain document.  The resulting matrix is extremely sparse with 

only 1-to-2% of the cells consisting of a one (Manning et al., 2009, p. 6).  With the term-

document matrix, a Boolean retrieval that mixes the operators AND, OR, and NOT, for example, 

term A, and term B, and not term C is possible (Manning et al., 2009, p. 4).  However, as the 

amount of text in the database expands so does the size of the term-document matrix and 

eventually it is unable to fit in the computer’s memory.  The sparsity condition of the matrix and 

memory limits led to the development of the inverted index.  The inverted index consists of a 

dictionary terms list and a list that records which documents the term occurs in (Manning et al., 

2009, p. 6).   

Throughout this early development period, it was learned that retrievals based on raw 

frequency are problematic.  Many of the index-based searches tend to return documents based on 

how many times the search term appeared in it.  Second, with regards to the corpus as a whole, 
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high frequency terms do not necessarily convey meaningful information.  Prepositions and 

conjugates, for example, are by far the most frequent terms in a document, however they convey 

almost no meaningful information; instead, they fill in the space around meaningful words and 

provide connection among ideas.  High frequency words that only appear in select documents, 

however, are important to defining topics.   

These insights led to the development of the vector space model (VSM) (Salton et al., 

1975).  VSM is fundamental to many information retrieval operations including scoring 

documents on a query, document classification, and document clustering (Manning, 2009, p. 

120).  The VSM model concluded that the best index models had more vector space between 

terms and introduced term weighting as a method of elevating terms that occurred with high 

frequency in only individual documents while simultaneously remaining rare in the corpus 

(Salton et al., 1975).  Term weighting then shifts the natural probability of the Term × Document 

matrix.  

 

Overview of Modern Text Mining Algorithms 

The modern text mining methods extended from these early developments progressing in 

a variety of directions.  The first major group to emerge was the context region model, which 

perform analysis on a term-by-documents frequency matrix.  This group of models focused on 

latent structures, which are described as topics, concepts, or dimensions, and began being 

introduced in 1988.  More recently, a second group of text mining methods called the context 

word models emerged and are based on a word-by-word frequency matrix (Riordan and Jones, 

2011).  The word-by-word frequency matrix of a context word model holds the frequencies of 

words-by-word co-occurrences that appear within the range of a moving window (Riordan and 
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Jones, 2011).  To date, the contest word model appears to have a stronger orientation to cognitive 

research.  There are no active research lines I am aware of relating context word models to 

business corpora.  In this dissertation, I focus only on the context region model text mining 

methods that quantify language usage patterns in the form of latent topics, concepts, or 

dimensions.  The end-products of these methods are groups or clusters of terms and documents 

that are associated with the latent topics, concepts, or dimensions.   

Statistically speaking, the modern context region class of text-mining methods can be 

broadly classified as descriptive or probabilistic.  The modern descriptive text-mining algorithms 

include LSA and NMF families.  The modern probabilistic text-mining methods include pLSI, 

and the topic models families of algorithms.  

Text mining algorithms have been evolutionary in their development.  The modern 

methods build one upon another and descend from the vector space model (VSM) algorithm.  

VSM is an algebraic method of representing documents as vectors that originated as a tool for 

information retrieval and indexing (Sultan et al., 1975).  However, VSM lacks semantic 

sensitivity, that is, retrieval based on conceptual content was not possible.  Further VSM does not 

handle synonyms (words with similar meanings) or polysemy’s (words with multiple meanings) 

very well (Deerwester et al., 1990).  These weaknesses led to the development of LSA.  

The original conceptualization of LSA was to reduce the dimensionality of information 

retrieval problems (Dumais et al., 1988).  LSA assumes an underlying latent structure exists in 

word selection that is obscured by word selection variability (Dumais et al., 1988).  LSA was 

motivated as a method of retrieving information based on conceptual content instead of just 

individual words (Deerwester et al., 1990).  The primary mathematics behind LSA is an 

operation of linear algebra called singular value decomposition (SVD).  LSA captures the 
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similarities of words so well that with each new paragraph of text it encounters, the model 

improves at a rate that approximates the natural learning rate of young schoolchildren (Landauer 

and Dumais, 1997).  The LSA model “exhibits humanlike generalizations” and can be used to 

infer indirect similarity of meaning (Landauer and Dumais, 1997).  Psychologically speaking, 

LSA has been described as a theory of learning, memory, and knowledge analogous to a neural 

net model (Landauer and Dumais, 1997).  The LSA model has also been used to distinguish the 

writings of different authors (Nakov, Popova, and Mateev, 2001).   

NMF is defined as “… a method for modeling the generation of directly observable 

visible variables V from hidden variables H” (Lee and Seung, 1999).  NMF estimates an input 

matrix as two variable matrices by optimization and has a stochastic nature (Brunet et al., 2004).  

As its name implies, negative values are not allowed in the factor matrices, those matrices on the 

right hind side of the equality.  The non-negative constraint compliments the intuitive notion of a 

whole formed by its many parts (Lee and Seung, 1999).  NMF actually extends from a line of 

research called positive matrix factorization (PMF).  PMF argued that in the physical sciences 

the origin was well-defined and that centering the data, as is the case in principal components, 

caused a loss of information (Paatero and Tapper, 1994).   

In its introduction, NMF was demonstrated in image analysis and semantic analysis (Lee 

and Seung, 1999).  In recent years, many variations of the NMF algorithm have been introduced 

(Pascyal-Montano et al., 2006; Gaujoux and Seoighe, 2010).  These NMF algorithm variations 

typically alter the optimization update expressions or the minimization expressions.  NMF has 

been applied effectively in many domains of science that involve sparse matrices including 

computational biology (Devarajan, 2008), gene expressions (Badea, 2008), low-resolution brain 

electromagnetic tomography (Pascual-Montano et al., 2006), metagenes and molecular pattern 
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analysis (Brunet et al., 2004), and text mining (Lee and Seung, 1999; Pauca et al., 2004; Shahnaz 

et al., 2006).   

While pLSI is not considered in this research, it is briefly mentioned here because of its 

contribution to subsequent models.  pLSI, also referred to as probabilistic latent semantic 

analysis (pLSA) was an important first step at automated document classification along a 

probabilistic statistical model (Hoffmann, 1999a and 1999b).  pLSI is based on the likelihood 

principle and its core model is referred to as the aspect model (Hofmann, 1999a).  pLSI considers 

documents a mixture with each word a sample from separate topics and each of the topics 

distributed as multinomial random variables (Blei, Ng, and Jordan, 2003).  

pLSI is considered statistically incomplete because it does not model the documents  

probabilistically (Blei, Ng, and Jordan, 2003).  This led to the introduction of a new family of 

text mining tools, now broadly referred to as probabilistic topic models or more commonly just 

topic models.  Latent Dirichlet allocation (LDA) was the first of the topic models methods.  LDA 

represents documents as a random mixture of topics and it considers topics as distributed over 

words (Blei, Ng, and Jordan, 2003).  A document can consist of one or many topics and a topic is 

distributed over a fixed vocabulary (Blei, 2011).  In LDA, topics are considered distributed as a 

Dirichlet distribution.  For parameter estimation, LDA implements a variational estimation 

maximization (VEM) algorithm.  In the paragraph that follows, LDA is referred to as LDA-VEM 

to distinguish between the original LDA and the many variants that followed. 

Following the introduction of LDA-VEM, many variants were introduced with each 

oriented toward either filling a specific need or moderating a perceived problem with the LDA-

VEM algorithm.  These variants are important to the development of the topic model family and 

play a role in selecting algorithms.  Therefore, they are worthy of mention with a brief note on 
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their contribution.  The first variant introduced was hierarchical LDA (hLDA) (Blei et al., 2004).  

hLDA assumes a corpora consists of topics that are framed around a hierarchical structure and 

introduced the concept of Gibbs sampling to topic models (Blei et al., 2004).  Dynamic topic 

models (DTM) considers topics as evolutionary over time and applies Kalman filters and non-

parametric wavelet regression to the approximation of posterior probabilities (Blei and Lafferty, 

2006).  Supervised LDA (sLDA) adds a response variable to LDA which is associated with each 

document and is then able to predict some outcome, e.g. movie ratings based on the number of 

stars (Blei and McAuliffe, 2007).  Gibbs sampled LDA (GibbsLDA) uses a Markov Chain 

Monte Carlo algorithm for inference instead of the variational expectation maximization of the 

original LDA (Griffiths and Steyvers, 2004; Wei and Croft, 2006; Phan et al., 2008; Porteous et 

al., 2008; Chang, 2010).  GibbsLDA requires less memory and speeds up analysis (Griffiths and 

Steyvers, 2004; Porteous et al., 2008).  Correlated topic model (CTM) is a variant of LDA-VEM 

that assumes a correlation among topics (Blei and Lafferty, 2007).  To accommodate the 

correlation, CTM replaces the Dirichlet distribution with a logistic normal distribution (Blei and 

Lafferty, 2007).  However, CTM only captures correlation between pairs of topics (Li and 

McCallum, 2006).  This led to the Pachinko allocation model (PAM) which is capable of 

capturing arbitrary, nested, and sparse correlations (Li and McCallum, 2006).  

In this research, the algorithms of interest are LSA, NMF, and the original LDA model 

herein referred to simply as LDA.  LSA is selected because of it is the cornerstone to the modern 

text mining tools and it is very important in business research.  Of the top five most frequently 

used commercial text mining packages, LSA is the underlying technology for the 1st (Statistica), 

3rd (SAS), and 5th (RapidMiner) packages (Allen, Gearan, and Rexer, 2010).  NMF is selected 

because only limited testing of the LSA versus NMF algorithms exist in the literature and to 

17 



date, no testing of NMF versus topic models has been conducted.  LDA is selected from the topic 

models family because it is the principal algorithm.  Many of the variants that followed are 

more-or-less task specific applications.  Finally, there are no results in the literature involving the 

simultaneous testing of these three algorithms.    

 

Common Processing 

All of the modern text-mining methods share a number of common data processing steps 

in preparing the term-document matrix.  Data preparation begins with a series of preprocessing 

steps applied against the individual documents of the corpus.  Typically preprocessing starts with 

the removal of punctuation and in most cases, removal of Arabic numbers.  Low information 

words, commonly called stop-words, are also removed from the data.  Stop-words are terms that 

exist in the corpus with high frequency and dominate the probability distribution yet they convey 

little information of value.   

Stop-words are commonly combined into tailored lists and include, for example, the 

conjunctions (and, but, or, nor, for, so, or yet), prepositions (about, above, at, beyond, until, or 

with) and interjections (ouch, oh no, and hey).  Stop-words routinely have additional words 

included that occur with extremely high frequency across the corpus.  For example, the word 

restaurant would occur with very high frequency in a dataset of customer comments held by a 

food service firm.  In this instance, restaurant would be understood; however, its high frequency 

will exert pressure on the outcome beyond the value it adds.   

Finally, the words are stemmed or truncated back to their roots.  For grammatical effect, 

words use a variety of prefixes and suffixes.  Text mining is not concerned with different tense 

forms of a word.  A discussion topic occurring in the past, present, or future is fundamentally the 
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same discussion topic.  By stemming, words with a common root are counted as a single entry in 

the term-document matrix.  In information retrieval, the Porter stemmer (Porter, 1980) or the 

Snowball stemmer (Porter, 2001) are commonly used to perform stemming.    

Following corpus preprocessed, the term-document matrix Xt×d, a t×d frequency count 

matrix with t terms and d documents is extracted from the corpus.  The matrix is evaluated along 

the terms and documents.  This evaluation ensures words occur with some minimal frequency by 

summing the term row and that the word occur in some minimal number of documents by 

summing the number of columns with cell values greater than zero.  At this stage, the Xt×d matrix 

is a term-by-documents matrix containing the raw frequencies of each term in each document 

and it is ready for application of algorithm specific analysis. 

 

Latent Semantic Analysis 

LSA begins by further processing the raw frequency X matrix into an equivalent of the 

vector space model (Salton, et al., 1975).  This process involved the transformation of the count 

data found in the X-matrix by a weighting method.  Term weighting conditions the data and 

involves a local weight and a global weight.  Similar to adding high frequency words to a 

stopword list, weighting addresses terms that appear with high frequency across the document 

collection.  For example, the inverse document frequency (idf) method reduces the impact of 

terms that appear across the collection with high frequency and instead favors those high 

frequency terms that appear in relatively fewer documents (Salton and Buckley, 1988).   

Weighting is achieved by taking the frequency of each cell of the X-matrix and adjusting 

it by taking the product of a local and a global weight for that cell.  Local weights transform the 

frequency of term i in document j (tfij) into a relative frequency.  Several local weighting options 
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are available.  The most common term frequency weighting method involves simply using the 

observed tfij value as the local weight.  Other alternatives for local weighting include binary 

where the local tfij value is taken as either 0 (does not exist) or 1 (exists).  Log local weighting 

replaces the tfij value with log(tfij +1)) (Salton, Buckley, 1988).  Finally, augmented normal 

(augnorm) (replaces the tfij value with 0.5 +0.5*tfij /max(tfij)) (Salton, Buckley, 1988).   

Global weights describe the relative frequency of the term across the corpus.  Several 

global term weighting methods are available including idf, entropy, and binary.  Idf is defined as 

log2(N/ni), where N is the number of documents in the collection and ni is the frequency of term i 

in the corpus.  Entropy global weighting is defined as 1+[Σpij*log(pij)/log(N)] where pij = tfij/ni is 

the conditional probability for the document j given term i.  

The proper selection of a term weighting method appears to relate to the length of the 

documents in the corpus.  The length of the document drives the sparsity of the input matrix 

which in-turn influences the probability of a document in a corpus and the probability of a words 

relating to a topic.  The two highly recommended and most commonly cited weighting methods 

in the LSA literature are tf-idf and log-entropy (Evangelopoulos et al., 2012).  Generally tf-idf is 

recommended when the corpus consists of large complex term structures and log-entropy is 

recommended when the corpus consists of smaller latent structures composed of a few frequent 

terms (Evangelopoulos et al., 2012). 

Another common procedure is to normalize the X-matrix once it has been weighted.  

Normalizing the matrix equalizes the lengths of widely varying vectors.  When a corpus consists 

of a mixture of short and long documents, the long documents exert greater influence.  In 

information retrieval, long length documents were found to have a greater probability of being 

returned than short document.  It should be obvious that there is a greater probability of finding a 
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random term in a long document than a short document.  Normalizing allows all documents to be 

treated equally relevant (Salton, Buckley, 1988).  To normalize an X-matrix, let w represent the 

weighted term value, then the normalized value is w/√[Σ(wi)2] (Salton, Buckley, 1988).  With the 

X-matrix normalized, it is ready for decomposition. 

The primary analysis procedure of LSA is singular value decomposition (SVD).  SVD is 

a linear algebra technique that decomposes any rectangular matrix into three other matrices 

 X𝑡×𝑑 = U𝑡×𝑟S𝑟×𝑟V𝑟×𝑑
𝑇  . (1)   

The Ut×r matrix is terms-by-factors in dimensionality and is the eigenvectors of the XXT 

matrix.  The XXT matrix is a t×t dimension term covariance matrix that define r latent semantic 

themes in the data that are called factors in the multivariate language.  The terms of each factor 

define the latent semantic topics.  Sr×r is a r×r diagonal matrix of singular values.  VT
r×d is a 

factor-by-document matrix that represents the eigenvectors of the XTX matrix, a d×d document 

covariance matrix which associates factors and the original documents. 

For a variety of reasons, it is desirable to reduce the number of factors extracted from the 

X-matrix.  In a population, removing those factors with eigenvalues less than one places a lower 

bound on the number of common factors (Guttman, 1954).  When a factor accounts for less 

variance than a single variable, it is of little interest (Cliff, 1988).  Frequently, the data are in 

high-dimensionality space while only a few dimensions convey the topic structure of the corpus 

(Zhu and Ghodsi, 2006).  The SVD products are truncated to a reduced space of only the first k 

highest rank singular values, s1, …, sk, such that X�𝑡×𝑑 = U𝑡×𝑘S𝑘×𝑘V𝑘×𝑑
𝑇  is the best k rank least 

squares estimate of Xt×d.  What k value constitutes the selection of the best k singular values is 

still an open research topic.  For further discussion on the best k singular values to extract, see 

the section Determining the Number of Topics to Extract later in this chapter.   

21 



Once the data are truncated, the two loading matrices, LT and LD, are recovered.  Using 

the orthonormality property VTV = I, where I is the k×k identity matrix, we obtain 

 LT = U𝑡×𝑘S𝑘×𝑘 = X�𝑡×𝑑V𝑑×𝑘. (2)  

The matrix LT consists of term loadings and associates the various terms with specific 

topics.  It is a t×k dimension matrix.  The term-factor relationship found in this matrix facilitates 

topic labeling.  To obtain document factor loadings, we use the orthonormality property UTU= I, 

where I is the k×k identity matrix, and S=ST.  Post-multiplying both sides by Ut×k gives   

 LD = V𝑑×𝑘S𝑘×𝑘 = 𝑋�𝑑×𝑡
T U𝑡×𝑘. (3) 

The LD matrix is a d×k matrix of document loadings that associates the various document 

with specific topics.  

Factor rotation has long been known to simplify a factor structure and theoretically 

achieves a more meaningful solution (Hair et al., 2006, p. 123).  Factor rotation has also been 

show to improve interpretability of LSA results (Sidorova et al., 2008).  Many different methods 

of factor rotation exist (Kim and Mueller, 1978, p. 29-40).  Most of these methods have not been 

tested in text mining, however, Varimax rotation has been used successfully (Sidorova et al., 

2008).  Varimax rotation maximizes the sum of variance for the squared loadings.  Rotation can 

begin with either the term loadings LT matrix or the documents loadings LD.  Beginning with the 

LT matrix is the recommended strategy because it facilitates factor interpretation (Sidorova et al., 

2008).  Once a solution matrix M is recovered, it is also applied to the LD matrix (Sidorova et al., 

2008).     

Factors represent discussion topics.  These topics are defined by the associated words 

found in the LT matrix.  The topics are discussed in the documents listed in the LD matrix.  As 

one moves down the list of documents associated with any given topic, loading values become 
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small.  Eventually, documents will be associated with the topic k only by chance because of 

coincidental cross usage of one, two or three terms that define topic k.  This is considered noise.  

To avoid mixing noise into an analysis, the practice of suppressing results, replacing the loading 

with zero, below some threshold has been adopted from multivariate analysis.  Suppression 

levels are set at a value that represents the point where the number of loadings retained in the LD 

matrix equals the number of documents in the corpus. This strategy means some documents may 

not be associated with any topic while others are associated with more than one topic.  

Once factors are rotated and loadings are suppressed, results are ready for interpretation 

or follow-on analysis by other means that satisfy the researcher’s objectives.  An important yet 

typically ignored observation about the k extraction process in LSA is that the information to the 

right of selected kth factor is simply deleted.  If a corpus has a hierarchical structure to its topics, 

then those very specific sub topic toward the bottom the hierarchical tree should end up 

represented by those k values in the outer right tail of the S matrix.  This means that if multiple 

branches exist in the topic structure, those topics with longer or more diverse sub structures 

could get truncated and not fully appreciated in subsequent analysis. 

 

Latent Dirichlet Allocation 

Statistically speaking, LDA is a much more rigorous theory than LSA.  LDA models a 

corpus on a probabilistic basis.  LDA assumes documents D consist of N  words that discuss one 

or more individual topics Z and that the topics discussed are a random mixture of latent topics θ 

(Blei, Ng, and Jordan, 2003).  Topics follow a multinomial distribution of p(zn | θ).  Each topic Z 

is distributed over words w with some probability β (Blei, Ng, and Jordan, 2003).  The number of 

words N in a document D follow a Poisson distribution which is independent of all other 
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variables and considered an ancillary variable that is ignored. For a corpus, the k topics are 

defined by a word vocabulary V  that follows a word probabilities distribution that is 

parameterized with βk ×V  a k × V matrix that contains each word probability βij = p(wj = 1|zi = 1) 

(Blei, Ng, and Jordan, 2003).  Word probabilities β matrix is considered a fixed quantity that is 

estimated.  Given a topic zn, choice of the nth word wn follows a multinomial distribution with 

probability p(wn|zn,β).  Topic mixtures follow a multinomial distribution for the latent topic 

mixture θ and has the probability density function 

 𝑝(θ|𝛼) =  Γ(∑ 𝛼𝑖)𝑘
𝑖=1

∏ Γ(𝛼𝑖)𝑘
𝑖=1

θ1
𝛼1−1  … θ𝑘

𝛼𝑘−1 (4) 

where each of the parameters αi theoretically can exist independently on the interval 0 < 

αi < ∞ creating an infinite number of possible outcomes.  To simplify this, a constant α parameter 

is used such that αi=αj=α for any possible i and j.  With α fixed, and β estimated, the joint 

distribution of θ, z, and w is given by 

 𝑝(𝜃, 𝑧,𝑤|𝛼,𝛽) = 𝑝(𝜃|𝛼)∏ 𝑝(𝑧𝑛|𝜃)𝑝(𝑤𝑛|𝑧𝑛,𝛽).𝑁
𝑛=1  (5) 

In this instance, p(zn | θ) is taken as θi such that 𝑧𝑛𝑖 = 1.  A graphical representation of the 

LDA model is provided in Figure 3.  The outer plate is represents a document M from the corpus 

that contains a mixture of topic.  Each topic is defined by word choice with some probability. 
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Figure 3.  Graphical model of LDA. 
 

Inference and parameter estimation for LDA, however, becomes a problem.  It starts with 

the posterior distribution of the hidden variables 

 𝑝(𝜃, 𝑧|𝑤,𝛼,𝛽) =  𝑝(𝜃,𝑧,𝑤|𝛼,𝛽)
𝑝(𝑤|𝛼,𝛽)

. (6) 

Unfortunately, the LDA posterior distributions are intractable because of the edges 

between θ and β (see Figure 3).  An alternative method is to drop w and insert free variational 

parameters as illustrated in Figure 4.  This reduces the problem to a variational distribution 

 𝑞(𝜃, 𝑧|𝛾,𝜙) = 𝑞(𝜃|𝛾)∏ 𝑞(𝑧𝑛|𝜙𝑛),𝑁
𝑛=1  (7) 

with Dirichlet parameter γ and multinomial parameters ϕ are free variational parameters (Blei, 

Ng, and Jordan, 2003).            
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Figure 4.  Variational distribution model.   

 

Parameters are estimated in a two-step process.  First (E-step), the variational parameters 

γ and ϕ are recovered by finding the tightest possible lower bounds with an optimization of 

 (𝛾∗,𝜙∗) = 𝑎𝑟𝑔𝑚𝑖𝑛𝐷(𝛾,𝜙)(𝑞(𝜃, 𝑧|𝛾,𝜙)||𝑝(𝜃, 𝑧|𝑤,𝛼,𝛽)) (8) 

which leads to an appropriate starting point for γ and ϕn (Blei, Ng, and Jordan, 2003).    With 

variational parameters recovered, the next step (M-step) is the recovery of parameters α and β 

that maximize the marginal log likelihood.       

During the second step, the update for the conditional multinomial parameter β is 

 𝛽𝑖𝑗 ∝  ∑ ∑ 𝜙𝑑𝑛𝑖∗ 𝑤𝑑𝑛
𝑗𝑁

𝑛=1
𝑀
𝑑=1 . (9) 

The α parameter is recovered by iterating over the Newton-Raphson optimization 

 𝛼𝑛𝑒𝑤 = 𝛼𝑜𝑙𝑑 − 𝐻(𝛼𝑜𝑙𝑑)−1𝑔(𝛼𝑜𝑙𝑑). (10) 

This can cause problems in instances where words in a new document do not match any 

of the words in the training corpus.  To avoid this, variational inference methods are applied that 

includes Dirichlet smoothing (Blei, Ng, and Jordan, 2003).  
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As an iterative process, LDA requires considerable computer power.  Each iteration 

process of the variational inference (E-step) requires O((N+1)k) operations or empirically, for a 

single document roughly N2k operations (Blei, Ng, and Jordan, 2003).  The R statistical package 

Topic Models sets the variational inference (E-step) defaults at 500 iterations with a convergence 

tolerance of 10-6; and 1,000 iterations with a tolerance of 10-4 for the M-step (Grun and Hornik, 

2011).  Preliminary testing of small corpora with the R statistical programming packages LDA 

implementation found configurations with repeated random starts varying from 1-30, iterations 

from 1,000-100,000, and tolerance levels at 10-6 or lower for both the E-step and the M-step 

were required.  These configurations were not necessary to obtain convergence, but were 

required to obtain desirable posterior probabilities. For example, with one dataset of less than 

1,000 documents, LDA obtained convergence with the default configuration; however, the high 

end of the associated probabilities only reached the 24% range.  By changing the random starts 

to 30, the posterior probabilities jumped into the 90-95% range.      

 

Non-Negative Matrix Factorization 

Like LSA, NMF extends from factor analysis.  NMF began in what was called Positive 

matrix factorization (PMF).  PMF recognized that factor analysis required data to be centered; 

however, the data frequently was generated in some real world environments beyond behavioral 

science, such as physics, and consisted of well-defined origins or zero points (Paatero and 

Tapper, 1994).  Centering data results in a loss of information about the origin and the scale of 

the data (Paatero and Tapper, 1994).  Paatero and Tapper (1994) also found the approach of the 

factor problem by means of the covariance matrix inappropriate for physical science.  Paatero 

and Tapper (1994) also viewed the X matrix as a sum of X matrices with rank one, e.g. X ≈ X1 + 
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X2 + … + Xp which is a very appropriate view for text mining where each column of the X 

matrix (Xp) represents a document. The PMF model is then X = GF + E, where X and E are of 

dimensions n × m, G is n × p, and F is p × m.  

Lee and Seung (1999) introduced the first algorithm of NMF by extending PMF’s idea 

and adopts an iterative method using the model  

 X𝑛×𝑚  ≈ (WH)𝑛×𝑚  =  ∑ W𝑛×𝑎H𝑎×𝑚,𝑟
𝑎=1  (11) 

iterating over the set of update rules  

 W𝑖𝑎 ←  W𝑖𝑎 ∑
X𝑖𝜇

(WH)𝑖𝜇
H𝑎𝜇𝜇  (12) 

 W𝑖𝑎 ←
W𝑖𝑎

∑ W𝑗𝑎𝑗
 (13) 

 H𝑎𝜇 ←  H𝑎𝜇 ∑ W𝑖𝑎
X𝑖𝜇

(WH)𝑖𝜇𝑖  (14) 

until a local maximum is obtained in the objective function   

 𝐹 = ∑ ∑ [X𝑖𝑢 log(WH)𝑖𝑢 − (WH)𝑖𝑢].𝑚
𝑢=1

𝑛
𝑖=1  (15) 

This initial algorithm was shown to be functionally adequate for text mining (Lee and 

Seung, 1999).  However, many follow-on algorithms were quickly introduced.  In preliminary 

evaluations, the Brunet algorithm (Brunet et al., 2004) produced results that were more 

consistent with LSA and LDA than did the Lee and Seung (1999) algorithm.  Further, when the 

Brunet algorithm is operationalized in C++ programming, it is almost twice as fast as the Lee 

algorithm (Gaujoux, 2010). 

The Brunet et al. (2004) algorithm starts like the lee algorithm with the model X ≈ WH.  

The algorithm begins by initiating the W and H matrices randomly.  It then iteratively updates 

the matrices minimizing a divergence function (Brunet et al., 2004).  The divergence function  

 D =  ∑ X𝑖,𝑗 log � X𝑖,𝑗
(WH)𝑖,𝑗

� − X𝑖,𝑗 + (WH)𝑖,𝑗 ,𝑖,𝑗  (16) 
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is updated using  

 H𝑎𝑢 ←  H𝑎𝑢
∑ W𝑖𝑎X𝑖𝑢 (WH)𝑖𝑢⁄𝑖

∑ W𝑘𝑎𝑘
, (17) 

and 

 W𝑖𝑎 ←  W𝑖𝑎
∑ H𝑎𝑢X𝑖𝑢 (WH)𝑖𝑢⁄𝑢

∑ H𝑎𝑣𝑣
. (18) 

The function is related to the Poisson likelihood of generating X from W and H (Brunet 

et al., 2004). 

Because of the random number initialization of the W and H matrices, convergence to the 

same solution may not occur with successive runs with local minima and maxima conditions 

found.  Therefore, repeated runs are implemented. Typically 20-100 runs are sufficient to obtain 

a stable result (Brunet et al., 2004).   

Since NMF optimizes over W and H to obtain estimates of X, reducing the number of k 

topics extracted is not as destructive as with LSA.  With NMF, subtopics are folded into the 

higher level topics in the hierarchy.  Unfortunately, the definitions of the topics could also 

change as a result in the new approximation. 

 

Determining the Number of Topics to Extract 

All of the text mining methods have two common problematic open research topics: how 

many topics are present in the data and how many topics should be extracted from the data?  

Little to no research exists on the first topic, how many topics exist in data.  Most business 

corpora possess a hierarchical subtopic structure that fans out from some broad general topic 

theme, e.g. product quality.  With each sub layer of the hierarchy, the topics become more 

specific, e.g. the customer opinion of poor product quality was driven by low observed 
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durability.  The question of how many topics exist in a corpus is very subjective and depends on 

where the researcher decides to stop delineating among subtopics. 

Research in text mining has then focused on the second question; how many topics should 

be extracted from the data?  The approaches used typically involve some metric, however, all 

involve some degree of subjectivity, and there use requires a degree of expertise.   

At LSA’s inception, the number of dimensions to extract extended from the already 

existing principal components analysis methods.  Those techniques for determining k can be 

broadly classified as stopping rules based on confidence intervals, or stopping rules based on 

average test statistic values (Peres-Neto et al., 2005).  These methods included the Bartlett’s test 

for equality (Bartlett, 1950, 1951), Kaiser-Guttman rule or eigenvalues greater than one (EV1) 

(Guttman, 1954), parallel analysis (PA) (Horn, 1965), the scree test (Cattell, 1966), minimal 

average partial (MAP) (Velicer, 1976), and later modified parallel analysis (Glorfeld, 1995).  

These methods originated in the multivariate analysis area as tools to accompany either principal 

component analysis or exploratory common factor analysis.  At the time of their development, 

these methods assumed a researcher predetermined an experimental model and after building an 

instrument based on that model, extracted a set of representative factors from the data.  As a 

result of their original focus, the aforementioned methods for determining k tend to extract all of 

those factors that are above the “elbow” or change point in a scree plot.  An implicit assumption 

of these methods is that the researcher is able to separate meaningful patterns from random noise 

(Jackson, 1993).   

Within the text mining community, many of the aforementioned methods for determining 

k are still applied.  Research into this subject continues mostly because these methods are manual 

in nature.  Efron (2005) evaluated a number of the aforementioned methods and introduced a 
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variant of PA (Horn, 1965) called amended parallel analysis (APA).  Likewise, Zhu and Ghodsi 

(2006) introduced a new method for selecting k, based on the profile likelihood.  These methods 

were developed specifically for the text mining environment, however, like their predecessors, 

they attempt to find essentially the elbow point in a scree plot.  In information retrieval, the issue 

of the optimal number of k is frequently detoured.  Retaining an almost arbitrarily large number 

of factors is frequently the norm.  Typically, retaining 300 factors or more is common 

particularly when the number of documents is high (d ≈ 10,000) (Bradford, 2008).  This or 

bigger values of k can be a reasonable if the target corpus is the entirety of the World Wide Web.  

However, in a corpus of 1000 or fewer documents, retaining only 10 factors is common 

(Bradford, 2008).   

The R statistical package LSA does provide some dimensionality calculation routines 

(Wild, 2012).  Of interest, it provides Kaiser dimensioning and an option to extract all observed 

(raw) dimensions.  Additional techniques are available in the LSA package; however, they are 

not well supported in the literature.  For example, dimensioning equal to the number of 

documents or a fraction of the singular values observed in the data. 

Like LSA, LDA inherits this unresolved question of how many topics to extract.  At the 

introduction of LDA, the issue of how many topics to extract was treated in an arbitrary manner 

extracting 100 topics in one example and 50 topics in another example.  In the R statistics 

package topic models, two different methods of determining the number of topics to extract are 

provided (Grun and Hornik, 2011).  The first is a 10-fold cross-validation method which can be 

set to test at many different intervals.  The configuration of the 10-fold cross-validation as 

described by Grun and Hornik (2011) consisted of testing, for example, at 10, 20, 30, 40, 50, 

100, and 200 topics with LDA with α estimated, LDA with α fixed, a LDA-Gibbs sampler, and 
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CTM for a total of 28 different runs.  Only the best results of each run are retained based on the 

log-likelihood log(p(w|z)) and then evaluated graphically looking for the overall best model 

(highest log-likelihood). 

The 10-fold cross-validation test is time consuming.  An alternative is also provided by 

running the log-likelihood test on the results from the LDA algorithm obtained by testing at each 

level of k over some interval or every other level of k over the same interval, e.g. test each value 

of k from 2-50, or test every other value of k from 2-100.  This process is much faster and more 

thorough than testing at every 10th k. 

Likewise, NMF was introduced extracting an arbitrary 200 topics in an example (Lee and 

Seung, 1999).  Brunet et al. (2004) introduced a cophenetic correlation coefficient, pk(C�), with 

which the smallest values of k are selected before the magnitude of the coefficient begins to fall.  

A second method is the residual sum of squares (RSS) (Hutchins et al., 2008).  RSS has the 

ability of not only estimating the appropriate number of topics to extract, it will also reveal if 

NMF analysis is appropriate to the corpus (Hutchins et al., 2008).  In RSS, the effort is focused 

on variation in the RSS between the X matrix and WH matrices.  A plot of the RSS shows an 

inflection when r strikes the proper number of dimensions (Hutchins et al., 2008).  The R 

statistical package NMF provides tools for both of these dimensioning methods plus two 

additional tests residuals and dispersion (Gaujoux, 2010 and 2012).  It is unclear if residuals 

refers to Frigyesi and Hoglund (2008) or Kim and Tidor (2003).  Dispersion is not further 

identified.   

While the optimal number of topics to extract with any one of the selected text mining 

methods represents a wide-open research opportunity, the immediate need of discovering the 

optimal number of topic to extract seems most precarious.  Frequently in LSA the final solution 
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comes down to a judgment call with several solutions being generated each with different k.  

After examining the results, the researcher makes a subjective call as to which solution is best.  

 One alternative is to run each of the models and compare results for some common 

solution.  This strategy, while interesting, has not been documented in the literature. 
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CHAPTER 3 

TOPIC QUALITY EVALUATION 

Introduction 

The objective of the main experiment in this dissertation is to evaluate the perceived 

effectiveness of the text mining as posed by the research question; “which algorithms do humans 

perceive as more effective at extracting topics and classifying documents to topics?”  Answering 

this question requires the development of a new theoretical model and a new data collection 

instrument.  To assist in development of the new model, the following critical components of 

text mining are recapped: the process begins with a corpus or collection of documents.  As 

described in chapter 2, low information words are removed from the corpus, the remaining words 

are cut back to their roots, and subsequently referred to as terms.  A matrix is then extracted from 

the corpus that is composed of terms-by-documents.  For each document of the corpus, a new 

column is added to the matrix, and the frequency of each term found in the document is recorded 

on a unique row of the column.  Once a matrix is extracted, the text mining algorithm is applied 

to reveal the latent (hidden) topic structure.  For any given latent topic, only certain terms define 

the topic and only select documents from the corpus are associated with it.  Figure 5 presents a 

conceptual map of the text mining process. 
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Figure 5.  Illustration of the text mining process. 

 

Defining the Theoretical Model Constructs 

 The preponderance of historical text mining algorithm evaluations has been quantitative 

in nature (see Table 1).  An alternative approach is to use a qualitative experiment consistent 

with software engineering evaluation methods (Kitchenham, 1996).  In such an experiment, 

groups of potential users function as software managers, developers, or maintainers and assess 

feature(s) of a software method or tool according to some predefined criteria (Kitchenham, 

1996).  These are formal experiments that require the potential user to make a subjective 

assessment along some evaluation criteria (Kitchenham, 1996). 

 In order for the potential user to conduct the subjective evaluation, some evaluation 

criterion is required.  One possible criterion is how well the potential user understands, or how 

clear the subject matter of the latent topic is, based on the list of defining terms and list of 

associated documents.  A second criterion is how clearly the associated documents reflect the 

latent topic.  The third evaluation criterion then is to consider if the defining terms consistently 
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reflect the latent topic.  A graphical representation of these criteria and their relationship to the 

text mining process is presented in Figure 6.  A model consisting of such evaluation criteria was 

not found in the literature.  However, while distinct, such criteria are similar to that used in 

document clustering algorithm testing (Kummamuru et al, 2004).   

 
Figure 6.  Evaluation criterion and text mining relationships. 

Figure 7 presents the aforementioned measurement criterion as constructs in a theoretical 

research model.  In this model, consistency with which the defining terms reflect the latent topic 

is retitled Term-Topic Association.  The clarity with which the documents express the latent topic 

is titled Document-Topic Association.  How clear the subject matter of the latent topic is titled 

Topic Clarity.  The data collection instrument will also address the internal consistency of the 

documents through a fourth stand-alone construct called Document Cohesion.  Internal 
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consistency of the terms is not addressed because term list entries are more representative of 

parts of speech, for example, a term list can consist of a mixture of nouns, verbs, adverbs, and 

adjectives.  The order of assembly of these terms into a speech element may or may not be 

obvious to the casual observer and typically takes an experienced analyst some study time to 

interpret.  In addition, in homogeneous corpora, writers routinely compose documents that 

discuss multiple topics.  Therefore, a term list might include terms that describe the primary 

topic and a few terms that describe other topics in the corpus resulting in a list of terms that at 

times can be incoherent in isolation.   

 

Figure 7.  Theoretical research model. 
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CHAPTER 4 

METHODS 

Introduction 

To address the research question introduced in Chapter 1, a 3 × 5 (analytic methods × 

discussion topics) factorial design experiment was performed.  The data set used for this 

experiment originates from a real world business and possesses an unknown structure.  The 

corpus was analyzed by LDA, LSA, and NMF with the results subsequently evaluated by 

potential user subjects.   

 

Description of Experimental Data 

Data used in the experiment consists of homogeneous group of documents focused on 

customer satisfaction; however, the sub-topic structure of the data is unknown.  This data comes 

from a Fortune 500 retailer that offers an online service to customers.  This corpus was generated 

by customers of the firm that had decided to cancel their subscription services with the provider 

during a single day in April 2006.  As a step in the cancellation process, customers were asked 

why they decided to cancel their subscription and were given an open-ended text box in which to 

type their response.  During data collection, the system was configured to force the customer to 

place something in the text box.  This data is not a reduced sample and is nearly a census of 

activity for that day.  No other reference cues were provided. 

Since the firm is a member of a highly competitive industry, alterations were made to the 

analytic results to prevent revealing the provider’s identity or its competitive industry.  

Descriptive words replace actual service and product names, e.g. [Product], to protect the firm’s 
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identity and its specific industry segment.  Select figures that could disclose the identity of the 

firm are modified by proportioning allowing a meaningful ratio to remain. 

This data set consists of 1,143 customer comments.  Many of the documents address 

service quality issues as a reason for departure from the firm; however, there are also a number 

of other issues that customers express, that exceed the service quality domain or are otherwise 

beyond the firm’s ability to control.  This corpus is a mixture of homogeneous and 

heterogeneous topics and is representative of a typical business corpus. 

 

Analytic Software and Extraction of the X Matrix 

Throughout the text mining algorithm literature, when competitive testing is conducted, 

methods are compared using the same corpus.  However, an inconsistency in the literature is the 

programming platforms on which the algorithms are written.  Frequently, one algorithm will be 

written under one programming language, e.g. Python, MatLab, Java, C, or C++ while the 

competing method is written in another language.  While this is not necessarily detrimental or 

advantageous to the main analytic algorithm, text mining involves many preprocessing or data 

preparation steps.  The literature is not clear as to the equality of the X matrices that the 

algorithms are analyzing.  In this research, all analysis was conducted using the R statistical 

programming language (R Development Core Team, 2008).  All preprocessing was conducted 

using the Text Mining (tm) package, which is a library of software tools for text mining 

(Feinerer, Hornik, and Meyer, 2008; Feinerer 2008, 2011, and 2012).  These preprocessing steps 

were described in the Common Processing section of Chapter 2.  Once preprocessing for each of 

the three data sets was completed, algorithm based analysis was performed against the X matrix 

by the LSA package (Wild, 2007 and 2012), NMF package (Gaujoux and Seoighe, 2010; 
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Gaujoux 2010 and 2012), and the Topic Models package (Grün and Hornik, 2010, 2011, and 

2012).  The results generated in that analysis were then applied to the main experiment. 

 

Experimental Setup 

The research question is addressed with an experimental design utilizing the analysis 

results obtained from the algorithms.  The experimental design utilizes a randomized block 

factorial design (RBF-35) that considers two treatments consisting of the text mining method and 

the topics extracted.  There are 15 total treatment combinations composed out of three text-

mining methods and five topics.  Fifteen treatments are too much to present to a single 

respondent.  Therefore, each respondent evaluated 9 nine randomly selected treatments out of the 

15 possible. 

The number of topics to consider in this experiment was subjectively set at five.  

Considering that corpora routinely consist of tens to hundreds of subtopics, evaluating the 

methods on fewer topics seems unreasonable.  However, the evaluation process as conceived is 

time consuming on the part of the respondent and the desire was to balance the information gain 

versus respondent payoff.  Additionally, the corpus, when analyzed by singular values consists of 

six topics prior to the first change point (Zhu and Ghodsi 2006).  Of those six topics, five appear 

in all three solutions.  The sixth topic was discovered by LSA and NMF; however, LDA’s 

solution had a unique sixth topic.  Therefore, this sixth topic was dropped because it would throw 

the analysis out of balance. 

While the three analytic methods were able to extract the same five discussion topics, 

those topics were not extracted in the same order.  During a review of the results, the topics were 

renumbered so that topic number n was the same for all three methods.  The order in which the 
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topics are numbered relates to the order in which matching topics were discovered across the 

methods and does not reflect the order of extraction.  

For all algorithms, some topics will extract very cleanly while others possess high levels 

of noise (misclassified documents).  When topics are extracted, the first topic always explains the 

highest level of variance or in the case of LDA the first topic has the highest probability.  Then 

the level of variance explained decreases with each subsequent topic.  Further, within a topic, the 

first document listed in the table of associated documents has the highest level of correlation to 

the topic.  As one moves down the list of associated documents, the correlation level decreases.  

How much this decrease affects the clarity of the topic or clarity of the association’s is unclear 

and undocumented in the literature.  As a method of looking at this issue, the documents that 

were presented to respondents were either the ten highest correlated documents in the topic (odd 

numbered topics) or were 10 documents selected beginning at the 50th percentile (even numbered 

topics).   

 

Instrument Development 

The initial instrument was developed and tested in two pilot studies during the summer of 

2012.  Following those pilots, the instrument was revised to its final form consistent with the 

theoretical research model of Figure 7.  An instrument template of the final model is available in 

Appendix B.  The entire model was not provided in Appendix B because the main research 

questions are designed into the full instrument 15 times, once per topic.  See the section Sample 

of Presented Data in Appendix B for an example of 1 of the 15 topics that composed the full 

instrument. 
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The term-topic construct measures how well the respondents perceive the terms as 

defining the discussion topic.  In this construct, references to “terms” are replaced with 

“keywords”.  Since the potential users were not trained in text mining, the objective of this word 

replacement was to promote clarity and understanding in the research instrument.  The 

instruments four constructs are listed below followed by their items:   

 

Term-Topic Association Construct 

A1.  The keywords accurately reflect the topic being discussed. 

A2.  After examining the keywords, it was easy to understand what the topic was about. 

A3.  The keywords are helpful in understanding the topic. 

A4.  The keywords define a single topic.  

A5.  The keywords are related to each other. 

 

Document-Topic Association Construct 

B1.  The documents accurately reflect the topic being discussed. 

B2.  After examining the documents, it was easy to understand what the topic was about. 

B3.  The documents are helpful in understanding the topic. 

B4.  The documents define a single topic.    

B5.  The documents are related to each other. 

 

Topic Clarity Construct 

C1.  The discussion topic is clear to me. 

C2.  The concept of the topic is clear. 
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C3.  I feel I know what this topic is about. 

C4.  I would be able to label this topic. 

{{Provide a text box here and instruct the participant to label (define) the topic.}} 

C5.  How easy was it to label this topic? 

 

Document Cohesion Construct 

D1.  All these documents talk about the same thing. 

D2.  The documents address a topic in a consistent manner. 

D3.  How easy is it to identify documents that “do not belong” in the group? 

D4.  These documents are similar to each other. 

 

Sources of Variation 

In analyzing the solutions, variation was anticipated from the following sources: 

• Text mining method  

• Topic – because some corpora possess topics with highly focused discussion 

subjects while other topics are broader in scope.  

• Presentation order – participants are required to make an evaluation which entails 

a degree of learning effect.  

• Corpus – the scope of some corpora are highly defined while others are loosely 

defined.  While not fully understood, topic homogeneity may also cause variation.    

• Participants  

These sources of variation  are addressed in the following manners: corpus variations is 

controlled by fixing; the presented data are from one corpus; to control presentation order 
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variation, the nine treatment combinations presented to participants were in a completely 

randomized order; finally, text mining method, topic, and participant are accounted for in the 

ANOVA model. 

 

Threats to Validity and Generalizability 

Four threats to validity are identified in the design and are addressed as defined here.  

Linguistic ability of participants is an important threat because participants are asked to make 

judgments of linguistic results.  Lower levels of English language ability will impede the 

respondent’s ability to provide accurate judgments of accuracy or cohesiveness.  A demographic 

question is added to the instrument asking about the respondent’s first language.  Significance of 

the item is tested with the ANOVA procedure. 

Previous exposure to text mining methods could result in a bias of the results.  A 

respondent with professional experience in data analysis may have a preexisting preference for 

one of the particular method and consciously or subconsciously skew their ratings.  At no point 

does the instrument provide the participant with method information.  Further, the results that are 

presented in the instrument do not emulate the output of the software package or analytic method 

that a user could have potentially experienced.  Finally, a demographics question asks about the 

participant’s familiarity with text mining tools methods, and algorithms. 

In some research, student subjects can be problematic for generalizability.  For instance, 

they have been found to provide more homogeneous responses in marketing research (Peterson, 

2001).  In other studies, the results are not as conclusive yet suggest student responses are 

generalizable (Enis et al., 1972).  In a real world business environment, text-mining operators 

require a degree of expertise; however, in this experiment the student is not asked to manipulate 
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the data, instead, they are simply asked to judge the understandability of the results.  Those 

judgments require an ability to interpret language material.  To further measure the student’s 

ability with this research, the demographics section the instrument also collects information on 

first language, the number of semester hours completed in language, and how well they 

understand the documents.     

Since respondents are exposed to all of the treatment combinations, a learning effect is 

expected.  To detect it and eliminate it if necessary, treatments are presented in random order and 

the presentation order for each participant is captured.   
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CHAPTER 5 

DATA ANALYSIS 

Introduction 

Analysis of the survey instrument data follows the traditional multivariate procedures.  

Analytic procedures included factor analysis; development of and evaluation of summated 

construct items; evaluation of order effect; evaluation for an effect on the summated constructs 

caused by the analytic method and topic; finally, regression analysis of the main experimental 

model shown in Figure 7 as well as regression analysis with demographic data. 

 

Data Collection and Cleanup  

The concept behind the experiment is to evaluate the perceived effectiveness of text 

mining algorithms as posed by the research question: 

Which algorithms do humans perceive as more effective at extracting topics and 

classifying documents to topics?   

To answer this question, a group of potential users were presented analysis samples from each of 

three text mining methods and asked to evaluate them using a Likert scale questionnaire.  The 

measurement instrument used for this experiment is contained in Appendix C.  This experiment 

utilized data set 3, customer comments data, which is described in chapter 3.  Each of the three 

text mining methods extracted six discussion topics from the data which was in turn loaded into 

the research questionnaire.  The questionnaire was administered by Qualtrics online survey 

software (www.qualtrics.com).  To avoid respondent fatigue, Qualtrics was configured to 

randomly select 9 of the 18 possible solutions to present to each respondent.  Randomization 

coding was retained for analysis.  Three hundred fifty four respondents participated in the study. 
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 During the survey collection period, data from 354 respondents was collected.  Five of 

the respondents were deleted because they terminated shortly after the informed consent and no 

usable data was collected from them.  Of the 5 respondents, 1 declined to participate beyond the 

informed consent, 2 terminated immediately after the informed consent, and 2 terminated their 

participation during the introduction.  This left 349 respondents each of which experienced 9 

combinations for a total of 3,141 observations (349 × 9).  This total of 3,141 observations was 

possible because each respondent evaluated nine sets of text mining results.  In several instances, 

respondents skipped a set of questions for one construct.  Since the analysis did not use paired 

samples, those empty observations were deleted.  Once the incomplete or blank observations 

were removed, 2,542 observations remained for analysis.  During the data review, the 

demographics variable “competence at categorizing text” was reverse coded.  This variable had 

been set up with option 1 = very competent through 4 = very challenged.  All other variables 

were configured low-to-high.  One additional variable was added to the data set, order.  The 

Qualtrics output included a segment of data with each respondent that identified the order that 

the treatments were presented based on the block title found in the Qualtrics instrument.  Order is 

a simple numerical value based on the Qualtrics randomization data that identifies what order (1 

through 9) the observation was presented to the respondent.  All measurement item titles were 

recoded with an alpha-numeric code that identified the construct of association and the item 

number within that construct.  Table 2 provides the item text and codes used in subsequent 

analysis for each construct. 

In another odd event, Qualtrics actually presented 12 sets of text mining results to 

respondent 210.  All 12 observations were retained; however, for order effect testing, the three 

extra observations were deleted because their presentation order was not recorded by Qualtrics.   
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Table 2  

Construct Items and Coding used in Subsequent Analysis 

Code Item Text 
 
Term-Topic Association Construct   
A1 The keywords accurately reflect the topic being discussed. 
A2 After examining the keywords, it was easy to understand what the topic was about. 
A3 The keywords are helpful in understanding the topic. 
A4 The keywords define a single topic.   
A5 The keywords are related to each other. 
 
Document-Topic Association Construct 
B1 The documents accurately reflect the topic being discussed. 
B2 After examining the documents, it was easy to understand what the topic was about. 
B3 The documents are helpful in understanding the topic. 
B4 The documents define a single topic.   
B5 The documents are related to each other. 
 
Topic Clarity Construct 
C1 The discussion topic is clear to me. 
C2 The concept of the topic is clear. 
C3 I feel I know what this topic is about. 
C4 I would be able to label this topic. 
C5 How easy was it to label this topic? 
 
Document Cohesion Construct 
D1 All these documents talk about the same thing. 
D2 The documents address a topic in a consistent manner. 
D3 How easy is it to identify documents that “do not belong” in the group? 
D4 These documents are similar to each other. 

 

During the initial attempt at testing for an analytic effect of Method and Topic on the 

summated constructs, it was discovered the data contained an error.  After extensive review, it 

was discovered that Topics 2 and 7 should have been deleted.  Topic 2 was only discovered, as 

defined by its term structure, by the analytic methods LSA and NMF.  This topic, as defined by 

its terms was not observed in the LDA results.  However, LDA found another topic, which was 

referred to as Topic 7.  With these two topics included in the analysis, the respective cells are not 

filled across all methods and therefore cause problems in the analytic results.  These topics were 
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removed from the analysis data.  This resulted in 276 observations against Topic 2 and 147 

observations against Topic 7 being deleted.   

After deleting observations for Topics 2 and 7, there were 2,118 observations in the 

data set.  Fourteen observations were deleted because they were missing data for the Topic 

Clarity, Term-Topic or Document-Topic construct.  With these observations deleted, there 

were 2,104 observations available for analysis. 

After this first round of cleaning, the data was moved into SPSS Statistics 20 for further 

cleaning based on residual analysis.  This action is taken to remove outlier and influential 

observations from the dataset.  With outliers and influential observations removed, analysis 

proceeded in SPSS and consisted of seven sequential steps consistent with multivariate 

methodology (Hair et al., 2006, ch. 3 and 4).  Those steps were factor analysis of items into 

constructs; internal consistency testing of constructs; testing of the order effect on each of the 

constructs by Univariate analysis; evaluation of the predictive ability of text mining method and 

topic on the constructs; multiple regression of the main model; integration of demographic 

information into the main model; and finally, residual analysis. Each of these steps and the 

discoveries made are presented in the sections that follow.  

 

Residual Analysis 

 Residuals were examined by standardized residuals, leverage, and Mahalanobis D2 

statistic while considering the regression of the dependent variable Topic Clarity onto the 

two independent variables Document-Topic Association and Term-Topic Association.  

Outlier detection first considered the standardized residuals generated by the linear 

regression process.  Because the sample is large (greater 2,000), a guideline of ± 3 standard 
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deviations was adopted as a guide with any observation greater considered an outlier and 

therefore deleted (Hair et al., 2006, p. 75).  Residuals were next evaluated with 

Mahalanobis’ statistic using the p-value as generated by using SPSS’ χ2 statistic and the 

equation p = 1-cdf.chisq(xi,2).  The decision rule was to consider an observation with a p-

value ≤ .001 as an influential observation and were deleted.  The linear regression and 

residual analysis was then repeated until all observations exhibited standardized residuals < 

3 and a p-value for the Mahalanobis statistic > .001 (Hair, 2006, p. 75).  This resulted in 

deleting 109 observations or 5.1% of all observations. Therefore, deleted observations was 

not excessive (Burke, 2001).  Final residual diagnostic statistics for the 1,995 observations 

are included in Table 3.  
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Table 3  

Regression Model Residual Analysis 

 Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.14 6.83 4.97 1.172 1995 
Std. Predicted Value -3.269 1.590 .000 1.000 1995 
Standard Error of Predicted Value .016 .053 .026 .009 1995 
Adjusted Predicted Value 1.14 6.84 4.97 1.172 1995 
Residual -1.987 2.064 .000 .697 1995 
Std. Residual -2.849 2.958 .000 .999 1995 
Stud. Residual -2.850 2.959 .000 1.000 1995 
Deleted Residual -1.989 2.065 .000 .698 1995 
Stud. Deleted Residual -2.855 2.964 .000 1.001 1995 
Mahal. Distance .012 10.695 1.999 2.217 1995 
Cook's Distance .000 .011 .001 .001 1995 
Centered Leverage Value .000 .005 .001 .001 1995 
a. Dependent Variable: TopicClarity 
  

Statistical testing of residual normality and equal variance are not effective due to the 

sample size.  Normality tests including Kolmogorov-Smirnov and Shapiro-Wilks are known to 

be sensitive when the sample size exceeding 1,000 observations (Hair et al., 2006, p. 82).  

Likewise, Levene’s test used to test equality of variance in the residuals,  

 𝑊 =  (𝑁−𝑘)
(𝑘−1)

 ∑ 𝑁𝑖(𝑍𝑖.−𝑍..)2𝑘
𝑖=1

∑ ∑ 𝑁𝑖(𝑍𝑖𝑗−𝑍𝑖.)2
𝑁𝑖
𝑗=1

𝑘
𝑖=1

 , (19) 

includes an N term in the numerator that makes it sensitive to large samples as well.  Therefore, a 

histogram of the residuals is provided in Figure 8, and a scatter plot of standardized residuals is 

provided in Figure 9. 
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Figure 8.  Histogram of topic clarity versus standardized residuals. 
 
 
 
 
 
 
 

 
 
Figure 9.  Scatterplot of predicted verses standardized residuals 
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Descriptive Statistics 

Demographic characteristics associated with the 1,995 observations are contained in 

Figure 10 and Tables 4 through 7.  The numbers listed in these Figures and Tables will not add 

up to 1,995 because a number of individuals did not provide various elements of the 

demographic data.  Since demographic data is not critical to the main analytic effort, these 

observations were retained.  Demographic characteristics collected included in Figure 10 are 

gender (Panel A and Table 4), age (Panel B and Table 5), education level (Panel C and Table 6), 

and whether English was the observers First Language (Panel D and Table 7).   

 

 

Figure 10.  Survey participant demographic data 

 

 
 

A B 

C D 
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Table 4  

Gender Demographic Frequency Data 

 Frequency Percent Valid Percent Cumulative 
Percent 

Valid 
Female 615 30.8 31.4 31.4 
Male 1346 67.5 68.6 100.0 
Total 1961 98.3 100.0  

Missing  34 1.7   
Total 1995 100.0   

 

 
Table 5 

Age Demographic Frequency Data 

 Frequency Percent Valid Percent Cumulative 
Percent 

Valid 

18-30 1769 88.7 90.2 90.2 
31-40 122 6.1 6.2 96.4 
41-50 58 2.9 3.0 99.4 
51-60 12 .6 .6 100.0 
 61 0 0 0  
Total 1961 98.3 100.0  

Missing  34 1.7   
Total 1995 100.0   
 

 

Table 6 

 Education Demographics Frequency Data 

 Frequency Percent Valid Percent Cumulative 
Percent 

Valid 

Some H.S. 159 8.0 8.1 8.1 
H.S. Graduate 1506 75.5 76.8 84.9 
Some College 145 7.3 7.4 92.3 
Bachelors 50 2.5 2.5 94.8 
Some Graduate 41 2.1 2.1 96.9 
Graduate 60 3.0 3.1 100.0 
Total 1961 98.3 100.0  

Missing  34 1.7   
Total 1995 100.0   
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Table 7 

English as a First Language Frequency Data 

 Frequency Percent Valid Percent Cumulative 
Percent 

Valid 

Yes 1444 72.4 73.6 73.6 
No.Fluent 383 19.2 19.5 93.2 
No Learning 134 6.7 6.8 100.0 
Total 1961 98.3 100.0  

Missing  34 1.7   
Total 1995 100.0   

 
 

This experiment depends on the respondent possessing a degree of language 

comprehension skills.  To assess the respondent’s skill and task understanding, additional self-

reported task specific information was collected.  These items are reported in Figure 11 and 

include how familiar the respondent was with text mining prior to this experiment (Panel A and 

Table 8).  The number of semester hour of completed language courses (Panel B and Table 9).  

How well the respondent felt they understood the documents presented to them was also asked 

and the results are reported in Panel C and Table 10.  Finally, how competent the respondent felt 

they were at categorizing text into classes was also asked.  Those results are reported in Panel D 

and Table 11. 
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Figure 11.  Self-reported task competence measures. 
 

Table 8 

Familiarity with Text Mining 

Familiarity Frequency Percent Valid Percent Cumulative 
Percent 

Valid 

None 987 49.5 50.7 50.7 
Little 642 32.2 33.0 83.7 
Some 282 14.1 14.5 98.2 
Alot 36 1.8 1.8 100.0 
Total 1947 97.6 100.0  

Missing  48 2.4   
Total 1995 100.0   

C 

A B 

D 
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Table 9 

Semester Hours of Language Courses Completed 

Hours Frequency Percent Valid Percent Cumulative 
Percent 

Valid 

0 7 .4 .4 .4 
3 192 9.6 9.9 10.3 
6 595 29.8 30.7 40.9 
9 480 24.1 24.7 65.6 
12 258 12.9 13.3 78.9 
15 124 6.2 6.4 85.3 
18 24 1.2 1.2 86.6 
 18 261 13.1 13.4 100.0 
Total 1941 97.3 100.0  

Missing  54 2.7   
Total 1995 100.0   

 

 
Table 10 

Understanding of the Presented Documents 

Understanding Frequ
ency 

Percent Valid Percent Cumulative 
Percent 

Valid 

Not at all 97 4.9 5.0 5.0 
Not very well 264 13.2 13.6 18.5 
Somewhat 967 48.5 49.7 68.2 
Very well 535 26.8 27.5 95.7 
Extremely well 84 4.2 4.3 100.0 
Total 1947 97.6 100.0  

Missing  48 2.4   
Total 1995 100.0   
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Table 11 

Competence at Categorizing Text into Classes 

Competence Frequency Percent Valid 
Percent 

Cumulative 
Percent 

Valid 

Very competent 384 19.2 19.6 19.6 
Relatively competent 1123 56.3 57.3 76.8 
Relatively challenged 406 20.4 20.7 97.6 
Very challenged 48 2.4 2.4 100.0 
Total 1961 98.3 100.0  

Missing  34 1.7   
Total 1995 100.0   

 
 

Analysis 

Step 1:  Factor Analysis 

The objective of the first step of the analysis was to verify that the structure of the items, 

and reduce the items into a smaller set of composite variates or factors (Hair et al., 2006, p. 107).  

Factor analysis was performed by principal components analysis extracting four a priori factors 

(Hair et al., 2006, p. 120).  Initially, VARIMAX rotation was used since it is a widely popular 

rotation method.  However, while these results do exhibit the a priori constructs, the results 

showed a number of significant cross loadings with factor loading above 0.40 as shown in Table 

12. 
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Table 12 

Principal Component Analysis with VARIMAX Rotation Utilizing a .40 Suppression Level  

 Component 
1 2 3 4 

A1 .710    
A2 .736    
A3 .732    
A4 .725 .447   
A5 .666 .454   
B1   .403 .658 
B2   .460 .646 
B3   .407 .687 
B4  .537  .563 
B5  .496  .578 
C1   .660 .405 
C2   .682 .410 
C3   .709  
C4   .703  
C5  .419 .710  
D1  .765   
D2  .714 .404  
D3  .655 .403  
D4  .762   
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 9 iterations. 

 

 
QUARTIMAX and EQUAMAX rotations showed similar if not worse results.  Brown 

(2009a) quotes Tabachnick and Fiddell (2007, p. 646): 

 Perhaps the best way to decide between orthogonal and oblique rotation 

is to request oblique rotation [e.g., direct oblimin or promax from SPSS] with the 

desired number of factors [see Brown, 2009b] and look at the correlations among 

factors…if factor correlations are not driven by the data, the solution remains 

nearly orthogonal.  Look at the factor correlation matrix for correlations around 

.32 and above.  If correlations exceed .32, then there is 10% (or more) overlap in 

variance among factors, enough variance to warrant oblique rotation unless there 

are compelling reasons for orthogonal rotation. 
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VARIMAX rotation is one of the orthogonal rotation methods.  Hair et al. (2006, p. 127) 

likewise argues that correlated factors are best analyzed by one of the oblique rotation methods.  

Following Tabachnick and Fiddell (2007, p. 646), the correlation matrix generated by OBLIMIN 

rotation presented in Table 13 shows all components exceeding the 0.32 level of correlation.  

This is not surprising given the special relationship of the constructs to one another.  In natural 

language, word selection defines a latent discussion topic and documents that discuss the topic 

are composed of the words that defined it.  

 

Table 13 

OBLIMIN Component Correlation Matrix 

Component 1 2 3 4 
1 1.000 .347 .722 -.770 
2 .347 1.000 .409 -.374 
3 .722 .409 1.000 -.818 
4 -.770 -.374 -.818 1.000 

Extraction Method: Principal Component Analysis.   
 Rotation Method: Oblimin with Kaiser Normalization. 

 

Correlation was also tested with the PROMAX component correlation matrix.  The 

results, presented in Table 14, are even stronger than those found using OBLIMIN rotation.  The 

minimal correlation value found by PROMAX correlation is 0.690 while with OBLIMIN 

correlation the minimal correlation was 0.347.  Additionally, with the OBLIMIN correlation 

matrix, one factor component is negatively correlated.  An explanation of that negativity is not 

apparent from the basic research model. 
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Table 14 

PROMAX Component Correlation Matrix 

Component 1 2 3 4 
1 1.000 .694 .720 .780 
2 .694 1.000 .690 .698 
3 .720 .690 1.000 .765 
4 .780 .698 .765 1.000 
Extraction Method: Principal Component Analysis.   
 Rotation Method: Promax with Kaiser Normalization. 

 

 
Given the strength of the PROMAX correlation results, principal components factor 

analysis was ran again with PROMAX rotation.  The final factor results are excellent and 

presented in Table 15.  This solution exhibits no cross-loading items and the minimal factor 

loading value is 0.612.  Only one loading is below the 0.7 level, which is considered a well-

defined structure (Hair et al., 2006, p. 128).  Attempts at factor analysis using OBLIMIN rotation 

resulted in very weak loadings in the “D” (Document cohesion) construct and cross-loading onto 

“C” (topic clarity).  When these items were removed, the result became worse with more items 

then exhibiting cross-loading. 
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Table 15 

Principal Components Factor Analysis Results using PROMAX Rotations 

 Component 
1 2 3 4 

TermTopicAssociation4 .849    
TermTopicAssociation2 .815    
TermTopicAssociation3 .806    
TermTopicAssociation1 .763    
TermTopicAssociation5 .716    
DocumentCohesion1  .831   
DocumentCohesion4  .811   
DocumentCohesion2  .718   
DocumentCohesion3  .647   
TopicClarity5   .840  
TopicClarity3   .749  
TopicClarity4   .748  
TopicClarity2   .682  
TopicClarity1   .639  
DocumentTopicAssoc3    .823 
DocumentTopicAssoc1    .759 
DocumentTopicAssoc2    .723 
DocumentTopicAssoc4    .625 
DocumentTopicAssoc5    .620 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Promax with Kaiser Normalization. 
a. Rotation converged in 9 iterations. 

 
 

Communalities, which measure the amount of variance accounted for by the factor 

solution are also provided.  A generally accepted guideline for communality measurement is that 

that at least half (0.50) of the variable’s variance is accounted for.  Communalities are reported in 

Table 16.  The minimal observed communality it 0.745. 
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Table 16 

Communalities  

 Initial Extraction 
A1 1.000 .829 
A2 1.000 .868 
A3 1.000 .849 
A4 1.000 .815 
A5 1.000 .788 
B1 1.000 .846 
B2 1.000 .863 
B3 1.000 .858 
B4 1.000 .793 
B5 1.000 .815 
C1 1.000 .868 
C2 1.000 .877 
C3 1.000 .874 
C4 1.000 .859 
C5 1.000 .775 
D1 1.000 .837 
D2 1.000 .848 
D3 1.000 .745 
D4 1.000 .866 
Extraction Method: Principal 
Component Analysis. 

 
 
Step 2:  Summated Scales 

With a satisfactory factor structure established, summated scale items were generated by 

average scores.  The new summated variables were named consistent with the constructs they 

represent.  Reliability (internal consistency) of the new scales is measured by Cronbach’s alpha.  

All constructs have excellent internal consistency with Cronbach’s α > 0.90 (see Table 17). 

  

Table 17 

Reliability Testing of Summated Scale Items 

Construct Title Items Cronbach’s α  
Term-Topic Association  A1-A5 .942 
Document-Topic Association B1-B5 .943 
Topic Clarity C1-C5 .955 
Document Cohesion D1-D4 .935 
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Step 3:  Order Effect 

During summer 2012, preliminary pilot studies suggested an order effect might be 

present.  During that study, two instruments were used that presented treatments in a fixed order.  

The source of the order effect was not clear, however, a learning effect was suggested.  To 

reduce the impact of an order effect on the study results, if it were present, this study utilized a 

fully randomized presentation order.  Here I want to test and make sure that presentation order is 

not significant for any of the four summated constructs.  This was tested by using a Univariate 

analysis procedure.  The test hypothesis for this procedure is specified below: 

H0:  Order does not affect the dependent variable 
 
HA:  Order does affect the dependent variable 

Each of the four summated constructs were tested for order effect individually.  None 

exhibited an order effect at the .05 significance level.  Result are presented in Tables 18 - 21.  All 

p-values are 0.4 and larger.  The decision is to fail to reject the null and conclude the data does 

not show signs of an order effect on any of the constructs.  Notice that the total degrees of 

freedom have been reduced by two because of the extra observations generated by respondent 

210 who was presented 12 topics for evaluation.  One of those three extra observations was 

deleted as an either an influential observation or an outlier and the remaining two were deleted 

for this analysis. 
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Table 18 

Order Effect Testing for the Term-Topic Association Construct 

Source Type III Sum 
of Squares 

df Mean Square F Sig. 

Corrected Model 3.560a 8 .445 .266 .977 
Intercept 49544.316 1 49544.316 29597.166 .000 
Presentation Order 3.560 8 .445 .266 .977 
Error 3321.126 1984 1.674   
Total 52900.000 1993    
Corrected Total 3324.686 1992    
a. R Squared = .001 (Adjusted R Squared = -.003) 

 
 

 

Table 19 

Order Effect Testing for the Document-Term Association Construct 

Source Type III Sum of 
Squares 

df Mean Square F Sig. 

Corrected Model 7.868a 8 .984 .604 .775 
Intercept 51043.088 1 51043.088 31348.739 .000 
PresentOrder 7.868 8 .984 .604 .775 
Error 3230.417 1984 1.628   
Total 54311.000 1993    
Corrected Total 3238.285 1992    
a. R Squared = .002 (Adjusted R Squared = -.002) 

 

 
 
Table 20 

Order Effect Testing for the Topic Clarity Construct 

Source Type III Sum 
of Squares 

df Mean Square F Sig. 

Corrected Model 14.802a 8 1.850 .996 .437 
Intercept 49213.852 1 49213.852 26486.250 .000 
Presentation Order 14.802 8 1.850 .996 .437 
Error 3686.452 1984 1.858   
Total 52938.000 1993    
Corrected Total 3701.253 1992    
a. R Squared = .004 (Adjusted R Squared = .000) 
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Table 21 

Order Effect Testing for the Document Cohesion Construct 

Source Type III Sum 
of Squares 

df Mean Square F Sig. 

Corrected Model 9.847a 8 1.231 .685 .705 
Intercept 48027.001 1 48027.001 26731.517 .000 
Presentation Order 9.847 8 1.231 .685 .705 
Error 3560.947 1982 1.797   
Total 51621.000 1991    
Corrected Total 3570.794 1990    
a. R Squared = .003 (Adjusted R Squared = -.001) 

 
 

Step 4:  Testing for Analytic Method and Topic Effect 

 With presentation order demonstrated as insignificant, Univariate analysis of Analytic 

Method and Extracted Topic variables with the four experimental model constructs set as 

dependent variables was performed.  The objective of this phase of the analysis was to determine 

if one analytic method performed better than another did.  It also tested if any of the extracted 

topics helped explain the variation observed in the constructs.  Once Univariate analysis was 

complete, the Topic and Method variables were tested by post hoc procedures to determine 

which discussion topic and which analytic method performed best.  Finally, interaction between 

Topic and Method was explored by post hoc analysis. 

 

Univariate Analysis  

Since order is not a significant predictor, two observations for respondent 210 were 

reloaded to the data.  Results for Univariate testing of the Method and Topic are reported in 

Tables 22 through 25.  This analysis considered the analytic method and the topic and an 

interaction term as independent variable on to which the four main model constructs were 

regressed.  The discussion topic and interaction term Method × Topic was for all four of the 
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constructs at the .05 significance level.  The analysis method was found significant at the .05 

significance level for the Document-Topic Association construct only.  For the other constructs, 

the p-values run in the range of 0.053 and 0.079.  While these constructs could be argued as 

marginally significant, they are not explanatory.  When evaluated by the R2
adj statistic, the 

analytic method only explains 2.2% of the variation in the Document Cohesiveness variable.  

Coefficient of determination and adjusted coefficient of determination for each construct are also 

reported in tables 22 through 25. 

Table 22 

Univariate Analysis of the Term-Topic Construct 

Source Type III Sum of 
Squares 

df Mean Square F Sig. 

Corrected Model 86.289a 14 6.164 3.764 .000 
Intercept 49583.189 1 49583.189 30277.982 .000 
Method 9.608 2 4.804 2.934 .053 
Topic 44.912 4 11.228 6.856 .000 
Method * Topic 31.964 8 3.996 2.440 .013 
Error 3242.446 1980 1.638   
Total 52974.000 1995    
Corrected Total 3328.735 1994    
a. R Squared = .026 (Adjusted R Squared = .019) 

 

 
 

Table 23 

Univariate Analysis of the Document-Topic Construct 

Source Type III Sum of 
Squares 

df Mean Square F Sig. 

Corrected Model 94.215a 14 6.730 4.233 .000 
Intercept 51061.157 1 51061.157 32117.738 .000 
Method 10.772 2 5.386 3.388 .034 
Topic 38.882 4 9.721 6.114 .000 
Method * Topic 44.831 8 5.604 3.525 .000 
Error 3147.827 1980 1.590   
Total 54385.000 1995    
Corrected Total 3242.042 1994    
a. R Squared = .029 (Adjusted R Squared = .022) 
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Table 24 

Univariate Analysis of the Topic Clarity Construct 

Source Type III Sum of 
Squares 

df Mean Square F Sig. 

Corrected Model 98.566a 14 7.040 3.864 .000 
Intercept 49217.626 1 49217.626 27011.557 .000 
Method 10.237 2 5.119 2.809 .060 
Topic 48.989 4 12.247 6.721 .000 
Method * Topic 39.677 8 4.960 2.722 .006 
Error 3607.748 1980 1.822   
Total 53003.000 1995    
Corrected Total 3706.314 1994    
a. R Squared = .027 (Adjusted R Squared = .020) 

 

 
Table 25 

Univariate Analysis of the Document Cohesiveness Construct 

Source Type III Sum of 
Squares 

df Mean Square F Sig. 

Corrected Model 147.859a 14 10.561 6.095 .000 
Intercept 48041.549 1 48041.549 27726.280 .000 
Method 8.787 2 4.394 2.536 .079 
Topic 63.816 4 15.954 9.208 .000 
Method * Topic 75.593 8 9.449 5.453 .000 
Error 3427.297 1978 1.733   
Total 51695.000 1993    
Corrected Total 3575.156 1992    
a. R Squared = .041 (Adjusted R Squared = .035) 

 

 
Analysis of the Topic Variable 

 To determine the mean differences among the topics, post hoc analysis with the Scheffé 

test was performed testing each of the extracted discussion topics against each summated 

construct.  Scheffé was selected for this task because it is considered a more conservative 

statistic.  Those results are reported in Tables 26 through 29.  In each of the four constructs, at 

the .05 significance level, the 4th and 6th Topics are not significantly different from one another.  

Further, the 1st, 3rd, and 5th Topics are likewise not significantly different from one another.  
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However, these two subgroups are different with Topics 1, 3, and 5 possessing higher mean 

values than Topic 4 and 6.  Additionally, within the odd numbered topics for most constructs, the 

means rank order is 3, 1, and 5.  This might be coincidental although, the means rank order for 

the even numbered topics is in order with 4 possessing a higher mean than the 6th Topic.  In 

general, I consider this coincidental because this numbering of topics is not the order of 

extraction.  The result from each algorithm was compared one topic at a time against the other 

algorithms.  As singular recurring topics were discovered across the three results they were 

numbered.  Therefore the topic numbers observed here are arbitrarily assigned.  As for the even 

numbered topics, it makes sense that they exhibit significantly lower means.  Documents for 

those topics were selected from the fiftieth percentile of the association list while the odd 

numbered topics were selected beginning at the first percentile.   

Table 26 

Scheffé Testing of Topics on the Term-Topic Association Construct 

(I) Topic (J) Topic Mean Difference 
(I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 

3 .02 .091 1.000 -.26 .30 
4 .27 .091 .059 -.01 .55 
5 .12 .090 .755 -.15 .40 
6 .39* .090 .001 .11 .67 

3 

1 -.02 .091 1.000 -.30 .26 
4 .25 .092 .111 -.03 .53 
5 .10 .091 .872 -.18 .38 
6 .37* .091 .003 .09 .65 

4 

1 -.27 .091 .059 -.55 .01 
3 -.25 .092 .111 -.53 .03 
5 -.15 .091 .600 -.43 .13 
6 .12 .091 .802 -.16 .40 

5 

1 -.12 .090 .755 -.40 .15 
3 -.10 .091 .872 -.38 .18 
4 .15 .091 .600 -.13 .43 
6 .27 .090 .066 -.01 .54 

6 

1 -.39* .090 .001 -.67 -.11 
3 -.37* .091 .003 -.65 -.09 
4 -.12 .091 .802 -.40 .16 
5 -.27 .090 .066 -.54 .01 

Based on observed means.  The error term is Mean Square(Error) = 1.638. 
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Table 27 

Scheffé Testing of Topics on the Document-Topic Construct 

(I) Topic (J) Topic Mean Difference 
(I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 

3 -.03 .089 .999 -.31 .25 
4 .27 .090 .063 -.01 .54 
5 .07 .088 .950 -.20 .35 
6 .31* .089 .015 .04 .58 

3 

1 .03 .089 .999 -.25 .31 
4 .30* .090 .029 .02 .58 
5 .10 .089 .850 -.17 .38 
6 .34* .089 .006 .07 .62 

4 

1 -.27 .090 .063 -.54 .01 
3 -.30* .090 .029 -.58 -.02 
5 -.19 .089 .325 -.47 .08 
6 .04 .090 .993 -.23 .32 

5 

1 -.07 .088 .950 -.35 .20 
3 -.10 .089 .850 -.38 .17 
4 .19 .089 .325 -.08 .47 
6 .24 .089 .129 -.04 .51 

6 

1 -.31* .089 .015 -.58 -.04 
3 -.34* .089 .006 -.62 -.07 
4 -.04 .090 .993 -.32 .23 
5 -.24 .089 .129 -.51 .04 

Based on observed means.  The error term is Mean Square(Error) = 1.590. 
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Table 28 

Scheffé Testing of Topics on the Topic Clarity Construct 

(I) Topic (J) Topic Mean Difference 
(I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 

3 -.01 .096 1.000 -.30 .29 
4 .33* .096 .018 .04 .63 
5 .12 .095 .826 -.18 .41 
6 .35* .095 .009 .06 .64 

3 

1 .01 .096 1.000 -.29 .30 
4 .34* .097 .014 .04 .64 
5 .13 .096 .785 -.17 .42 
6 .36* .096 .007 .07 .66 

4 

1 -.33* .096 .018 -.63 -.04 
3 -.34* .097 .014 -.64 -.04 
5 -.22 .096 .279 -.51 .08 
6 .02 .096 1.000 -.28 .31 

5 

1 -.12 .095 .826 -.41 .18 
3 -.13 .096 .785 -.42 .17 
4 .22 .096 .279 -.08 .51 
6 .24 .095 .189 -.06 .53 

6 

1 -.35* .095 .009 -.64 -.06 
3 -.36* .096 .007 -.66 -.07 
4 -.02 .096 1.000 -.31 .28 
5 -.24 .095 .189 -.53 .06 

Based on observed means.  The error term is Mean Square(Error) = 1.822. 
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Table 29 

Scheffé Testing of Topics on the Document Cohesion Construct 

(I) Topic (J) Topic Mean Difference 
(I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 

3 -.03 .093 .998 -.32 .25 
4 .31* .094 .031 .02 .59 
5 .15 .092 .649 -.14 .43 
6 .43* .093 .000 .15 .72 

3 

1 .03 .093 .998 -.25 .32 
4 .34* .094 .012 .05 .63 
5 .18 .093 .449 -.11 .47 
6 .47* .093 .000 .18 .76 

4 

1 -.31* .094 .031 -.59 -.02 
3 -.34* .094 .012 -.63 -.05 
5 -.16 .093 .569 -.45 .13 
6 .13 .094 .759 -.16 .42 

5 

1 -.15 .092 .649 -.43 .14 
3 -.18 .093 .449 -.47 .11 
4 .16 .093 .569 -.13 .45 
6 .29* .093 .046 .00 .57 

6 

1 -.43* .093 .000 -.72 -.15 
3 -.47* .093 .000 -.76 -.18 
4 -.13 .094 .759 -.42 .16 
5 -.29* .093 .046 -.57 .00 

Based on observed means.  The error term is Mean Square(Error) = 1.733. 

 
 

Analysis of the Method Variable 

 Analytic method effect was also tested by Scheffé against all four of the main 

constructs.  Results are reported in Tables 30 through 33.  For each of the four constructs, the 

rank order of means was NMF first, LSA second, and LDA last.  However, none of these 

comparisons are significant at the .05 level.  Arguably, NMF could be considered significantly 

different from LDA with respect to Term-Topic Association and Topic Clarity with p-values 

0.056 and 0.059 respectively.  Two points are worth considering at this point.  First, this is a very 

large sample.  Large samples will naturally move toward significance.  Second, even though this 

variable seems to be moving toward significance, it does not have explanatory power as 
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demonstrated in Tables 22 through 25.  This means that the analytic method has no impact on the 

clarity of results.  

Table 30 

Scheffé Test Results of Method on the Term-Topic Association Construct 

(I) Method (J) Method Mean 
Difference (I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 
2 -.10 .070 .365 -.27 .07 
3 -.17 .070 .056 -.34 .00 

2 1 .10 .070 .365 -.07 .27 
3 -.07 .070 .618 -.24 .10 

3 
1 .17 .070 .056 .00 .34 
2 .07 .070 .618 -.10 .24 

 The error term is Mean Square(Error) = 1.638. 

 
Table 31 

Scheffé Test Results of Method on the Document-Topic Association Construct 

(I) Method (J) Method Mean 
Difference (I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 
2 -.01 .069 .992 -.18 .16 
3 -.16 .069 .066 -.33 .01 

2 1 .01 .069 .992 -.16 .18 
3 -.15 .069 .088 -.32 .02 

3 
1 .16 .069 .066 -.01 .33 
2 .15 .069 .088 -.02 .32 

 The error term is Mean Square(Error) = 1.590. 
 

Table 32 

Scheffé Test Results of Method on the Topic Clarity Construct 

(I) Method (J) Method Mean 
Difference (I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 
2 -.08 .074 .556 -.26 .10 
3 -.18 .074 .059 -.36 .01 

2 1 .08 .074 .556 -.10 .26 
3 -.10 .074 .431 -.28 .09 

3 
1 .18 .074 .059 -.01 .36 
2 .10 .074 .431 -.09 .28 

 The error term is Mean Square(Error) = 1.822. 
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Table 33 

Scheffé Test Results of Method on the Document Cohesiveness Construct 

(I) Method (J) Method Mean 
Difference (I-J) 

Std. Error Sig. 95% Confidence Interval 
Lower Bound Upper Bound 

1 
2 -.11 .072 .311 -.29 .07 
3 -.16 .072 .085 -.34 .02 

2 1 .11 .072 .311 -.07 .29 
3 -.05 .072 .787 -.23 .13 

3 
1 .16 .072 .085 -.02 .34 
2 .05 .072 .787 -.13 .23 

 The error term is Mean Square(Error) = 1.733. 
 

 

Interaction Term Analysis 

To explore the relationships among the elements of the interaction terms, Marginal 

Means were collected.  These values provide the mean interaction values of each of the Analysis 

Methods × Discussion Topic.  These results are reported in tables 34 through 37 as well as 

Figures 12 through 15.  In each construct, the highest interaction term mean value is with a 

combination of the LSA analytic method and discussion Topic 3.  Oddly, the lowest level mean 

value for an interaction pair is also LSA in combination with discussion Topic 4.  This 

interaction pairing has the lowest mean value in all four constructs. 
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Table 34 

Term-Topic Marginal Means for Method × Topic Interaction Variable  

Method Mean Std. Error 

95% Confidence 
Interval 

Lower 
Bound 

Upper 
Bound 

LDA LDA1 5.110 .110 4.895 5.325 
LDA3 4.868 .113 4.647 5.089 
LDA4 4.938 .113 4.717 5.159 
LDA5 4.887 .111 4.670 5.105 
LDA6 4.669 .111 4.452 4.887 

LSA LSA1 5.206 .110 4.991 5.421 
LSA3 5.323 .112 5.103 5.543 
LSA4 4.559 .114 4.336 4.782 
LSA5 5.129 .111 4.910 5.347 
LSA6 4.771 .108 4.559 4.984 

NMF NMF1 5.135 .111 4.918 5.353 
NMF3 5.189 .111 4.971 5.408 
NMF4 5.107 .112 4.888 5.326 
NMF5 5.063 .107 4.853 5.274 
NMF6 4.838 .112 4.618 5.059 

 

 

 

 
 
Figure 12.  Term-topic marginal means confidence intervals for Method × Topic interaction.  

 

 

4.000

4.200

4.400

4.600

4.800

5.000

5.200

5.400

5.600

5.800

75 



Table 35 

Document-Topic Marginal Means for Method × Topic Interaction Variable 

Method Mean Std. Error 

95% Confidence 
Interval 

Lower 
Bound 

Upper 
Bound 

LDA LDA1 5.176 .108 4.964 5.388 
LDA3 5.047 .111 4.829 5.264 
LDA4 5.116 .111 4.899 5.334 
LDA5 4.887 .109 4.673 5.102 
LDA6 4.789 .109 4.575 5.004 

LSA LSA1 5.162 .108 4.950 5.374 
LSA3 5.369 .111 5.152 5.586 
LSA4 4.488 .112 4.269 4.708 
LSA5 5.144 .110 4.929 5.359 
LSA6 4.900 .107 4.691 5.109 

NMF NMF1 5.226 .109 5.011 5.440 
NMF3 5.235 .110 5.020 5.450 
NMF4 5.130 .110 4.914 5.346 
NMF5 5.296 .106 5.088 5.503 
NMF6 4.938 .111 4.722 5.155 

 

 

 
 
Figure 13.  Document-topic marginal means confidence intervals for Method × Topic.  
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Table 36 

Topic Clarity Marginal Means for Method × Topic Interaction Variable 

Method Mean Std. Error 

95% Confidence 
Interval 

Lower 
Bound 

Upper 
Bound 

LDA LDA1 5.110 .116 4.883 5.337 
LDA3 4.860 .119 4.627 5.094 
LDA4 4.938 .119 4.705 5.171 
LDA5 4.805 .117 4.575 5.034 
LDA6 4.692 .117 4.462 4.921 

LSA LSA1 5.103 .116 4.876 5.330 
LSA3 5.354 .118 5.122 5.586 
LSA4 4.449 .120 4.214 4.684 
LSA5 5.083 .117 4.853 5.314 
LSA6 4.829 .114 4.605 5.052 

NMF NMF1 5.173 .117 4.943 5.402 
NMF3 5.197 .117 4.967 5.427 
NMF4 4.977 .118 4.746 5.208 
NMF5 5.141 .113 4.919 5.363 
NMF6 4.815 .118 4.583 5.048 

 

 

 

 

 
 

Figure 14.  Topic clarity marginal means confidence intervals for Method × Topic interaction.  
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Table 37 

Document Cohesion Marginal Means for Method × Topic Interaction Variable   

Method Mean Std. Error 

95% Confidence 
Interval 

Lower 
Bound 

Upper 
Bound 

LDA LDA1 5.118 .113 4.896 5.339 
LDA3 4.744 .116 4.517 4.971 
LDA4 4.961 .116 4.734 5.189 
LDA5 4.684 .114 4.460 4.908 
LDA6 4.586 .114 4.363 4.810 

LSA LSA1 5.051 .113 4.830 5.273 
LSA3 5.508 .115 5.281 5.734 
LSA4 4.378 .117 4.149 4.607 
LSA5 4.985 .115 4.759 5.210 
LSA6 4.741 .112 4.522 4.960 

NMF NMF1 5.083 .114 4.859 5.307 
NMF3 5.098 .115 4.874 5.323 
NMF4 4.969 .115 4.744 5.195 
NMF5 5.134 .110 4.917 5.350 
NMF6 4.615 .115 4.389 4.842 

 

 

 

 

 
 
Figure 15.  Document cohesion marginal means confidence intervals for Method × Topic. 
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Interaction Term Based on Topic Extraction Order 

As mentioned in the section Analysis of the Topic Variable, topic numbers were assigned 

as topics were discovered across the analysis results.  This strategy has allowed the comparison 

of singular discussion topics with their particular probability characteristics across analytic 

methods.  Of further interest is the interpretability of topics given the order of extraction by 

analytic method.  All analytic methods extract topics in order of covariance explained.  That is, 

the first topic extracted explains the most variation in the X-matrix with subsequently extracted 

topics explaining declining amounts of variation.  Figure 16 illustrates for the Topic Clarity 

construct the marginal means of the Method × Topic interaction variable with the topics sorted 

by extraction order within method.  Generally speaking, one expects a decrease in the clarity of 

topics as the amount of variation explained decreases.  If that were true, Figure 16 would exhibit 

decreasing means within each method. 

 

 
 

Figure 16.  Marginal means confidence intervals for the Method × Topic interaction variable 

with the topic clarity construct sorted and labeled by extraction order. 
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Recall also that the documents presented for even numbered topics were extracted 

beginning at the 50th percentile. Since the presented documents for the even numbered topics had 

lower factor scores, the expectation was for lower means for Topic Clarity.  That did not 

systematically occur with any of the analytic methods.  While a logical hypothesis would be that 

the higher levels of variance explained increases topic clarity, this data does not support it. 

While the analytic method was found to be insignificant at explaining the variation in 

most of the constructs, certain topics were significantly different than others.  Why those topics 

were different was not explained by the order in which they were extracted by the analysis 

method.  I propose that the nature of the underlying topic e.g. the singularity of the topic or 

uniqueness within the corpus, results in some effect on the probabilities of the X-matrix.  What 

exactly generates this effect is unclear.  

  

Step 5:  Regression Analysis of the A Priori Model 

With the constructs known to be clear of an order effect and know to be sound, linear 

regression analysis was performed of the main a priori model.  The main model is Figure 7 and 

features Topic Clarity as the dependent construct and Document-Topic Association and Term-

Topic Association as the predictor variables.  The overall regression model is excellent with 

73.8% of the variation in the dependent variable explained by the predictors (see Table 38).  F-

statistic testing of the overall model is also significant (p-value = 0.000) meaning that the means 

of the predictors are not equal to zero.  The slopes of the predictors also tested successfully using 

the t-statistics (p-value = 0.000).  Multicollinearity is not a problem in the model as measured by 

the variance inflation factor (VIF = 3.507).  Full results are reported in Tables 38 through 40.   
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Table 38 

A Priori Model Summary 

Model R R Square Adjusted R 
Square 

Std. Error of the 
Estimate 

 .859a .738 .738 .698 
a. Predictors: (Constant), D-T Assoc, T-T Assoc 

 

 
Table 39 

Multiple Regression ANOVA 

Model Sum of Squares df Mean Square F Sig. 

 
Regression 2736.100 2 1368.050 2812.846 .000b 
Residual 968.825 1992 .486   
Total 3704.925 1994    

a. Dependent Variable: TopicClarity 
b. Predictors: (Constant), D-T Assoc, T-T Assoc 

 

 
Table 40 

Multiple Regression Coefficients 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. Collinearity Statistics 

B Std. 
Error 

Beta Tolerance VIF 

 
(Constant) .193 .066  2.939 .003   
Term-Topic Assoc .339 .023 .321 14.981 .000 .285 3.507 
Document-Topic Assoc .610 .023 .570 26.581 .000 .285 3.507 
 

 
Step 6:  Regression Analysis Including Demographics 

 With a significant a priori base model defined, the focus is shifted to demographic 

information that might contribute to the explanation of a topic’s clarity.  During the data 

collection, a variety of demographic information was collected.  This included information on 

the respondents familiarity (FAMILIAR) with text mining procedures.  The assumption was that 

81 



few if any of the respondents would be familiar with text mining; however, if they were familiar 

with text mining, the results might reflect some kind of skewness as a result.  Respondents were 

also asked if English was their first language (EFL).  The main task respondents had to perform 

was interpretation of linguistic material in English.  Non-native speakers might have difficulty 

with the task that skewed their results.  The number of semester hours of language courses 

(SHLC) a respondent had completed was also collected because of the interpretive nature of the 

data.  Potentially, higher levels of training in languages could make the respondent more 

sensitive to semantic context.  Therefore, respondents with high levels of SHLC could have 

different results from those with lower levels of SHLC.  How competent (COMP) the individual 

felt about categorizing the texts and how well they understood (U) the text passages was also 

collected.  Here the thinking was that persons that did not feel comfortable performing the task 

would generate results with different means.  Gender (FEMALE), age (AGE), and completed 

education level (ED) were also collected.     

 Analysis of the demographic data was performed by an entry and step-wise regression to 

determine the significant predictors of topic clarity construct.  Some respondents did not provide 

all demographic variable data.  The analysis was performed by deleting observations with 

missing data and by replacing missing values by mean values.  Deleting and replacing missing 

values made no difference to the conclusion.  The change in in variance explained was from .146 

for the model with missing values deleted to .159 for the model that replaced missing values by 

the mean value.  A significant model of demographics was found by stepwise regression that 

consisted of the English as a First Language and Understanding variables.  This model replaces 

missing values for consistency in degrees of freedom and while consisting of highly significant 

variables it only explains 15.6% of the variation in the dependent.  Also, see Tables 41 and 42 
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for the rest of the model.    This particular regression model was unnecessary; however, it does 

demonstrate the importance of language and comprehension on the task. 

 

Table 41 

Demographics Model ANOVA 

Model Sum of Squares df Mean Square F Sig. 

 
Regression 576.694 2 288.347 183.614 .000 
Residual 3128.232 1992 1.570   
Total 3704.925 1994    

a. Dependent Variable: TopicClarity 

 

 
 

Table 42 

Demographics Explanatory Model 

 
 
Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

 
 
t 

 
 

Sig. 

 
Collinearity Statistics 

B Std. Error Beta Tolerance VIF 

 
(Constant) 2.644 .160  16.554 .000   
Understanding .605 .033 .384 18.603 .000 .996 1.004 
EnglishFirstLanguage .164 .047 .071 3.460 .001 .996 1.004 

a. Dependent Variable: TopicClarity 

 

 

 
The presence of the Document-topic and Term-Topic constructs changes the significant 

demographic’s variables.  In an effort to acquire a more robust model, all variables were 

regressed by step-wise method resulting in a new final model.  This model has an R2 = 0.747 and 

an R2
adj of 0.746.  For this model, missing values for demographic variables was again replaced 

by mean values.  Replacing missing values only improved the models variance explained by .003 

and it does not change the outcome of significant variables.  This is an improvement of 0.9% 

83 



variation explained from the base model with only the main constructs (see Table 38).  The 

model’s ANOVA and coefficients are documented in Tables 43 and 44.  This model suggest that 

while the main constructs of the model are the prominent components, the greater the 

understanding the respondents had of the passages (coefficient = 0.084), and the more competent 

they felt about the task (coefficient = 0.059), the higher the explanation of the variation in the 

Topic Clarity construct.  Likewise, older respondents scored Topic Clarity higher (coefficient = 

0.105).  Finally, when the respondents first language was English (coefficient = 0.066), resulted 

in a slightly higher Topic Clarity scores.  These are intuitive results, however, the coefficients are 

much smaller which is consistent with demographics contributing little to the final model.   

Table 43 

Regression ANOVA – Main Constructs Plus Demographics 

Model Sum of Squares df Mean Square F Sig. 

 
Regression 2767.364 6 461.227 977.984 .000 
Residual 937.561 1988 .472   
Total 3704.925 1994    

a. Dependent Variable: TopicClarity 

 

 
Table 44 

Regression Coefficients – Main Constructs and Demographics 

 
 
Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

 
 
t 

 
 

Sig. 

 
Collinearity Statistics 

B Std. Error Beta Tolerance VIF 

 

(Constant) -.417 .108  -3.861 .000   
DocTopicAssoc .588 .023 .550 25.675 .000 .278 3.603 
TermTopicAssoc .328 .022 .311 14.692 .000 .284 3.525 
Understanding .086 .022 .054 3.896 .000 .655 1.526 
EnglishFirstLanguage .075 .026 .033 2.837 .005 .968 1.033 
AGE .106 .034 .036 3.143 .002 .977 1.023 
Competence .063 .026 .033 2.466 .014 .733 1.365 

a. Dependent Variable: TopicClarity 
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In an effort to acquire a more comprehensive model, all variables were regressed by entry 

method resulting in a new final model.  Results of this model are presented in Tables 45 through 

47 with significance of all variables reported.  In this model, for the variable Method, LDA was 

set as the base model because LDA was previously identified as possessing the lowest overall 

mean value when predicting Topic Clarity.  Topic 6 is also absorbed into the base model.  In this 

model, missing values in the demographic variables were replaced by mean values.  Table 48 

presents the same model, analyzed by general linear model (Univariate analysis) adding the 

interaction term Method × Topic, but without replacing missing values in the demographic 

variables with their means.  In the Univariate analysis, the interaction term is demonstrated as 

non-significant. 

Table 45 

Regression Model Summary with All Variables Included 

Model R R Square Adjusted R 
Square 

Std. Error of the 
Estimate 

1 .865a .748 .746 .687 
 
 

 
Table 46 

Regression ANOVA with All Variables Included in the Model 

Model Sum of Squares df Mean Square F Sig. 

 
Regression 2769.811 12 230.818 489.224 .000b 
Residual 935.114 1982 .472   
Total 3704.925 1994    
a. Dependent Variable: TopicClarity 
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Table 47 

Regression Coefficients with All Variables Included in the Model 

 
 
Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

 
 
t 

 
 

Sig. 

 
Collinearity Statistics 

B Std. Error Beta Tolerance VIF 

 

(Constant) -.438 .113  -3.864 .000   
Understanding .087 .022 .055 3.960 .000 .654 1.528 
Age .106 .034 .036 3.140 .002 .977 1.023 
EnglishFirstLanguage .076 .026 .033 2.868 .004 .967 1.034 
Competence Categorizing Text .063 .026 .032 2.443 .015 .732 1.366 
Term-Topic Assoc .326 .022 .309 14.535 .000 .282 3.549 
Document-Topic Assoc .587 .023 .549 25.573 .000 .276 3.624 
LSA .044 .038 .015 1.166 .244 .745 1.342 
NMF .031 .038 .011 .811 .418 .745 1.343 
Topic1 .042 .049 .012 .863 .388 .620 1.613 
Topic3 .026 .049 .008 .541 .589 .627 1.596 
Topic4 -.047 .049 -.014 -.961 .337 .632 1.582 
Topic5 .004 .048 .001 .084 .933 .623 1.606 
a. Dependent Variable: TopicClarity 

 
 
 

Table 48 

General Linear Model Results Including Interaction Terms 

Source Type III Sum 
of Squares 

df Mean 
Square 

F Sig. 

Intercept Hypothesis 6.290 1 6.290 13.432 .000 
Error 815.551 1741.652 .468   

Document-Term Association Hypothesis 284.604 1 284.604 605.758 .000 
Error 904.895 1926 .470   

Term-Topic Association Hypothesis 100.910 1 100.910 214.778 .000 
Error 904.895 1926 .470   

Understanding Hypothesis 7.619 1 7.619 16.216 .000 
Error 904.895 1926 .470   

CompetenceCategorizingText Hypothesis 2.769 1 2.769 5.894 .015 
Error 904.895 1926 .470   

Age Hypothesis 4.467 1 4.467 9.508 .002 
Error 904.895 1926 .470   

EnglishFirstLanguage Hypothesis 3.865 1 3.865 8.226 .004 
Error 904.895 1926 .470   

Method Hypothesis .539 2 .269 1.113 .375 
Error 1.941 8.018 .242   

Topic Hypothesis 1.570 4 .393 1.622 .259 
Error 1.942 8.023 .242   

Method * Topic Hypothesis 1.935 8 .242 .515 .846 
Error 904.895 1926 .470   
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Effect of Removing Outliers and Influential Observations  

To assess the impact of removing the 109 outliers and influential observations (see the 

section Residual Analysis in this chapter), the final regression model with demographic data was 

reran using all of the 2,104 observations described at the beginning of this chapter.  This analysis 

held the model found in the previous section steady.  As previously discussed, a number of 

respondents did not provide full demographic data resulting in 52 observations being dropped 

from this analysis.  The resulting data set consisted of 2,052 observations that explain 67.9% of 

the variation (R2
adj ) in the dependent variable Topic Clarity when regressed onto the six 

independent variables. The presents of the outliers and influential observations reduced the R2
adj 

by 6.4% (.743-.679).  Additionally, English as a First Language becomes an insignificant 

variable (p-value = .092).  The full model is documented in Tables 45 through 47. 

 

Table 49 

Regression Model Summary Including Outlier and Influential Observations 

R R Square Adjusted R 
Square 

Std. Error of the 
Estimate 

.825a .680 .679 .800 

 

 
Table 50 

Regression Model ANOVA Including Outlier and Influential Observations 

Model Sum of Squares df Mean Square F Sig. 

 
Regression 2782.112 6 463.685 723.807 .000b 
Residual 1310.069 2045 .641   
Total 4092.181 2051    
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Table 51 

Regression Coefficients Including Outlier and Influential Observations 

 
Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

 
t 

 
Sig. 

Collinearity Statistics 

B Std. Error Beta Tolerance VIF 

 

(Constant) -.410 .125  -3.290 .001   
Term-Topic Assoc .260 .021 .247 12.553 .000 .405 2.467 
Doc-Topic Assoc .621 .022 .573 28.794 .000 .395 2.533 
Age .102 .038 .034 2.692 .007 .975 1.025 
Understanding .123 .025 .076 4.984 .000 .671 1.491 
Comprehension .100 .029 .050 3.411 .001 .738 1.354 
EnglishFirstLanguage .052 .031 .021 1.685 .092 .968 1.033 

 

 
 If the outlier observations were allowed to remain in the data set, the standardized 

residuals would extend out to 4.895 standard deviations from the mean.  Part of the reason for 

selecting ± 3 standard deviations as the cutoff for outliers is that for Z3, only 0.27% of the 

observation should exceed ± 3 standard deviations.  For 2,104 observations, only 5.6808 or 

approximately 6 observations should exceed ± 3 standard deviations.  In this rerun, 34 

observations exceed ± 3 standard deviations.  A histogram of the residuals is available in Figure 

17.   

Of those 34 observations, the respondents that generated positive residuals, generally 

scored clarity high (5, 6, or 7), however they scored both Document-Topic Association and 

Term-Topic Association low (2, 3, or 4).  They reported understanding the material somewhat or 

very well (3 or 4).  Of these 34 observations with negative residuals, respondents reported Clarity 

very low (1, 2, or 3), however they scored both Document-Topic Association and Term-Topic 

Association high (4, 5, or 6).  The majority of this group reported they understood the material 

only somewhat, however this group had a lot more variation in self-reported understanding than 

those with positive residuals with scores ranging from 1-4 out of a possible four responses.  All 
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but two of these 34 observations were generated by respondents that self-reported as 18-30 years 

of age.     

 
 
Figure 17.  Histogram of standardized residuals. 

 

 
 With regards to influential observations, a histogram of Mahalanobis D2 is documented in 

Figure 18.  The range of Mahalanobis D2 ranges from 0.4 through 56.8.  Several different 

interpretations of influential observations using Mahalanobis distance exist.  Observations with 

values of D2/df  greater than or equal 3 or 4, where the degrees of freedom are the number of 

predictor variables, is one standard for considering an observation as influential (Hair et al., 

2006, p. 75).  Given there were six predictor variables, applying this standard would result in 

observations greater than either 18 or 24 considered influential.  Sixty-two observations possess 

D2/df in excess of 18 and 27 observation possess D2/df values in excess of 24.   
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Figure 18.  Histogram of Mahalanobis Distance. 

 

 

An alternative to the simple D2/df statistic is to consider D2 values as following either a t-

distribution (Hair, et al., 2006, p. 75) or as distributed along a χ2 distribution (IBM , 2013), and 

to conservatively interpret observations with p-values ≤ .001 or .005 (Hair et, al., 2006 p. 75; 

IBM, 2013) as influential.  Describing the distribution presented in Figure 18 as a t-distribution 

is problematic at best.  Since D2/df cannot exist as a negative number, and given the general 

shape of the distribution in Figure 18, I choose to use the χ2 distribution.  A histogram of p-

values for Mahalanobis distance computed as distributed along the χ2 distribution (1-
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cdf.chisq(xi,6) with six degrees of freedom is provided in Figure 19.  Using the χ2 distribution 

and the more conservative .001 standard, there are 33 observations to consider as influential.   

 

 
Figure 19.  Histogram of p-values for Mahalanobis D distributed as a χ2 statistic 
  

Of these 33 observations, the respondents scored Topic Clarity, Document-Topic  

Association, and Term-Topic Association predominantly in a range of 4-7.  Additionally, many 

of the respondents that generated these observations said they had some familiarity with text-

mining. One-third of this group reported they were still learning the English language.  All 

reported they understood the material very well and felt relatively competent at categorizing text 

material.  In start contract to those identified as outliers by Z-scores, this group was older with 24 

of the 33 self-reported as 40 years of age or older. 
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 While there are 67 observations identified by this regression as potential outliers or 

influential observations, they were generated by only 36 respondents.  Further, respondent’s 50, 

102, and 259 generated 7 outlier or influential observations each or 21 out of 67 outliers. 

 Given the inconsistency of scoring in these 67 observations between the Topic Clarity 

construct and the Document-Topic and Term-Topic Association constructs; the oddity in the 

relationship between young respondents and outlier verses older respondents and influential 

observations; and the fact that removing these observations does not unduly contribute to the 

model (6.4%), deleting these observations is a reasonable alternative.  Note also that retention of 

these outliers and influential observations are not particularly detrimental; however, they do 

exert considerable pressure on the interpretation of residual normality.     
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CHAPTER 6 

DISCUSSION, CONTRIBUTION, AND FUTURE RESEARCH 

Discussion 

During the last two plus decades, text analytics methods have advanced rapidly.  Prior to 

this research, each successive algorithm was demonstrated as a superior method at its 

introduction by using some measurement metric that was linked in some way to the algorithm 

design.  This linkage is logical; the designer perceives a specific need or weakness in existing 

tools then designs a new and better mousetrap; the designer then tests the new mousetrap’s 

ability to fill the need or correct for the perceived weakness.  This rational, while logical, builds 

in a bias via the test measurement metric.  Independent capability testing is a solution to this built 

in bias; however, such testing is limited and it is also based on some measurement metric.   

One goal of this experiment’s design was to develop a testing process that was more 

objective for a business user.  That objectivity starts by asking, “What defines a better text 

mining method?”  The solution to this question depends on the viewer’s perspective.  The 

algorithm designer is trying to fill a perceived or defined need while the business analyst is 

trying to answer a business question.  To answer that business question, the analytic tool has to 

generate results that are clear, understandable, and interpretable.  That is, the method must 

extract topics that are understandable and possesses relationships between the topics and terms as 

well as topics and documents that are clear.  Since historical testing has been oriented toward the 

designers perspective, this user perception also represents a gap in the literature.    

From this experiment, we now know that generally, the analytic method is not a 

significant predictor of the clarity and understanding of the extracted topic.  It is also not 

significant when measuring the association of documents to the topic, or to the understanding of 
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the term and topic association.  Only when I include all of the outliers in the data is there any 

significance in the method.  However, while there is significance in the variable β, the model 

does not have explanatory power possessing R2 values ranging from 0.02 through 0.04 

depending on the construct it is regressed with.  While not significant, the rank order of means in 

all four constructs was LDA < LSA < NMF.  This is exactly backwards from the pilot testing 

conducted in summer 2012. 

These results were unexpected.  During informal pilot testing, the analytic method was 

significant with LDA out performing LSA in a study involving only those two methods.  In a 

second informal pilot, the analytic method was again found significant with the order of means 

NMF < LSA < LDA.  It is unclear what caused this complete reversal of results.  Additionally, 

during those informal studies, the range of means across topics by LSA was much tighter than 

the other analytic methods.  In this study, Figures 14 through 15 document the marginal means 

and confidence intervals of each topic as extracted by each method.  In these Figures, it is clear 

that LSA had the broadest range of means.  

The first pilot study, considering only LDA and LSA, and used a set of data generated by 

queries ran against Twitter.  These queries were diversely structured around three distinctly 

different topic domains including healthcare, Olympics 2012, and economics.  Each query was 

further subdivided into three additional subgroups generating a corpus consisting of nine unique 

and diverse topics.  This was a heterogeneous data set.  This data was generated based on non-

conformities in service quality at a Pizza restaurant (Anaya, 2011, p. 64).  The specific causes for 

non-conformities in this data was controlled and could extend from one of four major causes 

originating because of either food condition, food processing methods, facilities, or customer 

service.  Each of the major causes was further broken down into five or six subcategories.  
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During this data collection, respondents were creatively writing about experiences that may or 

may not have occurred, originated over an expansive time frame, and did not possess an 

anchoring factor e.g. specific restaurant franchise.  This data, while possessing looseness because 

of a lack of origin singularity, was less diverse than the data used in the first pilot study.  The 

main experiment was conducted using data collected by a business entity attempting to answer a 

singular and specific question: why are customers closing their accounts.  The collected data set 

were customer responses received during one business day.  These customer expressions 

originated in response to a common experience.  While a homogeneity scale for text data does 

not exist, the characteristics of this data set are by far more homogeneous.  This seems to suggest 

that diverse topic structures, heterogeneous corpora’s, are analyzed more effectively by LDA 

while homogeneous corpora’s are analyzed more effectively by NMF.  This issue requires 

further investigation. 

Extracted discussion topics are also significant predictors of user perceived topic clarity.  

This could very well be an extension of the corpora homogeneity.  While a pattern seems to 

emerge from the order number assigned to the topics, those numbers are not descriptive of the 

order in which the data was extracted from the corpus.  The numbering associated with the topics 

reflects the order in which topics that spanned all three analytic methods were discovered during 

visual screening of algorithm results. 

Additionally, the interaction term Method × Topic was also a significant predictor of user 

perceived clarity (see Tables 22-25).  This means there exists some unidentified characteristic in 

the corpus that interacts differently with each of the algorithms.  However, this result only holds 

true while considering each of the constructs in isolation.  When Method × Topic interaction are 

considered in the larger more comprehensive model, it is not significant (see Table 48).  
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From the regression model, the Document-Topic relationship (b = .717) is a stronger 

predictor of the Topic Clarity than is the Term-Topic Association (b  = .242).  The overall 

regression model is very strong explaining 73% of the variation in Topic Clarity.  While several 

of the demographics variables were significant as predictors, they could have been ignored since 

they only explain 0.7% of the variation in Topic Clarity.  The Understanding and Competence 

variables produced somewhat surprising results.  The concepts these variables are measuring are 

so close that Multicollinearity was expected.  However, as measured by VIF, Multicollinearity 

does not exist in any of the variables.   

During data topic extraction, LDA was noted having difficulty in extracting topics from 

the more homogeneous corpuses.  This difficulty was exhibited in its inability to extract 

documents and terms with high probabilities.  This led to the algorithm being run multiple times 

with each subsequent iteration executed with ever-increasing algorithm parameters e.g. increase 

number of random starts, reduced convergence tolerance, and increased number of iterations.  

NMF likewise had difficulty with the data set used in this dissertation taking 78.6 minutes to 

generate a valid solution while LDA required 0.75 minutes and LSA required 0.02 minutes.  In 

separate research, LDA typically takes much longer to process than it did with this particular 

data.  When applied against the first pilot study data set, heterogeneous Twitter data, LDA 

performed much faster than LSA and extracted topics successfully using no random restarts, 500 

iterations with a convergence tolerance of 10-6 for variational inference and 1,000 iterations and 

a tolerance of 10-4 for parameter estimation.  These are the default configuration parameters for 

the R software package Topic Models.  Since both NMF and LDA use optimization routines, 

there is more of an artistic component needed to arrive at a successful solution.  While not the 

96 



main focus of this research, there is a need for guidance among the algorithms based on 

homogeneity of the target corpus. 

 

Contribution 

This dissertation contributes to the body of work in four important ways.  First, it offers 

an experimental designed method of testing algorithms.  In this experiment, potential users rate 

the methods based on their perception of clarity of the results.  This is a more logical method of 

testing the algorithm outputs since a mixture of usability and clarity of output will ultimately 

drive the user’s intent to reuse the algorithm, increases their confidence in the analytic results, 

and facilitates decision making in the business process.   

The introduction of an experimentally designed testing process for text mining algorithms 

removes or at least reduces the biased measurement systems used in the past.  The procedure 

introduced here should become the standard across all bias prone algorithm testing.  Eliminating 

bias sources is critical for determining the most methods of analysis. 

Second, this dissertation develops a new model under which to test text-mining systems.  

This model extends the framework started in Chang et al. (2009).  The third contribution of this 

dissertation extends from that model and is a new instrument for testing the clarity of text mining 

methods.  

Finally, this dissertation discovers that from a user’s perspective, the analytic method is 

not a significant predictor of topic clarity, term-topic association, or document-topic association.  

This discovery reaffirms that of Kintsch and Mangalath (2011).  With such information, the 

business practitioner as well as the researcher can focus on other characteristics such as price and 

ease of use when making plans to deploy new analytic resources. 
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Future Research 

As a result of this research, new research has already begun into various elements of the 

corpus structure and how those elements impact algorithm solutions.  Corpus components under 

consideration in this new research include the number of words that define a topic, topic 

semantic singularity, and corpus topic homogeneity.  The number of words that are extracted as 

defining a corpus topic appears descriptive of the cohesiveness or semantic singularity of a topic.  

In this research, NMF defined topics with a range of word counts running from 7 to 21.  

Likewise LSA extracted topics had a word count range of 6 to 22 and LDA word count range ran 

from 6 to 18.  For the topic identified as number 1 in the analysis presented in chapter 4, NMF 

extracted that topic with only 7 words, while LSA extracted it based on 12 words.  Likewise, the 

discussion topic identified as topic 6 in the analysis was extracted by NMF in 9 words, LSA in 

13 words, and by LDA in 6 words.  An extracted topic structure could consist of a simple 

singular or narrowly defined discussing topic products arrive late, complex products arrive late 

because mail service is slow, or compound products arrive late and you never have what I want 

when I want it. I prefer the competition.  Defining word counts appear to be indicative of 

singularity, which seems to lead to cohesiveness of a topics structure.  If this relationship holds, 

then new metrics can be explored that measure the Consistency of Term-Topic construct directly.   

Homogeneity of a corpus is important in selecting the most time efficient algorithm as 

well as the most convenient to operate.  Unfortunately, as of right now, corpus homogeneity is a 

very subjective and there is not any agreed upon strategy for testing it.  There may however, be 

some ratio’s that can be introduced that will measure homogeneity.  For example, the ration of 

count of word with sparsity less than X over count of raw words in the corpus might suffice to 

measure homogeneity.  A homogeneous corpus should discuss closely related topics and use 
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more or less the same words in doing so.  In such a ratio, a homogeneous corpus should score 

high giving the analyst/researcher some kind of guidance in algorithm selection.   

  Existing text mining literature does not examine corpora structures.  The closest any of 

the literature gets to discussing this discovery are references that discuss implications of 

document length within the LSA literature.  These references are particularly concerned with the 

X-matrix weighting schemes (Sultan and Buckley, 1988; Evangelopoulos et al., 2012).  The 

understanding that corpus homogeneity affects an algorithm’s effectiveness is an important 

discovery.  However, this understanding raises many questions and has implications for the 

researcher as well as the practitioner communities.  Homogeneity of the data results from a lack 

of randomness in the sample.  The researcher in text mining algorithms should expect many 

business corpora to exhibit homogeneity meaning they should become more versatile in 

algorithm usage.
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APPENDIX A 

INSTITUTIONAL REVIEW BOARD  
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Introduction 

The instrument used for data collection during experiment 2 is a very long and repetitive 

instrument.  The instrument was generated utilizing the results of text mining analysis performed 

on data set 3.  This data set had six consisted of six discussion topics.  These topics were 

extracted by each of three text mining methods.  This resulted in a total of 18 possible results that 

prospective users could evaluate.  All 18 were assembled in combination with a Likert scale 

instrument.  When a respondent entered the survey instrument, Qualtrics randomly selected 9 of 

the 18 possible results and presented them for evaluation by the respondent.  The instrument also 

consisted of an informed consent statement, and demographic data collection items. 

Since the total instrument is so long (44 pages) only a mask of the key components 

including the informed consent, study introduction, a sample of the presented data, Likert 

instrument, and demographics items are presented here.  Additionally, a discussion of and 

comparison of the results extracted by the text mining are presented. 
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Informed Consent Notice 

 

University of North Texas Institutional Review Board 

Informed Consent Notice 

Before agreeing to participate in this research study, it is important that you read and 

understand the following explanation of the purpose, benefits and risks of the study and how it 

will be conducted. 

Title of Study: ACCURACY AND INTERPRETABILITY TESTING OF TEXT 

MINING METHODS 

Student Investigator: Triss Ashton, University of North Texas (UNT) Department of 

ITDS. Supervising Investigator: Nick Evangelopoulos 

Purpose of the Study: You are being asked to participate in a research study which 

involves testing the effectiveness and accuracy of text mining methods. Text mining starts with a 

collection of documents. The objective of a text mining method is to identify the underlying 

topics, prioritize the topics according to frequency of occurrence, and then associate the various 

documents to these topics. The present study compares three existing text mining methods. You 

are being asked to participate in a research study which involves testing the effectiveness and 

accuracy of text mining methods. 

Study Procedures: You will be asked to review nine sets of results that were generated 

by a text mining method. After reviewing each set of results you will be asked questions 

concerning your opinion of the results. This study will take about 45 minutes to one-hour of your 

time. 
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Foreseeable Risks: No foreseeable risks are involved in this study with the possible 

exception of anxiety related to decision making. 

Benefits to the Subjects or Others: This study is not expected to be of any direct benefit 

to you, but we hope to learn more about interpreting text mining output. The results will help 

others direct future research and make informed decision about which text mining method to 

implement. 

Compensation for Participants: At the discretion of the instructor, the student 

participants will receive extra academic credit. As an alternative, those not wishing to participate 

in the study may complete two Hawkes Learning Systems assignments for the same level of 

extra credit. The two assignments will be complementary to the course's scheduled instruction 

topics at the time of this study is administered. 

Procedures for Maintaining Confidentiality of Research Records: The data collected 

will be stored in the HIPPA compliant Qualtrics secure database until it has been deleted by the 

primary investigator. The confidentiality of your individual information will be maintained in 

any publications or presentations regarding this study. 

Questions about the Study: If you have any questions about the study, you may contact 

Triss Ashton at 940-369-8379 or by email at Triss.Ashton@unt.edu or Nick Evangelopoulos at 

940-565-3056 or by email at Nick.Evangelopoulos@unt.edu. 

Review for the Protection of Participants: This research study has been reviewed and 

approved by the UNT Institutional Review Board (IRB). The UNT IRB can be contacted at (940) 

565-3940 with any questions regarding the rights of research subjects. 

Research Participants’ Rights: Your participation in the survey confirms that you have 

read all of the above and that you agree to all of the following: 

111 



• Triss Ashton has explained the study to you and you have had an opportunity to 

contact him/her with any questions about the study. You have been informed of the 

possible benefits and the potential risks of the study. 

• You understand that you do not have to take part in this study, and your refusal to 

participate or your decision to withdraw will involve no penalty or loss of rights or 

benefits. The study personnel may choose to stop your participation at any time. 

• Your decision whether to participate or to withdraw from the study will have no 

effect on your grade or standing in this course. 

• You understand why the study is being conducted and how it will be performed. 

• You understand your rights as a research participant and you voluntarily consent to 

participate in this study. 

• You understand you may print a copy of this form for your records. 
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Study Introduction 

The purpose of this survey is to evaluate the effectiveness of three text-mining tools.  Text 
mining starts with a collection of documents.  In business, these documents are normally 
related, for example, customer comments that complaint about service, or a collection of 
SEC filings.  The collection will have a series of recurring topics running through them that 
are repeatedly discussed in several documents.  The objective of a text mining method is to 
identify the recurring topics, prioritize the topics according to frequency of occurrence, and 
then associate the various documents to these topics.  Search engines, like Google, are 
based on some form of text mining methodology. 
 
In the presentation, a set of documents will be presented to you as they were received and 
analyzed.  That means there will be spelling, punctuation, and grammatical errors.  The 
errors are retained in the data because it is unrealistic to edit documents in an operational 
environment where thousands of documents are involved, therefore, the analytic method 
must be capable of handling such discrepancies. 
 
When an analytic result is presented to you, it will start with a list of keywords and their 
relative importance.  Keywords with high relative importance are more important in 
defining the discussion topic.  Review the keywords noting their relative importance, review 
the documents, and then answer the questions that follow. 
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Sample of Presented Data 

 

Treatment 1: Method A, Topic 1 (This form is repeated for each of 18 treatments) 

A text analysis technique revealed a discussion topic based on the following frequently 
occurring keywords (listed with relative importance):        

KEYWORDS 
ship 0.26  vendor2 0.09 
product1 0.22  queue 0.04 
faster 0.20  alway 0.02 
day 0.16    

 

Here are ten documents that are supposed to be related to the topic:    

• ship the products at the top of my queue that show 'available' and only show them 
'available' when you can ship them. That really annoyed me when products down near 
the bottom of my queue arrived when the first 5 product1s on my queue all showed 
available. 

• Ship product1s faster. It seemed to take almost 5 days to get a product1 that was 
available now. Get a closer distribution center for faster turn around of products. I 
loved the free coupons and that would want me to choose BB in the future over the 
competition 

• Too many product1s have a wait. Get more copies of these. And ship them when 
available. I'd rather have a product1 at the top of my queue, even if it takes an extra 
day or two to get here coming from a further distribution center. Time for product1s 
to arrive 

• Ship the product1s shown as 'Available Now' in order, starting from the top of the 
queue. vendor2 never ships selecions #5 and #8 from my queue because the shipping 
lead time is two days or longer. 

• find a faster way of shipping. and when custumer calls in product1s that were shipped 
on his behalf as not being recieved by vendor1 on time, vendor1 should just ship out 
custumers products in que. it takes too long for product1s to arrive to custumer. An 

• Get the product1s to the customer faster. The turn around was to slow. I would watch 
the product1s the same day and ship them back that same day or the next and it still 
would take 6 or 7 days or more. 

• Unfortunately the vendor2 shipping facility is in my city, so their product1s arrive the 
next business day. vendor1's distribution facility was located in the large city less 
than 10 miles away, but still took 2-3 business days. 
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• Faster shipping. vendor2 ships to me a lot faster (with a 5 product1 account I get 8-10 
product1s per week.) 

• Send product1s at the top of my queue, Distribution center, do not send out faster 
enough. I would receive e-mail stating that vendor1 has received my products; it 
would be two to three days, before I would get an email telling the next were shipped. 

Q11 Considering only the relationship of the keyword and the discussion topic: 

  
Strongly 
Disagree 

(1) 

 
 

Disagree 
(2) 

 
Somewhat 
Disagree 

(3) 

Neither 
Agree nor 
Disagree 

(4) 

 
Somewhat 

Agree 
 (5) 

 
 

Agree 
 (6) 

 
Strongly 
Agree 

 (7) 
The keywords accurately 

reflect the topic being 
discussed.  

              

After examining the 
keywords, it was easy to 

understand what the topic 
was about.  

              

The keywords are helpful in 
understanding the topic.                

The keywords define a single 
topic.                

The keywords are related to 
each other.                
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Q12 Considering only the relationship of the documents and the discussion topic: 

  
Strongly 
Disagree 

(1) 

 
 

Disagree 
(2) 

 
Somewhat 
Disagree 

(3) 

Neither 
Agree nor 
Disagree 

(4) 

 
Somewhat 

Agree  
(5) 

 
 

Agree 
(6) 

 
Strongly 
Agree 

(7) 
The documents accurately 

reflect the topic being 
discussed. 

              

After examining the 
documents, it was easy to 
understand what the topic 

was about. 

              

The documents are helpful in 
understanding the topic.                

The documents define a 
single topic.                

The documents are related to 
each other.                

 

 

Q13 Considering only the discussion topic: 

  
Strongly 
Disagree 

(1) 

 
 

Disagree 
(2) 

 
Somewhat 
Disagree 

(3) 

Neither 
Agree nor 
Disagree 

(4) 

 
Somewhat 

Agree  
(5) 

 
 

Agree 
(6) 

 
Strongly 

Agree 
(7) 

The discussion topic is clear 
to me.                

The concept of the topic is 
clear to me.                

I feel I know what this topic 
is about.                

I would be able to label this 
topic.                

 

Q14 In the box below, label (describe) the topic: 
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Q15  How easy was it to label (describe) this topic? 

 Very Difficult (1) 
 Difficult (2) 
 Somewhat Difficult (3) 
 Neutral (4) 
 Somewhat Easy (5) 
 Easy (6) 
 Very Easy (7) 
 

Q16 Consider the relationship of the documents to one another: 

  
Strongly 
Disagree 

(1) 

 
 

Disagree 
(2) 

 
Somewhat 
Disagree 

(3) 

Neither 
Agree nor 
Disagree 

(4) 

 
Somewhat 

Agree  
(5) 

 
 

Agree 
(6) 

 
Strongly 
Agree 

(7) 
All of these documents talk 

about the same thing.                

The documents address a topic 
in a consistent manner.                

It would be easy to identify 
documents that "do not 
belong" in the group.  

              

These documents are similar 
to each other.                
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Demographics Items 

 

Q100 Please use the box below to provide any comments you would like to make regarding 
the text analysis results you looked at today. 

 

 

 

 

Q101 Before this survey, how familiar were you with text mining tools, methods, and 
algorithms? 

 None (1) 
 Little (2) 
 Some (3) 
 Alot (4) 
 

Q102 Is English your first language? 

 Yes (1) 
 No (but I am fluent) (2) 
 No (I am still learning) (3) 
 

Q103 How many semester hours of college level composition, writing, or literature have 
you completed (any language e.g. English, German, or Spanish)? 

 Select number of hours (1) 
 3 (2) 
 6 (3) 
 9 (4) 
 12 (5) 
 15 (6) 
 18 (7) 
 More than 18 (8) 
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Q104 How well did you understand the documents presented in this survey? 

 Not at all (1) 
 Not very well (2) 
 somewhat (3) 
 Very well (4) 
 Extremely well (5) 
 

Q105 How competent do you consider yourself at categorizing text into topic classes? 

 Very competent (I read a document and understand the broader topic it discussed) (1) 
 Relatively competent (I categorized documents with only occasional difficulty) (2) 
 Relatively challenged (I frequently had difficulty associating with a topic) (3) 
 Very challenged (When I read a document I cannot understand the topic it discussed) (4) 
 

Q106 What is your gender? 

 Female (1) 
 Male (2) 
 

Q107 What is your age category? 

 18-20 (1) 
 21-25 (2) 
 26-30 (3) 
 31-35 (4) 
 36-45 (5) 
 46-55 (6) 
 56-65 (7) 
 66-75 (8) 
 76 and above (9) 
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Q108 What is the highest level of education you have completed? 

 Some high school or less (1) 
 High School graduate (2) 
 Some College education (3) 
 College Freshman (4)  
 College Sophomore (5)  
 College Junior (6) 
 College Senior (7) 
 Bachelor’s Degree (8) 
 Some graduate education (9) 
 Masters Student or Degree (10)  
 Doctoral Student or Degree (11) 
 Other level of qualification, please state below: (12)  

  

 

Q111     For extra credit, please click the next button to link you to another page.  You will be asked to 
provide your instructors name as well as your name.     NOTE: Your name will be used only for purposes 
of sending your extra credit points to your instructor. Your name will not be associated with your 
responses in any other way. Subsequently, your name will be deleted from this database and your 
responses will be processed by the researchers anonymously. 

 

Q112 What course are you taking and who is your instructor? 

 Select your Instructor (1) 
 DSCI 2710.002 - Ashton (2) 
 DSCI 2710.004 - George (3) 
 Other (4) 
 

Q113 Put your name in the box (Last, First): 
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