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Knowledge of local specific interfacial area is required for analysis and prediction of transient and steady characteristics of two-phase flow systems using the two-fluid models. Based on a survey of published work on the subject of specific interfacial area, it is recognized that there is virtually no data base for local specific interfacial area. This report describes the ongoing development of experimental techniques for measurement of local specific interfacial area in gas-liquid and liquid-liquid two-phase systems. Mathematical relations between local specific interfacial area and measurable quantities are derived based on kinematics and geometry. Two methods for determining local specific interfacial area are identified; both entail detection of passage of interfaces through fixed locations in the flow field. A multiple-sensor electrical-resistivity-probe technique is being developed for determination of local specific interfacial area in vertical gas-liquid bubbly flows. The technique consists of simultaneous measurements at two or four locations in the two-phase flow field of the local electrical resistivity of the two-phase mixture. Methods for data analysis are described. Limitations of the technique are briefly discussed.
1.C SCOPE

The research program is a joint effort by the members of Argonne National Laboratory (ANL) and the University of Wisconsin-Milwaukee. It aims at developing instrumentation techniques, a data base and predictive methods for describing the interfacial structure of horizontal and vertical two-phase flows. The scope of ANL work includes development of local specific interfacial area measurement techniques and development of two-phase flow-pattern transition criteria in vertical two-phase flow systems.

1.1 Interfacial Area Modeling

The objective of this task is four-fold. The first is to derive fundamental relations between local specific interfacial area and measurable quantities based on kinematics and geometry. The second is to develop instrumentation techniques for measurement of local specific interfacial area in various two-phase flow patterns encountered in vertical two-phase flow systems; the focus is on the bubbly, slug, and churn turbulent flow patterns. The third is to design and perform experiments to generate benchmark data pertinent to local specific interfacial area using well-established optical methods so that the developed local instrumentation techniques can be verified against the benchmark data. The fourth is to develop a reliable model for the specific interfacial area.

1.2 Flow-Pattern Transition Modeling

Basic flow patterns observed in a typical vertical two-phase flow system are bubbly, slug or intermittent, churn turbulent and annular. The first objective of this task is to develop flow pattern transition criteria between bubbly and slug, slug and churn turbulent, and churn turbulent and annular flow patterns based on mechanistic modeling. The results can be used for scaling purposes in two-phase flow systems. The second objective is to perform experiments to generate data for flow-pattern transitions using flow visualization techniques. The emphasis is on scaling, developing flow and entrance geometry effects. The third objective is to compare the theoretical and experimental results so as to verify the validity of developed flow-pattern transition criteria.
1.3 Modeling of Interfacial Momentum, Mass and Energy Transfer

The objective of this task is to develop constitutive relations for interfacial mass, momentum and energy transfer based on the experimental and analytical results from local specific interfacial area study and from phasic velocity study. The interfacial momentum transfer can be modeled according to the particle size distribution and local drag while modeling of the interfacial mass and energy transfer can follow the hydrodynamic study of interfacial area and momentum transfers.

2.0 SIGNIFICANCE

Two-phase flow occurs in a large number of engineering systems as well as in many natural phenomena. Many of the two-phase flow systems have a common structure, i.e., a common topography of the interface. Whereas single-phase flows can be classified according to the geometry of the flow into laminar, transitional and turbulent flow, two-phase flows can be classified according to the geometry of the interface into three main classes: separated flows, transitional or mixed flows and dispersed flows.

It is well established that models for single-phase flow systems are formulated in terms of field equations which describe the conservation laws of mass, momentum, energy, charge, etc. These field equations are then complemented by appropriate constitutive equations such as the constitutive equations of state, stress, chemical reactions, etc., which specify the thermodynamic, transport and chemical properties of the given constituent material. On a rational basis, models which describe the steady state and dynamic characteristics of two-phase flow systems should also be formulated in terms of the appropriate field and closure relations. However, the derivation of such equations is considerably more complicated than that for single-phase flow systems.

The difficulties which are encountered in deriving the field and closure equations appropriate to two-phase flow systems stem from the presence of the interface and the fact that both the steady and transient characteristics of two-phase flow systems depend upon the structure of the flow. In the case of dispersed flows, the steady and the transient characteristics of the flow systems depend on the collective dynamics of solid particles, bubbles or droplets interacting with each other and with the surrounding continuous phase; in
the case of separated flows these characteristics depend upon the structure and dynamics of the interface. For example, the performance and flow stability of a condenser for space application depend on the dynamics of the interface. Similarly, the rate of droplet entrainment from a liquid film, and therefore, the effectiveness of film cooling, depend on the stability of the vapor-liquid interface. In order to attain a broad understanding of the thermo-fluid behavior of two-phase flow systems, it is necessary to describe first the local properties of the flow and then to obtain a macroscopic description by means of appropriate averaging procedures. In the case of dispersed flows, for example, it is necessary to determine the rates of nucleation, evaporation or condensation, motion and disintegration of single droplets (bubbles) as well as the collisions and coalescence processes of several droplets (or bubbles).

The design, performance and very often the safe operation of a great number of two-phase flow systems depend on the availability of realistic and accurate field and closure equations. Notwithstanding the fact that the interfacial transfer terms in a two-phase flow formulation play the essential role of describing the interfacial transport of mass, momentum and energy, their modelings are the weakest link in a two-phase flow formulation, owing to considerable difficulties in verification by experimental data. Modeling and verification of flow-pattern transition criteria and interfacial area concentration are thus an important basis for deriving reliable closure relations for two-phase flow models.

3.0 INTRODUCTION

A unique feature of two-phase flow systems is the existence of phase interfaces and discontinuity of properties across the interfaces. On the one hand, the internal structures of two-phase flow are characterized by flow patterns. Various transfer mechanisms between the two-phase mixture and wall as well as between phases strongly depend on these flow patterns. This leads to the use of flow-pattern dependent correlations and closure equations together with appropriate flow-pattern transition criteria in two-phase flow analyses. On the other hand, the internal structures of flow are characterized by two fundamental geometrical parameters: the void fraction and the specific interfacial area. The void fraction expresses the phase distribution
and the specific interfacial area describes available area for the interfacial transfer of mass, momentum and energy.

Various formulations have been proposed to analyze the thermal-hydraulic behavior of two-phase flow. Among these formulations, the two-fluid model [1] considers each phase separately in terms of two sets of conservation equations which govern the balance of mass, momentum, and energy of each phase. These equations represent the balance of macroscopic fields of each phase and are obtained from proper averaging methods. Since the macroscopic fields of one phase are not independent of those of the other phase, the phase interaction terms which couple the transport of mass, momentum, and energy of the two phases appear in the field equations. As such, the interfacial transfer terms should be modeled accurately for the two-fluid model to be useful. In the present state of the arts, the closure relations for these interfacial terms are the weakest link in the two-fluid model. The difficulties are due to the complicated transfer mechanisms at the interfaces. To fix ideas, consider the following two-fluid model developed by Ishii [1]

Continuity Equation

\[ \frac{\partial \rho_k}{\partial t} + \nabla \cdot (\rho_k \mathbf{v}_k) = \Gamma_k \]  (1)

Momentum Equation

\[ \frac{\partial \rho_k}{\partial t} + \nabla \cdot (\rho_k \mathbf{v}_k \mathbf{v}_k) = -\rho_k \mathbf{v}_k \cdot \mathbf{v}_k + \nabla \cdot (\mathbf{v}_k \mathbf{v}_k) + \rho_k \mathbf{g} + \rho_k \mathbf{a} + \rho_k \mathbf{b} = \rho_k \mathbf{a} \]  (2)
Enthalpy Energy Equation

\[
\frac{\partial a_k c_k H_k}{\partial t} + \nabla \cdot (a_k c_k H_k \mathbf{v}_k) = -\nabla \cdot a_k \left( q_k^{\text{t}} + q_k^{\text{r}} \right) + a_k \frac{D_k}{Dt} p_k + \\
q_k^{\text{r}} + \rho_k \mathbf{v}_k \cdot \left( \frac{H_k}{L_s} \right) + \phi_k.
\]  

(3)

Here \( \gamma_k \), \( M_{ik} \), \( \tau_i \), \( q_k^{\text{r}} \), and \( \phi_k \) are the mass generation, the generalized interfacial drag, the interfacial shear stress, the interfacial heat flux, and the dissipation, respectively. The subscripts \( k \) and \( i \) denote phase \( k \) and the value at the interface, respectively. \( a_k, \rho_k, \mathbf{v}_k, p_k \) and \( H_k \) denote the void fraction, the density, the velocity, the pressure and the enthalpy of phase \( k \). \( \tau_i, \gamma_k, q_k^{\text{r}}, q_k^{\text{t}} \) and \( g \) denote the average viscous stress, the turbulent stress, the mean conduction heat flux, the turbulent heat flux and the acceleration due to gravity. \( H_{ki} \) is the enthalpy of phase \( k \) at the interface. \( L_s \) is a length scale at the interface; \( 1/L_s \) represents the local time-averaged specific interfacial area \([2]\). In this work \( 1/L_s \) is referred to as the local specific interfacial area.

The interfacial transfer terms, which appear on the right-hand side of Eqs. (1)-(3), are related to each other through the averaged local jump conditions

\[
\sum_k \gamma_k = 0
\]  

(4)

\[
\sum_k \dot{M}_{ik} = 0
\]  

(5)

\[
\sum_k \left( \gamma_k H_{ki} + q_k^{\text{r}}/L_s \right) = 0.
\]  

(6)

Moreover, closure equations for \( M_{ik}, q_k^{\text{r}}/L_s, \) and \( q_k^{\text{r}}/L_s \) are needed to complete the formulation.
In terms of the mean mass transfer per unit area, \( m_k \) is defined by

\[
\gamma_k = \frac{1}{L_s} m_k,
\]

(7)

the interfacial energy-transfer term in eq. (3) can be rewritten as

\[
\gamma_{k'i} + \frac{q_{k'i}}{L_s} = \frac{1}{L_s} (m_{k'i} + q_{k'i}).
\]

(8)

The heat flux at the interface can be modeled using the driving force or the potential for an energy transfer as

\[
q_{k'i} = h_{k'i}(T_i - T_k)
\]

(9)

where \( T_i \) and \( T_k \) are the interfacial and bulk temperatures based on the mean enthalpy and \( h_{k'i} \) is the interfacial heat transfer coefficient. A similar treatment of the interfacial momentum transfer term is also possible. Thus all interfacial transfer terms in eqs. (1)-(3) can be expressed as the product of the local specific interfacial area and a driving force:

\[
\text{Interfacial transfer term} = \text{Driving force} \times \frac{1}{L_s}.
\]

The driving forces are characterized by the local transport mechanisms such as molecular and turbulent diffusions whereas the local specific interfacial area \( 1/L_s \) is related to the structure of the two-phase flow field. Knowledge of the local specific interfacial area is thus often required for a detailed analysis and prediction of the behavior of a two-phase flow system.

4.0 LITERATURE SURVEY

A variety of methods for measuring specific interfacial areas in gas-liquid and liquid-liquid systems have been reported. They can be broadly classified into two categories: chemical methods and physical methods. Before proceeding to a brief survey of these methods, it behooves us to clarify the meaning of the generic term "specific interfacial area" so as to put into perspective comparison between different methods. In addition to the
local specific interfacial area denoted by $1/L_s$, we speak of the instantaneous volumetric interfacial area $a_i(t)$, which is a volume-averaged quantity, and the volumetric interfacial area $\bar{a}_i(t)$, which is the time-average of $a_i(t)$, i.e.,

$$\bar{a}_i(t) = \frac{1}{T} \int_{t-T/2}^{t+T/2} a_i(\tau) d\tau.$$  \hfill (10)

The two quantities $1/L_s$ and $a_i$ are related to each other by the identity [3]

$$\bar{a}_i = \frac{1}{V} \int_{V} \frac{1}{L_s} dV.$$ \hfill (11)

where $V$ denotes the volume relative to which $a_i$ is defined. Note that $\bar{a}_i = 1/L_s$ in case that $1/L_s$ is independent of position in $V$.

The chemical methods, in which a component $A$ in the gas phase is absorbed into the liquid phase where it undergoes a chemical reaction, for which the kinetics are well understood, with a component $B$, have been widely used in connection with the measurements of mass transfer coefficients for bubble columns, stirred tank reactors, and fluidized beds [4-19]. The principle underlying the chemical methods, which have been discussed in detail by Sharma and Danckwerts [20], is summarized as follows.

For an irreversible reaction of a gas phase component $A$ with a liquid phase reactant $B$

$$A + zB \rightarrow \text{products}$$

which follows a reaction rate law given by

$$r_A = k \frac{m}{n} c_A^n c_B^m,$$

the theory of absorption with chemical reaction [21] predicts that the rate of absorption of $A$ per unit volume of the gas-liquid two-phase mixture, $R_A$, is given by
\[ R_A = a_i k \frac{k^*}{1 + M} \]  
(12)

provided that

\[ \sqrt{M} \ll 1 + \frac{D_B c_{B_0}}{z D_A c^*_A} \]  
(13)

in which

\[ M = \frac{1}{2} \left( \frac{2}{m + 1} k \frac{m}{m + 1} D_A (c^*_A)^{m-1} c_{B_0} \right) \]  
(14)

\( k_{mn} \) is the rate constant, \( c_A \) and \( c_B \) the concentration of A and B, respectively, in the liquid phase, \( c^*_A \) is the concentration of A at the gas-liquid interface, which is assumed to be equal to the equilibrium concentration of A in the liquid phase, \( c_{B_0} \) is the concentration of B in the bulk liquid, \( z \) is the stoichiometric factor, \( D_A \) and \( D_B \) are the diffusion coefficients of A and B, respectively, in the liquid phase, and \( k_L \) is the mass transfer coefficient of A in the liquid phase. In the case of a fast reaction, the condition \( \sqrt{M} \gg 1 \) is satisfied and eq. (12) can be approximated by

\[ R_A = a_i \left( \frac{2}{m + 1} k \frac{m}{m + 1} D_A (c^*_A)^{m+1} c_{B_0} \right)^{0.5} \]  
(15)

In principle, selecting a suitable chemical reaction and measuring the rate of absorption \( R_A \) as a function of the pseudo rate constant \( k_m = k_{mn} c_{B_0} \) allows either the instantaneous specific interfacial area \( a_i \) and the mass transfer coefficient \( k_L \) to be determined simultaneously from eq. (12) or \( a_i \) to be obtained directly from eq. (15). Thus knowledge of reaction kinetics, solubility of gas-phase component A, diffusion coefficients of A and liquid-phase component B in the liquid phase, and experimental capability of measuring the local rate of absorption \( R_A \) are required for determining \( a_i \) from eq. (12) or eq. (15). While the chemical systems suitable for the chemical methods have been discussed by Sharma and Danckwerts [20], it is still extremely difficult, if not impossible, to measure directly the local rate of absorption. Hence the chemical methods in practice invariably entail assuming
steady-state operation and incorporating eq. (12) or eq. (15) into a mass balance on the gas-phase component A followed by integrating the resultant balance equation over the total volume of the test section used in the experiment. Inasmuch as the average of a product usually differs from the product of the averages, the specific interfacial areas thus obtained are effective specific interfacial areas. For bubbly flows, the effective specific interfacial areas are generally smaller than the actual volume-averaged $a_i$ [22].

As for the physical methods, three techniques have been used to measure specific interfacial areas in dispersed two-phase flows. They are photography [7,16,23-26], light transmission [7,10,27-29], and ultrasonic pulse transmission [30-32].

In the photographic technique the instantaneous specific interfacial area $a_i$ is evaluated from the volumetric fraction of the dispersed phase $\alpha_d$ and the Sauter mean diameter $D_s$

$$a_i = \frac{\sum \pi D_i^2}{\sum \frac{\pi}{6} D_i^3/\alpha_d} = \frac{6\alpha_d}{\sum D_i^3/\alpha_d} = \frac{6\alpha_d}{D_s}$$ (16)

where $V$ is the volume over which $a_i$ is defined and $D_i$ is the diameter of the $i$th droplet or bubble. For spherical droplets or bubbles this technique gives rather accurate values of the integral specific interfacial areas. In the case of nonspherical droplets or bubbles evaluation of the photographs involves fitting the projected areas of the droplets or bubbles by circles of equal areas, thereby leading to a systematic underestimation of the Sauter diameter and therefore a systematic overestimation of the instantaneous volumetric interfacial areas [16]. In addition, when photographs are taken through a transparent wall, they provide information on conditions near the focal point which may or may not be representative of those over the entire cross section of the experimental apparatus [7].

The method of light transmission is based on the principle that when a collimated light beam is passed through a dispersed two-phase mixture only the part of the beam which does not meet any dispersed phase can reach a detector placed some distance from the light source [27,28]. The method of ultrasonic pulse transmission is also based on this principle of energy attenuation [30], which is described as follows.
For a collimated beam of light or a plane wave of ultrasound traveling through a medium, the energy attenuation is generally described by

\[ \ln \frac{I}{I_0} = -\alpha L \]  

(17)

where \( I_0 \) and \( I \) are, respectively, the incident and the transmitted energy, \( \alpha \) the attenuation coefficient, and \( L \) the path length in the medium. If the energy attenuation is caused by obstacles such as droplets or bubbles, then \( \alpha \) is related to the scattering cross sections of the scatterers. Assuming that the individual scatterers are independent of each other, one has [30]

\[ \alpha = \frac{\pi n}{8} \int_0^\infty S_{\text{app}} \left( \frac{2\pi D}{\lambda} \right) D^2 f(D) dD \]  

(18)

where \( n \) is the number density of the scatterer, \( D \) is the diameter of the scatterer, \( f(D) \) is the size distribution of the scatterers, \( \lambda \) is the wavelength, and \( S_{\text{app}} \) is the apparent scattering coefficient which depends on the real scattering coefficient \( S_n \) and the geometry of the actual experimental apparatus. Note that by definition

\[ a_i = \frac{\pi n}{2} \int_0^\infty \pi D^2 f(D) dD \]  

(19)

The theoretical expressions of \( S_n \) for an air bubble in water have been found by Marston et al. [33] for light scattering and by Nishi [34] for ultrasound scattering. Straws and von Stockon [30] showed that for a sufficiently large spherical gas bubble, \( S_n \) approaches 2 for both light and ultrasound scatterings. With light scattering, the diffracted portion of the scattered energy is confined in a very narrow angle so that under normal conditions it will be measured together with the transmitted energy. Thus \( S_{\text{app}} \) is reduced from \( S_n = 2 \) to 1. The attenuation coefficient \( \alpha \) for light transmission is therefore equal to the projection area of all the bubbles present; this leads to the following relationship between the fraction of incident light transmitted through a dispersion and the specific interfacial area of the dispersion [27,28]
It is worth noting that in arriving at eq. (20) it is assumed that there is no interaction between the scattered light, that the dispersed phase is spherical in shape, and that the effects of forward scattering on $I$ are negligible. To justify these assumptions it is necessary to limit the applicability of the light transmission technique to dispersed two-phase flow systems consisting of small droplets or bubbles whose volumetric fractions are less than several percent. The light transmission method for measuring specific interfacial areas in agitated vessels was compared with the chemical method by Sridhar and Potter [10]. It was found that the light transmission method yielded consistently lower values of specific interfacial areas.

In the case of ultrasonic pulse transmission, $S_{app}$ depends on the diameters of the dispersed phase and those of the emitting and receiving transducers [30]. When the emitting and receiving transducers are both placed far from the measuring section, one may set $S_{app} = S_n$ in eq. (18) and make use of eq. (19) to obtain

$$a_1 = 4 \alpha \frac{\int D^2 f(D) dD}{\int S_n \left(\frac{2\pi D}{\lambda}\right) D^2 f(D) dD}.$$  \hspace{1cm} (21)

Strays and von Stockar [30] used simulated size distribution $f(D)$ over a frequency range from 1 to 5 MHz to show that the attenuation coefficient $\alpha$ calculated from

$$\alpha = \frac{\pi n}{8} \int_0^\infty S_n \left(\frac{2\pi D}{\lambda}\right) D^2 f(D) dD$$  \hspace{1cm} (22)

was in the worst case only 3% greater than that calculated from

$$\alpha = S_n \left(\frac{2\pi D}{\lambda}\right) \frac{\pi n}{8} \int_0^\infty D^2 f(D) dD = \frac{1}{4L_s} S_n \left(\frac{2\pi D}{\lambda}\right).$$  \hspace{1cm} (23)
It follows that knowing the local Sauter diameter $D_s$ one may determine $a_i$ from the theoretical value of $S_n(2\pi D_s/\lambda)$ and the measured attenuation coefficient

$$a = \frac{1}{L} \ln \frac{I}{I_0}. \quad (24)$$

Strays and von Stockar [30] reported experimental results showing that for gas-liquid dispersions the specific interfacial areas determined with the ultrasonic pulse transmission method differed from those determined with the light transmission method by approximately 5%. Bensler et al. [32] indicated that the ultrasonic pulse transmission method compared fairly well with the photographic technique in determination of specific interfacial areas in bubbly two-phase flow of low void fraction.

In summary, the chemical methods are the most widely-used techniques for measuring specific interfacial areas. They yield effective values instead of detailed local information. The physical methods of photography, light transmission, and ultrasonic pulse transmission are applicable to measurement of specific interfacial areas in dispersed two-phase flows. In addition to being limited to dispersed flows, the applicability of the photography method and the light transmission method is restricted to cases in which the walls of flow channel are transparent. The advantages and shortcomings of the various chemical methods and the three physical methods described above have been discussed by Landau et al. [7] and by Veteau [24].

It should also be mentioned in passing that a technique based on the principle of transmission of short-range beta or alpha particles across interfaces has been proposed by Banerjee and Khachadour [35] for measuring specific interfacial areas in two-component two-phase flows. This technique seems to be applicable only to two-phase flow systems in which one of the two phases is solid.

5.0 PRINCIPLE OF LOCAL MEASUREMENT METHODS

According to Ishii [1], the time-average of the specific interfacial area at a fixed position in space $x_0$ is given by

$$\frac{1}{L_s} = \frac{1}{T} \sum_{j=1}^{N} \frac{1}{|\mathbf{v}_{ij} \cdot \hat{n}_j|}. \quad (25)$$
where \( T \) is the length of the time interval over which the time averaging is considered, \( N \) is the number of times over the averaging period \( T \) an interface passes through \( \hat{x}_0 \), \( \hat{v}_i \), and \( \hat{n} \) are the velocity and outward-directed unit normal, respectively, of an interface at \( \hat{x}_0 \).

Let \( f(\hat{x},t) = 0 \), where \( f \) is a scalar field defined on the space-time domain, the Cartesian product of a bounded convex domain in space and the segment of the time domain \(-T/2 < t < T/2\), represent an interface. We say that an event occurs at \( \hat{x}_0 \) when an interface passes through \( \hat{x}_0 \) and, bearing in mind that an interface can pass through \( \hat{x}_0 \) more than once, associate the interface represented by \( f_j(\hat{x}_0,t_{oj}) = 0 \) with the one which pertains to the \( j \)th time an event occurs at \( \hat{x}_0 \).

Suppose that this \( j \)th interface passes through an adjacent fixed point in space \( \hat{x}_1 \), at time \( t_{1j} \), as shown in Fig. 1. When the distance \( s_1 = |\hat{x}_1 - \hat{x}_0| \) and the time difference \( \Delta t_{1j} = t_{1j} - t_{oj} \) are small compared to the length scale and the time scale, respectively, we have

\[
f_j(\hat{x}_1,t_{1j}) = f_j(\hat{x}_0,t_{oj}) + s_1 \frac{\partial f_j}{\partial \hat{x}}(\hat{x}_0,t_{oj}) \cdot \hat{\xi}_1 + \Delta t_{1j} \frac{\partial f_j}{\partial t}(\hat{x}_0,t_{oj}) + \text{higher order terms},
\]

where \( \frac{\partial f_j}{\partial \hat{x}}(\hat{x}_0,t_{oj}) \cdot \hat{\xi}_1 \) denotes the directional derivative of \( f_j \) in the direction of the unit vector \( \hat{\xi}_1 \) which is parallel to the line passing through \( \hat{x}_0 \) and \( \hat{x}_1 \). It follows that

\[
\frac{s_1}{\Delta t_{1j}} = - \frac{\frac{\partial f_j}{\partial \hat{x}}(\hat{x}_0,t_{oj}) \cdot \hat{\xi}_1}{\frac{\partial f_j}{\partial t}(\hat{x}_0,t_{oj})} = - \frac{\frac{\partial f_j}{\partial \hat{x}}(\hat{x}_0,t_{oj})}{\frac{\partial f_j}{\partial t}(\hat{x}_0,t_{oj})} \frac{\hat{\eta}_j(\hat{x}_0,t_{oj}) \cdot \hat{\xi}_1}{|\hat{\eta}_j(\hat{x}_0,t_{oj})|}. \tag{27}
\]

Upon taking the material derivative of \( f_j \) at \( (\hat{x}_0,t_{oj}) \), we get
Fig. 1. Schematic of an Interface Passing Through Two Fixed Locations in Space
Combining eq. (27) with eq. (28) yields

\[ \frac{1}{\mathbf{v}_{ij}(x_0, t_0)} \cdot \mathbf{n}_j(x_0, t_0) = \frac{\sum_{j=1}^{N} \Delta t_{1j}}{\sum_{j=1}^{N} |\mathbf{n}_j(x_0, t_0)|} \cdot \xi_1. \]  

(28)

Substitution of eq. (29) into eq. (25) for \( 1/(\mathbf{v}_{ij} \cdot \mathbf{n}_j) \) then gives

\[ \frac{1}{L_s} = \frac{1}{s_1} \frac{\Delta t_{1j}}{\sum_{j=1}^{N} |\mathbf{n}_j(x_0, t_0)| \cdot \xi_1}. \]  

(30)

If one assumes that the quantities \( \Delta t_{1j} \) and \( 1/(\mathbf{n}_j(x_0, t_0) \cdot \xi_1) \) have no correlation statistically, eq. (30) can be rewritten as

\[ \frac{1}{L_s} = \frac{1}{s_1} \frac{\sum_{j=1}^{N} \Delta t_{1j}}{\sum_{j=1}^{N} |\mathbf{n}_j(x_0, t_0)| \cdot \xi_1}. \]  

(31)

Let \( \xi_{1x}, \xi_{1y}, \xi_{1z} \) be the rectangular cartesian components of \( \xi_1 \) and \( \theta_j, \phi_j \) be the angles between \( \mathbf{n}_j \) and z-axis, and between \( \mathbf{n}_j \) and x-axis, respectively. Then the term enclosed within the brackets on the right-hand side of eq. (31) can be expressed as

\[ \frac{1}{N} \sum_{j=1}^{N} \frac{1}{|\mathbf{n}_j(x_0, t_0)| \cdot \xi_1} = \frac{1}{N} \sum_{j=1}^{N} \frac{1}{|\xi_{1x} \sin \theta_j \cos \phi_j + \xi_{1y} \sin \theta_j \sin \phi_j + \xi_{1z} \cos \theta_j|}. \]  

(32)

If one makes the additional assumption that the summation in eq. (32) can be approximated by
\[
\frac{1}{L_s} = \frac{1}{s_1} \frac{1}{T} \sum_{j=1}^{N} \Delta t_{1j} \int_{0}^{2\pi} \int_{0}^{\pi} \frac{P(\theta, \phi)}{|\xi_{1x} \sin \phi \cos \phi + \xi_{1y} \sin \phi \sin \phi + \xi_{1z} \cos \phi|} \, d\theta \, d\phi
\]

Equation (34) suggests that \(1/L_s\) can be calculated from measured values of \(\Delta t_{1j}\) provided that the probability density function \(P(\theta, \phi)\) is known. Inasmuch as the orientations of the interfaces at \(x_0\) are necessarily functions of the flow regime under study, a general theory on the form of \(P(\theta, \phi)\) seems impossible. This lack of knowledge of \(P(\theta, \phi)\) severely precludes the applicability of eq. (34) from all but the particular case of bubbly flow where the shape of the bubbles is spherical. In this particular case, an analytical expression for \(P(\theta, \phi)\) is readily found to be

\[
P(\theta, \phi) \, d\theta \, d\phi = \frac{1}{4} \frac{D}{\pi} \sin \theta \, d\theta \, d\phi
\]

where \(D\) is the diameter of a bubble. One can then choose \(\xi_1 = \hat{e}_z\) so that \(\xi_{1x} = \xi_{1y} = 0\) and \(\xi_{1z} = 1\). Hence

\[
\frac{1}{L_s} = \frac{1}{s_1} \frac{1}{T} \sum_{j=1}^{N} \Delta t_{1j} \int_{0}^{2\pi} \int_{0}^{\pi} \frac{1}{\sin \theta \, d\theta \, d\phi} = \frac{4}{s_1} \frac{1}{T} \sum_{j=1}^{N} \Delta t_{1j}
\]

indicating that \(1/L_s\) can be determined from measured values of \(\Delta t_{1j}\) alone.
We now consider the configuration shown in Fig. 2 and suppose that the jth interface passes through the three fixed points \( \hat{x}_1, \hat{x}_2, \) and \( \hat{x}_3 \) adjacent to \( \hat{x}_o \) at times \( t_{1j}, t_{2j}, \) and \( t_{3j} \), respectively. When the distances \( s_k = |\hat{x}_k - \hat{x}_o| \) \( (k = 1,2,3) \) and the time differences \( \Delta t_{kj} = t_{kj} - t_{0j} \) \( (k = 1,2,3) \) are small in comparison with the length scale and the time scale, respectively, we again have

\[
\hat{n}_j(\hat{x}_o, t_{0j}) \cdot \hat{\xi}_k = -\frac{\partial f_j(\hat{x}_o, t_{0j})}{\partial t} \frac{\Delta t_{kj}}{|v_f(\hat{x}_o, t_{0j})|} \cdot \hat{k}_j, \quad k = 1, 2, 3
\]

(37)

where \( \hat{\xi}_k \) is the unit vector parallel to the line passing through \( \hat{x}_o \) and \( \hat{x}_k \) \( (k = 1,2,3) \). In terms of the rectangular cartesian components \( \xi_{kx}, \xi_{ky}, \) and \( \xi_{kz} \) of \( \hat{\xi}_k \) and the direction cosines \( \cos\alpha, \cos\beta, \) and \( \cos\gamma \) of \( \hat{n}_j \), eq. (37) can be rewritten as

\[
\xi_{kx}\cos\alpha_j + \xi_{ky}\cos\beta_j + \xi_{kz}\cos\gamma_j = -\frac{\partial f_j(\hat{x}_o, t_{0j})}{\partial t} \frac{\Delta t_{kj}}{|v_f(\hat{x}_o, t_{0j})|} \cdot \hat{k}_j, \quad k = 1, 2, 3
\]

(38)

When the three unit vectors \( \hat{\xi}_1, \hat{\xi}_2, \) and \( \hat{\xi}_3 \) are linearly independent, eq. (38) can be solved to give

\[
\cos\alpha_j = -\frac{\partial f_j(\hat{x}_o, t_{0j})}{\partial t} \frac{A_{1j}}{|v_f(\hat{x}_o, t_{0j})|} \cdot \frac{A_{1j}}{A_0}
\]

(39)

\[
\cos\beta_j = -\frac{\partial f_j(\hat{x}_o, t_{0j})}{\partial t} \frac{A_{2j}}{|v_f(\hat{x}_o, t_{0j})|} \cdot \frac{A_{2j}}{A_0}
\]

(40)

\[
\cos\gamma_j = -\frac{\partial f_j(\hat{x}_o, t_{0j})}{\partial t} \frac{A_{3j}}{|v_f(\hat{x}_o, t_{0j})|} \cdot \frac{A_{3j}}{A_0}
\]

(41)
Fig. 2. Schematic of an Interface Passing Through Four Fixed Locations in Space
where

\[
A_0 = \begin{vmatrix}
\xi_{1x} & \xi_{1y} & \xi_{1z} \\
\xi_{2x} & \xi_{2y} & \xi_{2z} \\
\xi_{3x} & \xi_{3y} & \xi_{3z}
\end{vmatrix}
\]  

(42a)

\[
A_{1j} = \begin{vmatrix}
\frac{\Delta t_{1j}}{s_1} & \xi_{1y} & \xi_{1z} \\
\frac{\Delta t_{2j}}{s_2} & \xi_{2y} & \xi_{2z} \\
\frac{\Delta t_{3j}}{s_3} & \xi_{3y} & \xi_{3z}
\end{vmatrix}
\]  

(42b)

\[
A_{2j} = \begin{vmatrix}
\xi_{1x} & \frac{\Delta t_{1j}}{s_1} & \xi_{1z} \\
\xi_{2x} & \frac{\Delta t_{2j}}{s_2} & \xi_{2z} \\
\xi_{3x} & \frac{\Delta t_{3j}}{s_3} & \xi_{3z}
\end{vmatrix}
\]  

(42c)

and
At \( A_{3j} = \begin{vmatrix} \xi_{1x} & \xi_{1y} & \Delta t_{1j} \\ \xi_{2x} & \xi_{2y} & \Delta t_{2j} \\ \xi_{3x} & \xi_{3y} & \Delta t_{3j} \end{vmatrix} \) \( s_1 \)  \( s_2 \)  \( s_3 \)  \( (42d) \)

Making use of the definition of direction cosines, we obtain

\[
\left| \frac{af_j(x_0, t_0^*)}{at} \right| = \left| \left( \frac{A_{1j}^2 + A_{2j}^2 + A_{3j}^2}{A_0^2} \right) \right|^{-1/2}
\]

It follows from eqs. (25), (28), and (43) that

\[
\frac{1}{L_s} = \frac{|A_0|}{N} \sum_{j=1}^{N} \frac{1}{\sqrt{A_{1j}^2 + A_{2j}^2 + A_{3j}^2}}.
\]

Equation (44) indicates that \( 1/L_s \) can be unambiguously determined from three sets of measurements of \( \Delta t_{kj} \), \( k = 1, 2, 3 \).

6.0 TECHNICAL APPROACH

As discussed in the preceding section, there are two possible physical methods for determining the local specific interfacial area in a two-phase flow; one entails the detection of passage of interfaces through two fixed locations in the flow and the knowledge of the probability density function of the orientations of the interfaces at one of the two locations whereas the other requires only the detection of passage of interfaces through four fixed locations in the flow. The need to detect the passage of interfaces through fixed locations in the flow suggests the use of probing techniques.
A number of probing techniques have been reported in the literature. They are based upon the fact that certain optical and electrical properties of fluids can be detected by miniature sensors. As these optical and electrical properties vary from one phase to another, a sudden change in the amplitude of the signals from the sensing probes would thus indicate the passage of a phase interface. Detailed reviews of optical and electrical probing techniques were given by Jones and Delhaye [36] and Bergles [37], respectively.

In the work reported here, an electrical resistivity probe technique is being developed for measurements of local specific interfacial areas in vertical gas-liquid bubbly flows. The electrical resistivity probe technique was proposed by Neal and Bankoff [38] for determination of bubble parameters in gas-liquid bubbly flows and has since been used by Park et al. [39], Rigby et al. [40] for determination of bubble parameters in three-phase fluidized beds, by Hoffer and Resnick [41] for steady- and unsteady-state measurements in liquid-liquid dispersions, by Burgess and Calderbank [42] for measurement of bubble parameters in single-bubbly flow, by Serizawa et al. [43], Herringe and Davis [44] for study of structural development of gas-liquid bubbly flows, and by Veteau [24] for measurement of local specific interfacial area. In principle, this technique consists of the instantaneous measurement of local electrical resistivity in the two-phase stream by means of a sensor electrode; the sensor is the exposed tip of an otherwise electrically insulated metal wire. The return electrode is the supporting metal casing of the sensor. For purposes of simultaneous measurements at two locations in the flow, a double-sensor probe of the types shown in Fig. 3 has been used by several investigators [39,40,43,44]. Figure 4 shows the most commonly used configuration of the electrical circuitry, in which a probe (a pair of sensor and return electrodes) is connected in series with a DC power supply and one or more resistors to ground. In cases that a double-sensor probe was used, each of the two pairs of sensor and return electrodes was connected to its own measuring circuit [39,40,43,44]. Since the circuit is open or closed depending on whether the sensor is in contact with gas or liquid, the voltage drop across either the probe or one or more of the series resistors fluctuates between a $V_{\text{min}}$ and a $V_{\text{max}}$. Typical time-history records of signals from a double-sensor electrical resistivity probe [39] is shown in Fig. 5. One sees that the signals deviate from the ideal two-state square wave signals; this deviation is to a large measure due to the deformation of interface before the
Fig. 3. Typical Double-Sensor Electrical Resistivity Probes
Fig. 4. Typical Configuration of Electrical Circuitry in the Electrical-Resistivity-Probe Technique
Fig. 5. Typical Time-History Records of Voltage Signals from a Double-Sensor Electrical Resistivity Probe
sensor enters from one phase into the other phase. It is also seen that the trailing edges are generally steeper than the leading edges; this difference is probably due to the wetting of the sensor by the residual liquid when the sensor is in the gas phase. Such a signal can be either transformed into a two-state square wave signal by means of an on-line Schmidt trigger and then passed to other instruments for further on-line analysis [41,43,44] or digitized and stored in an on-line data acquisition microcomputer and then analyzed off-line [45]. Either approach of signal processing requires determination of a threshold voltage, which can be accomplished through comparison of void fraction thus obtained with that measured with other techniques. We note that the second approach obviates the experimental uncertainty associated with the electrochemical phenomena on the sensors and also enables us to preserve the raw signals. For these reasons, the second approach is chosen in this study.

7.0 EXPERIMENTAL METHODS

We consider first a gas-liquid bubbly mixture flowing upwards in a vertical test section made of circular pipes. A double-sensor electrical resistivity probe in which the line passing through the tips of the two sensors is parallel to the centerline of the test section is made to traverse along the diameter of the cross section as shown in Fig. 6. The location of the tips of the two sensors are identified with the two fixed locations \( x_0 \) and \( x_1 \) considered in Section 3; in terms of cylindrical coordinates they are represented as \( x_0 = (z_0, r(k)) \) and \( x_1 = (z_1, r(k)) \) where \( r(k) \) denotes a fixed radial coordinate which corresponds to the kth traversing stop of the probe. Suppose that there are a total of M stops and that the sampling period at each stop remains constant at T for an experimental run. Let \( V_0^{(k)}(t) \) and \( V_1^{(k)}(t) \) denote the time history records of signals from the two sensors at the kth stop; i.e.,

\[
V_0^{(k)}(t) = V_0(z_0, r(k), t), \quad t(k) - \frac{T}{2} \leq t \leq t(k) + \frac{T}{2},
\]

\[
V_1^{(k)}(t) = V_1(z_1, r(k), t), \quad t(k) - \frac{T}{2} \leq t \leq t(k) + \frac{T}{2},
\]
Fig. 6. Illustration of Coordinate System for Probe Traversal Configuration
and let $V_{O,T}$ denote a threshold voltage which applies to all $V_{O(k)}$, $k = 1, 2, ..., M$ and $V_{1,T}$ denote a threshold voltage which applies to all $V_{1(k)}$, $k = 1, 2, ..., M$.

As shown in Fig. 7, the gas-contact period of a sensor over the sampling period $T$ is a function of the threshold voltage associated with that sensor. Consequently, the local void fractions $a_o^{(k)}$ and $a_1^{(k)}$, which are defined as

$$a_o^{(k)} = a_o(z_o, r(k), t(k)) = \frac{1}{T} \sum_{j=1 \atop j \text{ odd}}^{N-1} (t_{0j+1} - t_{0j})$$

and

$$a_1^{(k)} = a_1(z_o, r(k), t(k)) = \frac{1}{T} \sum_{j=1 \atop j \text{ odd}}^{N-1} (t_{1j+1} - t_{1j})$$

are functions of the threshold voltages $V_{O,T}$ and $V_{1,T}$, respectively. Furthermore, when the process is ergodic, which is assumed to be the case, $a_o^{(k)}$ and $a_1^{(k)}$ do not depend upon $t(k)$ so they can be averaged over the radial position to give line-averaged void fractions

$$<a_o^1> = \frac{1}{2} \sum_{k=1}^{M-1} (r^{(k+1)} - r^{(k)}) \cdot (a_o^{(k+1)} - a_o^{(k)})$$

and

$$<a_1^1> = \frac{1}{2} \sum_{k=1}^{M-1} (r^{(k+1)} - r^{(k)}) \cdot (a_1^{(k+1)} - a_1^{(k)})$$

The line-average void fractions $<a_o^1>$ and $<a_1^1>$ thus obtained are also functions of the threshold voltages $V_{O,T}$ and $V_{1,T}$, respectively, which can be adjusted through software until agreement between $<a_o^1>$, $<a_1^1>$ and the line-averaged void fractions obtained concurrently by means of one of the photon
Fig. 7. Definition of Parameters Pertinent to Data Analysis
attenuation techniques is reached. In regions where the flow is fully
developed, the volume averaged void fractions are identical to the line-
average ones; the adjustment of $V_{0T}$ and $V_{1T}$ can be based on the comparison
between $\langle \alpha_0 \rangle_1$, $\langle \alpha_1 \rangle_1$ and the volume-averaged void fraction calculated from
concurrent differential pressure measurements. Specifically, the method of
adjustment consists of an iterative scheme for approximating the roots of the
nonlinear equations

$$F_0(V_{0T}) \equiv \langle \alpha_0 \rangle_1 (V_{0T}) - \langle \alpha_0 \rangle \exp = 0 \quad (47a)$$

and

$$F_1(V_{1T}) \equiv \langle \alpha_1 \rangle_1 (V_{1T}) - \langle \alpha_1 \rangle \exp = 0. \quad (47b)$$

In view of the fact that $V_{\min} < V_{0T} < V_{\max}$ and $V_{\min} < V_{1T} < V_{\max}$, we use the
regula falsi method for finding the desired $V_{0T}$ and $V_{1T}$.

Once $V_{0T}$ and $V_{1T}$ are determined, $t_{0j}$ and $t_{1j}$ ($j = 1, \ldots, N$) are determined
and the local specific interfacial area can be calculated with the help of eq.
(36). When the two-phase flow under study is not in the bubbly-flow regime,
the assumptions underlying eq. (36) can no longer be justified and only the
arguments leading to eq. (44) hold. Consequently, a quadruple-sensor
electrical resistivity probe instead of a double-sensor one is called for in
measurement of local specific interfacial area in such a flow. The time
history records of signals from the four sensors can be processed in a manner
analogous to those described in the preceding paragraphs for the case in which
a double-sensor probe is used.

Recall that eqs. (36) and (44) are derived based on the assumption that
$s_k$ and $\Delta t_{kj}$ $(k = 1, 2, 3)$ are small in comparison with the length scale and
the time scale, respectively. It is worthwhile at this point to make some
remarks about the conditions under which the assumption can be justified. The
length scale and the time scale are, of course, characteristic quantities
associated with the physical system under consideration. In accordance with
the basic concept of the two-fluid model, we consider a physical dimension
which characterizes the degree of dispersion or degree of separation as the
length scale, e.g., typical bubble diameter in the case of bubbly flow and
typical liquid film thickness in the case of annular flow, and consider the
time scale as a measure of the time it takes for the two-phase mixture to
travel a distance equal to the length scale. Thus a bubbly flow with bubbles
of diameter on the order of 1 mm entails a probe in which the distances
between the tips of sensors are on the order of 0.1 mm. When the distances $s_k$
are fixed to be on the order of 1 mm, the diameters of bubbles should be on
the order of 1 cm for the probing technique for measuring local specific
interfacial area to be applicable.
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