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ABSTRACT

The improvement in the method of large deflection elastic-plastic analysis of shells and other structures appears to have continued interest. With the development in this work an improved numerical suppression scheme is now available for the large deflection elastic-plastic analysis of axisymmetric shells of revolution subjected to symmetric loadings. Quasilinearization of Sander's non-linear shell equations is presented for the first time. With these quasilinearized equations the suppression scheme has been developed to solve non-linear boundary-value problems. This suppression scheme has been used in conjunction with a Newton-Raphson method to improve a stable convergence process at the yield surface in elastic-plastic problems. Results presented indicate the accuracy of this numerical scheme. It appears to be possible to extend this method for more complicated situations.
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NOMENCLATURE

Following is a list of some important symbols as they are used in the text. Other symbols are defined appropriately parts of certain symbols have different meaning in different sections of the text. Where this occurs, the symbol is redefined for each section.

- \( s \) = Angle between axis of revolution and normal to the shell.
- \( r \) = Radial distance from the axis of revolution to a point on the middle surface.
- \( R_1 \) or \( R_{12} \) = Principal radius of curvature in the meridional plane.
- \( R_2 \) or \( R_{22} \) = Principal radius of curvature in the plane perpendicular to the meridian.
- \( S \) = Coordinate length measured on the meridian.
- \( R \) = Shell configuration radius. When defined as superscript it refers to residual or previous solution state.
- \( \lambda, \mu \) = Lame's Coefficients.
- \( u, v, w \) = Components of displacements at the middle surface of the shell.
- \( h \) = Shell thickness.
- \( a \) = When used as a superscript it refers to a non-dimensional quantity per the definitions in appendix B.
- \( X_1, X_2, X_3 \) = Cartesian coordinate system used for the definition of shell configuration.
- \( \gamma \) = Angle of rotation of shell meridian.
- \( z \) = Shell thickness coordinate.
\( C_{1j} \) = Membrane stiffness coefficients in shell stress-strain relations.

\( D_{1j} \) = Bending stiffness coefficients in shell stress-strain relations.

\( E \) = Modulus of elasticity.

\( E_{ij} \) = Stiffness coefficients in incremental stress-strain relations.

\( c_1, c_2 \) = Meridional and circumferential membrane strains.

\( \hat{c}_1, \hat{c}_2 \) = Approximations to \( c_1 \) and \( c_2 \) resulting from the previous iteration of the quasilinearization algorithm.

\( \varepsilon_1, \varepsilon_2 \) = Principal strain.

\( \varepsilon'_1, \varepsilon'_2 \) = \( \varepsilon_1 \) and \( \varepsilon_2 \) at the beginning of an increment.

\( \check{\varepsilon}_1, \check{\varepsilon}_2 \) = Approximations to \( \varepsilon_1 \) and \( \varepsilon_2 \) resulting from the previous iteration of the quasilinearization algorithm.

\( H \) = Strain hardening function.

\( H' \) = Derivative of \( H \) with respect to its argument.

\( K' \) = Defined by Eq. (III.13)

\( K_{1j} \) = Coupling stiffness coefficients in shell stress-strain relations.

\( X_\theta, X_\phi \) = Approximations to \( X_\theta \) and \( X_\phi \) resulting from previous iteration of quasilinearization algorithm.

\( v \) = Poisson's ratio.

\( M_{\theta}, M_{\phi} \) = Meridional and circumferential bending moments per unit length.

\( \tilde{M}_{\theta}, \tilde{M}_{\phi} \) = Approximations to \( M_{\theta} \) and \( M_{\phi} \) resulting from previous iteration of quasilinearization algorithm.

\( M_0 \) = Yield bending moment, \( \sigma_0 h^2/4 \) per unit length.
\( \dot{N}_y - N_\theta \)  - Meridional and circumferential membrane forces per unit length.

\( \hat{N}_y - \hat{N}_\theta \)  - Approximations to \( N_y \) and \( N_\theta \) resulting from previous iteration of quasilinearization algorithm.

\( N_o \)  - Yield membrane force, \( \sigma_0 \) per unit length.

\( P_r, P_\theta \)  - External surface loads per unit area of middle surface.

\( Q_o \)  - Transverse shear force per unit length.

\( \xi, \zeta \)  - Approximation to \( \xi \) resulting from previous iteration of quasilinearization algorithm.

\( S_1, S_2 \)  - Deviatoric Stress.

\( \sigma_1, \sigma_2 \)  - Principal stresses.

\( \hat{\sigma}_1, \hat{\sigma}_2 \)  - \( \sigma_1 \) and \( \sigma_2 \) at the beginning of an increment.

\( \bar{\sigma}_1, \bar{\sigma}_2 \)  - Approximations to \( \sigma_1 \) and \( \sigma_2 \) resulting from previous iteration of quasilinearization algorithm.

\( \sigma_0 \)  - Yield stress in simple tension.

\( x \)  - Independent variable.

\( d(\)  - Infinitesimal increment.

\( \Delta(\)  - Finite increment.

\( (\)'  - (Note exception for \( H' \).)

\( ds \)
CHAPTER I

INTRODUCTION

A direct integration numerical scheme has been developed for the large deflection elastic-plastic analysis of shells of revolution subjected to symmetric loadings. This numerical scheme appears to be advantageous to other existing numerical schemes for similar applications. The results obtained for some sample problems compare with existing theoretical and experimental results in the literature.

In the design of nuclear reactors and other industrial applications where size limitation on components are imposed, the structures must withstand large magnitude of loadings. This requires that their structural performance be investigated well into regions of potential yielding. Such investigations in the case of shells of revolution are more precise and economical with direct numerical integration schemes than with finite element or finite difference approaches.

1.1 Previous Research.

A summary of the literature on the subject is presented under various subtitles in the context of work performed.

1.1.1. Non-linear Shell Theory. Substantial progress has been made toward the development of the non-linear theory of elastic shells in the past ten years. It is interesting to note that the literature on this subject is divided into two different approaches, those that invoke Kirchoff's Hypothesis and those that assume
a state of plane stress. Under Kirchoff's hypothesis the normal to the undeformed middle surface remain normal to the deformed middle surface of the shell.

Sander's (7) has based his non-linear shell theory on the Kirchoff's assumption and on the assumption of small rotations about the normal. Small strains are admitted. This theory is more generally accepted than others due to its simplicity and to the satisfactory results obtained therefrom. Koiter's (5) work is concentrated almost entirely on the assumption of the state of plane stress and of small strains. But, it was necessary for Koiter to lower the magnitude of corrections with respect to strain measures, to the fundamental forms of the middle surface to satisfy the Gauss-Codazzi relations of surface compatibility. Nachdi (6) has defined his strain measures as functions of the metric of the undeformed middle surface. Further, Nachdi (3) has chosen to couple his non-linear constitutive relations with strain measures and stress resultants. His derivations are based, like those of Sander's (7), on a strain energy density function corresponding to the undeformed middle surface with the assumption of the Kirchoff's hypothesis.

1.1.2. Plasticity. Earlier work in plasticity theory was based on a perfectly plastic material behavior. Some of this is reported by Prager and Hodge (72). Scope of work hardening behavior in the earlier literature was limited. However, some fundamental research in this area was done by Drucker (72) and (74) and also by Hill (1).
A brief survey on the early developments in plasticity theory is available in Ref. (75).

Although many yield criteria have been proposed in the literature such as those by Hill (1), the Von-Mises yield criterion (75) has been supported by experimental observations. For the prediction of the onset of plastic flow, the flow rules advocated by Prandtl (77) and by Reuss (79) seems to agree closely with the Von-Mises yield criterion (75). Some of the experimental observations, such as in the Liquid Metal Fast Breeder Reactor material experiments (24), indicate that stainless steel (SS 304) obeys the Von-Mises yield criterion. These experiments also indicate that a combination of isotropic and kinematic hardening behaviour is observed in SS 304 material testing. For some high temperature applications Wu and Witmer (4) have developed constitutive relations based on the Von-Mises yield criterion and an isotropic hardening rule.

Since the work performed here used the incremental theory of plasticity, the information available in the literature for practical solution methods will be emphasized in the following. Hodge (12,63) adopted a quadratic programming approach in a solution algorithm using the finite element method of analysis. Marcal (13,10) provided a theory of incremental plasticity, which was applicable to shells of revolution. Marcal also used the finite element approach in his development of an incremental plasticity solution algorithm.
Cerdeen (5) later used Marcal's approach in conjunction with the direct integration method. Mutula (6) used essentially the same approach as Cerdeen (9) but also presented an application of the Newton-Raphson scheme for predicting better approximations to stress and strain increments in the vicinity of the yield surface. In this definition, Mutula (6) used a special case of Marcal's (15-16) yield transition case.

1.1.3. Numerical Methods. There are several numerical methods including finite element method, finite difference method and direct numerical integration method that have been used for the elastic-plastic analysis of shells of revolution.

In the finite element method the structure is discretized into finite sized elements, and the stiffness of each of these elements is defined. By using the stiffness method of analysis and satisfying the compatibility at the node circle junctions of adjacent elements, solutions of a given problem are obtained.

In the finite difference method the structure is distributed with mesh points. For each of the mesh points the differential equations of the system are represented in finite difference form following a backward difference, a central difference or a forward difference approach. A system of simultaneous equations are developed and a boundary value problem is solved.

In the elastic-plastic analysis of structures both the finite element and the finite difference approaches have been used. In many instances a combination of finite-element and finite-difference
methods has been proved useful. The finite element method is highly versatile and does not have the inherent stability problems of the finite difference methods. In the finite-difference method, it is difficult to select an appropriate mesh size that is simultaneously convergent and efficient. Various applications with finite element, finite difference methods and their combinations is given in Refs. (26-31).

Significant contributions in the application of finite elements to large deflection analyses of elastic-plastic shells were given by Marcal (16-18) and by Popov and Yaghami (13). Both studies used the curved shell element of Bahajasteh-Ebraht.

Marcal (18) also uses a triangular plate element known as the De Ventea element. Wu and Wirtz (4) have applied the finite-element method to transient large deflection elastic-plastic analyses of simple structures, but this investigation was limited to the use of ring and beam elements. One significant feature of the work of Wu and Wirtz in (4) is the development of plasticity flow theory relations from direct considerations of the high temperature applications.

Direct numerical integration methods, when appropriately developed to apply to complicated problems, prove to be computationally advantageous to the finite-element and finite difference methods. Goldberg and Bogdanoff (11) were the first to develop the multi-segment method of numerical integration. Rainnes and Leisting (12) have applied this technique to non-linear analysis of elastic shells of revolution. Gerdeen (9) used the multi-segment method of direct
Numerical integration for the large deflection analysis of elastic-plastic shells of revolution. The suppression technique of Goldberg (11) and Zarzhamy and Robinson (30) was used by Carter, Robinson and Schnobrich (14) and by Leonard (13) for the dynamic response of elastic shells. Marcal and Pilgrim (15) used a numerical integration method for the elastic-plastic analysis, but it was limited to small deflection theory assumptions.

Numerical integration enables a direct solution to non-linear differential equations by converting a boundary value problem to a set of initial value problems in a form such that these initial value problems are integrated numerically and recomposed to satisfy the boundary conditions.

However, in shell analysis a problem arises in the use of numerical integration. The solutions are of exponential type and accuracy is lost in integration over long path lengths. To overcome this problem, the multi-segment (12) or the suppression technique (13) (14) can be used. These methods provide uniform accuracy everywhere along the integration path. It has been shown that the suppression method is a more efficient means to achieve that accuracy.

Where large deflections of shells are accompanied by plastic strains, an accurate analysis requires that partial yielding through the shell thickness be considered. For the von-Mises criterion of yielding the stiffness is determined by integration over the shell thickness following the work of Marcal and Pilgrim (15) who considered small deflections only. This requires storage of stress at several
points through the thickness of the shell at each station along the meridian. Gerdeen (3) and Nutula (15) adopted the multisegment method of direct integration for large deflection elastic-plastic analysis of shells of revolution. There has been no work reported in the literature for the large deflection elastic-plastic analysis of shells of revolution using a suppression technique.

1.2 Scope of Study.

The following assumptions are made in this study:

(i) Large deflections and small strains.
(ii) Axisymmetric shell of revolution with arbitrary meridional contours.
(iii) Symmetrical loadings.
(iv) Isotropic material behavior.
(v) Von-Mises yield criterion.

A quasilinearization method along with Sander's non-linear shell theory is used in developing a set of quasilinearized governing equations. The constitutive relations for elastic-plastic behavior have a more general form than those presented by Nutula (15). In treating the elastic-plastic interface problem, Marcol's (15,16) approach has been generally followed. Much of the work on the development of a numerical scheme was directed towards the development of a suppression technique for non-linear elastic-plastic behavior. It is shown analytically that the suppression technique is a more efficient technique than the multisegment method.

1.3 Organization of Study.

Equilibrium and kinematic equations for non-linear shells of
revolution are presented in Chapter II. Incremental elastic-plastic constitutive relations is the subject of Chapter III. In Chapter IV a quasilinearization technique is applied to the non-linear shell equations and the resulting equations are organized in a form necessary for the solution algorithm.

In Chapter V the suppression technique for the linear elastic analysis of shells is reviewed. In Chapter VI a non-linear method of analysis with the suppression scheme for large deflection elastic and elastic-plastic analysis of shells of revolution is developed and compared to the multisegment method of numerical integration.

A set of examples for the verification of the linear elastic, non-linear elastic and non-linear elastic-plastic solutions algorithm is given in Chapter VII. Chapter VIII provides conclusions and recommendations resulting from this study.
CHAPTER II

EQUILIBRIUM AND KINEMATIC EQUATIONS FOR SHELLS OF REVOLUTION

2.2 Intent of Chapter.

Of the most recently developed shell theories, Sander's shell theory (7) appears to be most advantageous due to its simplicity in application. In this chapter the governing equations for a general shell are presented followed by their reductions to those for axisymmetrically loaded shells of revolutions. Those equations consist of equilibrium, strain-displacement and constitutive relations. Only a basic treatment of constitutive relations is given here. A more detailed treatment of plasticity is left for a later chapter. The governing equations are represented as a set of first order ordinary differential equations suitable for numerical integration.

2.1 Shell Geometry.

Let the undeformed middle surface of the shell be as shown in Fig (II.1) upon which the orthogonal curvilinear coordinate lines $\xi_1$ and $\xi_2$ are defined by the dotted lines. Let the coordinate system of the middle surface be defined as follows:

The position vector of a point on the shell middle surface is:

$$\bar{r} = x_i \hat{e}_i$$

$$x_i = f_i (\xi_1, \xi_2) ; i=1,2,3$$  \hspace{1cm} (II.1)

Where $f_i$ is a single valued function, and $\hat{e}_i$ are the unit Cartesian base vectors.
The position of any point in the shell is specified by the coordinates $\xi_1, \xi_2$ and $z$, where $\xi_1$ and $\xi_2$ specify position on the middle surface while $z$ measures the distance along the outward normal from the middle surface to the point (See Fig. 2.1).

The outward directed unit normal vector at a point of the middle surface is denoted by $\hat{n}$. The coordinates $\xi_1$ and $\xi_2$ are to be chosen in such a way that the system is right handed. The unit tangent vectors to the $\xi_1$ and $\xi_2$ curves are denoted by $\hat{\xi}_1$ and $\hat{\xi}_2$ respectively.

Let the displacement vector $\bar{U}$ of the material points on the middle surface of the shell be resolved into components tangential and normal to the undeformed middle surface as follows.

$$\bar{U} = u \hat{\xi}_1 + v \hat{\xi}_2 + v \hat{n} \tag{11.2}$$

2.2 General Equilibrium Equations.

The equilibrium equations of a three dimensional medium referred to orthogonal curvilinear coordinates corresponding to the deformed body are obtained from Sanders (7). The equations of equilibrium in terms of stresses are reduced to the force and moment equilibrium equations by integrating the stress equilibrium equations through the thickness and using the relationships between the stresses and the stress resultants. Sanders (7) adopted Kirchoff's hypotheses with some reference to small strain assumption and small rotations about the normal. He also defined modified force resultants which
Figure 3.1: Shell Surface Coordinates
include contributions from the moment resultants multiplied by the deformed radii of curvature. With these assumptions pertinent nonlinear terms are retained. The governing equations are given by:

\[
\begin{align*}
\left( a N_{11} \right)_{,1} + \left( a N_{12} \right)_{,2} + a_{12} N_{12} - B_{11} N_{22} + a a_{1} R_{1}^{-1} Q_{1} \\
+ \frac{1}{a} \left( R_{1}^{-1} - R_{2}^{-1} \right) M_{11} - a_{2} \left( \gamma_{1} N_{11} + \gamma_{2} N_{12} \right) \\
+ a^{2} B_{1} = 0
\end{align*}
\]  

(II.3)

\[
\begin{align*}
\left( a N_{22} \right)_{,2} + \left( 3 a_{212} N_{21} + a_{12} N_{21} \right) - a_{12} N_{11} + a_{2} R_{2}^{-1} Q_{2} \\
+ \frac{3}{a} \left( R_{2}^{-1} - R_{2}^{-1} \right) M_{21} - a_{2} \left( \gamma_{2} N_{22} + \gamma_{1} N_{21} \right) \\
+ a^{2} B_{2} = 0
\end{align*}
\]  

(II.4)

\[
\begin{align*}
\left( a Q_{1} \right)_{,1} + \left( a Q_{2} \right)_{,2} - a a_{1} \left( R_{1}^{-1} N_{11} + R_{2}^{-1} N_{22} \right) \\
+ a B_{1} = 0
\end{align*}
\]  

(II.5)
Figure 2.2. Shell Curvatures
\[ (\beta M_{11} )_{1} + (\alpha M_{12} )_{2} + z_{1} M_{12} - \varepsilon_{1} M_{22} - \alpha \beta Q_{1} = 0 \]  
(II.6)

\[ (\alpha M_{22} )_{2} + (\beta M_{21} )_{1} + \beta, M_{21} - \alpha_{2} M_{11} - \alpha \beta Q_{2} = 0 \]  
(II.7)

Where \( \alpha, \beta \) are Lame's coefficients of the surface metric of an orthogonal curvilinear coordinate system; \( P_{1}, P_{2}, P \) = tractions in 1, 2, normal directions; \( R_{1}, R_{2} \) are radii of principle curvature; \( \rho \) is the mass density; \( \gamma_{1}, \gamma_{2}, \gamma \) are rotation quantities defined in Sec. 2.3; commas denote partial derivatives (\( f, \alpha = \delta f / \delta z \alpha \)); and \( M \alpha, M \beta, Q \alpha \) are modified resultants of the stress distribution \( \sigma_{ij} \) integrated through the thickness. The modified moment resultants are:

\[ M_{11} = \int_{-h/2}^{+h/2} \sigma_{11} (1 + z/R_{2}) \, dz \]  
(II.8)

\[ M_{21} = M_{12} = \frac{1}{2} \int_{-h/2}^{+h/2} \sigma_{12} (1 + z/R_{2} + z/R_{1}) \, dz \]  
(II.9)

\[ M_{22} = \int_{-h/2}^{+h/2} \sigma_{22} (1 + z/R_{1}) \, dz \]  
(II.10)

If \( k_{ij} \) are curvatures (defined in Sec. 2.3), and \( \sigma_{ij} \) are
Figure 2.3. Sign Convention of Stress Resultants
the classical membrane force resultants:

\[ \begin{align*}
N_{11} & = \int_{-h/2}^{+h/2} (1 + z/R_1) \, dz \\
N_{22} & = \int_{-h/2}^{+h/2} (1 + z/R_2) \, dz \\
N_{12} & = \int_{-h/2}^{+h/2} (1 + z/R_1) \, dz \\
N_{21} & = \int_{-h/2}^{+h/2} (1 + z/R_2) \, dz
\end{align*} \] (II.11, II.12, II.13, II.14)

The modified force resultants of Eqs. (II.11) to (II.14) are given by Sanders (7) as:

\[ \begin{align*}
N_{11} &= N_{11o} + M_{11} \left( \frac{1}{R_1} + k_{11} \right) \\
N_{22} &= N_{22o} + M_{22} \left( \frac{1}{R_2} + k_{22} \right)
\end{align*} \] (II.15, II.16)
Figure 2.4. Sign Convention of Stress Components
The transverse shear resultants are:

\[ \tau_{12} = \tau_{120} + M_{22} \left( \frac{1}{R_2} \right) \]  
\[ \tau_{21} = \tau_{210} + M_{21} \left( \frac{1}{R_1} \right) \]  

The sign convention of various stress resultants is as shown in Fig. (II.2)

The sign convention of various stress components is as shown in Fig. (II.3)

In Fig. III.3 and as given in Eqs. (II.9) to (II.20) the various stress components are integrated with reference to the middle surface of the shell.
2.3 General Strain Displacement Relations.

Sander's theory (7) is based on small strains and small rotations about the normal. Through the thickness a linear distribution of strain is assumed, viz:

\[ \varepsilon_{1j} = \varepsilon_{1j} + \frac{z}{r_j} \]

(II.21)

where \( \varepsilon_{1j} \) are strains of a point not on the middle surface, \( k_j \) are curvatures and \( \varepsilon_{1j} \) are strains of the corresponding point on the middle surface:

\[ c_{11} = \left( \alpha \beta \right)^{-1} \begin{bmatrix} 2 u_{11} + 3 v_{12} v + \alpha = R_{11}^{-1} w + \frac{1}{3} z \gamma_{1} z \gamma_{2} \end{bmatrix} \]

(II.22)

\[ c_{22} = \left( \alpha \beta \right)^{-1} \begin{bmatrix} 2 \gamma_{12} \gamma_{11} \gamma_{11} \gamma_{22} \gamma_{12} \gamma_{11} \gamma_{22} \gamma_{12} \end{bmatrix} \]

(II.23)

\[ c_{12} = \frac{1}{3} \left( \alpha \beta \right)^{-1} \begin{bmatrix} 8 v_{11} + 2 u_{12} - a_{12} u - a_{11} v + n \beta \gamma_{1} \gamma_{2} \end{bmatrix} \]

(II.24)

\[ h_{11} = \left( \alpha \beta \right)^{-1} \begin{bmatrix} 3 \gamma_{11} + 2 \gamma_{22} \end{bmatrix} \]
The rotational terms are given by:

\[ \gamma_1 = - \alpha^{-1} w_{11} + R_1^{-1} u \]  

\[ \gamma_2 = - \beta^{-1} w_{21} + R_2^{-1} v \]  

2.4 General Boundary Condition.

Four conditions are necessary on each edge to provide boundary conditions for the field equations of a general shell.

On an edge \( \xi = \text{constant} \):
1. \( v_{11} \) or \( u \) specified

\[ I, \dot{I}, \ldots \] (II.30)

2. \( v_{12} + \frac{1}{2} \left( 3 R_2^{-1} - R_1^{-1} \right) M_{12} + \frac{1}{2} \left( N_{11} + N_{22} \right) \)

or \( v \) specified

\[ \text{or } w \text{ specified} \] (II.31)

3. \( Q_1 + s^{-1} M_{12} \cdot 2 - \gamma_1 N_{11} - \gamma_2 N_{12} \)

or \( w \) specified

\[ \text{or } w \text{ specified} \] (II.32)

4. \( M_{11} \) or \( \gamma_1 \) specified

\[ \text{or } w \text{ specified} \] (II.33)

2.5 Simplification to Shell of Revolution.

The geometry of a shell of revolution is shown in Fig. (2.2).

The coordinate \( \xi_1 \) is taken as the arc length \( s \); and the coordinate \( r_2 \)

as the circumferential angle \( \theta \). Thus, if the derivatives are taken

with respect to the arc lengths:

\[ \alpha = 1 \] (II.34)

\[ z = r \] (II.35)

\[ z, 2 = 0 \] (II.36)
\[
\frac{dr}{ds} = \cos \gamma_1 \quad \text{(II.37)}
\]

\[
r = R_2 \sin \theta \quad \text{(II.38)}
\]

\[
ds = R_1 \, dz \quad \text{(II.39)}
\]

\[
\gamma_2 = 0 \quad \text{(II.40)}
\]

Where \( R_2 = R_1, R_2 = R_2 \), \( \theta \) = angle the normal to the shell makes with the axis of revolution and \( r \) is the perpendicular distance of the meridional point from the axis of revolution.

2.6 Simplified Equations of Motion.

If axisymmetric behavior is assumed, Eqs. (II.3) to (II.7) become:

\[
N_1, s + \frac{\cos \phi}{r} \left( \gamma_1 - \eta_1 \right) + \frac{1}{R_2} \left( \gamma_3 - \eta_2 \right) + P_2 = 0 \quad \text{(II.41)}
\]

\[
Q_{e, 5} + \frac{\cos \phi}{r} \left( C_9 + \frac{\sin \phi}{r} \right) N_e + \frac{1}{R_2} C_2 \gamma_2 \quad \text{(II.42)}
\]

\[
- \frac{1}{R_2} \left( 1 + \gamma_5^2 \right) \gamma_3 + P = 0 \quad \text{(II.43)}
\]
\[ u_{rs} + \frac{\cos \psi}{r} \left( u_r - u_s \right) - k_s = 0 \] (II.40)

2.7 Specialized Strain-Displacement Relations.

For a shell of revolution:

\[ \varepsilon_\theta = - \left( \frac{u \cos \psi + w \sin \psi}{R} \right) \] (II.44)

\[ \varepsilon_r = u_r + w + \frac{1}{2} \frac{R^2}{R^2} \] (II.45)

\[ \gamma_{\theta r} = \frac{1}{R} \left( u - w_s \right) \] (II.46)

\[ k_\theta = - \frac{1}{R} \gamma_{\theta r} \cos \psi \] (II.47)

\[ k_\theta = \gamma_{\theta r} \] (II.48)
3.0 Inclusion of Constitutive Relations.

Hookean behavior will be assumed for the elastic part of the response. The Von Mises yield criteria associated with the Prandtl-Reuss flow rule will be adopted for elastic-plastic behavior. A detailed treatment of incremental constitutive relations for elastic-plastic behavior will be the subject of a separate chapter. Only a brief treatment of these relations is given in the following.

The incremental stress-strain relations are given by:

\[
\begin{bmatrix}
\frac{d\sigma_p}{d\epsilon_p} \\
\frac{d\sigma_0}{d\epsilon_0} \\
\frac{d\tilde{\epsilon}_p}{d\epsilon_0}
\end{bmatrix} =
\begin{bmatrix}
\frac{3\sigma_0}{\epsilon_0} & \frac{3\sigma_0}{\epsilon_0} \\
\frac{3\tilde{\epsilon}_p}{\epsilon_0} & \frac{3\tilde{\epsilon}_p}{\epsilon_0}
\end{bmatrix}
\begin{bmatrix}
d\epsilon_p \\
d\epsilon_0
\end{bmatrix}
\]

Where \(d\epsilon_p\) is the effective plastic strain differential, the terms in the matrix are called partial stiffness coefficients and are described in detail in Chapter III for plastic behavior.

For Hookean elastic behavior the incremental stress and strain
values reduce to total stress and strain values, and:

\[
\frac{\partial \sigma_1}{\partial e_1} = \frac{\partial \sigma_2}{\partial e_2} = \frac{E}{1-\nu^2} \quad (II.50)
\]

\[
\frac{\partial \sigma_2}{\partial e_2} = \frac{\partial \sigma_3}{\partial e_3} = \frac{\nu E}{1-\nu^2} \quad (II.51)
\]

2.6 Reordering of Equations.

The solution techniques detailed in subsequent chapters require that the governing equations for the two point boundary problems of a shell of revolution be written in the form of an initial value problem in terms of fundamental variables appearing in the natural boundary conditions, i.e., \(w, Q_x, H_x, \gamma_x, u\) and \(M_x\). The remaining variables are termed auxiliary variables: \(c_0, h_0, H_0, M_0, c_2\) and \(K_0\). Rearranging the governing shell equilibrium and kinematic equations, Eqs. (II.39) to (II.46) gives the required set of six ordered first order nonlinear differential equations in terms of the six auxiliary and six fundamental variables. The remaining six equations are to be obtained from the constitutive equations.

\[
w_0 = \frac{u_r}{R_0} - \gamma_z \quad (II.52)
\]
The set of first order ordinary differential equations presented above can not be integrated because they contain non-linearities. The treatment of material and geometric non-linearities will be the subject of the following chapters.
CHAPTER III

ELASTO - PLASTIC CONSTITUTIVE RELATIONS

3.0 Intent of Chapter.

In this chapter are derived the constitutive relations to be used with the equilibrium and kinematic shell equations in the preceding chapter. A brief description of material behavior is followed by a summary of the method of analysis. The incremental constitutive relations are presented along with an iterative scheme for predicting improved stress increments.

3.1 Material Behavior and Properties.

The importance of material characteristics in the consideration of elastic-plastic behavior is obvious, particularly when strain hardening effects are considered. In this study a limitation is imposed in that a bilinear stress-strain representation is assumed. It is, therefore, necessary to construct a bilinear stress-strain representation from the available isochronous material curves.

One difficulty in such a construction is that almost all material curves have been based on tests of uniaxially loaded specimens. The method recommended by Oak Ridge National Laboratory (24) is adopted in this study: that representation is shown in Fig. 3.1 of Appendix D.

Elastic-plastic analysis requires consideration of several aspects of material response other than the selection of a bilinear stress-strain representation. These include:
(a) a yield stress corresponding to the onset of plastic flow.

(b) equations relating plastic strain increments to stress and strains subsequent to yielding; and

(c) a hardening rule specifying the change in yield stress in the course of plastic flow, etc.

This work has been largely devoted to analytical developments and hence limited to mechanical and monotonic loading applications. A Von-Mises yield criterion with the associated flow rule that follow isotropic hardening is used in this analysis. This combination of material behavior has generally agreed with experimental observations.

A Newton-Raphson scheme, which was initially used by Hutula (65) is used to aid convergence of elastic-plastic constitutive relations. Marcal's (15) approach for the elastic to plastic transition case is used in conjunction with this Newton-Raphson procedure.

It should be noted that Marcal (15) was the first to propose a stiffness approach to plasticity for shells of revolution. Hutula (65) and this work have generally followed Marcal's approach in developing analysis procedures.
3.1.1 Yield Surface. From the stress preliminaries of Appendix A, the second invariant of the stress tensor $J_2$ is defined as:

$$J_2 = \frac{1}{3} \left\{ \sigma_\phi^2 - \sigma_\phi \sigma_\theta + \sigma_\theta^2 \right\} = \frac{1}{3} \sigma_e^2$$  \hspace{1cm} (III.1)$$

where $\sigma_e$ is the effective stress. According to distortion energy theory, the distortion energy density in the real system equals the distortion energy density at yield in an equivalent simple tension test.

$$U_d = \frac{1}{2G} J_2 = \frac{3}{4G} \tau_{\text{oct}}^2$$  \hspace{1cm} (III.2)$$

Where $G$ is the shear modulus and $\tau_{\text{oct}}$ is the octahedral shear stress. For the simple tension test at the yield point in simple tension:

$$J_2 = -\frac{1}{3} \sigma_0^2$$  \hspace{1cm} (III.3)$$

Where $\sigma_0$ is the yield stress in simple tension. Hence, the yield condition for the biaxial state of stress becomes:

$$\sigma_\phi^2 - \sigma_\phi \sigma_\theta + \sigma_\theta^2 = \sigma_0^2$$  \hspace{1cm} (III.4)$$
Figure 3.1. Von Mises Yield Surface Elastic to Plastic.

Figure 3.2. Von Mises Yield Surface Plastic to Elastic
For the case of pure shear:

\[ \sigma_1 = -\sigma_2 = A \tag{III.5} \]

where \( A \) is the yield stress in pure shear.

The second invariant of stress tensor is given by Eq. (III.3) and Eq. (III.4) as:

\[ \frac{1}{3} \sigma^2 = \frac{1}{3} \left( \sigma_1^2 + \sigma_2^2 + \sigma_3^2 \right) \tag{III.6} \]

But if we use the pure shear condition of Eq. (III.5) on the right hand side of Eq. (III.6), we get:

\[ \frac{1}{3} \sigma^2 = \frac{1}{3} \sigma_1^2 = A^2 \tag{III.7} \]

or

\[ A = \frac{\sigma_0}{\sqrt{3}} \tag{III.8} \]

indicating that the yield stress in pure shear is \( \sqrt{3} \) times the yield stress in simple tension.

3.1.2 Hardening Modulus: For a strain hardening material obeying isotropic hardening law the yield surface grows with increase in
Figure 3.3. Bilinear Stress-Strain Curve
plastic strain. That is, when the material is subjected to plastic strain \( \varepsilon^p \) it attains a stress state \( \tilde{\sigma} \) given by:

\[
\tilde{\sigma} = \gamma_0 + \frac{E \varepsilon^p}{K}
\]  

(III.9)

Where \( \gamma_0 \) here is the initial yield stress of the material, \( E \) is the slope of the elastic portion of the bilinear stress-strain curve of Fig. (C.1), then:

\[
K = \frac{1-\beta}{\beta}
\]  

(III.17)

In Eq. (III.9) the stress state \( \tilde{\sigma} \) describes the new yield surface or the new yield stress generally denoted as the hardening modulus \( H \). Therefore, Eq. (III.9) can be written as:

\[
H(\varepsilon^p) = \gamma_0 + \frac{E \varepsilon^p}{K}
\]  

(III.11)

Once a plastic strain \( \varepsilon^p \) is attained rather than using the yield condition of Eq. (III.4), a new yield condition is given by:

\[
\sigma_0^2 - \sigma_0 \sigma + \sigma_0 = H^2(\varepsilon^p)
\]  

(III.12)

Refer to Appendix D for a precise discussion on Eq. (III.5) to (III.11).
The slope of the effective stress-plastic strain diagram \( \tilde{H} \) is obtained by differentiating equation (III.11).

\[
\frac{\tilde{e}^p}{\tilde{e}} = \tilde{H} = - \frac{E}{K} \tag{III.13}
\]

The values of \( \tilde{H} \) are obtainable directly from the material data. Specifically, the values of \( K \) are obtained from the effective stress-effective plastic strain relationships. A selection of these values obtained from the nuclear reactor material data of Ref. (14a) is given in Appendix D.


Elastic-plastic problems beyond the yield point on the stress-strain diagram require an incremental analysis since a closed form solution is not possible for complicated loadings and geometries. Strain hardening characteristics and effects are important. The non-linearities associated with large deflection shell theories and the Von-Mises criteria for yielding, compound the difficulties of the problem.

The plasticity theory presented here is based on the small strain assumption. The total strain is assumed as a linear combination of elastic \( \epsilon_{ij}^e \) and plastic \( \epsilon_{ij}^p \) strains.

\[
de_{ij} = \epsilon_{ij}^e + \epsilon_{ij}^p \tag{III.14}
\]
The Von-Mises yield condition used in the analysis is based on
distortion energy theory. Using Eq. (III.12) a yield function can
be defined as:

\[ f = J_2 - \frac{H^2}{3} = 0 \]  \hspace{1cm} (III.15)

The yield envelope of Von-Mises is shown in Fig. (J.1)
where ABC is the loading path from elastic to plastic state and
ABD is the proportional loading path. In Fig. (J.2) the path
AE defines plastic to elastic state.

\[ J_2 = \frac{1}{2} \sigma^i_{ij} \sigma^i_{ij} \]  \hspace{1cm} (III.16)

In terms of this function, the general stress-strain
relation in the differential form in the plastic region is:

\[ d\epsilon_{ij}^P = \frac{\sqrt{3/2} \left( \frac{\partial f}{\partial \sigma_{ij}} \right) d\tilde{\epsilon}^P}{\sqrt{\left( \frac{\partial f}{\partial \sigma_{mn}} \right) \left( \frac{\partial f}{\partial \sigma} \right)}} \]  \hspace{1cm} (III.17)

Where \( d\tilde{\epsilon}^P \) is the effective plastic strain increment corresponding
to the equivalent strain increment in a simple tension test.
For the Von-Mises yield condition the above relation can be reduced to (Prandt-Reuss flow rule)

\[ d \varepsilon_p = \frac{3}{2} \sum_{i} \frac{\sigma_{ij} d \varepsilon_e}{\sigma_e} \]  \hspace{1cm} (III.19)

3.2 Incremental Plasticity for Shells of Revolution.

3.3.1 Definition of Stress-Strain Relations. Marcal (15,16) has recommended an incremental form of the constitutive relations to be used with the governing axisymmetric shells of revolution equations with limitations to symmetric loadings. Marcal's partial stiffness approach in these references is useful in developing a convenient numerical algorithm which accounts for most of the difficulties in the elastic-plastic problem.

The total incremental strain is a linear sum of incremental elastic and incremental plastic strains. For shells of revolution (ignoring shear components) this is given by Marcal (15) in component form as:

\[ \varepsilon_{ij} = \varepsilon^{e}_{ij} + \varepsilon^{p}_{ij} \]  \hspace{1cm} (III.19)

\[ \varepsilon_{i} = \varepsilon^{e}_{i} + \varepsilon^{p}_{i} \]  \hspace{1cm} (III.20)

\[ \varepsilon_{\gamma} = \varepsilon^{e}_{\gamma} + \varepsilon^{p}_{\gamma} \]  \hspace{1cm} (III.20)
or, substitutions for the elastic strains $dc^e_1$ and $dc^e_3$ in terms of corresponding stress increments, Poisson's ratio and Young's Modulus $E$ gives:

\[
\frac{1}{E} = \frac{1}{E} - \frac{v}{E} \frac{dc^e_3}{d} + \frac{dc^p}{d} \tag{III.21}
\]

\[
\frac{1}{E} = \frac{1}{E} - \frac{v}{E} \frac{dc^e_1}{d} + \frac{dc^p}{d} \tag{III.22}
\]

If the Prandl-Reuss relations (III.20) are used, Eqs. (III.23) and (III.24) are written as:

\[
\frac{1}{E} = \frac{1}{E} - \frac{v}{E} \frac{dc^e_3}{d} + \frac{3}{2} \frac{\sigma'_e}{\sigma'_e} \frac{dc^p}{d} \tag{III.23}
\]

\[
\frac{1}{E} = \frac{1}{E} - \frac{v}{E} \frac{dc^e_1}{d} + \frac{3}{2} \frac{\sigma'_e}{\sigma'_e} \frac{dc^p}{d} \tag{III.24}
\]

$\sigma'_e$ and $\sigma'_e$ are the deviatoric component of stresses:

\[
\sigma'_e = \frac{1}{3} (2\sigma'_e - \tau'_e) \tag{III.25}
\]

\[
\tau'_e = \frac{1}{3} (2\tau'_e - \tau'_e) \tag{III.26}
\]
Another equation comes from the Von-Mises yield criterion, as given by Marcal (13), when represented in differential form and simplified using the slope of effective stress-effect strain curve and neglecting the shear components,

\[ H' \frac{d\tilde{e}_p}{\dot{e}} = \frac{3 \sigma' \dot{\theta}}{2 \sigma_e} \dot{e} + \frac{3 \sigma' \dot{\theta}}{2 \sigma_e} \dot{\sigma}_e \]  

(III.27)

Where \( H' \) is the slope of effective stress-effective plastic strain curve:

\[ H' = \frac{\tilde{\sigma}_e}{\tilde{\dot{e}}_p} \]  

(III.28)

and \( \tilde{e}_p = \int \tilde{\dot{e}}_p \)  

(III.29)

Equations (III.25), (III.26) and (III.29) can be represented together as:

\[
\begin{pmatrix}
\frac{d\tilde{e}}{\phi} \\
\frac{d\tilde{e}}{\phi} \\
0
\end{pmatrix} = \begin{pmatrix}
\frac{1}{E} & -\frac{\nu}{E} & \frac{3}{2} \frac{\sigma' \dot{\theta}}{\sigma_e} \\
-\frac{\nu}{E} & \frac{1}{E} & \frac{3}{2} \frac{\sigma' \dot{\theta}}{\sigma_e} \\
\frac{3}{2} \frac{\sigma' \dot{\theta}}{c_e} & \frac{3}{2} \frac{\sigma' \dot{\theta}}{\sigma_e} & -H'
\end{pmatrix} \begin{pmatrix}
\frac{d\sigma}{\phi} \\
\frac{d\sigma}{\phi} \\
\tilde{\dot{e}}_p
\end{pmatrix}
\]  

(III.30)
or:
\[
\begin{bmatrix}
\frac{d\sigma_x}{c} \\
\frac{d\sigma_y}{c} \\
\frac{d\sigma_z}{c}
\end{bmatrix}
= \begin{bmatrix} K \end{bmatrix}
\begin{bmatrix}
\frac{d\epsilon_x}{c} \\
\frac{d\epsilon_y}{c} \\
\frac{d\epsilon_z}{c}
\end{bmatrix}
\]

(III.31)

Where the plastic stiffness coefficient matrix:

\[
\begin{bmatrix} K \end{bmatrix} =
\begin{bmatrix}
\frac{1}{E} & -\frac{v}{E} & \frac{3}{2} \frac{E}{\sigma_e} \\
-\frac{v}{E} & \frac{1}{E} & \frac{3}{2} \frac{E}{\sigma_e} \\
\frac{3}{2} \frac{E}{\sigma_e} & \frac{3}{2} \frac{E}{\sigma_e} & -H
\end{bmatrix}
\]

(III.32)

3.3.2. Partial Stiffness Coefficients. By the chain rule of differentiation we can also write:

\[
\frac{d\sigma_x}{d\epsilon_x} = \frac{\partial \sigma_x}{c_{xx}} \frac{d\epsilon_x}{c_{xx}} + \frac{\partial \sigma_x}{c_{xy}} \frac{d\epsilon_y}{c_{xy}} + \frac{\partial \sigma_x}{c_{xz}} \frac{d\epsilon_z}{c_{xz}}
\]

(III.33)

\[
\frac{d\sigma_y}{d\epsilon_y} = \frac{\partial \sigma_y}{c_{yx}} \frac{d\epsilon_x}{c_{yx}} + \frac{\partial \sigma_y}{c_{yy}} \frac{d\epsilon_y}{c_{yy}} + \frac{\partial \sigma_y}{c_{yz}} \frac{d\epsilon_z}{c_{yz}}
\]

(III.34)
\[
\Delta \varepsilon^p = \frac{\partial \varepsilon^p}{\partial \varepsilon_\phi} \Delta \varepsilon_\phi + \frac{\partial \varepsilon^p}{\partial \varepsilon_\theta} \Delta \varepsilon_\theta
\]

or

\[
\begin{pmatrix}
\Delta \Sigma_\phi \\
\Delta \Sigma_\theta \\
\Delta \Sigma
\end{pmatrix} =
\begin{bmatrix}
\frac{\partial \Sigma_\phi}{\partial \varepsilon_\phi} & \frac{\partial \Sigma_\phi}{\partial \varepsilon_\theta} \\
\frac{\partial \Sigma_\theta}{\partial \varepsilon_\phi} & \frac{\partial \Sigma_\theta}{\partial \varepsilon_\theta}
\end{bmatrix}
\begin{pmatrix}
\Delta \varepsilon_\phi \\
\Delta \varepsilon_\theta
\end{pmatrix}
\]

(III.36)

By a comparison of Eq. (III.37) with the Eq. (III.32) the terms in the matrix of Eq. (III.37), called the partial stiffness coefficients as defined by Marcal (15), are determined from Eq. (III.33). Stiffness coefficients are only \(C^1\) (class 1) functions of \(\varepsilon_\phi\) and \(\varepsilon_\theta\) as demonstrated by Hutula (65).

3.3.3. Transition Case. The transition between elastic and plastic regimes of Fig. (3.3) must be treated differently as follows. Partial stiffness coefficients at the transition are modified by considering a mean stiffness coefficient. The mean stiffness coefficient as defined by Marcal (15) is calculated from the proportional weighting of the elastic and plastic partial stiffness coefficients,
for instance:

\[
\frac{\partial \sigma_{\phi}}{\partial e_{\phi}} \bigg|_{\text{mean}} = m \frac{\partial \sigma_{\phi}}{\partial e_{\phi}} \bigg|_{\text{elastic}} + (1-m) \frac{\partial \sigma_{\phi}}{\partial e_{\phi}} \bigg|_{\text{plastic}} \tag{III.37}
\]

Where \( m \) is a proportionality factor, \( 0 < m < 1 \).

The value of \( m \) is obtained either from consideration of the maximum shear stress-strain curve for the Tresca Yield Criterion or from the effective stress-strain curve for the Von-Mises Yield Criterion.

Marcal (15) has defined \( m \) to be the ratio of plastic strain to the total strain at the yield transition for the load increment. Gardean (9) and Hutula (65) have found \( m = \frac{1}{2} \) as a value for stable and reasonable solution which is used in this study.

In Eq. (III.32) the values of \( \frac{\sigma'_{\phi}}{\sigma_e} \), \( \frac{\sigma'_{e1}}{\sigma_e} \) and \( \eta' \) at the transition can be determined as suggested by Hutula (65).

\[
(\frac{\sigma'_{\phi}}{\sigma_e})^* = m \left( \frac{\sigma'_{\phi1}}{\sigma_{e1}} \right) + (1-m) \left( \frac{\sigma'_{\phi1} + \Delta \sigma'_{\phi}}{\sigma_{e1} + \Delta \sigma_{e2}} \right) \tag{III.38}
\]
\[
\left( \frac{\sigma_i}{\sigma_e} \right) = m \left( \frac{\sigma_{el}}{\sigma_{el}} \right) + (1-m) \left( \frac{\sigma_{el} + \Delta \sigma_e}{\sigma_{el} + \Delta \sigma_e} \right)
\]

(III.39)

\[
(H')^\pi = m H' (\epsilon_{pi} + \Delta \epsilon_p) + (1-m) H' (\epsilon_{pi} + \Delta \epsilon_p)
\]

(III.40)

Where (\Delta) identifies an incremental value for a given load increment and the subscript (i) refers to previous or residual solution state.

3.3.4. Determination of Partial Stiffness Coefficients. The quantities in the matrix of Eq. (III.31) are obtained by inverting the matrix of Eq. (III.32). The determinant of matrix (III.3d) is given by:

\[
D = -\frac{1}{E} \left( 1 - \nu^2 \right) \left( H' \right)^\pi + \frac{9}{4} \left( \frac{\sigma_i}{\sigma_e} \right)^2 + \frac{9}{2} \left( \frac{\sigma_i}{\sigma_e} \right)^2 + \frac{\sigma_i}{\sigma_e} \left( \frac{\sigma_i}{\sigma_e} \right)
\]

\[
+ \frac{9}{4} \left( \frac{\sigma_i}{\sigma_e} \right)^2
\]

(III.41)
Where an asterisk denotes that at the transition the quantities with asterisk must be determined from Eqs. (III.24) to (III.26) respectively.

Let:

$$D^* = -ED, \quad \text{then:}$$

$$\varepsilon_{11} = \frac{\partial \sigma_2}{\partial \varepsilon_0} = \frac{1}{D^*} \left\{ \varepsilon' + \frac{9}{4} \left( \frac{\sigma_0'}{\sigma_0} \right)^2 \varepsilon \right\} \quad (III.42)$$

$$E_{12} = \frac{\partial \sigma_0}{\partial \varepsilon_0} = \frac{1}{D^*} \left\{ \varepsilon' - \frac{9}{4} \varepsilon \left( \frac{\sigma_0'}{\sigma_0} \right)^2 \left( \frac{\sigma_0'}{\sigma_0} \right)^2 \right\} \quad (III.43)$$

$$E_{13} = \frac{\partial \sigma_0}{\partial \varepsilon_0} = \frac{3}{2D^*} \left\{ \varepsilon' + \varepsilon \left( \frac{\sigma_0'}{\sigma_0} \right)^2 \right\} \quad (III.44)$$

$$E_{21} = \frac{\partial \sigma_0}{\partial \varepsilon_0} = \frac{1}{D^*} \left\{ \varepsilon' - \frac{9}{4} \varepsilon \left( \frac{\sigma_0'}{\sigma_0} \right)^2 \right\} \quad (III.45)$$

$$E_{22} = \frac{\partial \sigma_0}{\partial \varepsilon_0} = \frac{1}{D^*} \left\{ \varepsilon' + \frac{3}{4} \varepsilon \left( \frac{\sigma_0'}{\sigma_0} \right)^2 \right\} \quad (III.46)$$
3.3.5 Newton-Raphson Scheme. In the incremental elastic-plastic analysis that is performed here it is necessary to select extremely small load steps in order to keep the stress point at the yield surface. The selection of a load step and thereby a stress increment varies for different problems depending upon the degree of accuracy desired. In order to achieve the desired accuracy for lesser load steps Hutula (65) adopted a Newton-Raphson Scheme. This scheme is used in the incremental elastic-plastic analysis performed here. The formulation of the Newton-Raphson scheme for obtaining improved stress increments is presented here with generalizations.
with respect to the yield transition parameter $m$ defined earlier.

In this scheme three functions $f_1$, $f_2$ and $f_3$ are defined and by means of these functions a Newton-Raphson algorithm is developed.

Define three functions:

\[ f_1 = - \Delta \varepsilon + \frac{1}{E} \Delta \sigma - \frac{\nu}{E} \Delta \varepsilon + \frac{3}{2} \left( \frac{\sigma}{\varepsilon} \right)^2 \Delta \varepsilon_p \]  \hspace{1cm} (III.51)

\[ f_2 = - \Delta \varepsilon \varepsilon - \frac{\nu}{E} \Delta \sigma - \frac{1}{E} \Delta \varepsilon + \frac{3}{2} \left( \frac{\sigma}{\varepsilon} \right)^2 \Delta \varepsilon_p \]  \hspace{1cm} (III.52)

\[ f_3 = \left\{ \sigma^2 - \sigma_\phi \sigma_\theta + \sigma_\theta^2 - H (\varepsilon_\rho)^2 \right\} \frac{1}{3} \]  \hspace{1cm} (III.53)

Where:

\[ \Delta \sigma_\phi = \sigma_\phi - \sigma_\phi^1 \]  \hspace{1cm} (III.54)

\[ \Delta \sigma_\theta = \sigma_\theta - \sigma_\theta^1 \]  \hspace{1cm} (III.55)

\[ \Delta \sigma^\prime_\phi = \sigma^\prime_\phi - \sigma^\prime_\phi^1 \]  \hspace{1cm} (III.56)

\[ \Delta \sigma^\prime_\theta = \sigma^\prime_\theta - \sigma^\prime_\theta^1 \]  \hspace{1cm} (III.57)
Two of the above functions, \( f_1 \) and \( f_2 \) of Eqs. (III.51) and (III.52) have been defined using the incremental form of Eqs. (III.23) and (III.24). The third function \( f_3 \) of Eq. (III.53) is defined using the definition of the yield function of Eq. (III.15) rather than using Eq. (III.27).

The consistency of using Eq. (III.15) for defining the function \( f_3 \) will be given toward the end of this chapter.

Above functions \( f_1 \) and \( f_2 \) have been defined using the incremental form of Eqs. (III.23) and (III.24). However, rather than defining a third function \( f_3 \) from Eq. (III.28) use of the yield function of Eq. (III.15) has been made.

Substituting for \( ( \frac{\sigma_\phi}{\sigma_\theta} )^* \) and \( ( \frac{\sigma_\phi}{\sigma_\theta} )^* \) from Eqs. (III.30) and (III.39) the functions of Eqs. (III.51) to (III.53) can be written as:

\[
f_1 ( \sigma_\phi, \sigma_\theta, \epsilon_p ) = - \Delta \epsilon_\phi + \frac{1}{E} ( \sigma_\phi - \sigma_\phi^1 ) - \frac{\nu}{f} ( \sigma_\theta - \sigma_\theta^1 )
\]
Substituting for the deviatoric stress components for the residual as well as the current state:

\[ f_1 (\sigma_\phi, \sigma_\theta, \bar{\epsilon}_p) = -\Delta \epsilon_\phi + \frac{1}{E} (\sigma_\phi - \sigma_{\phi 1}) - \frac{\nu}{E} (\sigma_\theta - \sigma_{\theta 1}) \]

\[ + \left[ \frac{m (\sigma_{\phi 1} - \frac{1}{2} \sigma_\theta)}{H(\bar{\epsilon}_{p 1})} + \frac{(1 - m) (\sigma_\phi - \frac{1}{2} \sigma_\theta)}{H(\bar{\epsilon}_p)} \right] (\bar{\epsilon}_p - \bar{\epsilon}_{p 1}) \]

(III.62)

\[ f_2 (\sigma_\phi, \sigma_\theta, \bar{\epsilon}_p) = -\Delta \epsilon_\theta + \frac{1}{E} (\sigma_\theta - \sigma_{\theta 1}) - \frac{\nu}{E} (\sigma_\phi - \sigma_{\phi 1}) \]

(III.60)
Various derivatives of these functions are:

\[
\frac{\partial f_1}{\partial \sigma_\phi} = \frac{1}{E} + \frac{(1-m)(\varepsilon_p - \varepsilon_{p1})}{H(\tilde{e}_p)} (III.63)
\]

\[
\frac{\partial f_2}{\partial \sigma_\phi} = -\frac{1}{E} - \frac{(1-m)(\varepsilon_p - \varepsilon_{p1})}{H(\tilde{e}_p)} (III.64)
\]

\[
\frac{\partial f_1}{\partial \varepsilon_p} = \frac{m (\sigma_\phi - \frac{1}{2} \sigma_{\phi1})}{H(\tilde{e}_{p1})} + \frac{(1-m)(\sigma_\phi - \frac{1}{2} \sigma_\theta)}{H(\tilde{e}_p)} - \frac{(\varepsilon_p - \varepsilon_{p1})H(\tilde{e}_p)}{H(\tilde{e}_p)} (III.65)
\]

\[
\frac{\partial f_2}{\partial \varepsilon_p} = \frac{1}{E} + \frac{(1-m)(\varepsilon_p - \varepsilon_{p1})}{H(\tilde{e}_p)} (III.66)
\]

\[
\frac{\partial f_1}{\partial \varepsilon_p} = \frac{m (\sigma_\phi - \frac{1}{2} \sigma_{\phi1})}{H(\tilde{e}_{p1})} + \frac{(1-m)(\sigma_\phi - \frac{1}{2} \sigma_\theta)}{H(\tilde{e}_p)} - \frac{(\varepsilon_p - \varepsilon_{p1})H(\tilde{e}_p)}{H(\tilde{e}_p)} (III.67)
\]

\[
\frac{\partial f_2}{\partial \varepsilon_p} = \frac{1}{E} + \frac{(1-m)(\varepsilon_p - \varepsilon_{p1})}{H(\tilde{e}_p)} (III.68)
\]

\[
\frac{\partial f_2}{\partial \sigma_\theta} = \frac{1}{E} + \frac{(1-m)(\varepsilon_p - \varepsilon_{p1})}{H(\tilde{e}_p)} (III.69)
\]

\[
\frac{\partial f_2}{\partial \varepsilon_p} = \frac{m (\sigma_\phi - \frac{1}{2} \sigma_{\phi1})}{H(\tilde{e}_{p1})} + \frac{(1-m)(\sigma_\phi - \frac{1}{2} \sigma_\theta)}{H(\tilde{e}_p)} - \frac{(\varepsilon_p - \varepsilon_{p1})H(\tilde{e}_p)}{H(\tilde{e}_p)} (III.70)
\]
\[
\frac{\partial f_3}{\partial \sigma_\phi} = (2 \sigma_\phi - \sigma_\theta) / 3 = \sigma_\phi \tag{III.71}
\]

\[
\frac{\partial f_3}{\partial \sigma_\theta} = (2 \sigma_\theta - \sigma_\phi) / 3 = \sigma_\theta \tag{III.72}
\]

\[
\frac{\partial f_3}{\partial \epsilon_\rho} = \left\{ 1/2 \ H^{'} (\bar{\epsilon}_\rho) \ H (\bar{\epsilon}_\rho) \right\} / 3 \tag{III.73}
\]

and, thus the Newton-Raphson algorithm is given by:

\[
\begin{bmatrix}
\sigma_\phi^{(n+1)} \\
\sigma_\theta^{(n+1)} \\
\bar{\epsilon}_\rho^{(n+1)}
\end{bmatrix} = 
\begin{bmatrix}
\sigma_\phi^{(n)} \\
\sigma_\theta^{(n)} \\
\bar{\epsilon}_\rho^{(n)}
\end{bmatrix} -
\begin{bmatrix}
\frac{\partial f_1}{\partial \sigma_\phi} & \frac{\partial f_1}{\partial \sigma_\theta} & \frac{\partial f_1}{\partial \epsilon_\rho} \\
\frac{\partial f_2}{\partial \sigma_\phi} & \frac{\partial f_2}{\partial \sigma_\theta} & \frac{\partial f_2}{\partial \epsilon_\rho} \\
\frac{\partial f_3}{\partial \sigma_\phi} & \frac{\partial f_3}{\partial \sigma_\theta} & \frac{\partial f_3}{\partial \epsilon_\rho}
\end{bmatrix}^{-1}
\begin{bmatrix}
f_1 \\
f_2 \\
f_3
\end{bmatrix}
\]

\tag{III.74}

It can be easily seen that for \( m = 1 \) these equations reduce to those given by Hutula (65).
Henceforth, our definition of the function $f_3$ on the previous pages, viz.

\[ f_3 = J - K = \frac{1}{3} \sigma^2 - \frac{1}{3} \kappa^2 \]

is consistent with the definition of the Von-Mises Criteria or the distortion energy theory. What remains to be seen now is whether this function is also consistent with the Prandt Reuss relations that were used in defining the plastic strain components in functions $f_1$ and $f_2$.

### 3.3.6 Consistency of Function $f_3$

From (64) the general plastic stress-strain relation is given by:

\[
de_{ij}^P = \frac{\sqrt{\frac{3}{2}} (\frac{\partial f_3}{\partial \sigma_{ij}}) \, de^P}{\sqrt{\left( \frac{\partial f_3}{\partial \sigma_{mn}} \right) \left( \frac{\partial f_3}{\partial \sigma_{mn}} \right)}} \tag{III.75}
\]

or:

\[
de_{ij}^P = \frac{3^{\frac{1}{2}} \left( \frac{\partial f_3}{\partial \sigma_{ij}} \right)}{\sqrt{\left( \frac{\partial f_3}{\partial \sigma_{mn}} \right) \left( \frac{\partial f_3}{\partial \sigma_{mn}} \right)}} \frac{d\sigma^e}{c'_{e}} \tag{III.76}
\]

and for the function $f_3$ defined as before, this reduces to:
\[ \frac{\partial C}{\partial \sigma} = \frac{1}{2} \frac{\partial f}{\partial \sigma} \frac{\partial f}{\partial \sigma} \]  

Which is same as the plastic strain components used in
the definition of functions \( f_1 \) and \( f_2 \).

The definition of the yield function is therefore consistent
with Prandt-Rauss relations.

A further simplicity is achieved by noting the fact that
the component plastic strains are directly obtainable from
the derivatives of the defined function, for instance:

\[ \frac{\partial f}{\partial \sigma} = \frac{3}{2} \frac{\partial f}{\partial \sigma} \frac{\partial f}{\partial \sigma} \quad \text{(III.78)} \]

\[ \frac{\partial f}{\partial \sigma} = \frac{3}{2} \frac{\partial f}{\partial \sigma} \frac{\partial f}{\partial \sigma} \quad \text{(III.79)} \]

and:

\[ \frac{\partial f}{\partial \sigma} = \frac{3}{2} \sqrt{\frac{\partial f}{\partial \sigma} + \frac{\partial f}{\partial \sigma} + \frac{\partial f}{\partial \sigma}} \quad \text{(III.80)} \]
3.4 Shell Incremental Plasticity.

The incremental elastic-plastic stress-strain relations presented in the previous section can not as yet be used directly with the governing shell equations. According to Eqs. (III.11) to (III.20) the stress components must be integrated through the thickness in order to determine the magnitudes of stress resultants at the meridional integration points. This is not quite straightforward for incremental plasticity. The incremental values of stress resultants \( N_r, N_{r\theta}, M_{r\theta}, M_r \) are represented as functions of strains \( \varepsilon_r, \varepsilon_\theta \) and of curvatures \( K_r, K_\theta \) defined by the following chain rule of differentiation.

For elastic-plastic behavior

\[
\begin{bmatrix}
\Delta N_r \\
\Delta N_{r\theta} \\
\Delta M_{r\theta} \\
\Delta M_r
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial N_r}{\partial \varepsilon_r} & \frac{\partial N_r}{\partial \varepsilon_\theta} & \frac{\partial N_r}{\partial K_r} & \frac{\partial N_r}{\partial K_\theta} \\
\frac{\partial N_{r\theta}}{\partial \varepsilon_r} & \frac{\partial N_{r\theta}}{\partial \varepsilon_\theta} & \frac{\partial N_{r\theta}}{\partial K_r} & \frac{\partial N_{r\theta}}{\partial K_\theta} \\
\frac{\partial M_{r\theta}}{\partial \varepsilon_r} & \frac{\partial M_{r\theta}}{\partial \varepsilon_\theta} & \frac{\partial M_{r\theta}}{\partial K_r} & \frac{\partial M_{r\theta}}{\partial K_\theta} \\
\frac{\partial M_r}{\partial \varepsilon_r} & \frac{\partial M_r}{\partial \varepsilon_\theta} & \frac{\partial M_r}{\partial K_r} & \frac{\partial M_r}{\partial K_\theta}
\end{bmatrix}
\begin{bmatrix}
\Delta \varepsilon_r \\
\Delta \varepsilon_\theta \\
\Delta K_r \\
\Delta K_\theta
\end{bmatrix}
\]
Let:

\[ c_{11} = \frac{\varepsilon_{\text{H}}}{\varepsilon_{\phi}} \]

(III.82)

\[ c_{12} = \frac{\varepsilon_{\text{H}}}{\varepsilon_{\phi}} = \frac{\varepsilon_{\text{H}}}{\varepsilon_{\phi}} \]

(III.83)

\[ c_{22} = \frac{\varepsilon_{\text{H}}}{\varepsilon_{\phi}} \]

(III.84)

\[ k_{11} = \frac{3N_x}{\varepsilon_{\phi}} = \frac{3M_{\text{a}}}{\varepsilon_{\phi}} \]

(III.85)

\[ k_{12} = \frac{3N_x}{K_3} = \frac{3N_x}{\varepsilon_{\phi}} = \frac{3M_{\text{a}}}{\varepsilon_{\phi}} = \frac{3M_{\text{a}}}{\varepsilon_{\phi}} \]

(III.86)

\[ k_{22} = \frac{3N_x}{\varepsilon_{\phi}} \]

(III.87)

\[ d_{11} = \frac{3M_{\text{a}}}{K_3} \]

(III.88)

\[ d_{12} = \frac{3M_{\text{a}}}{K_3} = \frac{3M_{\text{a}}}{\varepsilon_{\phi}} \]

(III.89)

\[ d_{22} = \frac{3M_{\text{a}}}{\varepsilon_{\phi}} \]

(III.90)
Thus:

\[
\Delta N_\phi = C_{11} \Delta e_\phi + C_{12} \Delta e_\theta + k_{11} \Delta K_\phi + k_{12} \Delta K_\theta \quad \text{(III.91)}
\]

\[
\Delta N_\theta = C_{12} \Delta e_\phi + C_{22} \Delta e_\theta + k_{12} \Delta K + k_{22} \Delta K_\theta \quad \text{(III.92)}
\]

\[
\Delta M_\phi = k_{11} \Delta e_\phi + k_{12} \Delta e_\theta + d_{11} \Delta K_\phi + d_{12} \Delta K_\theta \quad \text{(III.93)}
\]

\[
\Delta M_\theta = k_{12} \Delta e_\phi + k_{22} \Delta e_\theta + d_{12} \Delta K_\phi + d_{22} \Delta K_\theta \quad \text{(III.94)}
\]

Eqs. (III.91) to (III.94) can be solved for $\Delta e_\phi$ and $\Delta K_\phi$

\[
\Delta e_\phi = \left[ \left( \Delta M_\phi - C_{12} \Delta e_\theta - k_{12} \Delta K_\theta \right) d_{11}^{-1} \right. \\
- \left. \left( \Delta M_\theta - k_{12} \Delta e_\phi - d_{12} \Delta K_\theta \right) k_{11}^{-1} \right] / A_{11} \quad \text{(III.95)}
\]
Where \( A_{11} = C_{11} D_{11} - K_{11}^2 \)

\[
\Delta K_\phi = \left[ \left( \Delta M_{\phi} - K_{12} \Delta \varepsilon_{\theta} - D_{12} \Delta K_\theta - \right) 
- \left( \Delta N_{\phi} - C_{12} \Delta \varepsilon_{\theta} - K_{12} \Delta K_\theta - \right) \right] \bigg/ A_{11} \tag{III.96}
\]

Where: \( A_{11} = C_{11} D_{11} - K_{11}^2 \)

The various coefficients in Eqs. (III.91) to (III.94) are determined from the definitions of the stress resultants.

\[
C_{11} = \int_{-h/2}^{+h/2} \frac{3\sigma_{\phi}}{3\varepsilon_{\phi}} \, dz, \quad C_{12} = \int_{-h/2}^{+h/2} \frac{3\sigma_{\phi}}{3\varepsilon_{\theta}} \, dz
\]

\[
C_{22} = \int_{-h/2}^{+h/2} \frac{3\sigma_{\theta}}{3\varepsilon_{\theta}} \, dz, \quad D_{11} = \int_{-h/2}^{+h/2} \frac{3\sigma_{\phi}}{3\varepsilon_{\phi}} z \, dz
\]

\[
D_{12} = \int_{-h/2}^{+h/2} \frac{3\sigma_{\phi}}{3\varepsilon_{\theta}} z \, dz, \quad D_{22} = \int_{-h/2}^{+h/2} \frac{3\sigma_{\theta}}{3\varepsilon_{\theta}} z \, dz
\]

\[
C_{21} = C_{12}, \quad D_{21} = D_{12}
\]
\[ K_{11} = \int_{-h/2}^{+h/2} \frac{3\sigma}{3\epsilon} z^2 \, dz \quad \text{and} \quad K_{12} = \int_{-h/2}^{+h/2} \frac{3\sigma}{3\epsilon} z^2 \, dz \]

\[ K_{22} = \int_{-h/2}^{+h/2} \frac{3\sigma}{3\epsilon} z^2 \, dz \]

(III.97)

For elastic-behavior Eqs. (III.97) simply reduce to:

\[ C_{11} = C_{22} = \frac{Eh}{1-\nu^2} \]

\[ C_{12} = \frac{Ehv}{(1-\nu^2)} \]

(III.98)

\[ K_{11} = K_{12} = K_{22} = 0 \]

\[ D_{11} = D_{22} = \frac{Eh^3}{12(1-\nu^2)} \]

\[ D_{12} = \frac{vEh^3}{12(1-\nu^2)} \]
3.5 Treatment at Shell Apex.

Constitutive relations Eqs. (III.91) to (III.95) must be treated differently at an umbelical shell apex because of singularities in the equations. In the special case of singularities of an umbelical point,

\[ \Delta \varepsilon_\theta = \Delta \varepsilon_\phi \quad \text{and} \quad \Delta K_\theta = \Delta K_\phi \]

Therefore Eqs. (III.90) and (III.92) become:

\[ \Delta N_\phi = (C_{11} + C_{12}) \Delta \varepsilon_\phi + (K_{11} + K_{12}) \Delta K_\phi \] (III.99)

\[ \Delta M_\phi = (D_{11} + D_{12}) \Delta K_\phi + (K_{11} + K_{12}) \Delta \varepsilon_\phi \] (III.100)

From which:

\[ \begin{bmatrix} \Delta \varepsilon_\phi \\ \Delta K_\phi \end{bmatrix} = \begin{bmatrix} (D_{11} + D_{12}) (\Delta N_\phi) - (K_{11} + K_{12}) (\Delta M_\phi) \\ (C_{11} + C_{12}) (\Delta M_\phi) - (K_{11} + K_{12}) (\Delta N_\phi) \end{bmatrix} \]

\[ A_{22} \]

(III.101)

(III.102)
Where:

\[ A_{22} = (c_{11} + c_{12}) (d_{11} + d_{12}) - (k_{11} + k_{12})^2 \]  

\[ \Delta N = \Delta N \phi \]  

\[ \Delta M = \Delta M \phi \]  

(III.103)  

(III.104)  

(III.105)
CHAPTER IV

INCREMENTAL SOLUTION OF ELASTIC-PLASTIC PROBLEMS

4.0 Intent of Chapter.

The equations derived in the previous chapters must be organized in a form such that they are integrable. It is intended to present a complete set of equations in a form independent of the numerical integration scheme adopted.

4.1 Bases for Solution.

The set of first order ordinary differential equation, Eqs. (II.52) to (II.58) can not as yet be integrated since they contain non-linearities. The method adopted to treat these non-linearities requires that they be reorganized. The incorporation with the constitutive relations of chapter III must also be detailed.

The method of analysis for treating the non-linearities in shell equations is simplified in such a way that direct integration with the aid of a suppression scheme (Chapter V) is possible. To obtain the nonlinear elastic solutions, this integration is performed directly for the total applied loading and a number of iterations are required to converge to the non-linear elastic solution. For elastic-plastic material behavior this integration and iterative procedure is carried out for every increment of the load.

The direct numerical integration of shell equations is possible separately for all homogeneous as well as particular solutions followed by their recombinations. For elastic-plastic analysis this is
accomplished for each increment of the load. Further, the elastic-plastic constitutive relations are used accordingly during each homogeneous and particular solution integration.

It is in general extremely difficult to obtain solutions to non-linear differential equations of the boundary value type such as those posed for a shell of revolution in the previous chapters. Direct numerical integration of the non-linear differential equations can be made possible in various ways such as:

(i) Using an incremental approach throughout:

(ii) Application of a Newton-Raphson procedure:

(iii) Application of quazilinearization methods:

The first of the above is generally tedious and may lead to propagation of errors due to truncation within each of the series of increment. A Newton-Raphson Procedure has been used with the multisegment method by Kainins and Lestingi (67) to obtain solutions to non-linear-elastic shell problems. Later Gerdeen (9) applied the Newton-Raphson Procedure with a multisegment method to solutions to non-linear elastic-plastic problems.

Hutula (65) obtained a set of quasilinearized shell equations using Reisner-Melsner's Shell Theory. The set of first order ordinary differential equations due to Sanders (7) presented in Chapter II will be quasilinearized and organized to be made amenable to use.

4.2 Reformulation of Initial Value Problems.

The solution to a symmetrically loaded shell of revolution
problem between the initial and final edges is obtained by converting a boundary value problem to an initial value problem. For a system of 2n variables, at the initial edge only n boundary conditions are known for a given problem. Linearly independent values of the remaining n variables at the initial edge are chosen. The prescription of n boundary values and n arbitrarily chosen values at the initial edge for each homogeneous and particular solution integration thus constitutes an initial value problem. When these integrations are carried out to the final edge n boundary conditions are satisfied and a set of coefficients determined that are used to appropriately combine the linearly independent homogeneous and the particular solutions. This is valid for iterative non-linear elastic solutions since the non-linear shell equations are quasilinearized within each iterate. This is also possible for an incremental non-linear elastic-plastic solutions due to the assumed linear behavior within each increment in this range.

Direct numerical integration of linear or non-linear shell governing equations is difficult since these equations tend to provide extraneous exponentially growing functions which must be controlled in order to obtain a correct solution to the problem. The numerical integration of shell equations which starts by conversion of a boundary value problem to an initial value problem, must be assisted by a technique to control the extraneous solutions. Two such techniques have been developed, which provide uniform accuracy everywhere along
the integration path: the multisegment method and the suppression technique.

4.3 Quasilinearization.

4.3.1 Theory. The quasilinearization technique was developed by Hellman (68), Kalaba (69) and applied to chemical engineering problems by Lee (70).

In the quasilinearization technique the non-linear differential equation are first represented by a set of simultaneous first order differential equations. Each of the first order differential equations is linearized using Taylor series expansions with second and higher order terms omitted. Iterative solutions of the resulting linearized differential equations usually converge quadratically to the solution of the original equations such that each iteration approximately doubles the number of digits of accuracy. For example, let us consider the following set of non-linear first order differential equation:

\[
\frac{dy_i}{dx} = f_i \left( x, y_j \right);
\]

\[i,j = 1,2,\ldots,n\]
with boundary conditions:

\[ y_i(0) = a_i \]  \hspace{1cm} (IV.2)

where \( f_i(x, y_j) \) are non-linear functions which can be linearized around \( y_i = y_i^* \) as follows:

\[
f_i(x, y_j) = f_i(x, y_j^*) + \frac{\partial f_i(x, y_j^*)}{\partial y_k} (y_k - y_k^*) \right|_{y_j = y_j^*} \hspace{1cm} (IV.3)
\]

In other words, the differential equations can be represented around \( y_i = y_i^* \), as:

\[
\frac{dy_i}{dx} = f_i(x, y_j^*) + J_{1k} (y_k - y_k^*) \hspace{1cm} (IV.4)
\]

where:

\[
J_{1k} = \begin{bmatrix} \frac{\partial f_i}{\partial y_k} \end{bmatrix}_{y_j = y_j^*} \hspace{1cm} (IV.5)
\]
If $y$ is represented in the vector form $(y_1, y_2, \ldots, y_n)$ and $f$ represented in vector form $(f_1, f_2, \ldots, f_n)$, and if $y$ is taken as a previous iteration $y^{(n)}$ to the solution, then the differential equation, Eq. (IV.1) can be written as:

$$\frac{dy}{dx}^{(n+1)} = f(x, y^{(n)}) + J(y^{(n)}) (y^{(n+1)} - y^{(n)}) \quad (IV.6)$$

Eq. (IV.6) now constitutes a linear initial value problem for $y^{(n+1)}$. Once $y^{(n+1)}$ has been determined, successive iterates $y^{(r)}$, $r=n+2, n+3, \ldots$, can be obtained from successive solutions of Eq. (IV.6). The initial iterate $y^{(0)}$ can be taken as the linear elastic solution.

The Jacobian $J$ is given by:

$$J(y^{(n)}) = \begin{bmatrix}
\begin{array}{c|c|c|c}
\frac{\partial f_1}{\partial y_1}^{(n)} & \frac{\partial f_1}{\partial y_2}^{(n)} & \cdots & \frac{\partial f_1}{\partial y_m}^{(n)} \\
\hline
\frac{\partial f_2}{\partial y_1}^{(n)} & \frac{\partial f_2}{\partial y_2}^{(n)} & \cdots & \frac{\partial f_2}{\partial y_m}^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_m}{\partial y_1}^{(n)} & \frac{\partial f_m}{\partial y_2}^{(n)} & \cdots & \frac{\partial f_m}{\partial y_m}^{(n)} \\
\end{array}
\end{bmatrix} \quad (IV.7)$$
4.3.2 Application. It is now possible to apply this method to the set of first order shell differential equations given in Chapters II and III.

The application of the quasilinearized method does not alter the linear terms in the shell governing equations. For example, the first order ordinary differential equation.

\[ u_{w,s} = -\frac{1}{R_\phi} \gamma_\phi \]  

(IV.8)

when quasilinearized becomes:

\[ u_{w,s}(n+1) = \frac{1}{R_\phi} \left\{ u(n) + \frac{\partial u(n)}{\partial u} \left( u(n+1) - u(n) \right) \right\} \]

\[ - \left\{ \gamma_\phi(n) + \frac{\partial \gamma_\phi(n)}{\partial \gamma_\phi} \left( \gamma_\phi(n+1) - \gamma_\phi(n) \right) \right\} \]

\[ = \frac{u(n+1)}{R_\phi} - \gamma_\phi(n+1) \]  

(IV.9)

To illustrate the quasilinearization process, consider the non-linear equation:
Application of the quasilinearization method to this equation gives:

\[
U_{s}^{(n+1)} = \frac{w}{\partial s^{2}} + \frac{1}{2} \gamma_{\sigma}^{2}
\]

(IV.10)

\[
U_{s}^{(n+1)} = \frac{(n+1) W}{\partial s} - \frac{1}{2} \left\{ \frac{\partial (\gamma_{\sigma}^{2})}{\partial s} + \frac{3 (\gamma_{\sigma}^{2})}{\partial s} \right\} (\gamma_{\sigma}^{(n+1)} - \gamma_{\sigma}^{(n)})
\]

(IV.11)

where the superscript \((n)\) represents the value of the previous iterate. The quasilinearized version of the complete set of governing shell equations, Eq. (II.52) to Eq. (II.58), is given by:

\[
W_{s}^{(n+1)} = \frac{U^{(n+1)}}{\partial s} - \frac{1}{2} \gamma_{\phi}^{(n+1)}
\]

(IV.12)
\[ \gamma_{s, s}^{(n+1)} = \kappa_{s, s}^{(n+1)} \quad (I'\text{.} 13) \]

\[ M_{s, s}^{(n+1)} = \frac{\cos \phi}{r} \left\{ M_{a, s}^{(n+1)} - M_{b, s}^{(n+1)} \right\} + Q_{a, s}^{(n+1)} \quad (IV. 14) \]

\[ (\mathcal{L})_{s, s}^{(n+1)} = \frac{1}{R} \left\{ \gamma_{s, s}^{(n)} + \kappa_{s, s}^{(n+1)} \right\} - \frac{r}{R} \gamma_{s, s}^{(n+1)} + \frac{r}{R} \gamma_{s, s}^{(n+1)} \]

\[ + \frac{1}{R} \sin \phi + rK_{s, s}^{(n)} \left\{ N_{s, s}^{(n+1)} - \frac{r}{R} \gamma_{s, s}^{(n+1)} - \frac{r}{R} Q_{s, s}^{(n+1)} \gamma_{s, s}^{(n+1)} \right\} \]

\[ + r \frac{1}{R} \frac{1}{\gamma_{s, s}^{(n)}} - \frac{1}{R} \kappa_{s, s}^{(n+1)} \left\{ u_{s, s}^{(n+1)} \right\} \]

\[ - r \frac{1}{R} \kappa_{s, s}^{(n+1)} \gamma_{s, s}^{(n)} - \kappa_{s, s}^{(n+1)} u_{s, s}^{(n)} - \frac{1}{R} \frac{1}{\gamma_{s, s}^{(n)}} \left\{ \gamma_{s, s}^{(n+1)} \right\} \]

\[ + \frac{1}{R} \frac{1}{\gamma_{s, s}^{(n)}} - \frac{1}{R} \left\{ \gamma_{s, s}^{(n+1)} \right\} \quad (III. 5) \]

\[ \mathcal{U}_{s, s}^{(n+1)} = \mathcal{U}_{s, s}^{(n+1)} - \frac{1}{R} \gamma_{s, s}^{(n+1)} - \frac{1}{R} \gamma_{s, s}^{(n+1)} \gamma_{s, s}^{(n+1)} + \left( \gamma_{s, s}^{(n+1)} \right)^2 \quad (IV. 16) \]
\[ \frac{(n+1)}{N_{z,s}^{(n+1)}} = \frac{\cos \beta}{r} N_{z}^{(n+1)} - \frac{\cos \gamma}{r} N_{\phi}^{(n+1)} - \frac{Z_{\phi}^{(n+1)}}{R_{\phi}^{(n+1)}} - \frac{\gamma^{(n)}}{R_{\phi}} N_{\phi}^{(n)} \]

\[ + \frac{1}{R_{\phi}} \left\{ \gamma^{(n)} N_{\phi}^{(n+1)} + N_{\phi}^{(n)} \gamma^{(n+1)} \right\} - p_{\phi} \]  \hspace{1cm} (IV.17)

It is to be noted that the above set of equations contain auxiliary variables, such as \( \mathbf{r}, \mathbf{e}, \mathbf{k}, \mathbf{s}, \mathbf{k}_{n} \), and \( \mathbf{M} \), along with the fundamental variables that were defined in Chapter II. These auxiliary variables are determined using the constitutive relations. Since no prior use of constitutive relations was made in deriving the set of quasilinearized governing differential equations, Eqs. (IV.12) to (IV.17), generality with respect to material behavior is retained.

In the foregoing derivation of Eqs. (II.52) to (II.53) the iterate values corresponding to a previous solution state are represented with superscript \((n)\) whereas the current iteration variables are represented with superscript \((n+1)\). An obvious choice for the trial iterates during the first iteration of the non-linear solution is the linear elastic solution. Subsequently, the current iteration variables defined by the superscript \((n+1)\) become iterate values for future iterations. Such iterations are repeated until a desired accuracy is obtained.
4.4 Final Form of Equations.

A brief description of the method of large deflection elastic-plastic analysis is presented in the following chapter.

Emphasis is given to organizing previously derived equations in a form suitable for integrations. Since only a general method of analysis can be presented here many of the previously derived equations have been referenced to indicate their usability.

The procedure for the scaling of loads to the yield point and a method of assuming strains to start the solution algorithm is outlined in Appendix 0.

Once the strains are known for the current iteration of a load increment then the functions $f_1$, $f_2$, $f_3$ and their derivatives are evaluated from (III.50) to (III.61).

For each load step the initial trial solution $(\tau_1, \tau_2, \tau_0)$ corresponds to initial iteration number zero. In this case the best choice happens to be Eq. (III.31). Note that if the transition factor $x=1$ is used in Eqs. (III.62) to (III.73) they reduce to Eq. (III.31).

The current values of stresses and effective plastic strain are evaluated from Eq. (III.62), given by:
The plastic stiffness coefficients are then evaluated from (III.25) to (III.34) and the coefficients \(C_{11}, C_{22}, C_{21}, D_{11}, D_{12}, D_{22}, D_{21}, K_{11}, K_{12}, K_{21}, A_{11}\) are evaluated at each meridional integration point from Eq. (III.99) or (III.100) to (I.104) for singular points.

The auxiliary variables are determined from:

\[
n_j = \frac{(U_j \cos \phi + W_j \sin \phi)}{r} \quad (IV.19)
\]

\[
K_j^o = \gamma_j^o \cos \phi / r \quad (IV.20)
\]

where \(j = 0, 1; 1 = 1, 2, \ldots n\). The first of these superscripts \((o)\) corresponds to a particular solution and the remaining \(n\) superscripts correspond to homogeneous solutions.
For homogeneous solutions:

\[ \Delta \varepsilon_\theta^1 = \varepsilon_\theta^1 \]  
\[ \Delta K_\theta^1 = K_\theta^1 \]  

and for particular solution:

\[ \Delta \varepsilon_\theta^0 = \varepsilon_\theta^0 - \varepsilon_\theta^1 \]  
\[ \Delta K_\theta^0 = K_\theta^0 - K_\theta^1 \]

Where the subscript \( i \) refers to a previous solution state.

For elastic-plastic solution process the previous solution state is also called a residual state.

For homogeneous solutions,

\[ \Delta \mathbf{N}_\varphi^1 = \mathbf{N}_\varphi^1 \]  
\[ \Delta \mathbf{M}_\varphi^1 = \mathbf{M}_\varphi^1 \]

and for particular solution:

\[ \Delta \mathbf{N}_\varphi^0 = \mathbf{N}_\varphi^0 - \mathbf{N}_\varphi^1 \]  
\[ \Delta \mathbf{M}_\varphi^0 = \mathbf{M}_\varphi^0 - \mathbf{M}_\varphi^1 \]
\[ \Delta M^0 = M^0 - M_{\phi 1} \quad (IV.23) \]

Eq. (III.91) and Eq. (III.94) are now solved:

\[
\Delta \varepsilon_j^f = \left[ (\Delta N_j^f - C_{12} \Delta \varepsilon_\theta^f - K_{12} \Delta K_\theta^f - K_{11} \Delta K_\phi^f ) D_{11} \\
- ( \Delta N_j^f - K_{12} \Delta \varepsilon_\theta^j - D_{12} \Delta K_\theta^f ) K_{11} \right] / A_{11} \quad (IV.29)
\]

\[
\Delta K_j^f = \left[ (\Delta M_j^f - C_{12} \Delta \varepsilon_\theta^j - D_{12} \Delta K_\theta^f - C_{11} \Delta K_\phi^j ) C_{11} \\
- ( \Delta N_j^f - C_{12} \Delta \varepsilon_\theta^j - K_{12} \Delta K_\theta^f ) K_{11} \right] / A_{11} \quad (IV.31)
\]

where various coefficients \( C_{11}, C_{12}, C_{22}, K_{11}, K_{12}, K_{22}, D_{11}, D_{12}, D_{22} \) are solved by integrating Eq. (III.97) through the thickness using Simpson's rule; \( A_{11} \) is determined from Eq. (III.96).

Now \( \Delta N_\theta^f \) and \( \Delta M_\phi^f \) are similarly determined from Eq. (III.92) and Eq. (III.94) respectively.

Thus:

\[ M_j^f = M_{\phi 1} + \Delta M_\theta^j \]
\[ N_\theta^j = N_{\theta i} + \Delta N_\theta^j \quad (IV.32) \]
\[ e_\phi^j = e_{\phi i} + \Delta e_\phi^j \quad (IV.33) \]
\[ k_\phi^j = k_{\phi i} + \Delta k_\phi^j \quad (IV.34) \]

The subsequent development of a numerical scheme for the direct integration of a set of first order ordinary differential equations, given by Eqs. (IV.12) to (IV.17), require a much clearer perspective with regard to the treatment of \((n)\)th and \((n+1)\)th iteration values. Eqs. (IV.12) to (IV.17) are therefore reorganized in the following form.

Let:

\[ \{ F_i \} \]

= Vector of the fundamental variables of Eqs. (IV.12) to (IV.17), \(i=1,2,\ldots,6\)
= \(\{ w_\phi, \gamma_\phi, M_\phi, Q_\phi, U_\phi, N_\phi \}^T\).

\[ \{ R_{i,j} \} \]

= Matrix that contains constants and \((n)\)th iteration values of all variables and their derivatives in Eq. (IV.12) to (IV.17), \(i=1,2,\ldots,5; \ j=1,2,\ldots,12.\)
(see table IV.1 for components of this matrix).

\[ \{ A_1 \} \]

= Vector of \((n+1)\)th iterates of fundamental and auxiliary variables in Eqs. (IV.12) to (IV.17); \(j=1,2,\ldots,6.\)
= \(\{ e_\phi, K_\theta, e_\phi, K_\phi, N_\theta, M_\theta \}^T\).
\{ L_i \} \quad = \text{Vector of } (n)^{\text{th}} \text{ iterates of the fundamental and auxiliary variables that are not multiplied by coefficients of } (n+1)^{\text{th}} \text{ iterates in Eqs. (IV.12) to (IV.17).}

Where

\begin{align*}
L_1 &= L_2 = L_3 = 0 \quad \text{(IV.35)} \\
L_4 &= r \left[ \left\{ K_\phi \frac{W}{N} - K_\phi H_\phi - \frac{2}{R_\phi} \gamma_{\phi}^2 \frac{W}{N} + \frac{\gamma_{\phi} Q_{\phi}}{R_\phi^n} \right\} - p_n \right] \quad \text{(IV.36)} \\
L_5 &= \frac{1}{2} \left\{ \gamma_{\phi} \right\}^{(n)} \quad \text{(IV.37)} \\
L_6 &= - \left\{ \frac{\gamma_{\phi} N_{\phi}}{R_\phi} \right\}^{(n)} - p_\phi \quad \text{(IV.38)}
\end{align*}

The set of first order ordinary differential equations are now organized as:

\begin{align*}
\{ F_{i,j} \}^{(n+1)} &= \left[ R_{i,j} \right] \left\{ F_{i,j} \right\}^{(n)} \quad \{ F_{i,j} \}^{(n+1)} + \{ L_i \} \quad \text{(IV.39)}
\end{align*}

Where \( i = 1,2,\ldots,6 \) and \( j = 1,2,\ldots,12 \).
### Table II.1

| \( R_{1,2} \) | 1 |
| \( R_{1,5} \) | \( \frac{1}{R_\phi} \) |
| \( R_{2,10} \) | 1 |
| \( R_{3,3} \) | \( \frac{-\cos\phi}{r} \) |
| \( R_{3,4} \) | 1 |
| \( R_{3,12} \) | \( \frac{\cos\phi}{r} \) |
| \( R_{4,2} \) | \( \frac{r}{R_\phi} \left\{ N_\phi \gamma_\phi(n) - Q_\phi(n) \right\} \) |
| \( R_{4,4} \) | \( \frac{r}{R_\phi} \gamma_\phi(n) \) |
| \( R_{4,6} \) | \( \frac{r}{R_\phi} \left\{ 1 + (\gamma_\phi^2(n) + R_\phi K_\theta(n)) \right\} \) |
| \( R_{4,8} \) | \( r N_\theta \) |
| \( R_{4,10} \) | \( r \gamma_\phi(n) \) |
| \( R_{4,11} \) | \( \sin\phi + r K_\theta(n) \) |
| \( R_{5,1} \) | \( \frac{1}{R_\phi} \) |
| \( R_{5,2} \) | \( -\gamma_\phi(n) \) |
| \( R_{5,9} \) | 1 |
| \( R_{6,2} \) | \( \frac{r}{R_\phi} \) |
| \( R_{6,4} \) | \( \frac{1}{R_\phi} \) |
| \( R_{6,6} \) | \( \frac{\gamma_\phi(n)}{R_\phi} - \frac{\cos\phi}{r} \) |
| \( R_{6,11} \) | \( \frac{\cos\phi}{r} \) |

All other components of the matrix \([R_{1,j}]\) have a zero value.
In the expanded form Eq. (IV.43) is written as:

\[
\begin{pmatrix}
F_{1_1} \\
F_{2_1} \\
\vdots \\
F_{6_1}
\end{pmatrix}
= \begin{pmatrix}
R_{1,1} & R_{1,2} & \cdots & R_{1,12} \\
R_{2,1} & R_{2,2} & \cdots & R_{2,12} \\
\vdots & \vdots & \ddots & \vdots \\
R_{6,1} & R_{6,2} & \cdots & R_{6,12}
\end{pmatrix}
\begin{pmatrix}
G_1 \\
G_2 \\
\vdots \\
G_{12}
\end{pmatrix}
+ \begin{pmatrix}
L_1 \\
L_2 \\
\vdots \\
L_{12}
\end{pmatrix}
\tag{IV.40}
\]

Where \( \{G_j\} = \{F_j / A_i\} \) \( i=1,2,\ldots,6 \); \( j=1,2,\ldots,12 \) \( \tag{IV.41} \)

It is customary to regard \( \{L_i\}^{(n)} \) as a load vector and, hence, is considered only during direct integrations of the particular solutions. Once a solution is known for an iteration then the middle surface strains and curvatures are used to evaluate the strain increments at every point through the thickness using the following expressions:

\[
\Delta \varepsilon_\phi = (\varepsilon_\phi - \varepsilon_{\phi 1}) = (\tilde{\varepsilon}_2 - \varepsilon_{\phi 1}) - z (K_z - K_{z1})
\tag{IV.42}
\]
Where \( z \) is the coordinate through the thickness, \( \varepsilon_2, \varepsilon_\theta, K_2 \), Subscript \( i \) refers values of these auxiliary variables at the previous solution state.

4.5 Statement of Chapter.

The equations (14.39) are now in the appropriate form to be used with the non-linear integration scheme that is developed in a subsequent chapter. All quantities of Eqs. (14.39) are non-dimensionalized in Appendix B.
5.0 Intent of Chapter.

In this chapter the suppression technique for linear elastic analysis is reviewed. This is done separately in this chapter in order to avoid repetition of certain salient features of this technique that would be common to both linear and non-linear analysis. More detailed discussions of the numerical integration process including suppression can be found in (11) to (14).

5.1 Linear Analysis Method Background.

The numerical integration problem is first set-up such that the fundamental variables are those appearing on the boundaries. Then the boundary value problem is transformed into a set of initial value problems; solutions to each of these initial value problems are called partial solutions.

A problem arises in the use of numerical integration. The solutions are of the exponential type and accuracy is lost in integrating over long path lengths. To overcome this problem the multisegment method (12) or the suppression technique (13) and (14) can be used. These methods provide uniform accuracy everywhere along the integration path.

In the multisegment method the region of integration is subdivided into a number of segments. The stiffness of each segment is obtained by successively setting each fundamental
variable at the beginning of the segment equal to unity while others are set equal to zero. Having the stiffness of previously integrated segments, one can reassemble the segments by solving a set of simultaneous equations. The number of these equations equals the number of fundamental variable times the number of shell segment, plus one. Kalnins and Lestingi (67) adopted a Newton-Raphson scheme with the multisegment method of numerical integration for the large deflection analysis of elastic shells of revolution.

The suppression technique alleviates the numerical problem of error propagations by recombining the independent initial value problems (partial solutions) when necessary as the integration proceeds. They are recombined in such a way that the components of the erroneous growing solutions at the point in question are eliminated. With this technique, the solutions are all of comparable magnitude when the integration process arrives at the far edge of the shell. Whenever the partial solutions have become large compared with the initial conditions, the suppression is accomplished by requiring that linear combination of the partial solutions sequentially satisfy sets of artificial initial conditions with small magnitude at various points along the meridian of the shell. Thus, for each segment the number of equations solved equals the number of fundamental variables. For the linear elastic analysis of shells the partial solutions can be linearly combined to obtain the final solution.
An extension of the suppression technique to non-linear shell analysis is presented in the following in which the quasi-linearization technique described in chapter IV is used in such a way that the final recombination of partial solutions becomes possible.

In the numerical integration scheme, a standard Runge-Kutta Gill procedure in conjunction with Hamming's predictor-corrector method is used to solve the system of first order differential equations.

5.2 Description of Suppression Process.

In the suppression technique for a system of order 2j, j quantities are assumed at the initial point and j boundary conditions are satisfied at the terminal point. The correct solution corresponds to some other set of initial values that produce boundary quantities satisfying the terminal boundary conditions.

Partial solutions for j homogeneous and one particular solution designated by $S_0, S_1, ..., S_j$ are carried simultaneously by assuming j initial values and prescribing j boundary conditions at the initial point. The growth of extraneous solutions is controlled by selecting suppression points at locations where magnitudes of the fundamental variables have exceeded a prescribed limit which is based upon the desired level of accuracy. At each suppression point artificial boundary conditions are satisfied and a set of coefficients are chosen and stored. The resulting
suppressed solution is used to restart the integration process and the integration is carried out until another suppression point is required. The artificial boundary conditions are once again satisfied at this new suppression point and a set of coefficients required for recombination are determined for the present suppression point. These coefficients are used to modify the set of coefficients at the previous suppression points. This process is repeated until the terminal point at the far end of the shell is reached where the terminal boundary conditions are satisfied. The set of coefficients for recombination determined to satisfy the terminal boundary conditions are used to determine the final set of coefficients at all previous suppression points. The process is completed by performing direct integration between all the suppression points, using these initial conditions vectors, with recombination of partial solution after integration to determine the final solution.

5.3 Basic Suppression Technique.

The detailed mathematical treatment of the integration process for the linear elastic analysis of shells of revolution is outlined in the following. The fundamental variables are as defined in Chapter II.

Let the partial solution matrix \( P \) be defined as follows:
\[
\begin{bmatrix}
\psi_{i,so} & \psi_{i,si} & \psi_{i,sj} \\
\psi_{i,so} & \psi_{i,si} & \psi_{i,sj} \\
\psi_{i,so} & \psi_{i,si} & \psi_{i,sj} \\
\psi_{i,so} & \psi_{i,si} & \psi_{i,sj} \\
\end{bmatrix}
\]

(5.1)

Where the subscript \( : \) on the fundamental term refers to meridional direction, comma denoted derivative, \( s \) represents arc lengths along the meridian of the shell, a zero (\( 0 \)) identifies a particular solution and the numbers 1, 2, \( \ldots \) identify homogeneous conditions.

The partial solution matrix given by Eq. (5.1) is written as:

\[
\begin{align*}
\{ p_k \} &= \{ p_0, p_1, \ldots, p_j \} \\
\text{where } k &= 0, 1, 2 \ldots \ldots \ldots
\end{align*}
\]

\[\text{(5.2)}\]

Each of the vectors \( p_k \) is composed of \((j+1)\) boundary conditions and \((j+1)\) initial conditions at the initial point.

The \((j+1)\) initial conditions are given by vectors \( l_0 \) and \( l_j \) as follows:
Thus, a partial solution vector \( \{ P \} \) in Eq. (1.2) is given by:

\[
\begin{align*}
\{ P \} &= \left\{ \frac{B_i}{l_j} \right\} \hspace{1cm} \{ P_c \} = \left\{ \frac{B_c}{l_0} \right\}
\end{align*}
\]

Once \( j \) boundary conditions are known at the initial point, \( j \) initial conditions are chosen according to Eqs. (1.3) thus converting the boundary problem to an initial value problem according to Eqs. (1.4).
Furthermore, let $P^n_m$ be the matrix of partial solutions $\hat{P}$ at suppression point $m$ after $n$ suppressions have been made. The value $m = 1$ can be represented as the base or the initial point.

The shell equations are integrated numerically from base to point where the extraneous solutions become so large that it is necessary to suppress them. It was found convenient to represent the shell equations in a non-dimensional form which provided a balanced set of equations that were used for suppression. The first point at which suppression was carried out is denoted by $m = 2$. The extraneous solutions are suppressed by requiring that the partial solutions satisfy sets of independent conditions. The magnitudes of the conditions must be small compared to the values of the unsuppressed partial solutions at the suppression point. At a suppression point the artificial boundary conditions are represented by the vectors $(A_k)$ with the element $A_{kk}$ ($k=0, 1, \ldots, j$). A convenient selection of artificial boundary values is as follows:

\[
(A_0) = \begin{bmatrix} 
0 \\
0 \\
0 \\
\vdots \\
0 \\
0 \\
0 \\
\end{bmatrix}, \quad (A_1) = \begin{bmatrix} 
1 \\
0 \\
0 \\
\vdots \\
0 \\
0 \\
0 \\
\end{bmatrix}, \quad (A_j) = \begin{bmatrix} 
0 \\
0 \\
0 \\
\vdots \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]

(V.3)
As outlined before it should be noted that for a system of order $2j$, only $j$ boundary conditions are satisfied at the terminal or the suppression point. In other words out of $2j$ quantities in the matrix $\tilde{P}$ only $j$ quantities need be chosen in order to obtain appropriate suppression coefficients. The choice of these $j$ quantities is arbitrary but chosen in such a way that the suppression process is most efficient. It has been found that a choice of higher magnitude $j$ values produces an efficient suppression process.

Let us assume that the $j$ quantities to be chosen out of the matrix $\tilde{P}$ are denoted by $Q$ and are as follows for a system of $2j=6$ and $j=3$:

$$Q = \begin{bmatrix}
Q_{0, s_1}^{(1)} & Q_{0, s_2}^{(1)} & Q_{0, s_3}^{(1)} \\
Q_{0, s_1}^{(2)} & Q_{0, s_2}^{(2)} & Q_{0, s_3}^{(2)} \\
Q_{0, s_1}^{(3)} & Q_{0, s_2}^{(3)} & Q_{0, s_3}^{(3)}
\end{bmatrix} = \begin{bmatrix}
q_1 & q_2 & q_3
\end{bmatrix}$$

(1.6)

Let the unsuppressed quantities $(q_j)$ ($1 = 0, 1, \ldots, j$) where $(q_j)$ are vectors of $\tilde{Q}$, represent the fundamental variables at the suppression point, i.e. at a point at which extraneous solution cannot be tolerated, so that the following artificial boundary conditions are satisfied. Here again, as before, $q_j$ designates a particular solution and $j=1, 2, \ldots$ correspond to homogeneous solutions.
This will yield a set of suppression coefficients:

$$H_{k1} = \begin{bmatrix} \tilde{a}_{0j} & \tilde{a}_{1j} & \tilde{a}_{jj} \\ \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\ \tilde{a}_{0j} & \tilde{a}_{1j} & \tilde{a}_{jj} \end{bmatrix} \quad (\text{for } k=0,1,\ldots,j) \quad (\text{for } l=1,2,\ldots,j)$$

Each solution will yield a set of $h_{kn}$ values so that the suppressed solution can be written as:

$$\tilde{S}_K = S_K + \sum_{l=1}^{j} \theta_{k1} S_l \quad (K = 0, 1, \ldots, j) \quad (\text{for } k=0,1,\ldots,j)$$

$\tilde{S}_K$ is the suppressed partial solution vector and $S_K$ is the unsuppressed partial solution vector. It is necessary to point out here that at the $m^{th}$ suppression point $H_{k1}$ suppression coefficients obtained are used not only to suppress the solution at the $m^{th}$ suppression point in question but also to resuppress all the
previous suppression points from the base to the n th suppression point (m=1, 2, ..., t). This marching process is continued until the terminal point is reached. At the terminal point only the particular solution need be suppressed to the real or terminal boundary conditions (T_o), so that the unsuppressed values (T_K) can be combined as follows:

$$ T_K = T_o - \sum_{i=1}^{m} T_i $$

where (T_K) represents the final solution.

5.4 Statement of Chapter:

The suppression technique presented above is applicable only to linear elastic problems. In chapter that follow this technique has been extended to non-linear elastic and non-linear elastic-plastic problems in which certain salient features of the suppression technique of this chapter will be used.
CHAPTER IV

NUMERICAL INTEGRATION OF QUASILINEARIZED EQUATIONS

6.1 Intent of Chapter

In this chapter is developed an algorithm for the non-linear analysis of shells of revolution, Eq. (11.4) with non-dimensionlized terms is to be used in that development. An extension of this numerical integration algorithm for elastic-plastic analysis is also presented.

6.1 Superscript Scheme for Non-linear Elastic Analysis

6.1.1 Application of Quasilinearization. The quasilinearization method consists of the determinations of successive iterations converging to the true solution. This method is advantageous in that the unknown values for the current iterate occur linearly in the equations. The coefficients of this current iterate may contain previous iterations to the unknown, thereby, the solution to the non-linear problem is obtainable with very little difficulty.

The quasilinearized set of non-linear first order ordinary differential equations derived in chapter III have in general the following characteristics:

1. They contain coefficients in terms of the previous iteration as well as the current iteration.

2. Each equation of the system is composed of:
   (a) terms containing the previous iteration values (defined by the matrix \( \mathbf{B} \) in Eq. (11.1)) multiplied by the derivatives of the fundamental variables of the current iteration (defined
by the vector $\left\{ F_{i,s} \right\}$ of Eq. (14.44); and:

(b) terms containing only the iterates of the 
previous solution and the loading terms 
defined by vector $\left\{ L_{i} \right\}$ of Eq. (14.44).

(3) This system of equations is formulated to suit 
the elastic-plastic algorithm.

(4) The vector $\left\{ E_{i} \right\}$ of Eq. (14.43) contains the current 
or $(n+1)$th iterates of the fundamental as well 
as the auxiliary variables.

(5) These system of equations contain auxiliary 
variables of the previous and current iterations.

6.1.2 Application of Suppression Scheme. The partial solutions 
for the non-linear analysis are represented at the $(n+1)$th iteration, 
more accurately:

$$
\begin{bmatrix}
F_{i,s}^{(n+1)}
\end{bmatrix}
= 
\begin{bmatrix}
F_{1,s}^{0}, F_{1,s}^{1}, F_{1,s}^{2}, \ldots, F_{1,s}^{(n+1)}
\end{bmatrix}
\begin{bmatrix}
\nu_{1,s}^{0}, 1_{1,s}, \nu_{1,s}^{(n+1)} \\
\nu_{2,s}^{0}, 1_{2,s}, \nu_{2,s}^{(n+1)} \\
\nu_{3,s}^{0}, 1_{3,s}, \nu_{3,s}^{(n+1)} \\
\nu_{4,s}^{0}, 1_{4,s}, \nu_{4,s}^{(n+1)} \\
\nu_{5,s}^{0}, 1_{5,s}, \nu_{5,s}^{(n+1)} \\
\nu_{6,s}^{0}, 1_{6,s}, \nu_{6,s}^{(n+1)} \\
\nu_{7,s}^{0}, 1_{7,s}, \nu_{7,s}^{(n+1)} \\
\nu_{8,s}^{0}, 1_{8,s}, \nu_{8,s}^{(n+1)} \\
\nu_{9,s}^{0}, 1_{9,s}, \nu_{9,s}^{(n+1)} \\
\nu_{10,s}^{0}, 1_{10,s}, \nu_{10,s}^{(n+1)}
\end{bmatrix}
$$

where superscript $p=0,1,2,\ldots$ identifies a particular solution 
and $r$ homogeneous solutions.
It should be noted that the \((n)\)th iterates in \([R_{1,s}]^{(n)}\) remain same for inhomogeneous and one particular solution. The vector \(\{L_1\}^{(n)}\) will disappear for the inhomogeneous solutions.

The various partial solution vectors \(\{F_{1,s}^{(n)}\}^{(n+1)}\) are sub-vector of \(\{D\}^{(n+1)}\). In the suppression process the definitions of initial conditions vectors, artificial boundary condition vectors etc. will be the same as defined for linear analysis in the previous chapter. Likewise, the process of recombination described in the previous chapter is the same.

As outlined in Eqs. \((16.41)\) to \((16.43)\) the vectors \(\{C_{1}^{(n)}\}^{(n+1)}\), \(|\nu (L_1)\}^{(n)}\) and the matrix \([R_{1,s}]^{(n)}\) are composed of the fundamental as
well as the auxiliary variables determined for their respective
iterations. To determine the auxiliary variables of the first
iteration in the vector $\mathbf{G}^0$, it is necessary to use the constitutive
relations corresponding to elastic or elastic-plastic material
behavior as outlined in chapter 1. For instance, in chapter 1
it has been shown that the fundamental and the auxiliary variables are
inter-related through partial stiffness coefficients which must be
determined at every nodal level point during the integration process.
A discussion on the non-linear elastic-plastic algorithm is the
subject of Appendix D. It should be noted that iterations of both
degenerate and material non-linearities occur simultaneously in the
solution algorithm.

For the first iteration to the non-linear elastic solution, the
linear elastic suppressed partial solutions are used as the assumed
values required. Likewise, the non-linear elastic set of suppressed
partial solutions are used as initial assumptions for the first
iteration of the elastic-plastic solution scheme. In view of the
quasi-linearized form of the shell equations and the incremental
nature of the elastic-plastic analysis the linear super-position
of the homogeneous and the particular terms as described in section
6.2 becomes possible.

6.1.3 Complexities of Non-linear Elastic-Plastic Analysis:
As has been stated in the previous section, the quasi-linearized
form of Sander's shell governing equations that were derived in
Chapter II can be used in an elastic-plastic analysis since the use
of elastic constitutive relations was avoided in their derivation.

In this section is discussed the specific manner in which the elastic-plastic constitutive relations are used along with the quasi-linearized differential equations and the suppression technique.

The auxiliary variables $\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6$, are evaluated at every meridional integration point as before. In addition the partial stiffness coefficients $E_{ij}$ are evaluated at each meridional integration location at several points through the thickness, with the Von-Mises Yield criteria used, eleven points through the thickness were necessary to achieve the desired accuracy in the solution. With $E_{ij}$ values known at each point through the thickness, their weighted effects $C_{ij}, C_{ij}$ and $C_{ij}$, defined in Chapter V, were evaluated at the meridional integration point using the trapezoidal integration rule. It is essential to store $C_{ij}, C_{ij}$ and $C_{ij}$ terms in addition to the auxiliary variables, defined earlier. This is necessary in order to calculate all partial solutions at the meridional point. This integration process is subsequently continued along the shell meridian following the suppression technique described in previous sections.

6.2 Non-linear Multisegment Numerical Integration Technique

The multisegment method of analysis for large deflection elastic problems has been developed by Kalnins (47), for large deflection elastic-plastic problems by Girdeen (5). This technique is outlined in the following in order to establish a direct analytical comparison with the suppression technique.
The system of first order ordinary differential equations are represented by:

\[
\frac{dy}{dx} = f \{ x, y^1(x), y^2(x), \ldots, y^n(x), h(x) \} \quad (VI.3)
\]

where \( y(x) \) are the fundamental variables and \( h(x) \) denotes the non-homogeneous terms in the interval \( (a < x < b) \) with the boundaries \( a \) and \( b \). It is assumed that the values of \( n/2 \) elements of each vector \( y(a) \) and \( y(b) \) are known boundary conditions. The interval is divided into equal segments \( M \) in order that the extraneous growth of the solutions can be controlled at the end of these segments by satisfying the terminal boundary conditions.

At the initial edge the boundary value problem is converted into an initial value problem. The direct integration is performed within each segment for all segments within the interval up to \( b \) where the boundary condition must be satisfied. If \( T_1 \) and \( T_{n+1} \) are the transformation matrices, then:

\[
T_1 y(a) = y(a) \quad (VII.4)
\]

\[
T_{n+1} y(b) = \mathcal{C}(b)
\]
The $j^{th}$ column of $Y_1(x)$ can be regarded as a set of new variables. A set of simultaneous first-order differential equations is integrated from $x_j$ to $x_{j+1}$ forming the matrix $Y_1(x_{j+1})$. The required first-order differential equations are then obtained by differentiating Eq. (VI.3):

$$
\frac{d}{dx} \left\{ \frac{dy(x)}{dy_j(x)} \right\} = \frac{d}{dy_j(x)} f \left\{ x, y^1(x), y^2(x), \ldots, y^n(x), h(x) \right\}
$$

(6)

The solution to the non-linear problem is the limit to which the iterative solution to Eq. (VI.6) converges. The solution of the linearized problem is chosen as the initial trial solution.
\[ y_{i+1} (x_{i+1}) = y^a (x_i) - y^a (x_{i+1}) = -Z_i (x_{i+1}) \]  \hspace{1cm} (\text{VI.7})

\[ Z_i (x_{i+1}) = y^c (x_{i+1}) - y_{i+1} (x_{i+1}) \]  \hspace{1cm} (\text{VI.8})

Where \( y^a(x) \) are the values of the iterated solution state, \( y^c(x) \) are the values of the integrated solution state from \( x_i \) to \( x_{i+1} \) and \( y^c(x_i) \) are the initial values of the solution.

These evaluations are carried at the end of every segment \( S_i, i = 1, 2, ..., M \) thus representing \( M \) matrix equations which contain \( M+1 \) unknown vectors: \( y^a (x_i), i=1,2,...,M+1 \).

Since there are a boundary condition exactly specified, the number of unknowns become the same as the number of equations. Consequently the combined system of equations for all \( i \) is solved uniquely for \( y^a (x_i) \) using the Gaussian elimination technique. The choice of the control of the extraneous growth of the solution is in the predetermined selection of the sized of equal segments.

### 6.3 Suppression Scheme vs Multisegment Method.

The suppression technique developed in Section 6.1 for large deflection elastic and large deflection elastic-plastic problems will be an improvement over the multisegment method described in Section 6.2 for the following reasons:

1. In the multisegment method of analysis the selection of the size of each segment is the only way to control the extraneous
growth of the solution.

In the suppression technique the growth of the extraneous solutions is controlled based on a criteria imposed on the growth of one or all variables. The choice of the suppression point is thus arbitrary and the suppression points can be unevenly spaced.

(2) In the multisegment method of analysis it is necessary to handle \((n \times n)\) matrices for inversions as well as for solving simultaneous equations. In the suppression technique the order of matrices for inversions is reduced by one half.

(3) In the multisegment method of analysis the unknown fundamental variables are determined through a solution of a set of \(Mn/2\) equations by a technique such as the Gaussian elimination technique.

In the suppression technique the solution of the problem develops in a marching process so that only \(n/2\) equations at the terminal point would be considered. In fact that process occurs automatically when the inversion process in Item 2 occurs at the terminal point. Instead, the inner products are taken of two matrices at each suppression point.

(4) In the multisegment method of analysis for large deflection problems the determinations of the Jacobian matrices at the end of each segment requires a complex solution scheme and requires increased storage since at the end of the interval a Gaussian elimination scheme is necessary to obtain the solution to the problem.

In the suppression technique presented in Section 6.1 the quasilinearization of the shell equation and the suppression technique
are complementary. Once a system of equations have been condensationized it is a simple matter to apply the suppression technique. Thus a clear improvement is inherent.

6.4 Statement of Chapter.

A numerical method of analysis for the large deflection elastic-plastic analysis of symmetrically loaded shells of revolution has now been described. In the chapter that follows a set of example problems have been solved for the purpose of verification of the method of analysis.
CHAPTER VII

RESULTS

In this chapter a brief description of boundary condition is included. Then a set of four numerical examples are presented which provide comparison with published results. The spectrum of these examples chosen cover membrane and bending behavior of various types of shell configurations. For instance, a torsus example provides excellent validation of small deflection and large deflection analysis. The examples of spherical and cylindrical shell exhibit membrane behavior with large deflection elastic-plastic behavior and various strain hardening properties. An annular plate having bending behavior was analyzed with small deflection elastic, large deflection elastic and large deflection elastic-plastic consideration using a perfectly plastic material behavior providing good agreement with experimental and previous theoretical research. These comparisons, therefore, validate the numerical methods developed in the following chapters.

7.1 Boundary Conditions.

Treatment of shell equations requires careful considerations of boundary conditions at the base (initial edge) and at the apex (final edge). A total of six boundary conditions must be known in order to solve the boundary value problem in symmetrically loaded axisymmetric shells of revolution. As defined in chapter II the six fundamental variables to be used to satisfy these boundary
Figure 7.1. Shell Boundary Condition Nomenclature
Figure 7.2. Shell Boundary Condition Nomenclature
conditions are x1 = x2 = 0, and y1 = y2 = 0. Figs. 7.1 and 7.2 show the
sign conventions at the initial edge and at the final edge. Note
the change in the direction of the normal from Fig. 7.1 to Fig. 7.2
depending upon the choice of the initial edge of the shell. Consistent
with the shell behavior three of the six fundamental variables are
chosen at each of the initial and the final edge of the shell. The
suppression scheme used in chapter V and VI reduces the order of the
remaining three variables at initial and final edge to zero values in order
to convert the boundary value problem into initial values problem.

7.2 Torus Under External Pressure

For verification of large deflection theory, a torus under external
pressure appeared to be a very good example. The problem was
investigated earlier by Kalnings and Lestings (27) who used multi-
segment method of integration on Reisner-Meisner's Shell equations.
The results presented here used the suppression technique, that was
developed in chapter VI, for the numerical integration of Sander's
non-linear shell equations (7). It should be mentioned here that
Sander's (7) assumptions in his development of the non-linear shell
theory are identical to Reisner-Meisner's non-linear shell theory
used by Kalnings (27).

The geometrical and material constants of the torus problem
according to the nomenclature of Fig. 7.3 were taken as follows:
Figure 7.3. Torus Under External Pressure
\[
\begin{align*}
a &= 1.5 \\
b &= 0.21 \\
c &= 0.0011 \\
E &= 30 \times 10^6 \text{ psi} \\
\gamma &= 0.3 \\
\theta &= 90^\circ \text{ (Initial edge)} \\
\phi &= 270^\circ \text{ (Final edge)}
\end{align*}
\]

Boundary Conditions: (at inner and final edge)

\[
\begin{align*}
\gamma_2 &= 0.0 \\
Q_2 &= 0.0 \\
\psi_2 &= 0.0
\end{align*}
\]

Initial Conditions: (at inner edge)

\[
\begin{align*}
\nu_2 &= 1.0 \\
\mu_2 &= 1.0 \\
\psi_2 &= 1.0
\end{align*}
\]
Figure 7.4. Elastic Deflection Behavior of a Torus
Figure 7.5. Elastic Variational Moment Distribution of a Torus
Figure 7.6. Elastic Circumferential Membrane Force Distribution in Torus.
Figure 7.7  Circumferential Bending Moment Distribution in Torus
Results were first obtained for linear-elastic behavior. For the non-linear elastic analysis the results of the linear elastic analysis were used as initial iterates. The convergence of the non-linear elastic solution was obtained with desired accuracy within about three iterations. For this analysis no incremental approach was necessary since the quazilinearization of shell equations made possible the integration of non-linear shell equations for one step total applied load. The non-dimensionalization of the shell theory further improved the stability of the solution. The suppression technique of Chapter VI was found to be a good analytical tool in integrating non-linear shell equations.

The results of the torus problem are plotted in Fig. 7.4 to 7.7 and show excellent agreement with Kalnin's results in (67). The dotted curves indicate linear elastic solution and solid curves indicate non-linear elastic solution in these figures. Fig. 7.4 is a plot between deflection and meridional angle $\theta$. The dotted line indicates linear elastic solution and solid line indicates non-linear elastic solution. The solutions differed from those tabulated in (67) by a maximum of two percent difference. Fig. 7.5 is a plot between meridional moment resultant and the meridional angle $\theta$ and shows good agreement with Kalnin's results in (67). Fig. 7.6 is a plot between circumferential membrane force resultant and the meridional angle $\theta$ showing similar agreement. Fig. 7.7 is a plot of circumferential bending moment resultant and meridional angle $\theta$. It
Figure 7.3. Spherical Membrane Under External Pressure

Figure 7.3. Cylindrical Membrane Under External Pressure
is noteworthy that high variations in fundamental variables occur approximately between meridional angles of 150° to 325°.

7.3 Spherical Membrane Under External Pressure.

For the elastic-plastic analysis understanding and verification of results it was considered useful to analyze a spherical membrane under external pressure. The geometric and material parameters used according to the nomenclature of Fig. 7.0 are as follows:

\[
\begin{align*}
\theta_1 &= 0^\circ \text{ (initial edge)} \\
\theta_2 &= 50^\circ \text{ (final edge)} \\
R &= 20.0 \text{ inches} \\
h &= 0.5 \text{ inches} \\
E &= 30 \times 10^6 \text{ psi} \\
\nu &= 0.3 \\
\sigma_y &= 29300 \text{ psi (yield stress)} \\
\sigma &= 2000 \text{ psi} \\
\sigma &= 410000 \text{ psi (elastically calculated stress)}
\end{align*}
\]
Figure 7.12. Deflection Relationship of Spherical Membrane Under External Pressure

- LINEAR & NON-LINEAR ELASTIC
- 10% HARDENING
- 1% HARDENING

\( h = 0.5 \text{ in} \)
\( R = 20.0 \text{ in} \)
\( \gamma = 0.3 \)
\( E = 30 \times 10^6 \text{ psi} \)
\( p = 2000 \text{ psi} \)
Boundary Conditions  \( \text{at inner and final edges} \)  \( \text{at inner edge} \)

\[ u = 0.0 \quad \quad \quad \quad v = 1.0 \]

\[ \theta = 0.5 \quad \quad \quad \quad \theta = 1.0 \]

\[ \beta = 0.0 \quad \quad \quad \quad \beta = 1.0 \]

Strain-hardening properties of the material were included in the elastic-plastic analysis. The results of the large-deflection elastic-plastic analysis are reported in Fig. 7.1 which is a relationship between load and deflection. The results of this analysis were carried far beyond the deflection values reported in Fig. 7.1 and exhibited stability of the solution for very large deflections. Fig. 7.1 shows the relationship between load and deflection for two different percentages (10% and 15%) of strain-hardening. It is indicated that the spherical membrane showed considerable resistance to applied load with increased strain-hardening.

7.4 Cylindrical Membrane Under External Pressure

Another example of elastic-plastic analysis chosen was that of a cylindrical membrane subjected to external pressure. The geometric parameters used according to the nomenclature of Fig. 7.6 are as follows:
Figure 7.2. Load Deflection of Cylindrical Membrane Under External Pressure
p = 20.0 inches

h = 0.5 inches

L = 10.0 inches

E = 30 x 10^6 psi

= 2.0

\gamma_y = 23500. psi (yield stress)

\rho = 1000. psi

\sigma = 40000. psi (elastically calculated stress)

Boundary Conditions (at initial and final edge)
Initial Conditions (at inner edge)

\gamma_4 = 0.0

w_4 = 1.0

\phi_4 = 0.0

\theta_4 = 1.0

\psi_4 = 0.0

\xi_4 = 1.0
Since the elastically calculated stress of cylindrical membrane example was the same as in the spherical membrane example, it provided an interesting study of the elastic-plastic analysis results. As for the spherical membrane example the results for cylindrical membrane example were computed for different strain-hardening percentages (1% and 10%). Results of the elastic-plastic analysis of cylindrical membrane are reported in Fig. 7.11, which is a relationship between load and deflection.

7.4 Annular Plate Subjected to Inner Edge Deflection.

Nomenclature of this problem is as indicated in Fig. 7.12. It is shown that the annular plate is simply supported at the outer edge and is free at the inner edge. Edge deflections were applied at the inner edge. Since this problem exhibits considerable bending and non-linear effects it was considered ideal to verify large deflection elastic-plastic analysis results.

This problem of annular plate was earlier analyzed experimentally and theoretically by Chashi, Murakami and Endo (73) who used large deflection theory in their theoretical analysis. They used a perfectly plastic material in their theoretical and experimental analysis. In the theoretical analysis of (73) Von-Mises yield criterion was used with Prandt-Reuss’s flow rule. The geometrical and material parameters used were as follows:

\[ a = 100 \text{ mm} \]
Figure 7.12. Annular Plate Nomenclature
\[ b = 207 \text{ mm} \]
\[ h = 10 \text{ mm} \]
\[ v = 0.28 \]
\[ E = 20350 \text{ kg/m}^2 \]
\[ \mu' = 0.0 \text{ (perfectly plastic)} \]
\[ \sigma_y = 32.1 \text{ kg/mm}^2 \]

Hutula (65) also analyzed this problem using a large deflection theory and under the conditions similar to (75). Their results showed good agreement with experimental and theoretical results of (72). In the experimental analysis of annular plate in (75) a mild steel specimen was used which behaved more closely like a perfectly plastic material.

The large deflection elastic-plastic analysis of this annular plate was also analyzed in this work to verify the techniques developed in earlier chapters. Since local unloading was allowed in this analysis it was possible to go beyond the range to which the analysis was carried out in (75). This analysis was carried out to the same range of loading to which Hutula (65) carried his results. Following boundary
Figure 7.13. Relation between Total Load and Deflection of Annular Plate
Boundary conditions and initial conditions were used in the analysis.

Boundary Conditions

At initial edge

\[ w_i = w_{i1} \text{ (specified)} \]
\[ w_i = 0.0 \]
\[ w_j = 1.0 \]

At final edge

\[ w_i = 0.0 \]
\[ w_j = 0.0 \]
\[ w_j = 2.0 \]

The results of this analysis are reported in Fig. 7.13.

First a linear elastic analysis was carried out which should good agreement with the results of Hutula (45) as shown in Fig. 7.13. The results of non-linear elastic analysis also compared very well with those of Hutula (45). As shown in Fig. 7.14, the non-linearity is quite evident as indicated by linear elastic and non-linear elastic results.
Fig. 7.14 Plastic-Plastic Histogram of Annular Plate
The theoretical results of this analysis and those of  
and Mutula (72) compare very well with the experimental results of (72)  
in the large deflection range. However, some apparent disagreement  
with experimental results, of the order of about $\theta^\circ$, can be seen in  
the small deflection range. This difference can be expected since  
the material properties and the plasticity constitutive relations are  
based on uniaxial experimental data and thus may not match fully  
with biaxial load deflection results. A histogram of the spread of  
the plastic zone in the deformed annular plate is given in Fig. 7.14.
CHAPTER XIII

CONCLUSIONS AND RECOMMENDATIONS

Improvements in methods of large deflection elastic-plastic analysis of shells and other structures continue to be of interest. With the developments in the previous chapters an improved numerical suppression scheme is now available for the large deflection elastic-plastic analysis of axisymmetric shells of revolution subjected to symmetric loadings. Results presented in the previous chapter indicate the accuracy of this numerical scheme. It appears to be possible to extend this method for more complicated situations.

8.1 Summary of Study. Quasilinearization of Sander's non-linear shell equations is presented for the first time. With these quasilinear equations the suppression scheme for numerical integrations has been developed to solve non-linear boundary-value problems; in particular the problem of the large deflection elastic-plastic response of shells of revolution. This suppression scheme has been used in conjunction with a Newton-Raphson iteration method for the constitutive relations. Convergence process at the yield surface in elastic-plastic problems is thus obtained.

8.2 Discussion of Results. The large deflection elastic analysis results for a torus presented in the previous chapter show excellent agreement with the results obtained by Kalnins (67) who adopted the multisegment method of numerical integration in that work.
It was not possible to obtain experimental verification of the results for torus. For large deflection elastic-plastic analysis of an annular plate, also reported in the previous chapter, agreement has been obtained with experimental results as well as with previous analytic results using the multisegment method obtained by Hutula (65). For the annular plate problem a perfectly plastic material behavior was assumed. A set of examples were also presented that included strain-hardening material effects.

8.3 Limitations. Although non-linear problems have been solved with the suppression scheme, such problems have been limited only to axisymmetric shell behavior. The method of quazilinearization has been developed for shells of revolution using the first order effects of the Taylor series expansion of a function. Large deflection elastic-plastic analysis can be carried out only with incremental loadings. For each incremental load the entire suppression process must be used in a space-wise marching process to find a new solution state.

A set of three boundary conditions must be specified at each end of the shell, any set of arbitrary values can be specified for the three remaining variables at the initial edge. The analysis is limited to static dead weight or/and pressure loadings. However an symmetric edge loadings can be specified by transforming them into edge boundary conditions.

Only isotropic material properties were considered and no thermal effects were included. However, strain hardening can be accounted
differently at different points of the shell depending upon the magnitude of the plastic strain effects.

8.4 Possible Extensions.

a. With the present method of analysis thermal loadings can be included by proper modifications of the shell governing equations and the constitutive relations.

b. Dynamic effects may be added with the present method of analysis by inclusion of inertia effects in the governing shell equations. However, a modal superposition analysis in the elastic-plastic regimes is not possible. Direct time-integration would have to be used.

c. A convenient means of specifying arbitrary loadings is to use Fourier Series distributions. Due to the non-linear nature of elastic-plastic analysis it is not a straightforward process to superpose Fourier harmonics in order to analyze arbitrary loaded elastic-plastic problems.

d. It is possible to include cyclic thermal loading effects by proper modifications of the elastic-plastic constitutive relations. This will also allow a study of thermal ratchetting and plastic-creep problems.

e. A study is recommended in which various other yield functions and hardening laws are used.

8.5 General Conclusions. Through the application of a quasi-linearization algorithm it has become possible to extend the suppression scheme of numerical integrations to nonlinear problems. Since, for a suppression process, a criteria must be selected on limiting the extraneous growth of the solution, the degree of stability and/or accuracy will depend upon the criteria. No extensive studies were carried out to find optimum rules for such a criteria.

The suppression method is known to be computationally superior to the multi-segment method for linear problems. Until now it had
not been possible to use the suppression method for nonlinear shell problems except in a strictly incremental fashion. Although no comparison of efficiency were made in this study, it is expected that the suppression method will be as comparatively efficient for nonlinear problems as it is for linear problem. The large deflection elastic solution of a torus presented in the previous chapter is indicative of the need to be concerned about the accuracy of non-linear shell solutions.
A.1 Stress Tensor.

\[
\sigma_{ij} = \begin{bmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{bmatrix} = \begin{bmatrix}
\sigma_x & \tau_{xy} & \tau_{xz} \\
\tau_{yx} & \sigma_y & \tau_{yz} \\
\tau_{zx} & \tau_{zy} & \sigma_z
\end{bmatrix} \quad (A.1)
\]

Stress tensor can be resolved into following additive components:

\[
\sigma_{ij} = \sigma_{ij}^{(1)} + \sigma_{ij}^{(2)} \quad (A.2)
\]

where

\[
\sigma_{ij}^{(2)} = \begin{bmatrix}
\sigma_m & 0 & 0 \\
0 & \sigma_m & 0 \\
0 & 0 & \sigma_m
\end{bmatrix} = \begin{bmatrix}
\frac{1}{3}(\sigma_x + \sigma_y + \sigma_z) & 0 & 0 \\
0 & \frac{1}{3}(\sigma_m + \sigma_y + \sigma_z) & 0 \\
0 & 0 & \frac{1}{3}(\sigma_x + \sigma_y + \sigma_z)
\end{bmatrix}
\]

(A.3)
This is the deviatoric component of stress tensor.

\[
\sigma'_{ij} = \sigma_{ij} - \sigma''_{ij} = \begin{bmatrix}
\frac{2}{3} (\sigma_x - \sigma_y - \sigma_z) & \tau_{xy} & \tau_{xz} \\
\tau_{xy} & \frac{-\sigma_x + 2\sigma_y - \sigma_z}{3} & \tau_{yz} \\
\tau_{xz} & \tau_{yz} & \frac{-\sigma_x - \sigma_y + 2\sigma_z}{3}
\end{bmatrix}
\]

or

\[
\sigma'_{ij} = \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{\kappa\kappa}
\]

\[
\delta_{ij} = 1 \text{ for } i = j
\]

\[
= 0 \text{ for } i \neq j
\]

\[
\sigma_{\kappa\kappa} = \sigma_{11} + \sigma_{22} + \sigma_{33} = \sigma_x + \sigma_y + \sigma_z
\]

\[
\sigma'_{12} = \sigma_{12} - \frac{1}{3} (\sigma) (\sigma_{11} + \sigma_{22} + \sigma_{33}) = \tau_{xy}
\]

\[
\sigma'_{11} = \sigma_{11} - \frac{1}{3} (1) (\sigma_{11} + \sigma_{22} + \sigma_{33}) = \frac{2\sigma_{11} - \sigma_{22} - \sigma_{33}}{3}
\]
### Stress Invariant

The second invariant of the deviatoric component of stress tensor has significance in plasticity theory. The term 'invariant' derives from the fact that magnitudes of these quantities are independent of the particular set of coordinate axes being considered.

In index notation, second invariant can be written as:

\[
J^2 = \frac{1}{2} \sigma^i_{1j} \sigma^i_{1j} \tag{A.9}
\]

\[
= \frac{1}{2} \left( \sigma^i_{1j} \sigma^i_{1j} + \sigma^i_{2j} \sigma^i_{2j} + \sigma^i_{3j} \sigma^i_{3j} \right)
\]

\[
= \frac{1}{2} \left[ (\sigma_{11}^2 + \sigma_{12}^2 + \sigma_{13}^2) + (\sigma_{12}^2 + \sigma_{22}^2 + \sigma_{23}^2) + (\sigma_{13}^2 + \sigma_{23}^2 + \sigma_{33}^2) \right]
\]

Since

\[
\sigma^i_{1j} + \sigma^i_{2j} + \sigma^i_{3j}
\]

\[
= \frac{2}{3} \sigma_{11} - \sigma_{22} - \sigma_{33} + \frac{2}{3} \sigma_{22} - \sigma_{11} - \sigma_{33} + \frac{2}{3} \sigma_{33} - \sigma_{22} - \sigma_{11}
\]

\[
= 0 \tag{A.10}
\]
\[
\left( \sigma_{11} + \sigma_{22} + \sigma_{33} \right)^2 = 0 = \sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2 + 2 \left( \sigma_{11} \sigma_{22} + \sigma_{11} \sigma_{33} + \sigma_{22} \sigma_{33} \right) \quad (A.11)
\]

\[
\sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2 = - 2 \left( \sigma_{11} \sigma_{22} + \sigma_{11} \sigma_{33} + \sigma_{22} \sigma_{33} \right) \quad (A.12)
\]

\[
J_2 = \frac{1}{8} \left[ \sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2 + 2 \left( \sigma_{11} \sigma_{22} + \sigma_{11} \sigma_{33} + \sigma_{22} \sigma_{33} \right) \right] \quad (A.13)
\]

\[
J_2' = - \left[ \sigma_{11} \sigma_{22} + \sigma_{11} \sigma_{33} + \sigma_{22} \sigma_{33} - \left( \sigma_{12}^2 + \sigma_{23}^2 + \sigma_{31}^2 \right) \right] \quad (A.14)
\]

\[
J_2' = - \left[ \sigma_x \sigma_y + \sigma_x \sigma_z + \sigma_y \sigma_z - \sigma_{xy}^2 - \sigma_{yz}^2 - \sigma_{xz}^2 \right] \quad (A.15)
\]

### A.3 Effective Stress.

Effective stress can be written as:

\[
\bar{\sigma} = C_1 \sqrt{ (\sigma_x - \sigma_y)^2 + (\sigma_y - \sigma_z)^2 + (\sigma_z - \sigma_x)^2 + 6(\tau_x^2 + \tau_x^2 + \tau_y^2) }.
\]

- \( C_1 = \frac{1}{3} \), the effective stress is equal to the octahedral shear stress;

\[
C_1 = \frac{1}{\sqrt{6}}, \quad \text{the effective stress is equal to the square of}
\]
second invariant $J'_2$ of the deviatoric component of the stress tensor.

$C_1 = \frac{1}{\sqrt{2}}$ then for a uniaxial stress, for which $\sigma_x$ is the axial stress and all of the other stress components are zero, $\sigma = \sigma_x$

\[
\begin{align*}
\sigma_x' &= \frac{2}{3} (\sigma_x - \sigma_y - \sigma_z) = \frac{(\sigma_x - \sigma_y) + (\sigma_x - \sigma_z)}{3} \\
\sigma_y' &= -\frac{2}{3} (\sigma_y - \sigma_x - \sigma_z) = \frac{(\sigma_y - \sigma_z) - (\sigma_x - \sigma_y)}{3} \\
\sigma_z' &= \frac{2}{3} (\sigma_z - \sigma_x - \sigma_y) = \frac{(\sigma_z - \sigma_x) - (\sigma_y - \sigma_z)}{3}
\end{align*}
\]

(A.16) (A.17) (A.18)

\section*{A.4 Strain Preliminaries.}

\[
\varepsilon_{ij} = \varepsilon_{ij}' + \varepsilon_{ij}''
\]

(A.19)

\[
\varepsilon_{ij}'' = \begin{bmatrix}
\varepsilon_m & 0 & 0 \\
0 & \varepsilon_m & 0 \\
0 & 0 & \varepsilon_m
\end{bmatrix}
\]

(A.20)

where $\varepsilon_m = \frac{1}{3} (\varepsilon_x + \varepsilon_y + \varepsilon_z)$
deviatoric strain tensor

\[
\varepsilon'_{ij} = \begin{bmatrix}
\frac{\varepsilon_y - \varepsilon_z - \varepsilon_x}{3} & \frac{\gamma_{xy}}{2} & \frac{\gamma_{xz}}{2} \\
\frac{\gamma_{xy}}{2} & \frac{2\varepsilon_y - \varepsilon_z - \varepsilon_x}{3} & \frac{\gamma_{yz}}{2} \\
\frac{\gamma_{xz}}{2} & \frac{\gamma_{yz}}{2} & \frac{2\varepsilon_z - \varepsilon_x - \varepsilon_y}{3}
\end{bmatrix}
\]

(A.21)

\[
\varepsilon_{12} = \frac{\gamma_{xy}}{2}
\]

\[
\varepsilon_{13} = \frac{\gamma_{xz}}{2}
\]

(A.22)

\[
\varepsilon_{23} = \frac{\gamma_{yz}}{2}
\]

It is important to note that in both plasticity and creep the assumption of incompressibility is made. This means that when only the inelastic portion of the total strain is considered:

\[
\varepsilon_m = 0
\]
or \( \varepsilon_{ij}^{''} = 0 \)

and \( \varepsilon_{ij}^{'} = \varepsilon_{ij} \)

The second invariant, \( I'_2 \), of the deviatoric component of the strain tensor is in the case of in-elastic strains equal to the second invariant, \( I_2 \), of the strain tensor:

\[
I'_2 = I_2 = \frac{1}{2} \varepsilon_{ij} \varepsilon_{ij}
\]

\[
I_2 = - \left[ \varepsilon_x \varepsilon_y + \varepsilon_x \varepsilon_z + \varepsilon_y \varepsilon_z - \frac{\gamma_{xy}^2}{4} - \frac{\gamma_{xz}^2}{4} - \frac{\gamma_{yz}^2}{4} \right]
\]

**Effective Strain**

\[
\tilde{\varepsilon} = C_2 \sqrt{\left( \varepsilon_x - \varepsilon_y \right)^2 + \left( \varepsilon_y - \varepsilon_z \right)^2 + \left( \varepsilon_z - \varepsilon_x \right)^2 + \frac{3}{2} \left( \gamma_{xy}^2 + \gamma_{xz}^2 + \gamma_{yz}^2 \right)}
\]

\[
C_2 = \frac{2}{3}, \text{ the effective strain is equal to the octahedral shear strain}
\]

\[
C_2 = \frac{1}{6}, \text{ square of the effective strain is equal to the second invariant } I'_2 \text{ of the strain tensor, provided only in-elastic}
\]
strains are being considered.

In case of uniaxial strain:

\[ \varepsilon_y = \varepsilon_z = -\frac{1}{2} \varepsilon_x \]  
\hspace{1cm} (A.26)

Since \( \varepsilon_m = 0 \)

Therefore \( \varepsilon = \varepsilon_x \) for a uniaxial test provided that \( C_2 = \frac{\varepsilon_x}{3} \)

### A.5 Deviatoric Stress Tensor.

\[ \sigma'_{ij} = \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{kk} \]  
\hspace{1cm} (A.27)

\[
\sigma_{ij}' = \begin{bmatrix}
2\sigma_{11} - \sigma_{22} - \sigma_{33} & \sigma_{12} & \sigma_{13} \\
\sigma_{12} & -\sigma_{11} + 2\sigma_{22} - \sigma_{33} & \sigma_{23} \\
\sigma_{13} & \sigma_{23} & -\sigma_{11} - \sigma_{22} + 2\sigma_{33}
\end{bmatrix}
\]
\hspace{1cm} (A.28)

Second Invariant

\[ J_2' = \frac{1}{2} \sigma_{ij}' \sigma_{ij}' \]  
\hspace{1cm} (A.29)
\[\begin{align*}
&= - \left[ \sigma_{11} \sigma_{22} + \sigma_{14} \sigma_{33} + \sigma_{22} \sigma_{33} - \sigma_{12} - \sigma_{23} - \sigma_{13} \right] \\
\text{Effective Stress} \\
\bar{\sigma} &= C_1 \sqrt{(\sigma_{11} - \sigma_{22})^2 + (\sigma_{22} - \sigma_{33})^2 + (\sigma_{33} - \sigma_{11})^2} \\
&+ 6 (\sigma_{12}^2 + \sigma_{13}^2 + \sigma_{23}^2) \\
C_1 &= \frac{1}{3} \cdot \frac{1}{v_0}, \frac{1}{v_2} \quad \text{maintain choice.}
\end{align*}\]
8.1 Significance of Non-dimensionalization.

There are two significant advantages in dealing with the non-dimensionalized form of shell equations. First, the treatment of singularities at the shell apex which is often difficult to handle in the analysis becomes convenient with the non-dimensionalization of the shell equations.

Second, non-dimensionalized shell equations serve as a convenient tool in speeding up the numerical integration process. Thus, a convenient means of representation by which the control of the large magnitudes of the growing extraneous solution as well as improving the accuracy of the numerical integration schemes is provided.

The terms that are non-dimensionalized initially are as follows:

\[ w^* = \frac{w_2}{R_s} \]

\[ u^* = \frac{u_2}{R_s} \]
\[
\begin{align*}
R^* & = \frac{R_\phi}{R_s}, \quad R^*_\theta = \frac{R_\theta}{R_s}, \\
S^* & = \frac{S}{R_s}, \quad r^* = \frac{r}{R_s}, \\
h^* & = \frac{h}{R_s}, \quad \theta^* = \frac{\theta}{\theta_s}, \\
\rho^* & = \frac{\rho}{Eh}, \quad \nu_s^* = \frac{\nu_s}{Eh_s}
\end{align*}
\]

Where,

\[R_s = R \text{ for cylinder and sphere,} \]
\[= b \text{ for torus etc.}\]

\[
\varepsilon^*_\theta = \varepsilon_\theta = \varepsilon = \frac{\cos \phi}{r^*} U + \frac{\sin \phi}{r^*} \psi^* \tag{B.1}
\]

\[
\kappa^*_\phi = \kappa_\phi \quad \gamma^*_\phi \tag{B.2}
\]

\[
\kappa^*_\theta = \kappa_\theta = \frac{\cos \phi}{r^*} \gamma^*_\phi \tag{B.3}
\]
Where,

\[ D = \frac{Eh^3}{12 (1 - \nu^2)} \]  
\[ K = \frac{Eh}{1 - \nu^2} \]  
\[ M_\theta^* = \nu M_\phi^* + (1 - \nu) h^* \kappa_\theta^* \]  
\[ N_\theta^* = \nu N_\phi^* + (1 - \nu) \epsilon_\theta^* \]  
\[ \epsilon_\phi^* = N_\phi^* - \nu \epsilon_\theta^* \]  
\[ \kappa_\phi^* = \frac{M_\phi^*}{h^*} - \nu \kappa_\theta^* \]  

3.2 Non-dimensionalized Governing Shell Equations.

Non-dimensionalized linear set of first order governing shell equations are:
\[ w^*_{s^*} = \frac{U_{s^*}^*}{R_{\phi}^*} - \gamma_{\phi} \]  \hspace{1cm} (B.10)

\[ \gamma_{\phi, s^*} = \frac{M_{\phi}^*}{h} - \nu K_{\phi}^* = K_{\phi}^* \]  \hspace{1cm} (B.11)

\[ M_{s^*}^* = \frac{\cos \phi}{r} \left( M_{\theta}^* - M_{s^*}^* \right) + \frac{12 \left( r^* Q_{\phi}^* \right)}{r^* h^*} \]  \hspace{1cm} (B.12)

\[ (r^* Q_{\phi}^*)_{s^*} = \eta_{\theta}^* \sin \phi + \frac{r^* N_{\theta}^*}{R_{\phi}^*} + r^* \kappa_{\theta}^* N_{\theta}^* + r^* N_{\phi}^* \kappa_{\phi}^* + r^* \kappa_{\phi}^* N_{\phi}^* \]

\[ + r^* N_{\phi}^* \kappa_{\phi}^* + \frac{r^*}{R_{\phi}^*} \gamma_{\phi}^* 2 N_{\phi}^* + \frac{2 r^*}{R_{\phi}^*} N_{\phi}^* \gamma_{\phi}^* \gamma_{\phi}^* - \frac{r^*}{R_{\phi}^*} Q_{\phi}^* \gamma_{\phi}^* \]

\[ - \frac{r^*}{R_{\phi}^*} \gamma_{\phi}^* Q_{\phi}^* - r^* \kappa_{\phi}^* N_{\phi}^* - r^* \kappa_{\phi}^* N_{\phi}^* - \frac{2 r^*}{R_{\phi}^*} \gamma_{\phi}^* 2 N_{\phi}^* \]

\[ + \frac{r^*}{R_{\phi}^*} Q_{\phi}^* \gamma_{\phi}^* - r^* \gamma_{\phi}^* \]  \hspace{1cm} (B.13)

\[ U_{s^*}^* = \epsilon_{\phi}^* - \frac{w_{s^*}^*}{R_{\phi}^*} - \frac{1}{2} \gamma_{\phi}^* 2 \]  \hspace{1cm} (B.14)
\begin{align*}
N_\phi^* &= \frac{\cos \phi}{r^*} (N_\theta^* - N_\phi^*) - \frac{r^* Q_\phi^*}{R^* R_\phi^*} + \frac{1}{R_\phi^*} \left( \gamma_{\phi0}^* N_\phi^* + \gamma_{\phi0}^* (N_\theta^* - N_\phi^*) \right) \\
&\quad + N_{\phi0}^* (\gamma_\phi^* - \gamma_{\phi0}^*) \\
&= \frac{\cos \phi}{r^*} (N_\theta^* - N_\phi^*) - \frac{r^* Q_\phi^*}{R^* R_\phi^*} + \frac{1}{R_\phi^*} \left( \gamma_{\phi0}^* N_\phi^* + N_{\phi0}^* \gamma_\phi^* \right) \\
&\quad - \frac{1}{R_\phi^*} \gamma_{\phi0}^* N_{\phi0}^*.
\end{align*}

\textbf{(B.15)}

\textbf{B.3 Singularities at the Apex of Shells.}

Since at the apex of the shell \( r = 0 \) and \( r \) occurs in the denominator of the shell equations, it is essential to have some means of correcting such singularities while maintaining the accuracy during the numerical integration process. If we consider the shell apex as smooth rather than pointed, then these singularities can be removed conveniently. If the shell apex is smooth then obviously \( \phi = 0 \). The non-dimensionalization of the shell equations has helped in reducing this problem to fewer number of the governing equations. Further, it should be noted that during the non-dimensionalization the governing equation for \( Q_\phi^* \) has been rearranged to help remove the singularities from that equation.
From symmetry at the apex in the axisymmetric shells of revaluation it is recognized that:

\[ u = 0 \]

and \( \gamma = 0 \) \hspace{1cm} (B.16)

\[ \phi = 0 \quad r = 0 \]

and if there is no concentrated load at the apex \( Q_\phi = 0 \).

Since the meridional and circumferential directions are not distinct at the apex:

\[ N_\theta = N_\phi \]

\[ M_\theta = M_\phi \] \hspace{1cm} (B.17)

\[ \varepsilon_\theta = \varepsilon_\phi \] \hspace{1cm} (B.19)

and \( \kappa_\theta = \kappa_\phi \)

Hence, with the above conditions and with the rearranging of only one governing equation to be \( (r Q)_s \), rather than \( Q_\phi_s \) the non-dimensionalization of the shell equations has helped in removing
the singularities at the apex. There are other ways that this could have been done. For instance the shell region at the apex can be regarded as a shallow spherical shell.
SHELL CONFIGURATIONS


\[ R = \text{radius of cylinder} \]
\[ \phi = 90^\circ \]
\[ r = R \]
\[ R_\phi = \infty \]
\[ R_\theta = R \]
\[ L = \text{Length of cylinder} \]
\[ S = L \]

2. Sphere.

\[ R = \text{radius of sphere} \]
\[ \phi = \text{angle of normal to the middle surface measured from axis of revolution.} \]
\[ r = R \]
\[ R_\phi = R \]
\[ R_\theta = R \]

3. Torus.

\[ a = \text{distance of torus center measured from axis of symmetry.} \]
\[ b = \text{radius of torus.} \]
\( \phi \) = angle of normal to the middle surface measured from the axis of revolution.

\( r \) = \( a + b \sin \phi \)

\( R \) = \( b \)

\( R_s \) = \( a + b \sin \phi \)

\( S \) = Distance measured along the meridian middle surface.

4. Cone.

\( R \) = \( a \)

\( S \) = Distance measured along the meridian

\( \phi \) = angle of normal to the middle surface measured from the axis of revolution.

\( a \) = distance of initial edge from the axis of revolution.

\( \alpha \) = Cone angle

\( R_0 \) = \( b \tan \alpha \)

\( b \) = Length on the meridian.

\( r \) = \( a + b \sin \alpha \)

5. Annular Plate.

\( \phi \) = \( \alpha \)

\( a \) = Initial edge

\( r \) = \( a + b \sin \alpha \)
\( \beta \) = distance between initial and final edge.

\( \alpha \) = 90°

\( R_a \) = ∞

\( R_\theta \) = r
DEFINITION OF HARDENING

The nature of incremental plastic analysis is such that a set of strain values must be assumed with which the iteration procedure must start. These assumed values of strains should be reasonably close approximation to the behavior, preferably, in order to speed the convergence process. The procedure to be used for predicting the magnitude of the strains must also be consistent with the material behavior. The available material curves have been constructed based on uniaxial loading experiments and, thus, can not fully describe biaxial or multiaxial stress behavior.

Let $\bar{\sigma}$ be the calculated effective stress and $\bar{\sigma}_0$ the corresponding yield point stress. $\bar{\sigma}$ is the slope of elastic-plastic portion of the bilinear stress-strain curve and is some measure of strain hardening of the material.

The total strain is composed of elastic and plastic component of strain.

$$\varepsilon = \varepsilon^E + \varepsilon^P$$ (D.1)
\[ \sigma = \sigma_0 + \beta E (\epsilon - \epsilon_y) \quad (D.2) \]

\[ = \sigma_0 + \beta E (\epsilon^e + \epsilon^p - \epsilon_y) \]

\[ = \sigma_0 + \beta E (\epsilon^p + \left(\frac{\sigma}{E}\right) - \left(\frac{\sigma_0}{E}\right)) \]

\[ \sigma = \sigma_0 + \frac{E}{K} \epsilon^p \quad (D.3) \]

Where \( K = \frac{1-\beta}{\beta} \) as defined in Fig. (D.1)

But:

\[ \sigma^2 = \sigma^2_{\phi} - \sigma_0 \sigma_{\phi} + \sigma_{\phi}^2 = H^2 \quad \text{(say)} \quad (D.4) \]

Where \( H \) is the hardening modulus.

or:

\[ \sigma = H = \sigma_0 + \frac{E \epsilon^p}{K} \quad (D.5) \]

Taking the derivative with respect to \( \epsilon^p \)

\[ \frac{\partial \sigma}{\partial \epsilon^p} = H = \frac{E}{K} \quad (D.6) \]
Hence, $H'$ is the slope of the effective stress-plastic strain diagram. It can be determined from the available material experimental data.

Corresponding to a load increment let the stress increments be represented by $d\sigma_\theta$ and $d\sigma_\phi$ for stress components $\sigma_\theta$ and $\sigma_\phi$ and the corresponding strain increments by $d\varepsilon_\theta$ and $d\varepsilon_\phi$.

At a given load level $P_a$, the linear elastic solution is obtained. The maximum stress value for all points through the meridian and radial direction is located. If this maximum stress value of effective stress is larger than the yield stress it is scaled down to the yield stress. The load $P_a$ is also correspondingly scaled down to $P_b$.

At the value of $P_b$, the non-linear elastic solution is determined. The maximum stress value is once again located. This maximum effective stress value is scaled to the yield stress and the scalar factor $\alpha$ is determined such that:

$$\sigma_y = \alpha \varepsilon_{\max} \quad (5.7)$$

The scalar factor is now used to scale the entire solution and a load $P_c$ is determined. The non-linear elastic solution is once again obtained at the load level $P_c$ by direct integration of governing shell equations. This process is repeated until the non-linear elastic solution is at the yield point at which the load level is $P_y$. 
The resulting value of $P_y$ is the load level at which the plastic solution load steps must begin. The solution at this load level is stored as residuals indicated by the subscript $(1)$. A load increment $\Delta P_n$ is now taken and the total load at this load step is:

$$P_n = P_m + \Delta P_n \tag{5.9}$$

Where $n$ is the current increment number and $m$ the previous increment number. At the first load step $P_1 = P_y$ such that,

$$P_1 = P_y + \Delta P_1 \tag{5.9}$$

A study of the Newton-Raphson algorithm has indicated that this incremental load step must be small enough to maintain the stress point near the yield surface and within the scope of this algorithm to bring it to the yield surface. The entire solution is now scaled to this load level $P_m + \Delta P_m$.

The effective stress values of this scaled solution at every point along the meridian and radial direction are now checked against the yield stress of the material. If a point is elastic then, the corresponding assumed values of stress and strain increments are given by:

$$d\sigma_\phi = \sigma_\phi - \sigma_{\phi 1} \tag{5.10}$$

$$d\sigma_\theta = \sigma_\theta - \sigma_{\theta 1} \tag{5.11}$$
\[
\begin{align*}
\sigma &= \sigma_\phi - \sigma_\theta + \sigma_\theta^2 \\
\end{align*}
\] (D.12)

\[
\begin{align*}
\delta \sigma &= \delta - \delta_1 \\
\end{align*}
\] (D.13)

\[
\begin{align*}
1 \\
\frac{d\epsilon_\phi}{E} &= \left( \frac{\sigma_\phi - \nu \sigma_\theta} {E} \right) \\
\end{align*}
\] (D.14)

\[
\begin{align*}
1 \\
\frac{d\epsilon_\theta}{E} &= \left( \frac{\sigma_\theta - \nu \sigma_\phi} {E} \right) \\
\end{align*}
\] (D.15)

\[
\begin{align*}
\delta \rho &= 0 \\
\end{align*}
\] (D.16)

However if a point is plastic the entire calculation procedure is in the incremental form.
Figure D.1. Bilinear Strain Hardening Properties of SS304 Material


71. Diercks, D. et al. "Results of Strain Hardening Experiments for Stainless Steel Material-Conducted at Argonne National Laboratory" - to be reported.


