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In this study, we consider the generalized function solutions to nonlinear wave equation with distribution initial data. J. F. Colombeau shows that the initial value problem

$$
\begin{aligned}
u_{t t}-\Delta u & =F(u) \\
u(x, 0) & =u_{0} \\
u_{t}(x, 0) & =u_{1}
\end{aligned}
$$

where the initial data $u_{0}$ and $u_{1}$ are generalized functions, has a unique generalized function solution $u$. Here we take a specific $F$ and specific distributions $u_{0}, u_{1}$ then inspect the generalized function representatives for the initial value problem solution to see if the generalized function solution is a distribution or is more singular. Using the numerical technics, we show for specfic $F$ and specific distribution initial data $u_{0}, u_{1}$, there is no distribution solution.
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## CHAPTER 1

## INTRODUCTION AND TERMINOLOGY

A theory of generalized functions more general than distributions has been developed by J. F. Colombean $([1,2,5,7,8,9,20,21])$. Although considerably more general, these generalized functions have many of the properties of usual $C^{\infty}$ functions. Let $F$ be a slowly growing $C^{\infty}$-function from $\mathbf{R}$ into $\mathbf{R}$. Now consider the following nonlinear wave initial value problem:

$$
\begin{aligned}
u_{t t}-\Delta u & =F(u) \\
u(x, 0) & =u_{0} \\
u_{t}(x, 0) & =u_{1} .
\end{aligned}
$$

J. F. Colombeau proves, for $F$ obeying a growth restriction, that for generalized functions $u_{0}, u_{1}$, there is a unique generalized solution $u$. This raises the following question. Given distributions $u_{0}$ and $u_{1}$, could the solution to the initial value problem also be a distribution, or is it always a more singular generalized function? In order to explore this question, we take a specific $F$ and specific distributions $u_{0}$ and $u_{1}$, then inspect the generalized function representative for the initial value problem solution to see if the generalized function solution is a distribution or is more singular. Here, we choose $F(u)=-|u|^{p-1} u, u_{0}=0$ and $u_{1}=\delta(x)$, that is

$$
\begin{aligned}
u_{t t}-\Delta u & =-|u|^{p-1} u \\
u(x, 0) & =0 \\
u_{t}(x, 0) & =\delta(x)
\end{aligned}
$$

and we also examine the problem with $u_{0}=\delta(x)$ and $u_{1}=0$.

Before we present Colombeau's method, let us define the generalized functions on $\mathbf{R}^{n}$.

Notation 1.1: Let $\mathcal{D}\left(\mathbf{R}^{n}\right)$ be the space of all $C^{\infty}$-functions $\phi: \mathbf{R}^{n} \longrightarrow \mathbf{C}$ with compact support. For $q=1,2,3, \ldots$ we set

$$
\mathcal{A}_{q}=\left\{\phi \in \mathcal{D}\left(\mathbf{R}^{n}\right) \text { such that } \int_{\mathbf{R}^{n}} \phi(\lambda) d \lambda=1, \int_{\mathbf{R}^{n}} \lambda^{i} \phi(\lambda) d \lambda=0 \text { for } 1 \leq|i| \leq q\right\}
$$

here $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \in \mathbf{R}^{n}, i=\left(i_{1}, i_{2}, \ldots, i_{n}\right) \in \mathbf{N}^{n},|i|=i_{1}+i_{2}+\cdots+i_{n}$ and $\lambda^{i}=\left(\lambda_{1}\right)^{i_{1}}\left(\lambda_{2}\right)^{i_{2}} \cdots\left(\lambda_{n}\right)^{i_{n}}$.

Notation 1.2: If $\epsilon>0, \lambda \in \mathbf{R}^{n}$ and $\phi \in \mathcal{D}\left(\mathbf{R}^{n}\right)$ we set $\phi_{\epsilon}(\lambda)=\frac{1}{\epsilon^{n}} \phi\left(\frac{\lambda}{\epsilon}\right)$.
Notation 1.3: Let $\mathcal{E}\left[\mathbf{R}^{n}\right]$ denote the set of all the functions

$$
R: \mathcal{A}_{1} \times \mathbf{R}^{n} \longrightarrow \mathbf{C}
$$

for which $R(\phi, x)$ is a $C^{\infty}$-function in $x$ for each fixed $\phi$.
Definition 1.4: We say an element $R$ of $\mathcal{E}\left[\mathbf{R}^{n}\right]$ is moderate if for every compact subset $\mathcal{K}$ of $\mathbf{R}^{n}$ and every derivation operator

$$
D=\frac{\partial^{|k|}}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}
$$

there is an $N \in \mathbf{N}$ such that if $\phi \in \mathcal{A}_{N}$ then there exist $\eta>0, c>0$ such that

$$
\left|D R\left(\phi_{\epsilon}, x\right)\right| \leq \frac{c}{\epsilon^{N}}
$$

for all $x \in \mathcal{K}$ and $0<\epsilon<\eta$. We denote by $\mathcal{E}_{M}\left[\mathbf{R}^{n}\right]$ the set of all moderate elements of $\mathcal{E}\left[\mathbf{R}^{n}\right]$.

Notation 1.5: We denote by $\Gamma$ the set of all the increasing functions $\alpha$ from $\mathbf{N}$ into $\mathbf{R}^{+}$such that $\alpha(q)$ tends to $+\infty$ when $q \longrightarrow+\infty$.

Definition 1.6: We say that an element $R$ of $\mathcal{E}\left[\mathbf{R}^{n}\right]$ is null if for every compact subset $\mathcal{K}$ of $\mathbf{R}^{n}$ and every derivation operator $D$, there are $N \in \mathbf{N}, \alpha \in \Gamma$ such that if $\phi \in \mathcal{A}_{q}, q \geq N$, then there exist $\eta>0, c>0$ such that

$$
\left|D R\left(\phi_{\epsilon}, x\right)\right| \leq c \epsilon^{\alpha(q)-N}
$$

for all $x \in \mathcal{K}$ and $0<\epsilon<\eta$. We denote by $\mathcal{N}\left[\mathbf{R}^{n}\right]$ the set of all the nuil elements of $\mathcal{E}\left[\mathbf{R}^{n}\right]$.

Definition 1.7: We define the generalized functions on $\mathbf{R}^{n}$ as the quotient space

$$
\mathcal{G}\left(\mathbf{R}^{n}\right)=\frac{\mathcal{E}_{M}\left[\mathbf{R}^{n}\right]}{\mathcal{N}\left[\mathbf{R}^{n}\right]}
$$

In other words we define an equivalence relation in $\mathcal{E}_{M}\left[\mathbf{R}^{n}\right]$ by setting

$$
R_{1} \sim R_{2} \quad \text { if and only if } \quad R_{1}-R_{2} \in \mathcal{N}\left[\mathbf{R}^{n}\right]
$$

and so a generalized function is an equivalence class. Since $\mathcal{N}\left[\mathbf{R}^{n}\right]$ is a linear subspace of $\mathcal{E}_{M}\left[\mathbf{R}^{n}\right], \mathcal{G}\left(\mathbf{R}^{n}\right)$ is a linear space. Since $\mathcal{N}\left[\mathbf{R}^{n}\right]$ is an ideal of $\mathcal{E}_{M}\left[\mathbf{R}^{n}\right]$, $\mathcal{G}\left(\mathbf{R}^{n}\right)$ is an algebra. If $D$ is any $x$-derivation operator and if $G \in \mathcal{G}\left(\mathbf{R}^{n}\right)$, then $D G$ is defined as an element of $\mathcal{G}\left(\mathbf{R}^{n}\right)$ as follows. If $R \in \mathcal{E}_{M}\left[\mathbf{R}^{n}\right]$ is a representative of $G \in \mathcal{G}\left(\mathbf{R}^{n}\right)$ then $D G \in \mathcal{G}\left(\mathbf{R}^{n}\right)$ is defined as the class of $D R \in \mathcal{E}_{M}\left[\mathbf{R}^{n}\right]$; that class does not depend on the choice of $R$ in the class $G$.

Definition 1.8: Restrictions of generalized functions.
Given an arbitrary element $u$ of $\mathcal{G}\left(\mathbf{R}^{4}\right)$, we seek a natural concept defining the restriction $\left.u\right|_{t=0}$ of $u$ to $\mathbf{R}^{3}=\mathbf{R}^{3} \times\{0\} \subset \mathbf{R}^{4}$. For this let $\psi \in \mathcal{S}\left(\mathbf{R}^{3}\right)$ be given. We define $\operatorname{sym} \psi$ by

$$
(\operatorname{sym} \psi)\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{3!} \sum_{\sigma \in G_{3}} \psi\left(x_{\sigma_{1}}, x_{\sigma_{2}}, x_{\sigma_{3}}\right)
$$

where $G_{3}$ denotes the set of all 3 ! permutations of the set $\{1,2,3\}$. Then we define a function $\psi_{4}$ on $\mathbf{R}^{4}$ by

$$
\psi_{4}(x, t)=\psi(x) \int_{\mathbf{R}^{2}}(\operatorname{sym} \psi)\left(\xi_{1}, \xi_{2}, t\right) d \xi_{1} d \xi_{2}
$$

Now let $u$ be an arbitrary element of $\mathcal{G}\left(\mathbf{R}^{4}\right)$. Let

$$
R: \mathcal{A}_{1}\left(\mathbf{R}^{4}\right) \times \mathbf{R}^{4} \longrightarrow \mathbf{C}
$$

be a representative of $u$. We define a map

$$
R^{\prime}: \mathcal{A}_{1}\left(\mathbf{R}^{3}\right) \times \mathbf{R}^{3} \longrightarrow \mathbf{C}
$$

by

$$
R^{\prime}(\psi, x)=R\left(\psi_{4},(x, 0)\right) \quad \text { if } \quad \psi \in \mathcal{A}_{1}\left(\mathbf{R}^{3}\right) .
$$

We denote by

$$
\left.u\right|_{t=0} \in \mathcal{G}\left(\mathbf{R}^{3}\right)
$$

the class of $R^{\prime}$, and we call $\left.u\right|_{t=0}$ the restriction of $u$ to $\mathbf{R}^{3}$.
Notation 1.9: Let us assume $f, u_{0}$ and $u_{1}$ are generalized functions with respective representatives

$$
R_{f} \in \mathcal{E}_{M}\left[\mathbf{R}^{4}\right], \quad R_{u_{0}}, R_{u_{1}} \in \mathcal{E}_{M}\left[\mathbf{R}^{3}\right] .
$$

If $\psi \in \mathcal{A}_{1}\left(\mathbf{R}^{4}\right)$, let $\psi_{3} \in \mathcal{A}_{1}\left(\mathbf{R}^{3}\right)$ be defined by

$$
\psi_{3}(x)=\int_{R} \psi(x, t) d t .
$$

Remark: By (Definition 1.8) and (Notation 1.9), it is immediate that

$$
\begin{gathered}
\psi_{4} \in \mathcal{D}\left(\mathbf{R}^{4}\right) \quad \text { if } \quad \psi \in \mathcal{D}\left(\mathbf{R}^{3}\right) \\
\psi_{4} \in \mathcal{S}\left(\mathbf{R}^{4}\right) \text { if } \psi \in \mathcal{S}\left(\mathbf{R}^{3}\right) \\
\psi_{4} \in \mathcal{A}_{q}\left(\mathbf{R}^{4}\right) \text { if } \psi \in \mathcal{A}_{q}\left(\mathbf{R}^{3}\right) \quad \text { for } \quad q=1,2,3 \ldots
\end{gathered}
$$

Furthermore,

$$
\left(\psi_{3}\right)_{\mathrm{e}}=\left(\psi_{\epsilon}\right)_{3} \quad \text { for } \quad 0<\epsilon<1,
$$

because

$$
\begin{aligned}
\left(\psi_{\epsilon}\right)_{3}(\vec{x}) & =\int_{-\infty}^{\infty} \frac{1}{\epsilon^{4}} \psi\left(\frac{\vec{x}}{\epsilon}, \frac{t}{\epsilon}\right) d t \\
& =\int_{-\infty}^{\infty} \frac{1}{\epsilon^{3}} \psi\left(\frac{\vec{x}}{\epsilon}, t\right) d t \\
& =\frac{1}{\epsilon^{3}}\left(\psi_{3}\right)\left(\frac{\vec{x}}{\epsilon}\right) \\
& =\left(\psi_{3}\right)_{\epsilon}(\vec{x})
\end{aligned}
$$

Also,

$$
\left(\psi_{4}\right)_{3}=\psi,
$$

because

$$
\begin{aligned}
\left(\psi_{4}(x, t)\right)_{3} & =\left(\psi(x) \int_{\mathbf{R}^{2}} \operatorname{sym} \psi\left(\xi_{1}, \xi_{2}, t\right) d \xi_{1} d \xi_{2}\right)_{3} \\
& =\int\left(\psi(x) \int_{\mathbf{R}^{2}} \operatorname{sym} \psi\left(\xi_{1}, \xi_{2}, t\right) d \xi_{1} d \xi_{2}\right) d t \\
& =\psi(x) \int\left(\int_{\mathbf{R}^{2}} \operatorname{sym} \psi\left(\xi_{1}, \xi_{2}, t\right) d \xi_{1} d \xi_{2}\right) d t \\
& =\psi(x)
\end{aligned}
$$

J. F. Colombeau's method for finding generalized function solutions to differential equations.

We consider the nonlinear wave equation.

$$
u_{t t}-\Delta u=F(u)
$$

in $\mathcal{G}\left(\mathbf{R}^{4}\right)$, where $F: \mathbf{R}^{1} \longrightarrow \mathbf{R}^{1}$ is a $C^{\infty}$-smooth function, such that $F(0)=0$ and $\sup _{x \in R}\left|D^{p} F(x)\right|<\infty$, for all positive integer $p$.

Theorem 1.1: The initial value problem

$$
\begin{align*}
u_{t t}-\Delta u & =F(u)  \tag{1.1}\\
u(0, x) & =u_{0}(x)  \tag{1.2}\\
u_{t}(0, x) & =u_{1}(x) \tag{1.3}
\end{align*}
$$

has real valued generalized function solutions $u \in \mathcal{G}\left(\mathbf{R}^{4}\right)$ for every pair of real valued generalized functions $u_{0}, u_{1} \in \mathcal{G}\left(\mathbf{R}^{3}\right)$.
(Proof) Suppose first that $u_{0}, u_{1} \in C^{\infty}\left(\mathbf{R}^{3}\right)$. The problem (1.1) $\sim(1.3)$ is equivalent to solving the nonlinear integral equation

$$
\begin{equation*}
u(t, x)=v(t, x)+\int_{0}^{t}(t-s) M(F(u), s, x, t-s) d s \tag{1.1}
\end{equation*}
$$

where

$$
M(f, s, x, \rho)=\frac{1}{4 \pi} \int_{\xi \in \mathbf{R}^{3},\|\xi\|=1} f(s, x+\rho \xi) d \xi
$$

for

$$
f: \mathbf{R}^{4} \longrightarrow \mathbf{R}^{1}
$$

sufficiently regular, while $\varepsilon$ is the solution of the following classical, homogenous initial value problem

$$
\begin{align*}
v_{t t}-\Delta v & =0  \tag{1.4}\\
v(0, x) & =u_{0}(x)  \tag{1.5}\\
v(0, x) & =u_{1}(x) . \tag{1.6}
\end{align*}
$$

Given the classical solution $v \in C^{\infty}\left(\mathbf{R}^{4}\right)$ of (1.4) $\sim(1.5)$, the solution $u \in C^{\infty}\left(\mathbf{R}^{4}\right)$ of $(1.1)^{\prime}$ is obtained by iteration. We start with $u_{1}=v$ and continue according to

$$
\begin{equation*}
u_{\nu+1}(t, 0)=v(t, 0)+\int_{0}^{t}(t-x) M\left(F\left(u_{\nu}\right), x, s, t-s\right) d s \tag{1.7}
\end{equation*}
$$

for $\nu \in \mathbf{N}^{+}$. Using estimates of the right hand term in (1.7), we obtain the unique solution $u \in C^{\infty}\left(\mathbf{R}^{4}\right)$ of $(1.1)^{\prime}$, as a limit of $u_{\nu}$, when $\nu \rightarrow \infty$, with the convergence being uniform on compact sets in $\mathbf{R}^{4}$.

Now we consider the case where $u_{0}$ and $u_{1}$ are arbitrary generalized functions in $\mathcal{G}\left(\mathbf{R}^{3}\right)$. We are looking for a generalized solution $u \in \mathcal{G}\left(\mathbf{R}^{4}\right)$ which will be well defined as soon as we obtain for it a representative

$$
\begin{equation*}
u=f+\mathcal{N}\left[\mathbf{R}^{4}\right] \in \mathcal{G}\left(\mathbf{R}^{4}\right) \quad \text { where } \quad f \in \mathcal{E}_{M}\left[\mathbf{R}^{4}\right] \tag{1.8}
\end{equation*}
$$

Let $f_{0}$ and $f_{1}$ be representatives of $u_{0}$ and $u_{1}$, that is,

$$
u_{i}=f_{i}+\mathcal{N}\left[\mathbf{R}^{3}\right]
$$

where $f_{i} \in \mathcal{E}_{M}\left[\mathbf{R}^{3}\right]$ for $i \in\{0,1\}$. Let us take an arbitrary

$$
\phi \in \mathcal{A}_{1}\left(\mathbf{R}^{4}\right)
$$

It follows that

$$
f_{0}\left(\phi_{3}, \cdot\right), \quad f_{1}\left(\phi_{3}, \cdot\right) \in C^{\infty}\left(\mathbf{R}^{3}\right)
$$

Let us consider the classical $C^{\infty}$-smooth case $(1.1) \sim(1.3)$ with the initial values given by

$$
u_{0}=f_{0}\left(\phi_{3}, \cdot\right), \quad u_{1}=f_{1}\left(\phi_{3}, \cdot\right)
$$

Then according to the classical existence and uniquness result, we obtain a $C^{\infty}$ smooth solution which we denote by

$$
\begin{equation*}
f(\phi, \cdot) \in C^{\infty}\left(\mathbf{R}^{4}\right) \tag{1.9}
\end{equation*}
$$

In this way, we only have to show two things; first, that $f$ in (1.9) satisfies $f \in$ $\mathcal{E}_{M}\left[\mathbf{R}^{4}\right]$, and second, that the corresponding

$$
u=f+\mathcal{N}\left[\mathbf{R}^{4}\right]
$$

will satisfy (1.2) and (1.3). The mentioned estimates of the right hand term in (1.7) used in the classical $C^{\infty}$-smooth proof directly yield the estimates needed in order to obtain $f \in \mathcal{E}_{M}\left[\mathbf{R}^{4}\right]$. In this way we obtain $u$ in (1.8) which satisfies (1.1) in $\mathcal{G}\left(\mathbf{R}^{4}\right)$. Finally, we have to show that (1.2), (1.3) are satisfied.

In view of (1.8), we have

$$
\left.u\right|_{t=0}=g+\mathcal{N}\left[\mathbf{R}^{3}\right] \in \mathcal{G}\left(\mathbf{R}^{3}\right)
$$

with $g(\psi, x)=f\left(\psi_{4},(x, 0)\right), \psi \in \mathcal{A}_{1}\left(\mathbf{R}^{3}\right), x \in \mathbf{R}^{3}$, according to Definition 1.8.
Since $f\left(\psi_{4},(x, t)\right)$ is the solution of $(1.1) \sim(1.3)$ with the initial values $u_{0}=f_{0}\left(\left(\psi_{4}\right)_{3}, \cdot\right)$ and $u_{1}=f_{1}\left(\left(\psi_{4}\right)_{3}, \cdot\right)$ we have

$$
\begin{aligned}
g(\dot{\psi}, x) & =f\left(\psi_{4},(\vec{x}, 0)\right) \\
& =f_{0}\left(\left(\psi_{4}\right)_{3}, \vec{x}\right) \\
& =f_{0}(\psi, \vec{x})
\end{aligned}
$$

where the last equality follows from $\left(\psi_{4}\right)_{3}=\psi$. That is, $g=f_{0}$. That is, $\left.u\right|_{t=0}=u_{0}$. Similarly, $\left.u_{t}\right|_{t=0}=h+\mathcal{N}\left[\mathbf{R}^{3}\right] \in \mathcal{G}\left(\mathbf{R}^{3}\right)$ where $h(\psi, \vec{x})=\frac{\partial f}{\partial t}\left(\psi_{4},(\vec{x}, 0)\right)$, according to Defimition 1.8. Since $f\left(\psi_{4},(\vec{x}, t)\right)$ is the solution of $(1.1) \sim(1.3)$ with initial values $u_{0}=f_{0}\left(\left(\psi_{4}\right)_{3}, \cdot\right)$ and $u_{1}=f_{1}\left(\left(\psi_{4}\right)_{3}, \cdot\right)$, we have

$$
\begin{aligned}
h(\psi, x) & =\frac{\partial f}{\partial t}\left(\psi_{4},(\vec{x}, 0)\right) \\
& =f_{1}\left(\left(\psi_{4}\right)_{3}, \vec{x}\right) \\
& =f_{1}(\psi, \vec{x})
\end{aligned}
$$

That is, $h=f_{1}$. That is, $\left.u_{i}\right|_{t=0}=u_{1}$.
Remark: In fact, the conclutions of Theorem 1.1 also hold when the nonlinearity $F$ has unbounded derivatives but satisfies a growth condition. See ([8]). In particular, a nonlinearity of the form $F(u)=-|u|^{p-1} u$ with $1 \leq p<5$ (in three spatial dimensions) satisfies the growth condition. So for these pure power nonlinearities the initial value problem has generalized function solutions.

## Distributions considered as generalized functions.

Distributions in $\mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$ may be considered to be generalized functions as follows. If $Q \in \mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$, then for $\psi \in \mathcal{A}_{1}$, we define

$$
R_{Q}(\psi, x)=(\psi * Q)(x)=Q\left[\widetilde{\psi}_{x}\right]
$$

where $\tilde{\psi}_{x}(y)=\psi(x-y)$. Because $\psi \in \mathcal{D}\left(\mathbf{R}^{n}\right), \psi * Q$ is in $C^{\infty}\left(\mathbf{R}^{n}\right)$. Thus $R_{Q}(\psi, \cdot)$ is $C^{\infty}$, so $R_{Q} \in \mathcal{E}\left[\mathbf{R}^{n}\right]$. In fact, $R_{Q}$ is moderate, which we can see as follows. Let $D_{x}^{(k)}=\frac{\partial^{|k|}}{\partial x_{1}^{k_{1}} \cdots \partial x_{2}^{k_{2}}}$. Let $K$ be a compact subset of $\mathbf{R}^{n}$. Because $Q \in D^{\prime}\left(\mathbf{R}^{n}\right)$, we know that for all $\phi \in C_{0}^{\infty}(K)$,

$$
Q[\phi]=\int_{\mathbf{R}^{n}} h(y)\left(D_{y}^{(l)} \phi\right)(y) d^{n} y
$$

for some continuous slowly growing function $h: \mathbf{R}^{n} \longrightarrow \mathbf{C}$ and some fixed multiindex $l$. Therefore,

$$
\begin{aligned}
D_{x}^{(k)}\left(R_{Q}\left(\psi_{\epsilon}, x\right)\right) & =D_{x}^{(k)}\left(\left(\psi_{\epsilon} * Q\right)(x)\right) \\
& =D_{x}^{(k)} Q\left[\left(\widetilde{\psi}_{\epsilon}\right)_{x}\right] \\
& =D_{x}^{(k)} \int_{\mathbf{R}^{n}} h(y) D_{y}^{(l)}\left[\left(\widetilde{\psi}_{\epsilon}\right)_{x}(y)\right] d^{n} y \\
& =D_{x}^{(k)} \int_{\mathbf{R}^{n}} h(y) D_{y}^{(l)}\left[\psi_{\epsilon}(x-y)\right] \\
& =D_{x}^{(k)} \int_{\mathbf{R}^{n}} h(y) D_{y}^{(l)}\left[\frac{1}{\epsilon^{n}} \psi\left(\frac{x-y}{\epsilon}\right)\right] d^{n} y \\
& =\frac{(-1)^{|l|}}{\epsilon^{n+|l|+|k|}} \int_{\mathbf{R}^{n}} h(y)\left(D^{(k+l)} \psi\right)\left(\frac{x-y}{\epsilon}\right) d^{n} y
\end{aligned}
$$

Thus,

$$
\left|D_{x}^{(k)}\left(R_{Q}\left(\psi_{\epsilon}, x\right)\right)\right| \leq \frac{C}{\epsilon^{n+\mid(||+|k|}}
$$

where $C$ is a constant and for $x$ in $K$, that is, $R_{Q}$ is moderate. The generalized function associated with the distribution $Q$ is the equivalence class of $R_{Q}$ in $\mathcal{G}\left[\mathbf{R}^{n}\right]$ where $R_{Q}(\psi, x)=(\psi * Q)(x)$.

Suppose we know $R: \mathcal{A}_{1} \times \mathbf{R}^{n} \longrightarrow \mathbf{R}$ is associated with a distribution. We can recover the distribution from the generalized function representative $R$ as follows. Suppose we are given a test function $\phi \in \mathcal{D}\left(\mathbf{R}^{n}\right)$. If $R$ is indeed a representative of a distribution $Q \in \mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$ then we have $R(\psi, x)=(\psi * Q)(x)+\mathcal{N}$, so that

$$
\begin{aligned}
\lim _{\mathrm{t} \rightarrow 0} \int_{\mathbf{R}^{n}} R\left(\psi_{\epsilon}, x\right) \phi(x) d^{n} x & =\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{n}}\left(\psi_{\epsilon} * Q\right)(x) \phi(x) d^{n} x \\
& =Q[\phi]
\end{aligned}
$$

because $\left\{\psi_{\epsilon}\right\}$ is a $\delta$-sequence. Therefore, if $R$ is a generalized function representative of the distribution $Q \in \mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$, then $Q$ is recovered from $R$ by

$$
Q[\phi]=\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{n}} R\left(\psi_{\epsilon}, x\right) \phi(x) d^{n} x
$$

We now consider the initial value problem

$$
\begin{aligned}
u_{t t}-\Delta u & =f(u) \\
u(\vec{x}, 0) & =u_{0} \\
u_{t}(\vec{x}, 0) & =u_{1}
\end{aligned}
$$

where $u_{0}$ and $u_{1}$ are distributions in $\mathcal{D}^{\prime}\left(\mathbf{R}^{3}\right)$. Each distribution has an associated generalized function, with representative $R_{u_{0}}$ and $R_{u_{1}}$ given by

$$
\begin{aligned}
& R_{u_{0}}(\psi, \vec{x})=\left(\psi * u_{0}\right)(\vec{x}) \\
& R_{u_{1}}(\psi, \vec{x})=\left(\psi * u_{1}\right)(\vec{x})
\end{aligned}
$$

J. F. Colombeau's generalized function solution to the initial value problem (with $u_{0}$ and $u_{1}$ regarded as generalized functions ) has representative $R_{u} \in \mathcal{E}\left[\mathbf{R}^{3+1}\right]$. For $\phi \in \mathcal{A}_{1}, R_{u}(\phi,(\vec{x}, t))$ satisfies

$$
\begin{aligned}
u_{t t}-\Delta u & =f(u) \\
u(\vec{x}, 0) & =R_{u_{0}}\left(\phi_{3}, \vec{x}\right)=\left(\phi_{3} * u_{0}\right)(\vec{x}) \\
u_{t}(\vec{x}, 0) & =R_{u_{1}}\left(\phi_{3}, \vec{x}\right)=\left(\phi_{3} * u_{1}\right)(\vec{x})
\end{aligned}
$$

where $\phi_{3}(x)=\int_{-\infty}^{\infty} \phi(x, t) d t$.
Suppose it happened that the generalized function solution $u$ was associated with a distribution $Q \in \mathcal{D}^{\prime}\left(\mathbf{R}^{3+1}\right)$. Then for fixed $\psi \in \mathcal{A}_{1}\left(\mathbf{R}^{3+1}\right)$,

$$
Q[\phi]=\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{3+3}} R_{u}\left(\psi_{\epsilon}, x\right) \phi(x) d^{3+1} x
$$

for all $\phi \in \mathcal{D}\left(\mathbf{R}^{3+1}\right)$. Therefore, we consider the initial value problem satisfied by $u_{\epsilon}(\vec{x}, t)=R_{u}\left(\psi_{\epsilon},(\vec{x}, t)\right):$ It is

$$
\begin{aligned}
\left(u_{\epsilon}\right)_{t t}-\Delta u_{\epsilon} & =f\left(u_{\epsilon}\right) \\
u_{\epsilon}(\vec{x}, 0) & =\left(\left(\psi_{\epsilon}\right)_{3} * u_{0}\right)(\vec{x}) \\
\left(u_{\epsilon}\right) t(\vec{x}, 0) & =\left(\left(\psi_{\epsilon}\right)_{3} * u_{1}\right)(\vec{x})
\end{aligned}
$$

Because $\left(\psi_{\epsilon}\right)_{3}=\left(\psi_{3}\right)_{\epsilon}$, the initial value problem becomes

$$
\begin{aligned}
\left(u_{\epsilon}\right)_{t t}-\Delta u & =f\left(u_{\epsilon}\right) \\
u_{\epsilon}(\vec{x}, 0) & =\left(\left(\psi_{3}\right)_{\epsilon} * u_{0}\right)(\vec{x}) \\
\left(u_{\epsilon}\right)_{t}(\vec{x}, 0) & =\left(\left(\psi_{3}\right)_{\epsilon} * u_{1}\right)(\vec{x}) .
\end{aligned}
$$

Therefore, to look for distribution solutions to the nonlinear initial value problem

$$
\begin{aligned}
u_{t t}-\Delta u & =f(u) \\
u(\vec{x}, 0) & =u_{0} \\
u_{t}(\vec{x}, 0) & =u_{1}
\end{aligned}
$$

where $u_{0}$ and $u_{1}$ are in $\mathcal{D}^{\prime}\left(\mathbf{R}^{3}\right)$, we solve the initial value problem

$$
\begin{aligned}
\left(u_{\epsilon}\right)_{t t}-\Delta u_{\epsilon} & =f\left(u_{\epsilon}\right) \\
u_{\epsilon}(\vec{x}, 0) & =\left(\theta_{\epsilon} * u_{0}\right)(\vec{x}) \\
\left(u_{\epsilon}\right)_{t}(\vec{x}, 0) & =\left(\theta_{\epsilon} * u_{1}\right)(\vec{x})
\end{aligned}
$$

where $\theta \in \mathcal{D}\left(\mathbf{R}^{3}\right)$. If it happens that the generalized function solution is associated with a distribution $Q$, then $Q$ is obtained from

$$
Q[\phi]=\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{3+1}} u_{\epsilon}(\vec{x}, t) \phi(\vec{x}, t) d^{3} x d t .
$$

We can summarize J. F. Colombeau's method in the case when the initial data are ordinary distributions. To find generalized function solutions to (1.1) ~ (1.3), we regularize $u_{0}$ and $u_{1}$ by convolving them with families of $D$-functions that approximate the Dirac delta function. We then solve the initial value problem with the regularized $\left(C^{\infty}\right)$ initial data, to obtain a classical solution for each $D$-function. We then take those classical solutions to be representatives of a generalized function, which we regard as the generalized function solution. We apply this techique to specific examples in the following.

## CHAPTER 2

## INITIAL VALUE PROBLEMS

We consider the two initial value problems.

$$
\begin{align*}
u_{t t}-\Delta u & =f(u) \\
u(x, 0) & =\delta(x) \\
u_{t}(x, 0) & =0 \tag{2.1}
\end{align*}
$$

and

$$
\begin{align*}
u_{t \mathfrak{t}}-\Delta u & =f(u) \\
u(x, 0) & =0 \\
u_{t}(x, 0) & =\delta(x) \tag{2.2}
\end{align*}
$$

where $\Delta$ is the Laplacian in $x$ and the solution $u: \mathbf{R}^{n+1} \longrightarrow \mathbf{C}$ is complex valued function. Since $\mathcal{D}\left(\mathbf{R}^{n}\right)$, considered as a subspace of $\mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$, is dense in $\mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$, given $\psi \in \mathcal{D}\left(\mathbf{R}^{n}\right)$, with $\int \psi(x) d x=1$, the sequence $\psi_{\epsilon}$ defined by $\psi_{\epsilon}(x)=\frac{1}{\epsilon^{n}} \psi\left(\frac{x}{\epsilon}\right)$ converges to $\delta$ in $\mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$. To use J. F. Colombeau's method, we replace $\delta$ by $\psi_{\epsilon} * \delta=\dot{\psi}_{\epsilon}$.
(Case 1) We consider the following initial value problem.

$$
\begin{align*}
\left(u_{\epsilon}\right)_{t t}-\Delta u_{\epsilon} & =f\left(u_{\epsilon}\right) \\
u_{\epsilon}(x, 0) & =\psi_{\epsilon}(x)=\frac{1}{\epsilon^{n}} \psi\left(\frac{x}{\epsilon}\right) \\
\left(u_{\epsilon}\right)_{t}(x, 0) & =0 . \tag{2.3}
\end{align*}
$$

This problem has a solution $u_{\epsilon}(x, t)$ which is a representative of a generalized
function because $u_{6}$ is a $C^{\infty}$-function. Then there arises the following question. Does $u_{\epsilon}$ ever generate a distribution? That is, are there nonlinearities $f$ for which

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{n+1}} u_{\epsilon}(x, t) \phi(x, t) d^{n} x d t \quad \text { exists for all } \quad \phi \in \mathcal{D}\left(\mathbf{R}^{n+1}\right) ? \tag{2.4}
\end{equation*}
$$

We rewrite by introducing $v_{\epsilon}(x, t)$ such that $u_{\epsilon}(x, t)=\frac{1}{\epsilon^{n}} v_{\epsilon}\left(\frac{x}{\epsilon}, \frac{t}{\epsilon^{l}}\right)$ where $l$ is to be determined, then $v_{\mathrm{f}}(x, t)=\epsilon^{n} u_{\epsilon}\left(\epsilon x, \epsilon^{l} t\right)$. Next we find the initial value problem satisfied by $v_{\epsilon}$. The initial condition in (2.3), $u_{\epsilon}(x, 0)=\frac{1}{\epsilon^{n}} \psi\left(\frac{x}{\epsilon}\right)$ implies

$$
\begin{equation*}
v_{r}(x, 0)=\psi(x) \tag{2.5}
\end{equation*}
$$

$\left(u_{\epsilon}\right)_{t}(x, 0)=0$ implies

$$
\begin{equation*}
\left(v_{\imath}\right)_{l}(x, 0)=0 \tag{2.6}
\end{equation*}
$$

and from the equation $\left(u_{\epsilon}\right)_{t t}-\Delta u_{\epsilon}=f\left(u_{\epsilon}\right)$ we get

$$
\begin{equation*}
\frac{1}{\epsilon^{n}} \frac{1}{\epsilon^{2 l}}\left(v_{\epsilon}\right)_{t t}\left(\frac{x}{\epsilon}, \frac{t}{\epsilon^{l}}\right)-\frac{1}{\epsilon^{n}} \frac{1}{\epsilon^{2}}\left(\Delta v_{\epsilon}\right)\left(\frac{x}{\epsilon}, \frac{t}{\epsilon^{l}}\right)=f\left(\frac{1}{\epsilon^{n}} v_{\epsilon}\left(\frac{x}{\epsilon}, \frac{t}{\epsilon^{l}}\right)\right) . \tag{2.7}
\end{equation*}
$$

From (2.5), (2.6) and (2.7) $v_{\epsilon}$ satisfies the following initial value problem

$$
\begin{align*}
\frac{1}{\epsilon^{n+2 l}}\left(v_{\epsilon}\right)_{t t}-\frac{1}{\epsilon^{n+2}}\left(\Delta v_{\epsilon}\right) & =f\left(\frac{1}{\epsilon^{n}} v_{\epsilon}\right) \\
v_{\epsilon}(x, 0) & =\psi(x) \\
\left(v_{\epsilon}\right)_{t}(x, 0) & =0 \tag{2.8}
\end{align*}
$$

Now, to get the simplest possible situation, choose $l=1$ and take $f(w)=-|w|^{p-1} w$, then (2.8) becomes

$$
\begin{align*}
\left(v_{\epsilon}\right)_{t t}-\left(\Delta v_{\epsilon}\right) & =\frac{\epsilon^{2}}{|\epsilon|^{n(p-1)}}\left(-\left|v_{\boldsymbol{f}}\right|^{p-1} v_{\epsilon}\right) \\
v_{\epsilon}(x, 0) & =\psi(x) \\
\left(v_{\epsilon}\right)_{t}(x, 0) & =0 \tag{2.9}
\end{align*}
$$

We notice that for the special value $p=1+\frac{2}{n}$, the initial value problem for $v_{\epsilon}$ is independent of $\epsilon$. Then $v_{\epsilon}$ satisfies the following initial value problem

$$
\begin{align*}
\left(v_{\epsilon}\right)_{t t}-\Delta v_{\epsilon} & =-\left|v_{\epsilon}\right|^{p-1} v_{\epsilon} \quad \text { with } \quad p=1+\frac{2}{n} \\
v_{\epsilon}(x, 0) & =\psi(x) \\
\left(v_{\epsilon}\right)_{t}(x, 0) & =0 \tag{2.10}
\end{align*}
$$

Since the solution of the initial value problem

$$
\begin{align*}
v_{t t}-\Delta v & =-|v|^{p-1} v \\
v(x, 0) & =\psi(x) \\
v_{t}(x, 0) & =0 \tag{2.11}
\end{align*}
$$

is unique, the solution $v_{\epsilon}$ of (2.10) actually does not depend on $\epsilon$. That is, $v_{\epsilon}(y, s)=$ $v(y, s)$ for all $\epsilon$ where $v(y, s)$ is the solution of (2.11). As a consequence the solution of $u_{\epsilon}$ of $(2.3)$ is given by $u_{\epsilon}(x, t)=\frac{1}{\epsilon^{n}} v\left(\frac{x}{\epsilon}, \frac{t}{\epsilon}\right)$. Then our question (2.4) becomes: Does

$$
\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{n+1}} \frac{1}{\epsilon^{n}} v\left(\frac{x}{\epsilon}, \frac{t}{\epsilon}\right) \phi(x, t) d^{n} x d t
$$

exist or not for all $\phi \in \mathcal{D}\left(\mathbf{R}^{n+1}\right)$ ? where $v$ is the solution of (2.11).
(Case 2) As in (case 1), we consider the following equation

$$
\begin{align*}
\left(u_{\epsilon}\right)_{t t}-\Delta u_{\epsilon} & =-\left|u_{\epsilon}\right|^{p-1} u_{\epsilon} \\
u_{\epsilon}(x, 0) & =0 \\
\left(u_{\epsilon}\right)_{t}(x, 0) & =\frac{1}{\epsilon^{n}} \psi\left(\frac{x}{\epsilon}\right) \tag{2.12}
\end{align*}
$$

where $\psi \in \mathcal{D}\left(\mathbf{R}^{n}\right)$. Define $v_{\epsilon}(x, t)=\epsilon^{n-1} u_{\epsilon}(\epsilon x, \epsilon t)$. Then

$$
\begin{aligned}
\left(v_{\epsilon}\right)_{t t}-\Delta v_{\epsilon} & =\frac{\epsilon^{n+1}}{\epsilon^{(n-1) p}}\left(-\left|v_{\epsilon}\right|^{p-1}\right) v \\
v_{\epsilon}(x, 0) & =0 \\
\left(v_{\epsilon}\right)_{t}(x, 0) & =\psi(x)
\end{aligned}
$$

We notice that for the special value $p=1+\frac{2}{n-1}$, the initial value problem for $v_{\epsilon}$ is independent of $\epsilon$. Thus $u_{\epsilon}(x, t)=\frac{1}{\epsilon^{n-1}} v\left(\frac{x}{\epsilon}, \frac{t}{\epsilon}\right)$ where $v$ satisfies the following initial value problem

$$
\begin{align*}
v_{t t}-\Delta v & =-|v|^{p-1} v \quad \text { with } \quad p=1+\frac{2}{n-1} \\
v(x, 0) & =0 \\
v_{t}(x, 0) & =\psi(x) \tag{2.13}
\end{align*}
$$

As a consequence our question for Case 2 becomes: Does

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{n+1}} u_{\epsilon}(x, t) \phi(x, t) d^{n} x d t=\lim _{\varepsilon \rightarrow 0} \int_{\mathbf{R}^{n+1}} \frac{1}{\epsilon^{n-1}} v\left(\frac{x}{\epsilon}, \frac{t}{\epsilon}\right) \phi(x, t) d^{n} x d t \tag{2.14}
\end{equation*}
$$

exist or not for all $\phi \in \mathcal{D}\left(\mathbf{R}^{n+1}\right)$ ?
Remark: It is useful to consider the analog of our formulation in the linear case. Let $u_{0 \epsilon}(x, t)=\frac{1}{\epsilon^{n}} v_{0}\left(\frac{x}{\epsilon}, \frac{t}{\epsilon}\right)$ satisfy the following initial value problem

$$
\begin{aligned}
\left(u_{0 \epsilon}\right)_{t t}-\Delta u_{0 \epsilon} & =0 \\
\left(u_{0 \epsilon}\right)(x, 0) & =\frac{1}{\epsilon^{n}} \psi\left(\frac{x}{\epsilon}\right) \\
\left(u_{0 \epsilon}\right)_{t}(x, 0) & =0 .
\end{aligned}
$$

Because $\frac{1}{\epsilon^{n}} \psi\left(\frac{x}{\epsilon}\right)$ converges to $\delta(x)$ in $\mathcal{D}^{\prime}\left(\mathbf{R}^{n}\right)$ as $\epsilon \rightarrow 0$, this solution approaches the distribution solution to

$$
\begin{aligned}
\left(u_{0}\right)_{t t}-\Delta u_{0} & =0 \\
u_{0}(x, 0) & =\delta(x) \\
\left(u_{0}\right)_{t}(x, 0) & =0 .
\end{aligned}
$$

That is, we know

$$
\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{n+1}} u_{0 \epsilon}(x, t) \phi(x, t) d^{n} x d t=u_{0}[\phi]
$$

for all $\phi \in \mathcal{D}\left(\mathbf{R}^{n+1}\right)$. This is equivalent to

$$
\lim _{\epsilon \rightarrow 0} \int_{\mathbf{R}^{n+1}} \frac{1}{\epsilon^{n}} v_{0}\left(\frac{x}{\epsilon}, \frac{t}{\epsilon}\right) \phi(x, t) d x d t=u_{0}[\phi] .
$$

Thus, in the linear case, the analog to our question (2.4) has a positive answer.

## Methods of Investigation

In this dissertation, we choose $n>1$-dimension because there is no power $p$ that makes $v_{\epsilon}$ independent of $\epsilon$ in Case 2 when $n=1$ owing to $p=1+\frac{2}{n-1}$. Furthermore, when $n=1$, the initial value problem for $v$ in (case 1 ) is

$$
\begin{aligned}
v_{t t}-v_{x x} & =-|v|^{2} v \\
v(x, 0) & =\psi(x) \\
v_{t}(x, 0) & =0
\end{aligned}
$$

The solutions to this equation have no dispersion and are oscillatory and not well suited to numerical computation.

When $n=2$, there is no nice reduction of $v_{t t}-\Delta v=-|v|^{p-1} v$ to a onespace dimension equation. But, for $n=3$ we can reduce $v_{t t}-\Delta v=-|v|^{p-1} v$ for spherically symmetric initial data to a one- space dimension equation that is numerically well behaved. So we choose $n=3$. We consider the solutions to the problems (2.11) and (2.13) in $n=3$ spatial dimensions, and investigate the limits (2.4) and (2.14) for $\phi \in \mathcal{D}\left(\mathbf{R}^{3+1}\right)$.

The specific values of the exponent $p$ in our problems are those at the borderline of the theory of scattering for $u_{t t}-\Delta u=-|u|^{p-1} u$, and estimates of the asymptotic behavior of $u$ for large times have not yet been obtained for these values of $p([3,4,6,11,12,13,14,16,17,19,22,23,24,25,26])$. Here we will numerically solve the initial value problems (2.11) and (2.13) and we will investigate the limits (2.4) and (2.14) based on the numerical solutions.

## CHAPTER 3

## GENERAL PROPERTIES OF SOLUTIONS

We consider

$$
\begin{equation*}
u_{t t}-\Delta=-|u|^{p-1} u \tag{3.1}
\end{equation*}
$$

We can find a conserved quantity for this equation by applying Noether's Theorem to the time translation invariance of the equation. Let

$$
L[u]=\int_{\mathbf{R}^{n+1}}\left(\frac{1}{2}\left|u_{t}\right|^{2}-\frac{1}{2}|\nabla u|^{2}-F(u)\right) d^{n} x d t
$$

where $F(u)$ is the primitive of $-|u|^{p-1} u$. Then the solutions of (3.1) are extrema of the functional $L$. Let $T_{\epsilon} u(x, t)=u(x, t-\epsilon)$; then

$$
L\left(T_{\epsilon} u\right)=\int_{\mathbf{R}^{n+1}} \frac{1}{2}\left(u_{t}(x, t-\epsilon)\right)^{2}-\frac{1}{2}(\nabla u(x, t-\epsilon))^{2}-F(u(x, t-\epsilon)) d^{n} x d t=L(u)
$$

So $L$ is invariant under the 1-parameter family of linear transformations $T_{\epsilon}$. The generator of the family is

$$
T_{0}^{\prime}=\left.\frac{\partial}{\partial \epsilon} T_{\epsilon}\right|_{\epsilon=0}
$$

which we may compute as follows.

$$
\frac{\partial}{\partial \epsilon} T_{\epsilon} u(x, t)=\frac{\partial}{\partial \epsilon} u(x, t-\epsilon)=-\frac{\partial}{\partial t} u(x, t-\epsilon)
$$

so

$$
T_{0}^{\prime} u(x, t)=\left.\frac{\partial}{\partial \epsilon} T_{\epsilon}\right|_{\epsilon=0} u(x, t)=-\frac{\partial}{\partial t} u(x, t)
$$

hence we get the generator $T_{0}^{\prime}=-\frac{\partial}{\partial t}$. Now we multiply $-\frac{\partial u}{\partial t}$ in (3.1).

We have

$$
\begin{aligned}
\left(u_{t t}-\Delta u+|u|^{p-1} u\right)\left(-\frac{\partial u}{\partial t}\right) & =-\left(\frac{1}{2} \frac{\partial}{\partial t}\left(u_{t}\right)^{2}-\Delta u \cdot u_{t}+\frac{\partial}{\partial t}(-F(u))\right) \\
& =-\frac{\partial}{\partial t}\left(\frac{1}{2}\left(u_{t}\right)^{2}-F(u)\right) \\
& +\vec{\nabla} \cdot\left(u_{t} \vec{\nabla} u\right)-\left(\vec{\nabla} u_{t}\right)(\vec{\nabla} u) \\
& =-\frac{\partial}{\partial t}\left(\frac{1}{2}\left(u_{t}\right)^{2}+\frac{1}{2}|\nabla u|^{2}-F(u)\right) \\
& +\vec{\nabla} \cdot\left(u_{t} \cdot \vec{\nabla} u\right) .
\end{aligned}
$$

That is,

$$
\left(u_{t t}-\Delta u+f(u)\right) u_{t}=\frac{\partial}{\partial t} e[u]+\vec{\nabla} \cdot \vec{p}[u]
$$

where

$$
\begin{aligned}
& e[u]=\frac{1}{2}\left(u_{t}\right)^{2}+\frac{1}{2}|\nabla u|^{2}-F(u) \\
& \vec{p}[u]=-u_{t} \vec{\nabla} u .
\end{aligned}
$$

Thus, if $u$ is a solution of (3.1), then

$$
\frac{\partial}{\partial t} e[u]+\vec{\nabla} \cdot \vec{p}(u)=0
$$

So,

$$
\int_{\mathbf{R}^{n}} \frac{\partial}{\partial t} e[u](x, t)=0
$$

if $\lim _{|x| \rightarrow \infty} \vec{p}[u](x, t)=0$.
Thus, for all $u$ falling off fast enough at $\infty$,

$$
\frac{\partial}{\partial t} E[u](x, t)=0
$$

where

$$
E[u](t)=\int\left(\frac{1}{2}\left|u_{t}\right|^{2}+\frac{1}{2}|\nabla u|^{2}-F(u)\right) d^{n} x
$$

so, $E[u](t)$ is independent of $t$.

Note that

$$
E[u](t)=\frac{1}{2}\left\|u_{t}(t)\right\|_{2}^{2}+\frac{1}{2}\|\nabla u(t)\|_{2}^{2}+\frac{1}{p+1} \int_{\mathbf{R}^{3}}|u(x, t)|^{p+1} d^{3} x
$$

Because $E(u)$ is time independent, we have

$$
\left\|u_{t}(t)\right\|_{2}^{2}+\|\nabla u(t)\|_{2}^{2}+\frac{2}{p+1} \int_{\mathbf{R}^{3}}|u(x, t)|^{p+1} d^{3} x=2 E(u)(0)=\text { constant } .
$$

Furthermore, each of the terms on the left side is nonnegative. Therefore, if the initial data have $E(u)(0)$ finite, then each of the terms is bounded by $2 E(u)(0)$. This means that finite energy solutions are regular in the sense that all of the norms $\left\|u_{t}\right\|_{2},\|\nabla u\|_{2}$, and $\|u\|_{p+1}$ remain bounded for all times $t$.

We also note that if the initial data for (3.1) have compact support in $\{\vec{x} \in$ $\left.\mathbf{R}^{3}| | \vec{x} \mid \leq L\right\}$ then the solution $u$ has support in $\left\{(x, t) \in \mathbf{R}^{3+1}| | \vec{x}|\leq L+|t|\}\right.$. Theorem 3.1: Suppose $u$ is a classical solution of

$$
u_{t t}-\Delta u=F^{\prime}(u)
$$

where $F(u) \leq 0$ for all $u$. Suppose that support of the initial data for $u$ is contained in the ball $B_{L}=\left\{\vec{x} \in \mathbf{R}^{n}| | \vec{x} \mid \leq L\right\}$, that is, $\operatorname{supp} u(\vec{x}, 0) \subset B_{L}$ and $\operatorname{supp}$ $u_{t}(\vec{x}, 0) \subset B_{L}$. Then the spatial support of $u(\vec{x}, t)$ is contained in

$$
B_{L+|t|}=\left\{\vec{x} \in \mathbf{R}^{n}| | \vec{x}|\leq L+|t|\} .\right.
$$

(Proof) Let $e[u]=\frac{1}{2}\left(u_{t}\right)^{2}+\frac{1}{2}|\nabla u|^{2}-F(u)$ and $\vec{p}[u]=-u_{t} \vec{\nabla} u$. We already know

$$
\begin{equation*}
\frac{\partial}{\partial t} e[u]+\vec{\nabla} \cdot \vec{p}[u]=0 \tag{3.2}
\end{equation*}
$$

Integrating (3.2) over the interior of some truncated light cone V, we obtain

$$
\begin{aligned}
0 & =\int_{V}\left(\frac{\partial}{\partial t} e[u]+\vec{\nabla} \cdot \vec{p}[u]\right) d^{n+1} x \\
& =\int_{V} D \cdot P d^{n+1} x \\
& =\int_{\partial V} P \cdot \hat{n} d s \\
& =\int_{T} P \cdot\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)+\int_{B} P \cdot\left(\begin{array}{c}
-1 \\
0 \\
0 \\
0
\end{array}\right)+\int_{K} P \cdot \hat{n} d s \\
& =\int_{T} e[u] d s-\int_{B} e[u] d s+\int_{K} \frac{1}{\sqrt{2}}(e[u]+\widehat{x} \cdot \vec{p}[u]) d s
\end{aligned}
$$

where

$$
P=\binom{e[u]}{p[u]}
$$

and the boundary of the truncated light cone V , that is $\partial V$, is composed of three parts, the top and bottom discs and the conical surface, $T, B$ and $K$ respectively, $d s$ is the element of surface on $\partial V$, and third equality comes from divergence theorem.

Therefore,

$$
\int_{T} e[u] d s-\int_{B} e[u] d s+\frac{1}{\sqrt{2}} \int_{K}\left(e[u]-u_{t} u_{r}\right) d s=0
$$

Next write

$$
e[u]-u_{t} u_{r}=\frac{1}{2}\left(u_{t}-u_{r}\right)^{2}+\frac{1}{2}\left(|\nabla u|^{2}-u_{r}^{2}\right)-F(u)
$$

Therefore, the quantity $e[u]-u_{t} u_{r} \geq 0$ because $F(u) \leq 0$.
So,

$$
\int_{T} e[u] d s=\int_{B} e[u] d s-\frac{1}{\sqrt{2}} \int_{K}\left(e[u]-u_{t} u_{r}\right) d s
$$

Now, apply this equality to a portion of a light cone with base B at time $t=0$, with $B \cap B_{L}$ empty. Because the initial data vanish outside $B_{L}, e[u]=0$ on the base B. Therefore,

$$
\int_{T} e[u] d s=-\frac{1}{\sqrt{2}} \int_{K}\left(e[u]-u_{t} u_{r}\right) d s
$$

Therefore, because $c[u]=u_{t} u_{r}$ is nonnegative

$$
\int_{T} \epsilon[u] d s=0=-\frac{1}{\sqrt{2}} \int\left(e[u]-u_{t} u_{r}\right) d s
$$

Since $e[u] \geq 0$ and $\int_{T} e[u] d s=0$, we have $e[u]=0$ on T. So $u_{t}=0$ and $\vec{\nabla} u=\overrightarrow{0}$ and $F(u)=0$ on T. This implies that $u=0$ on $T$. Repeating for any cone outside the stated support of solution, we get the support of $u$ is as stated. See ([22]).

Reduction of 3-dimension space problem to 1 -dimension problem.

We consider the initial value problem

$$
\begin{align*}
u_{t t}-\Delta u & =-k|u|^{p-1} u \\
u(x, 0) & =f(|\vec{x}|) \\
u_{t}(x, 0) & =g(|\vec{x}|) \tag{3.3}
\end{align*}
$$

where $x \in \mathbf{R}^{3}$.
In (3.3), the initial data depend only on the radial variable $|\vec{x}|=r$. Then it follows that the solution $u(x, t)$ to (3.3) depends only on $|\vec{x}|=r$ and $t$, that is, $u(\vec{x}, t)=u(r, t)$. Using the spherical coordinates, (3.3) is reduced to

$$
\begin{align*}
u_{t t}-\left(u_{r r}+\frac{2}{r} u_{r}\right) & =-k|u|^{p-1} u \\
u(r, 0) & =f(r) \\
u_{t}(r, 0) & =g(r) \tag{3.4}
\end{align*}
$$

Multiply by $r$ in (3.4) and note that $(r u)_{r r}=r\left(u_{r r}+\frac{2}{r} u_{r}\right)$ so (3.4) becomes

$$
\begin{align*}
(r u)_{t t}-(r u)_{r r} & =-k|u|^{p-1} u \\
(r u)(r, 0) & =r f(r) \\
(r u)_{t}(r, 0) & =r g(r) \tag{3.5}
\end{align*}
$$

Now, let $w(r, t)=r u(r, t)$. Then (3.5) becomes

$$
\begin{aligned}
w_{t t}-w_{r r} & =-k\left|\frac{w}{r}\right|^{p-1} w \\
w(r, 0) & =r f(r) \\
w_{\imath}(r, 0) & =r g(r)
\end{aligned}
$$

We compute solutions to this reduced problem.

## CHAPTER 4

## NUMERICAL TECHNIQUE

We consider the reduced initial value problem for $w=r u$

$$
\begin{align*}
w_{t t}-w_{r r} & =-k\left|\frac{w}{r}\right|^{p-1} w \\
w(r, 0) & =r f(r) \\
w_{t}(r, 0) & =r g(r) \tag{4.1}
\end{align*}
$$

where k is a constant and $r \geq 0, t \geq 0$. We will take one of $f$ or $g$ to be zero and spatial boundary condition $w(0, t)=0$ for all $t$ because $w(r, t)=r u(r, t)$ implies that $w(0, t)=0 u(0, t)=0$. We will encode this boundary condition in our algorithm.

Remark: Note that this is equivalent to solving the problem

$$
\begin{aligned}
w_{t t}-w_{x x} & =-k\left|\frac{w}{x}\right|^{p-1} w \\
w(x, 0) & =x f(|x|) \\
w_{t}(x, 0) & =x g(|x|)
\end{aligned}
$$

and then restricting to $x \geq 0$. This results in a solution $w(x, t)$ that is an odd function in $x$.

We use a centered-time and centered-space difference algorithm. For fixed $\Delta r$ and $\Delta t$, we define

$$
w_{j}^{n}=w(j \Delta r, n \Delta t)
$$

Then

$$
\frac{\partial^{2} w}{\partial t^{2}}(j \Delta r, n \Delta t)=\frac{1}{(\Delta t)^{2}}\left(w_{j}^{n+1}-2 w_{j}^{n}+w_{j}^{n-1}\right)+O\left((\Delta t)^{2}\right)
$$

$$
\frac{\partial^{2} w}{\partial r^{2}}(j \Delta r, n \Delta t)=\frac{1}{(\Delta r)^{2}}\left(w_{j+1}^{n}-2 w_{j}^{n}+w_{j-1}^{n}\right)+O\left((\Delta r)^{2}\right)
$$

For simplity, we take $\Delta t=\Delta r$. We substitute into

$$
w_{t t}-w_{r r}=-k\left|\frac{w}{r}\right|^{p-1} w
$$

and solve for $w_{j}^{n+1}$ :

$$
w_{j}^{n+1}=-w_{j}^{n-1}+w_{j+1}^{n}+w_{j-1}^{n}+O\left((\Delta t)^{4}\right)+(\Delta t)^{2}\left(-k\left|\frac{w_{j}^{n}}{j \Delta r}\right|^{p-1} w_{j}^{n}\right)
$$

for $n=1,2,3, \ldots$ and $j=1,2,3, \ldots$ We take boundary condition: $w_{0}^{n}=0$ for all $n$. Define

$$
f_{j}=(j \Delta r) f(j \Delta r) \quad \text { and } \quad g_{j}=(j \Delta r) g(j \Delta r) .
$$

Then one initial condition is $w_{j}^{0}=f_{j}$ for $j=0,1,2, \ldots$ To find the discrete version of the initial condition $w_{t}(x, 0)=x g(|x|)$, we consider the Taylor series

$$
\begin{aligned}
w_{j}^{1} & =w(j \Delta r, \Delta t) \\
& =w(j \Delta r, 0)+w_{t}(j \Delta r, 0) \Delta t+w_{t t}(j \Delta r, 0) \frac{(\Delta t)^{2}}{2} \\
& +w_{t t t}(j \Delta r, 0) \frac{(\Delta t)^{3}}{3!}+O\left((\Delta t)^{4}\right)
\end{aligned}
$$

Since $w_{t t}=w_{r r}-k\left|\frac{w}{r}\right|^{p-1} w$, we have $w_{t t t}=\left(w_{t}\right)_{r r}-k p\left|\frac{w}{r}\right|^{p-1} w_{t}$. Therefore

$$
w_{t t}(r, 0)=(r f(r))^{\prime \prime}-k\left|\frac{r f(r)}{r}\right|^{p-1} r f(r)
$$

and

$$
w_{t t t}(r, 0)=(r g(r))^{\prime \prime}-k_{p}\left|\frac{r f(r)}{r}\right|^{p-1} r g(r)
$$

Using the centered space derivatives

$$
(r f(r))^{\prime \prime}=\frac{1}{(\Delta r)^{2}}\left(f_{j+1}-2 f_{j}+f_{j-1}\right)+O\left((\Delta r)^{2}\right)
$$

and

$$
(r g(r))^{\prime \prime}=\frac{1}{(\Delta r)^{2}}\left(g_{j+1}-2 g_{j}+g_{j-1}\right)+O\left((\Delta r)^{2}\right)
$$

we find

$$
\begin{aligned}
w_{j}^{1}= & f_{j}+g_{j}(\Delta t) \\
& +\frac{1}{2}(\Delta t)^{2}\left(\frac{1}{(\Delta r)^{2}}\left(f_{j+1}-2 f_{j}+f_{j-1}\right)+O\left((\Delta r)^{2}\right)-k\left|\frac{f_{j}}{j(\Delta r)}\right|^{p-1} f_{j}\right)+ \\
& \frac{1}{6}(\Delta t)^{3}\left(\frac{1}{(\Delta r)^{2}}\left(g_{j+1}-2 g_{j}+g_{j-1}\right)+O\left((\Delta r)^{2}\right)-k p\left|\frac{f_{j}}{j \Delta r}\right|^{p-1} g_{j}\right) \\
& +O\left((\Delta t)^{4}\right) .
\end{aligned}
$$

We use no right hand boundary condition since we take initial data with compact support in an interval $[0, L]$, so that at each time $t>0$, the support of the solution is in $[0, L+t]$. Therefore, for each fixed $t$-value, we need only compute the solution at a finite number of $j$-values. That is, if the support of the initial data is in $[0, j \Delta r]$, then the spatial support of $w$ at time $n \Delta t$ will be in $\left[0,\left(j+n \frac{\Delta t}{\Delta r}\right) \Delta r\right]$.

Remark: If we use this scheme to integrate the linear equation with ( $k=0$ ), the result is in fact exact (up to machine precision) because the solution of the wave equation obeys

$$
w_{j}^{n+1}+w_{j}^{n-1}=w_{j+1}^{n}+w_{j-1}^{n}
$$

exactly. We get this from D'Alembert's formula for the solution in the linear case:

$$
2 w(r, t)=w(r-t, 0)+w(r+t, 0)+\int_{r-t}^{r+t} w_{t}(y, 0) d y
$$

## CHAPTER 5

## NUMERICAL RESULTS

We apply the numerical technique of Chapter 4 to numerically solve problem (4.1) in the cases of interest outlined in Chapter 2:
(Case 1)

$$
p=1+\frac{2}{n}=1+\frac{2}{3}=\frac{5}{3} \quad \text { and } \quad g(r)=0
$$

(Case 2)

$$
p=1+\frac{2}{n-1}=1+\frac{1}{1}=2 \quad \text { and } \quad f(r)=0
$$

For the nonvanishing initial data, Colombeau's formalism calls for a function in $\mathcal{A}_{1}$. Since the smoothness of the initial data beyond $C^{2}$ will not affect numerical solutions, we take the initial data to be a $C^{2}$-function $\psi$ with support in the unit ball, integral equal to 1 , and first moment equal to zero. Such a function on $\mathbf{R}^{3}$ is

$$
\psi(\vec{x})=\psi(|\vec{x}|)=\left\{\begin{array}{lll}
c\left(1-|\vec{x}|^{2}\right)^{3} & \text { if } & |\vec{x}| \leq 1  \tag{5.1}\\
0 & \text { if } & |\vec{x}| \geq 1
\end{array}\right.
$$

where the constant $c$ is determined by the condition

$$
\begin{gathered}
\int_{\mathbf{R}^{3}} \psi(\vec{x}) d^{3} x=1: \\
1=4 \pi \int_{0}^{1} c\left(1-r^{2}\right)^{3} r^{2} d r \Longrightarrow c=\frac{315}{64 \pi}
\end{gathered}
$$

We note $\int_{\mathbf{R}^{3}} \vec{x} \psi(\vec{x}) d^{3} x=0$ because $\psi$ depends only on $|\vec{x}|$, so the integral is odd. Thus we numerically solve the following equations.
(Case 1)

$$
\begin{align*}
w_{t t}-w_{r r} & =-k\left|\frac{w}{r}\right|^{\frac{2}{3}} w \\
w(r, 0) & =r \psi(r) \\
w_{t}(r, 0) & =0 \\
w(0, t) & =0 \tag{5.2}
\end{align*}
$$

(Case 2)

$$
\begin{align*}
w_{t t}-w_{r r} & =-k\left|\frac{w}{r}\right| w \\
w(r, 0) & =0 \\
w_{t}(r, 0) & =r \psi(r) \\
w(0, t) & =0 \tag{5.3}
\end{align*}
$$

for $r \geq 0, t \geq 0$.
Since the support of $\psi$ is in $[0,1]$, we begin by taking $\Delta r=\frac{1}{10}$. We solve the problems both with $k=0$ and $k=1$ to allow us check our numerical solutions in the linear case. Once we have computed a solution to a large $t$-value ( $t$ on the order of 100 ), we investigate the limits (2.4) and (2.14) as follows: We have $v(\vec{x}, t)=\frac{w(|\vec{x}|, t)}{|\vec{x}|}$, so
(Case 1)

$$
\begin{equation*}
u_{\epsilon}(\vec{x}, t)=\frac{1}{\epsilon^{3}} v\left(\frac{\vec{x}}{\epsilon}, \frac{t}{\epsilon}\right)=\frac{1}{\epsilon^{3}} \frac{\epsilon}{|\vec{x}|} w\left(\frac{|\vec{x}|}{\epsilon}, \frac{t}{\epsilon}\right) \tag{5.4}
\end{equation*}
$$

(Case 2)

$$
\begin{equation*}
u_{\epsilon}(\vec{x}, t)=\frac{1}{\epsilon^{2}} v\left(\frac{\vec{x}}{\epsilon}, \frac{t}{\epsilon}\right)=\frac{1}{\epsilon^{2}} \frac{\epsilon}{|\vec{x}|} w\left(\frac{|\vec{x}|}{\epsilon}, \frac{t}{\epsilon}\right) \tag{5.5}
\end{equation*}
$$

For $\phi \in \mathcal{D}\left(\mathbf{R}^{3+1}\right)$, define $\phi_{s} \in \mathcal{D}\left(\mathbf{R}^{1+1}\right)$ by

$$
\phi_{s}(r, s)=\int_{S_{1}(0)} \phi(r, \vec{x}, t) d^{2} \widehat{x}
$$

where $\vec{x}=r \widehat{x}$ are polar coordinates for $\vec{x}$ and the integration is over the unit sphere. Since $u_{\epsilon}(\vec{x}, t)$ is spherically symmetric in $\vec{x}$ for all times $t$, we have (Case 1)

$$
\begin{equation*}
\int_{\mathbf{R}^{3+1}} u_{\epsilon}(\vec{x}, t) \phi(\vec{x}, t) d^{3} x d t=\frac{1}{\epsilon^{2}} \int_{-\infty}^{\infty} d t \int_{0}^{\infty} r^{2} d r \frac{1}{r} w\left(\frac{r}{\epsilon}, \frac{t}{\epsilon}\right) \phi_{s}(r, t) \tag{5.6}
\end{equation*}
$$

(Case 2)

$$
\begin{equation*}
\int_{\mathbf{R}^{3+1}} u_{\epsilon}(\vec{x}, t) \phi(\vec{x}, t) d^{3} x d t=\frac{1}{\epsilon} \int_{-\infty}^{\infty} d t \int_{0}^{\infty} r^{2} d r \frac{1}{r} w\left(\frac{r}{\epsilon}, \frac{t}{\epsilon}\right) \phi_{s}(r, t) \tag{5.7}
\end{equation*}
$$

Making the change of variables $r^{\prime}=\frac{r}{\epsilon}$ and $t^{\prime}=\frac{t}{\epsilon}$ and dropping the primes, we are led to consider the limits as $\epsilon \longrightarrow 0$ of
(Case 1)

$$
\begin{equation*}
\int_{\mathbf{R}^{s+1}} u_{\epsilon}(\vec{x}, t) \phi(\vec{x}, t) d^{3} x d t=\epsilon \int_{-\infty}^{\infty} d t \int_{0}^{\infty} r d r w(r, t) \phi_{s}(\epsilon r \epsilon t) \tag{5.8}
\end{equation*}
$$

(Case 2)

$$
\begin{equation*}
\int_{\mathbf{R}^{3+1}} u_{\epsilon}(\vec{x}, t) \phi(\vec{x}, t) d^{3} x d t=\epsilon^{2} \int_{-\infty}^{\infty} d t \int_{0}^{\infty} r d r w(r, t) \phi_{s}(\epsilon r, \epsilon t) \tag{5.9}
\end{equation*}
$$

To get indication of whether or not these quantities converges as $\epsilon \longrightarrow 0$, we choose a specific test function $\phi_{s}$ and approximate the integrals by sums. Although $\phi$ and $\phi_{s}$ are in $C^{\infty}$, the numerical results will not depend on the smoothness of $\phi$ beyond continuity. So we take functions $\phi_{s}$ of the form

$$
\begin{equation*}
\phi_{s}(r, s)=\chi(a, b ; r, t) P(c ; r, t) \tag{5.10}
\end{equation*}
$$

where $\chi(a, b ; \cdot, \cdot)$ is the characteristic function of the rectangle $[0, a] \times[0, b]$, that is

$$
\chi(a, b ; r, t)= \begin{cases}1 & \text { if } \quad 0 \leq r \leq a \quad \text { and } \quad 0 \leq t \leq b \\ 0 & \text { otherwise }\end{cases}
$$

and where $P(c ; r, t)$ is a homogeneous polynomial of degree $c$ in $r$ and $t$. In particular, we have

$$
\phi_{s}(\epsilon r, \epsilon t)=\chi(a, b ; \epsilon r, \epsilon t) P(c ; \epsilon r ; \epsilon t)=\chi\left(\frac{a}{\epsilon}, \frac{b}{\epsilon} ; r, t\right) \epsilon^{c} P(c ; r, t)
$$

so, we consider
(Case 1)

$$
\begin{equation*}
\int_{\mathbf{R}^{3+1}} u_{\epsilon}(\vec{x}, t) \phi(\vec{x}, t) d^{3} x d t=\epsilon^{c+1} \int_{0}^{\frac{b}{\epsilon}} d t \int_{0}^{\frac{a}{\epsilon}} r d r w(r, t) P(c ; r, t) \tag{5.11}
\end{equation*}
$$

(Case 2)

$$
\begin{equation*}
\int_{\mathbf{R}^{3+1}} u_{\epsilon}(\vec{x}, t) \phi(\vec{x}, t) d^{3} x d t=\epsilon^{c+2} \int_{0}^{\frac{b}{\epsilon}} d t \int_{0}^{\frac{a}{\epsilon}} r d r w(r, t) P(c ; r, t) \tag{5.12}
\end{equation*}
$$

For convenience, we choose $a=1$ and $b=1$. Since we compute the values of $w(r, t)$ on a grid $\{(j \Delta x, n \Delta t) \mid j=0,1,2, \ldots$ and $n=0,1,2, \ldots\}$ we may approximate these integrals by sums:

$$
\int_{0}^{\frac{b}{\epsilon}} d t \int_{0}^{\frac{a}{\epsilon}} r d r w(r, t) P(r, t) \approx(\Delta t)(\Delta x)^{2} \sum_{n=0}^{M} \sum_{j=0}^{L} j w_{j}^{n} P(j \Delta x, n \Delta t)
$$

where $\epsilon=\left(\frac{b}{\Delta t}\right) \frac{1}{M}$ and $L=I N T\left[\left(\frac{a}{b}\right)\left(\frac{\Delta t}{\Delta r}\right) M\right]$.
Convergence of the sums
(Case 1)

$$
\begin{equation*}
A_{1}(M) \equiv\left(\frac{b^{c+1}(\Delta x)^{2}}{(\Delta t)^{c}}\right) \frac{1}{M^{c+1}} \sum_{n=0}^{M} \sum_{j=0}^{L} j w_{j}^{n} P(j \Delta x, n \Delta t) \tag{5.13}
\end{equation*}
$$

(Case 2)

$$
\begin{equation*}
A_{2}(M) \equiv\left(\frac{b^{c+2}(\Delta x)^{2}}{(\Delta t)^{c+1}}\right) \frac{1}{M^{c+2}} \sum_{n=0}^{M} \sum_{j=0}^{L} j w_{j}^{n} P(j \Delta x, n \Delta t) \tag{5.14}
\end{equation*}
$$

as $M \longrightarrow \infty$ is equivalent to convergence of (2.4) and (2.14), respectively.
We have computed numerical solutions to the initial value problems (5.2) and (5.3) with initial conditions given by (5.1) both in the linear case $k=0$ and the nonlinear case $k=1$. We find that the solutions to the nonlinear problems are very similar in general features to solutions of the corresponding linear problems. The
major difference between linear and nonlinear results occurs for small values of $r$, where the nonlinear term $-\left|\frac{w}{r}\right|^{p-1} w$ is not negligible. In particular, the solutions to the linear problems vanish in the region $\{(r, t) \mid t \geq 1+r\}$, but the solutions to the nonlinear problems are nonzero in that region. This difference is responsible for the convergence properties of the sums (5.13) and (5.14) in the nonlinear versus linear cases.

## Choice of test functions.

(Case 1)
For $t \geq 1$, the solution to linear problem (5.2) with $k=0$ consists of a translated copy of the function $r \psi(r)$. Specifically, $w(r, t)=(r-t) \psi(r-t)$ for $t \geq$ 1. Because $r \psi(r)>0$ for $0<r<1$ and $r \psi(r)<0$ for $-1<r<0$, the solution $w$ to the linear Problem (5.2) will be positive in the strip $r-1<t<r$ and will be negative in the strip $r<t<r+1$ for $t \geq 1$. We have found that solutions to the nonlinear problem (5.2) with $k=1$ are similar to those of the linear problem. We choose a test function $\phi$ to avoid accidental cancellations in the integral $u_{\epsilon}[\phi]$. We take the polynomial $p(r, t) \equiv r-t$ in (5.10) in Case 1 so that $\phi$ has the same sign as the solution to the linear problem (5.2).
(Case 2)
The solution to the linear problem (5.3) with $k=0$ is everywhere positive. In this case, we take the polynomial $p(r, t) \equiv t$ in (5.10) (We choose degree 1 for similarity to Case 1). Again, $\phi$ has the same sign as the solution to the linear problem (5.3).

Summary of results.

Figure 1 shows the sum $A_{1}(M)$ for the linear problem for $1 \leq M \leq 800$. This quantity is apparently asymtotically constant at approximate value $4 \times 10^{-4}$.

Our computed values show monotonic increase, with value $A_{1}(800) \approx 3.96 \times 10^{-4}$.
To check the accuracy of our computations, we have substituted the explicit solution formula

$$
w(r, t)=\frac{1}{2}((r-t) \psi(r-t)+(r+t) \psi(r+t))
$$

for the linear problem (5.2) into (5.6). With our choice

$$
\phi_{s}(r, s)=\chi(\Delta x, \Delta t ; r, s)(r-t)
$$

we can evaluate the integral explicitly.
Taking the limit $\epsilon \rightarrow 0$ with $\Delta x=\Delta t=\frac{1}{10}$, we find

$$
u_{\epsilon}[\phi] \rightarrow \frac{1}{800 \pi} \approx 3.979 \times 10^{-4}
$$

which gives excellent agreement with our computed values of $A_{1}\left(\frac{1}{\epsilon}\right)$. This asymptotic value is the value of $\lim _{\epsilon \rightarrow 0} u_{\epsilon}[\phi]=u[\phi]$ where u is the distribution solution to the linear problem (2.1) with $f(u)=0$.

Figure 2 shows the sum $A_{1}(M)$ for the nonlinear problem, as a function of $M$ for $1 \leq M \leq 800$. There is no numerical evidence to suggest that in the nonlinear case $A_{1}(M)$ converges as $M$ tends to infinity.

Figure 3 shows the sum $A_{2}(M)$ for the linear problem (5.3), as a function of $M$ for $1 \leq M \leq 800$. This quantity is apparently asymptotically constant, with value approximate $2.6 \times 10^{-5}$. Because $A_{2}(M)$ approximates $u_{\left(\frac{1}{M}\right)}[\phi]$, we expect in the linear case that $A_{2}(M)$ approaches the constant value

$$
\lim _{\epsilon \rightarrow 0} u_{\epsilon}[\phi]=u[\phi]
$$

where $u$ is the distribution solution to the linear problem (2.2) with $f(u)=0$. Our numerical results confirm these expectations.

Figure 4 shows the sum $A_{2}(M)$ for the nonlinear problem, as a function of $M$ for $1 \leq M \leq 800$. There is no numerical evidence to suggest that in the nonlinear case $A_{2}(M)$ converges as $M$ tends to infinity. We next investigate our computed solutions in more detail, to illustrate the mechanisms for the divergence of $A_{1}(M)$ and $A_{2}(M)$ in the nonlincar problems.

Figure 5 shows the solution $w(r, t)$ to problem (5.2) in the linear case $(\mathrm{k}=0)$. The plotted quantity is $w_{j}^{n} \equiv w(j \Delta x, n \Delta t)$ for $0 \leq j \leq 30$ and $0 \leq n \leq 20$. This computed solution is exact, up to machine precision, as mentioned earlier. This solution vanishes on the lines $t=r-1, t=r$ and $t=r+1$.

Figure 6 shows snapshots of the solution $w(r, t)$ to the linear problem in Case 1. Shown are $w_{j}^{n} \equiv w(j \Delta x, n \Delta t)$ as functions of $j(0 \leq j \leq 30)$ for the times with $n=0,1,2, \ldots, 14$.

Figure 7 shows the solution $w(r, t)$ to problem (5.2) in the nonlinear case $(\mathrm{k}=1)$. The plotted quantity is $w_{j}^{n} \equiv w(j \Delta x, n \Delta t)$ for $0 \leq j \leq 30 \quad$ and $\quad 0 \leq n \leq$ 20. This computed solution is very close to the solution to the linear problem.

We can see a slight difference between the linear and nonlinear cases by comparing Figure 6 and Figure 8. Figure 8 shows $w_{j}^{n}$ as a function of $j$ for the time steps $n=0,1,2, \ldots 14$ in the nonlinear case. Note that the traveling wave shape is slightly different, and that there is a small nonzero part of the solution in the region $t>r+1$ seen in Figure 8 that is absent in Figure 6.

To see the difference between the linear and nonlinear prblems in Case 1 more clearly, we plot the negative part of $r(r-t) w(r, t)$ for the solution $w$ to the nonlinear problem (5.2). The quantity $j(n-j) w_{j}^{n}$ appears in the summand of $A_{1}(M)$ and is responsible for the fact that $A_{1}(M)$ is not asymptotically constant as $M$ tends to infinity in the nonlinear problem. The negative part of $r(r-t) w(r, t)$ is identically zero for the solution $w$ to the linear problem (5.2).

Figure 9 shows the negative part of $r(r-t) w(r, t)$ for $0 \leq t \leq 200 \Delta t$ and
$0 \leq r \leq 211 \Delta r$ in the nonlinear problem. The integral of this quantity is responsible for the difference between the values of $A_{1}(200)$ in the linear and nonlinear cases.

We next consider the Case 2 problem (5.3).
Figure 10 shows the solution to the linear problem (5.3) ( $\mathrm{k}=0$ ).
Figure 11 shows the solution to the nonlinear problem (5.3) ( $\mathrm{k}=1$ ). Again, the solution are similar in structure.

Figure 12 shows snapshots of the solution to the linear problem in Case 2. Shown are $w_{j}^{n}$ as functions of $j(0 \leq j \leq 30)$ for the times $n=0,1,2, \ldots, 14$

Figure 13 shows snapshots of the solution to the nonlinear problem in Case 2, for the same $j$ and $n$ values as Figure 12. Note the small negative part of $w_{j}^{n}$ that develops as $n$ increases. This part of $w_{j}^{n}$ is responsible for the divergence of $u_{\epsilon}[\phi]$ that we observe in Case 2.

Figure 14 and Figure 15 show the negative part of $w(r, t)$ for the solution to the Case 2 nonlinear problem. This quantity is identically zero for the solution to the linear problem.

Figure 16 shows the solution $w(r, t)$ for large $t$ and large $r$. Note that the solution is negative in the region $r<t-1$. The solution to the linear problem is zero in that region.

## Conclusions from numerical studies.

The divergence as $\epsilon \longrightarrow 0$ the action on test functions of generalized function solution representatives is due to a very slight difference between solutions to the nonlinear and linear problems, over the large spacetime region. This divergence comes from solution values in the region $|t|>|r|+1$, where the linear solution is zero. The divergence appears to grow as a power of $\left(\frac{1}{\epsilon}\right)$ as $\epsilon$ tends to 0 .

In summary, we have shown that for a test function $\phi$, the quanties $u_{\epsilon}[\phi]$ apparently diverge as $\epsilon \longrightarrow 0$, in both Case 1 and Case 2. This implies that even our
mildly singular problems have generalized function solutions that are more singular than distributions. Because we chose these problems as among the most likely to have (ordinary) distribution solutions to nonlinear partial differential equations with singular initial data will never have distribution actions, but will be more singular, and correspondingly more complicated, than distributions. This implies that generalized function solutions to nonlinear partial differential equations with singular initial data cannot be expected to have any interpretation as conventional solutions. The fact that we must view generalized function solutions as equivalence classes of divergent representatives greatly limits the practical utility of generalized functions for solving nonlinear partial differential equations.

(Figure 1)
This shows the action of $u_{\epsilon}$ on $\phi$ for the linear problem ( $k=0$ ) in (Case 1), $u_{\epsilon}[\phi]$ where $\epsilon=\frac{10}{M}, \quad 1 \leq M \leq 800 \quad$ and $\quad \phi=(t-x) \quad$ on $\quad[0,1] \times[0,1]$

(Figure 2)
This shows the action of $u_{\epsilon}$ on $\phi$ for the nonlinear problem in (Case 1), $u_{\epsilon}[\phi] \quad$ where $\quad \Delta t=\frac{1}{10}, \quad \frac{1}{20}, \quad \frac{1}{40}, \quad \frac{1}{80} \quad$ and $\quad \epsilon=\frac{1}{M \Delta t}, \quad 1 \leq M \leq \frac{80}{\Delta t}$

(Figure 3)
This shows the action of $u_{\epsilon}$ on $\phi$ for the linear problem ( $\mathrm{k}=0$ ) in (Case 2), $u_{\epsilon}[\phi] \quad$ where $\quad \epsilon=\frac{10}{M}, \quad 1 \leq M \leq 800 \quad$ and $\quad \phi=t \quad$ on $\quad[0,1] \times[0,1]$

(Figure 4)
This shows the action of $u_{\epsilon}$ on $\phi$ for the nonlinear problem in (Case 2), $u_{\epsilon}[\phi] \quad$ where $\quad \Delta t=\frac{1}{10}, \quad \frac{1}{20}, \quad \frac{1}{40}, \quad \frac{1}{80} \quad$ and $\quad \epsilon=\frac{1}{M \Delta t}, \quad 1 \leq M \leq \frac{80}{\Delta t}$

(Figure 5)
This shows $w(r, t)$ in the linear problem ( $\mathrm{k}=0$ ) in (Case 1),

$$
w_{j}^{n} \equiv w(j \Delta x, n \Delta t) \quad \text { for } \quad 0 \leq j \leq 30, \quad 0 \leq n \leq 20
$$


(Figure 6)
Snapshots of the solution $w(r, t)$ to the linear problem ( $\mathrm{k}=0$ ) in (Case 1)

(Figure 7)
This shows $w(r, t)$ in the nonlinear problem in (Case 1),

$$
w_{j}^{n} \equiv w(j \Delta x, n \Delta t) \quad \text { for } \quad 0 \leq j \leq 30, \quad 0 \leq n \leq 20
$$


(Figure 8)
Snapshots of the solution $w(r, t)$ to the nonlinear problem in (Case 1) for

$$
0 \leq t \leq 14 \Delta t
$$


(Figure 9)
This shows the negative part of nonlinear (Case 1).
Explicity, this is a picture of $\frac{1}{2}\left[j(n-j) w_{j}^{n}-\mid j\left(n-j w_{j}^{n}\right]\right]$ for $0 \leq n \leq 200$, $0 \leq j \leq 211$

(Figure 10)
This shows $w(r, t)$ in the linear problem in (Case 2),

$$
w_{j}^{n} \equiv w(j \Delta x, n \Delta t) \quad \text { for } \quad 0 \leq j \leq 20, \quad 0 \leq n \leq 20
$$


(Figure 11)
This shows $w(r, t)$ in the nonlinear problem ( $\mathrm{k}=1$ ) in (Case 2),

$$
w_{j}^{n} \equiv w(j \Delta x, n \Delta t) \quad \text { for } \quad 0 \leq j \leq 30, \quad 0 \leq n \leq 30
$$


(Figure 12)
Snapshots of the solution $w(r, t)$ to the linear problem ( $k=0$ ) in (Case 2)

$$
0 \leq t \leq 14 \Delta t
$$


(Figure 13)
Snapshots of the solution $w(r, t)$ to the nonlinear problem in (Case 2)

$$
0 \leq t \leq 14 \Delta t
$$


(Figure 14)
This shows the negative part of nonlinear problem (Case 2).

(Figure ${ }^{15)}$
Another viewpoint for the graph of the negative part of $w(r, t)$ shown in
(Figure 14)

(Figure 16)
This shows the solution $w(r, t)$ in the nonlinear problem ( $\mathrm{k}=1$ ) in (Case 2) for

$$
70<t<80 \quad \text { and } \quad 69<r<81 .
$$
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