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Interfacial mechanical properties of adhesive joints are very crucial in board applications, 

including composites, multilayer structures, and biomedical devices. Establishing traction-

separation (T-S) relations for interfacial adhesion can evaluate mechanical and structural 

reliability, robustness, and failure criteria. Due to the short range of interfacial adhesion such as 

micro to nanoscale, accurate measurements of T-S relations remain challenging. The advent of 

machine learning (ML) became a promising tool to predict materials behaviors and establish 

data-driven mechanical models. In this study, we integrated a state-of-the-art ML method, finite 

element analysis (FEA), and standard experiments to develop data-driven models for 

characterizing the interfacial mechanical properties precisely. Macroscale force-displacement 

curves are derived from FEA with incorporation of double cantilever beam tests to generate the 

dataset for ML model. The eXtreme Gradient Boosting (XGBoost) multi-output regressions and 

classifier models are used to determine T-S relations with R2 score of 98.8% and locate 

imperfections at the interface with accuracy of around 80.8%. The outcome of the XGBoost 

models demonstrated accurate predictions and fast calculation speed, outperforming several 

other ML methods. Using 3D printed double cantilever beam specimens, the performance of the 

ML models is validated experimentally for different materials. Furthermore, a XGBoost model-

based package is designed to obtain different adhesive materials T-S relations without creating a 

database or training a model. 
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CHAPTER 1 

INTRODUCTION 

1.1 Overview 

Composite materials contain two or more distinctive property materials combined to 

achieve a new improved properties material.1 Fiber-matrix adhesion in composites, interphase of 

multilayered structures is required to enhance the mechanical properties in the application of 

vehicle structures, soft robotics, and aerospace.2,3 To mitigate interlaminar failure, delamination 

in composites, and fiber-matrix debonding, interlaminar failure theory has become quite popular 

to investigate the adhesion property. To evaluate the structural reliability of composites, the 

interfacial property plays a crucial role as it directly impacts the mechanism of load transfer.4 

Furthermore, enhanced mechanical properties of the composite can be ensured by resilient 

interface adhesion.    

Due to the advent of composite materials, multi-layer structures in commercial 

manufacturing, the reliability of fiber-matrix adhesion has expanded to carry materials with 

higher performance levels. The cohesive zone method has been used to determine the damage 

mechanism through the traction-separation (T-S) relationship.5 Obtaining an exact T-S 

relationship is difficult due to the complex relationship and microscale interaction involvement. 

For a comprehensive understanding of the fundamental mechanism of adhesion, extensive 

experimental explorations of cohesive behavior are required alongside finite element modeling.6–

9  Recently, the implementation of machine learning (ML) is becoming an effective approach in 

accurately capturing and predicting the highly complex data set.10–14 Modeling the interlayer 

delamination using finite element analysis with the combination of ML approach can facilitate a 

better understanding of the behavior of the interface. 
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1.2 Problem Statement 

Interfacial mechanical properties are important in composite materials and their 

applications, including vehicle structures, soft robotics, and aerospace. Determination of traction-

separation (T-S) relations at interfaces can lead to evaluations of structural reliability, 

mechanical robustness, and failures in composites. Acquiring precise measurements of T-S 

relations remains challenging, since many studies indicates that intrinsic interfacial interaction 

generally happens at several nm range.15,16 Furthermore, determining T-S relations 

experimentally requires extra measurements with an extensive and time-consuming setup.  

1.3 Objective 

The purpose of this study is to characterize the interfacial properties of a scalable wide 

range of material systems to overcome intricate, time-consuming setup procedures. A data-

driven model for predicting the interfacial behavior of composite materials and establishing their 

mechanical models has become more and more efficient with the advent of machine learning 

(ML). This research aims to achieve the following objectives: 

1. Quantify T-S relationships by developing a data-driven ML approach based on finite 
element analysis. Validate the ML model performance using experimental data on 
different materials. 

2. Identify the location of interfacial imperfections via mechanical property fluctuation.  

3. Develop a package based on the XGBoost regression model to facilitate users with 
interface T-S relations using F-D data without additional database setup.   
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CHAPTER 2 

LITERATURE REVIEW 

Interfacial mechanical properties quantify adhesion interactions between two surfaces at 

the microscale and are critical to the performance of heterogeneous engineering materials, such 

as multilayer structural materials and fiber reinforced composites.3,4,17,18 Multilayer structural 

materials rely on interfacial mechanical properties to resist stress concentrations and to maintain 

structural integrity.3 In addition, fiber reinforced composites highly rely on the interface between 

fiber and matrix, as it determines strength and stiffness.19,20 Key interfacial properties, including 

fracture toughness and interfacial strength, can be measured via combination of numerical 

simulations and multiscale physical experiments, such as standard double cantilever beam (DCB) 

tests to in-situ scanning electronic microscope (SEM) fiber pull-out tests.5,6,21–23 The DCB tests 

measure the fracture toughness of the interface and interfacial adhesion by calculating the critical 

energy release rate of the specimen by inducing controlled loads during crack propagation.24–26 

Alternatively, the in-situ fiber pull-out test assess the direct measurement of the interfacial 

strength by pulling out fibers from the matrix simulating the controlled conditions and 

characterize the interfacial shear strength, and energy dissipation mechanisms.27 In addition to 

parameters such as total toughness and averaged interfacial strength, establishing a traction-

separation (T-S) relation can fully quantify interfacial adhesion, understand crack propagation 

and fracture,7 and thus lead to the novel design and fabrication of high-performance 

composites.28–31 

Cohesive zone approach is employed to analyze the localized fracture and crack 

propagation of the material to capture the crack growth and fracture characteristics of the 

materials. Bonded interface in cohesive zone is divided into two region damage initiation in the 
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crack tip and damage evolution in the separated material. Figure 2.1 represent the cohesive zone 

in the composite layer and the behavior of the traction-separation (T-S) law. The cohesive zone 

is characterized by the T-S law which represents the relation between the applied force and 

corresponding displacement of interfaces in materials. Under loading conditions, the T-S law 

describes the behavior of materials at interfaces when cracks propagate. Delamination causes 

degradation of material stiffness which can be obtained from the traction-separation law. In 

addition, T-S law specifies the cohesive behavior of material in localized areas of damage where 

debonding occurred. 

 
Figure 2.1: Representation of 3D cohesive element along with the triangular form of T-S law.32  

 
The T-S law can be expressed by defining the critical tensile failure stress of the 

interface, the shape of the traction-separation law and the critical energy release rate. There are 

several shapes of T-S laws, including (a) Dugdale form, (b) Triangular form, (c) Lennard-Jones 

form, (d) polynomial form, (e) Linear form and so on, shown in Figure 2.2. T-S law is commonly 

defined in the triangular form, where normal traction and crack opening separation are used for 

fracture mode in order to define the relationship.33 There are four modes of interlamination 

failure - (a) Mode-1 failure, (b) Mode-2 failure, (c) Mode-3 failure and (d) Mixed mode failure.  
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Figure 2.2: Stress-separation relationship for Dugdale form, Lennard-Jones form and two 

triangular form shape of the T-S law.8 

 
Mode I failure is the most common type of failure where the crack propagates along the 

adhesive layer. Mode II failure is caused by tension in the adhesive layer and mode III failure is 

driven by shear failure in the adhesive layer. Mixed mode failure is caused by a combination of 

two or more of these modes.34–36  

The cohesive T-S law of triangular form is expressed in equation (1).33 

𝑡𝑡𝑛𝑛 =  𝑑𝑑
1−𝑑𝑑

 ∆𝑛𝑛
∆𝑛𝑛𝑛𝑛

 𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚
𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖

  (1) 

where, 𝑡𝑡𝑛𝑛 is cohesive normal traction, ∆𝑛𝑛 is the crack opening displacement, ∆𝑛𝑛𝑛𝑛 is the critical 

opening displacement, d is the damage parameter, 𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖 is the initial damage parameter, and 𝜎𝜎𝑚𝑚𝑎𝑎𝑥𝑥 

is the tensile cohesive failure strength. The damage parameter can be define as-37 

 d = ∆𝑓𝑓�𝑟𝑟
𝑡𝑡−𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖�

𝑟𝑟𝑡𝑡�∆𝑓𝑓−𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖�
  (2) 

where, ∆𝑓𝑓 represent the displacement for fully damaged interface, 𝑟𝑟𝑡𝑡 represent the time 

dependent damage threshold. 

The total energy release rate of mode I failure is expressed as equation (3).37 
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 𝐺𝐺𝐼𝐼𝐼𝐼 =  1
2
𝑘𝑘𝐼𝐼∆𝑛𝑛∆𝑛𝑛𝑛𝑛    (3) 

where 𝑘𝑘𝐼𝐼 represent the penalty stiffness for mode I. 

 
Figure 2.3: Experimental setup to determine the interface T-S relation. (a) Schematic of the setup of 
DCB test along with grey scale and color interferometric images. AFM tip images of (b) flat surface, 

(c) height maps.6,8,40   

 
Multiple types of T-S relations have been proposed8,38,39 based on mathematical 

approximations (such as Dugdale and triangular forms)8,39,40 or physical observations (such as 

Lennard-Jones potential) to analyze the interfacial fracture characteristics.41,42 The delamination 

behavior of interfaces has been analyzed using the cohesive zone method, constitutive models by 

simulating crack initiation and growth to emphasize the parameters.43 Due to the nature of short 

adhesion range, it requires high resolution experiments and imaging, such as atomic force 

microscopy (AFM)8,40,44,45 and optical interferometric measurements,6,7 together with numerical 

and theoretical analysis to fully establish T-S relations, shown in Figure 2.3. For example, to 
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determine an intrinsic T-S relation of a single asperity contact, both AFM experimental pull-off 

forces and results from FEA and Maugis-Dugdale-n analytical model9 are obtained. Then, 

iterative fittings using varying work of adhesion and range of adhesion are performed to match 

numerical and theoretical results with experimental data and finally establish the T-S relation.8,40 

Another example that to establish T-S relations in relating with the characterized crack tip, DCB 

tests with in-situ interferometric measurements (~20 nm resolution) of normal crack opening 

displacements along with J-integral analytical solution have been performed and compared with 

FEA approach.6,7 In another instance, strength degradation and energy dissipation were evaluated 

based on the proposed new energy-based criteria to address the interdependence between damage 

and fracture criteria for mixed-mode loading.43 

Recently, predictive machine learning (ML) is an emerging research area and a promising 

tool in prediction of the mechanical properties and design of materials.46–48 The ML methods 

effectively learn on experimental or simulated data, and efficiently predict complicated data 

patterns or trends.49 Supervised learning algorithms are a subset of ML methods, where models 

are trained with both input and output in training dataset. The underlying ML algorithms 

establish a pattern and predict targets based on input in testing dataset.50 In interfacial science, 

recent works have advanced the prediction of interface fracture patterns, crack propagations, and 

interfacial thermodynamic constraints through supervised ML methods, 51–55 such as neural and 

deep material networks. While previous studies focus on specific types of materials, failure 

around known defects, or algorithm developments, still lacking are data-driven models that can 

establish intrinsic T-S relations and capture imperfections and can be generalized for different 

material interfaces.  

In this study, a data-driven models are developed based on FEA, ML, and mechanical 
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experiments that quantify the T-S relations as well as identify locations of interfacial 

imperfections. The details of FEA simulation, ML model creation and procedure of the 

experimental validation are discussed in Chapter 4. The established eXtreme Gradient Boosting 

(XGBoost) ML models provided an efficient and convenient approach for characterizing 

interfacial properties in a wide range of material systems and discussed in Chapter 5. In Chapter 

5, multi-output XGBoost models are demonstrated where XGBoost outperformed other ML 

models and predicted the microscale T-S relations with high precision through training on 

macroscale force-displacement (F-D) curves. Furthermore, experimental evaluations on several 

3D printed material systems are performed and obtain agreeable F-D curves from experiments 

and FEA results using ML learned T-S relations. Additionally, to locate interfacial 

imperfections, a classification model is developed with a higher accuracy. To make impact out of 

this research work, a package has been developed based on the XGBoost regression model, 

which can facilitate the users to obtain T-S relations for their own F-D data without additional 

database establishment or model training.  
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CHAPTER 3 

MACHINE LEARNING APPROACHES 

ML model is a method which learns patterns and relationships in the data by utilizing the 

algorithm to generalize and predict the unforeseen data with accuracy. There are several types of 

ML approaches including supervised, unsupervised and reinforcement learning. Among them 

supervised learning approach are quite popular for labeled training data which consists of input 

features and corresponding target variables. The datasets are trained for learning the example and 

determining the underlying patterns and relationships between the features and variables. In 

addition, regression models are a subset of supervised learning algorithms designed for 

predicting continuous numerical values. In regression model, a mathematical relationship 

captures and learn the trend between the input features and the target variable. 

3.1 XGBoost 

In the field of mechanical engineering, the application of XGBoost has been quite 

efficient in predicting mechanical properties with the incorporation of generalized 

micromechanics. As an example, the XGBoost ML model conducted the parametric study to 

reduce the extensive experimentation in finding the optimal design variables and effect of 

mechanical properties.56 XGBoost stands for Extreme Gradient Boosting, where it uses gradient 

boosting algorithm with regularization techniques to obtain robust predictive model. Gradient 

Boosting is an ensemble learning approach where multiple weak learners are trained sequentially 

to improve the prediction accuracy of the previous models. The main goal of the XGBoost 

models is to build an iterative ensemble of decision trees by minimizing objective functions, 

shown in Figure 3.1. The minimization of the objective function is a combination of the loss 

function and regularization.  
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Figure 3.1: Workflow of XGBoost Model 

 
The objective functions are shown in equation (4).57 

 𝑍𝑍 =  ∑ 𝑙𝑙(𝑜𝑜𝑖𝑖, 𝑜𝑜𝚤𝚤�)𝑛𝑛
𝑖𝑖=1 +  ∑ 𝛺𝛺 �𝑓𝑓𝑝𝑝�𝑡𝑡

𝑝𝑝=1    (4) 

where, n is the total numbers of data in the p-th tree, i is the sample of dataset, and t is the total 

number of trees. 𝑙𝑙(𝑜𝑜𝑖𝑖, 𝑜𝑜𝚤𝚤�) represent the individual loss for each sample in the training set for 

dependent variable 𝑜𝑜𝑖𝑖 and its predicted value 𝑜𝑜𝚤𝚤�  shown in equation (5). 𝛺𝛺 �𝑓𝑓𝑝𝑝� represents the 

regularization term, which penalizes the complexity of the model and mitigate the tendency of 

the overfitting, where 𝑓𝑓𝑝𝑝 represents the t-th tree in the ensemble, shown in equation (6).57 

𝑙𝑙(𝑜𝑜𝑖𝑖, 𝑜𝑜𝚤𝚤�) =  ∑ (𝑜𝑜𝑖𝑖 − 𝑜𝑜𝚤𝚤�)2𝑛𝑛
𝑖𝑖−1   (5) 

𝛺𝛺 �𝑓𝑓𝑝𝑝� =  𝛾𝛾𝛾𝛾 +  1
2
𝜆𝜆 ∑ 𝑤𝑤𝑏𝑏

2𝑇𝑇
𝑏𝑏−1    (6) 

where, T is the total number of leaf nodes in the decision tree, b represents each leaf in a node, w 

is the weight of the leaf node, 𝛾𝛾 maintain the complexity of the trees and 𝜆𝜆 are the regularization 

parameters. 

The objective function iterates at j-th times with gradient function to create a boosted 

models for independent variable/features 𝑥𝑥𝑖𝑖, shown in equation (7).57 
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𝑍𝑍𝑗𝑗 =  ∑ �𝑙𝑙�𝑜𝑜𝑖𝑖, 𝑜𝑜𝚤𝚤�
𝑗𝑗−1� + 𝜕𝜕𝑜𝑜𝚤𝚤� 𝑗𝑗−1𝑙𝑙�𝑜𝑜𝑖𝑖, 𝑜𝑜𝚤𝚤�

𝑗𝑗−1�𝑓𝑓𝑗𝑗(𝑥𝑥𝑖𝑖) + 1
2
𝜕𝜕𝑜𝑜𝚤𝚤� 𝑗𝑗−1
2 𝑙𝑙�𝑜𝑜𝑖𝑖 , 𝑜𝑜𝚤𝚤�

𝑗𝑗−1�𝑓𝑓𝑗𝑗2(𝑥𝑥𝑖𝑖)� 𝑛𝑛
𝑖𝑖=1 +  𝛺𝛺 �𝑓𝑓𝑗𝑗�   (7) 

Here, 𝜕𝜕𝑜𝑜𝚤𝚤� 𝑗𝑗−1𝑙𝑙�𝑜𝑜𝑖𝑖, 𝑜𝑜𝚤𝚤�
𝑗𝑗−1�𝑓𝑓𝑗𝑗(𝑥𝑥𝑖𝑖) and 𝜕𝜕𝑜𝑜𝚤𝚤� 𝑗𝑗−1

2 𝑙𝑙�𝑜𝑜𝑖𝑖, 𝑜𝑜𝚤𝚤�
𝑗𝑗−1�𝑓𝑓𝑗𝑗2(𝑥𝑥𝑖𝑖) represent the first and second order 

derivative of the loss function for corresponding features in each iteration.  

3.2 Random Forest 

Random forest has been implemented to predict composite mechanical properties for 

optimizing design space considering the framework of advanced material design.58 For instances, 

random forest was employed to predict delamination locations in composite plates accurately and 

facilitate the design of advanced materials structures.59 Random forest is an ensemble model 

where it integrates prediction of multiple decision tree to capture the relation between features 

and targeted variables. A random forest is a series of decision trees trained using bagging/ 

bootstrap aggregating in order to increase the overall accuracy of prediction. Furthermore, 

Random Forest incorporates randomness to feature selections while expanding the length of 

decision trees, since it searches for the best features in a random subset during the splitting of 

nodes. In each node, the algorithm finds the most optimal split to minimize the predicted error 

based on the loss function such as mean squared error or mean absolute error. Each decision tree 

expands using different bootstrap sample and random feature subset and all the decision tree 

prediction combine in the final ensemble.  

The forest average prediction of the random forest model can be expressed as-60 

𝑓𝑓𝑛𝑛𝑀𝑀(𝑥𝑥) =  1
𝑀𝑀

 ∑ 1
𝑁𝑁𝐴𝐴𝑛𝑛(𝑥𝑥)

∑𝑌𝑌𝑖𝑖𝑀𝑀
𝑖𝑖=1   (8) 

Here, M represents the number of trees, 𝑁𝑁𝐴𝐴𝑛𝑛(𝑥𝑥) the number of the estimation points of each 

tree, 𝑌𝑌𝑖𝑖 denotes the prediction of the tree. 
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3.3 Artificial Neural Network 

The application of ML techniques, particularly artificial neural networks (ANN), in 

interface-related problems demonstrate the potential to accurately capture the complex nature of 

interfacial phenomena. To illustrate, ANN has been deployed for non-intrusive materials 

informatics methods in synthetic microstructure space to study interface impact.61 Furthermore, 

the application of ANN has been used for predicting composite mechanical properties based on 

process parameters, for molecular dynamics simulation at atomic scale with traction-separation 

relation of grain boundary interfaces.62,63 ANN is a ML algorithm that consists of interconnected 

neurons organized through layers, and the model is trained to adjust the weights and biases of 

these neurons to minimize prediction error. Typically, neural networks have three layers: an 

input layer, a hidden layer, and an output layer. Each layer is interconnected with adjacent layers 

through neurons moving in the forward direction. In forward propagation, inputs are fed into the 

network and pass through each layer where an activation function is applied to calculate the 

biases and weighted sum of the inputs. A feed forward process iterates for a defined period to 

reach the best prediction with a reduced amount of computation power and processing time. The 

neuron function model can be defined as –64 

𝑦𝑦 = ∅(𝐴𝐴(𝑥𝑥))    (9) 

where ∅ is nonlinear function with interval [-1,1]. 𝐴𝐴(𝑥𝑥) represents the activation function of the 

neurons and simplification term shown in equation (10).64 

𝐴𝐴(𝑥𝑥) =  𝜃𝜃 +  ∑ 𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖𝑁𝑁
𝑖𝑖=1   (10) 

Here, 𝑥𝑥𝑖𝑖 is the i-th input among the N neuron possessed, 𝑤𝑤𝑖𝑖 is the i-th weight, and θ is the neuron 

threshold. 

The effect of the weight in the loss function for feed-forward propagation can be 
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expressed using the partial derivative, shown in (11) equation.64  

𝜕𝜕𝜕𝜕
𝜕𝜕𝑤𝑤1

=  𝜕𝜕𝜕𝜕
𝜕𝜕𝑦𝑦�

 𝜕𝜕𝑦𝑦�
𝜕𝜕𝐴𝐴1

 𝜕𝜕𝐴𝐴1
𝜕𝜕𝑤𝑤1

   (11) 

Here, L represent the loss function which can be calculated using the mean squared error. 𝑦𝑦� 

represent the prediction. 

3.4 Support Vector Regression 

In the domain of interfaces, the interfacial properties such as surface energy and adhesion 

strength, can enable the design and optimization of tailored interfaces with desired characteristics 

for specific applications deploying ML techniques. Support vector regression (SVR) can predict 

composite mechanical properties, demonstrating the effectiveness of ML techniques in capturing 

complex interactions at material interfaces and accurately estimating material behavior. For 

example, SVR has been utilized to generalize the characterization of nanoscale adhesion using 

topological roughness parameters for different materials and interfaces.55 SVR is a regression 

based ML model to predict accurately continuous numeric value and capture the complex pattern 

in the data. A key objective of SVR is to find an optimal hyperplane in a high-dimensional 

feature space by minimizing the loss function and specifying the margin tolerance. Furthermore, 

SVR can be applied to nonlinear relationships using kernels that transform the data into a higher 

dimensional space and capture the relationship. The objective function of the SVR expressed in 

equation (12).65 

𝑍𝑍 = 𝐶𝐶 ∑ 𝐿𝐿(𝑦𝑦𝑖𝑖,𝑦𝑦𝚤𝚤�) +  1
2

𝑁𝑁
𝑖𝑖=1  ‖𝑤𝑤‖2  (12) 

Here, 𝑦𝑦𝚤𝚤� = 𝑓𝑓(𝑥𝑥𝑖𝑖) =  𝑤𝑤𝑇𝑇𝑥𝑥𝑖𝑖 + 𝑏𝑏 and 𝐶𝐶 =  1
𝜆𝜆� , is the regularization term. The margin constraint 

can be represented as equation (13).65 

|𝑦𝑦𝑖𝑖 − 𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖| ≤ 𝜀𝜀 + |𝜉𝜉𝑖𝑖|  (13) 
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After adding the margin/ slack constraint the objective function can be rewritten in 

equation (14).65 

𝑍𝑍 = 𝐶𝐶 ∑ |𝜉𝜉𝑖𝑖| +  1
2

𝑁𝑁
𝑖𝑖=1  ‖𝑤𝑤‖2   (14) 
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CHAPTER 4 

MATERIALS AND METHOD 

4.1 Database Collection via FEA 

Double cantilever beam (DCB) specimens were established as 2D plane strain models in 

Abaqus® 2020. A layer of cohesive elements (70 mm × 0.1 mm, element type: COH2D4) was 

sandwiched between two solid beams (100 mm × 5 mm, element type: CPE4R). Mesh 

convergence check was done by carrying out simulations with 4 meshing sizes of about 1.5 times 

differences in sequence, namely 0.23, 0.15, 0.1, and 0.07 mm, shown in Figure 4.1. To mimic the 

DCB tests, a vertical displacement of 10 mm was applied on one beam at a distance of 25 mm 

away from the initial crack tip and a fixed boundary condition was applied at the corresponding 

location on another beam. Force was collected as a function of displacement from the 

simulations. To establish the database, triangular traction-separation relation was used with 

normal stiffness ranging from 20 kPa/mm to 2 GPa/mm, maximum strength from 0.2 kPa to 200 

MPa, and energy dissipation from 2 mJ/m2 to 60 kJ/m2. The interfacial normal stiffness is 

selected uniformly by 30 intervals. For each value of interfacial stiffness, for example 100 

MPa/mm, 10 uniformly distributed cases of interface strength from 1 to 10 MPa are selected. 

Then, for each interfacial stiffness and strength, 5 cases of energy dissipation are selected 

uniformly, specifically 𝐺𝐺 = 𝑐𝑐𝜎𝜎2
2𝐸𝐸𝑛𝑛�  where c is a prefactor varying from 2 to 6 uniformly. The 

upper and lower bounds of these parameters were extensively selected to allow the database to 

include large enough ranges for ML. In total, 1500 simulations were performed, and their 

corresponding T-S relations and F-D curves were discretized into 500 and 1000 features, 

respectively, for the purpose of ML.  

For non-triangular traction-separation relations, including Lennard-Jones potential and 
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ML results from experiments, tabular function was utilized when defining the damage evolution 

for cohesive elements. For interfaces with imperfections, a MATLAB® code was generated to 

read Abaqus input files, randomly select and remove interfacial cohesive zone elements, and 

rewrite new input files by batch. Additional 780 cases with interfacial imperfection ratio 5% to 

30% were produced. For each case, a F-D curve and the locations of imperfections were 

generated for ML. 

 
Figure 4.1: Convergence tests results of the four different sizes of FEA meshes (0.23 mm, 0.15 mm, 

0.1 mm, and 0.07 mm). 
 

4.2 Predictive ML Models 

Common supervised ML regression models include SVR, RF, ANN, and boosted tree 

based models, such as XGBoost.66 In this work, we particularly concentrated on the XGBoost 

algorithm as it showed competitive performance compared to other advanced ML algorithms.67 

Additionally, XGBoost algorithm delivers a good generalization and speed through building tree-

based ensemble technique.68 We established our multi-output regression models according to 

XGBoost68 and scikit-learn69 ML packages. The XGBoost model was an association of gradient 

decision trees with enhanced speed and performance.68 It created a model where residuals were 
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calculated from the prior model and combined to forecast the final prediction. We split the 

datasets by 70/30 rule, where we trained the ML model using 70% data. The remaining 30% was 

the testing data to evaluate each model. Before training the models, we performed an extensive 

grid search using training data to determine optimal parameters. In grid search, we set maximum 

depth in a range between 6 - 18, learning rate 0.06-0.4, and subsample 0.2-0.6 with 4 fold-cross 

validation in order to obtain reliable results. We determined the optimal parameters for XGBoost 

as linear regression for the objective function, 16 for the maximum depth of the decision trees, 0 

for γ, 0.5 for subsample to control overfitting, and 0.08 for the learning rate. We calculated 

median R2 score for training data along with the test data. The median of R2 score for the training 

and test data were 0.999 and 0.988, respectively. The difference between training and test data 

was about 1% and R2 score on test was close to 1, which indicates the model was neither 

overfitting nor underfitting.70,71 ML models were applied to 1500 samples, where each sample 

contained 1000 input features of F-D curves and 500 output features of T-S relation. To deal 

with multiple features, we tested both direct and chained multi-output regression methods. The 

detailed algorithm flows can be found in literatures.72,73 In direct multi-output regression, each 

feature in the output was treated as an independent target variable for prediction. Each sample 

was divided into 500 (number of output features) separate problems. In chained multi-output 

regression, it creates a linear sequence of models for each sample, where predicted output 

features in previous steps were used together with input features to predict next feature.69,74–76 

Therefore, our multi-output models with 1500 samples and 500 output features each are 

equivalent to a data size of 1500×500 = 750,000 in single output models. We have applied both 

approaches and the direct multioutput regressor shows slightly better performance. Convergence 

tests were carried out on XGBoost model, using 10 sample sizes from 105 to 1050 samples and 
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resulting in a converged R2 score at 0.988, shown in Figure 4.2(a).  

In addition to XGBoost, we employed other three algorithms for comparison, namely 

SVR, ANN, and RF.77–79 Optimal parameters for all these models were selected via grid search. 

In SVR, we used radial basis function (rbf) kernel with C=1000 as regularization parameter and 

ɛ=0.001 that associated with a training loss function. In RF algorithm, multiple decision trees 

were constructed to calculate the mean from all the trees. We found that 100 decision trees and 

maximum depth of 10 for those trees were optimal from a grid search. Finally, we used ANN 

that had capabilities of learning from sequential data and consisted of several hidden layers.80 In 

this work, we applied 2 hidden layers with 200 neurons in each. 

 
Figure 4.2: Convergence tests result for XGBoost ML model (a) R2 scores in the T-S predictions, 

and (b) accuracy results in the imperfections predictions. 

 
Regarding the interface imperfection task, we used XGBoost classifier for predicting 

locations of imperfection, where the label 1 indicated as perfectly bonded interface and 0 

indicated as an imperfection (void). Similar to the regression models, we used 780 samples and 

350 output features each to establish our multi-output classification models. The convergence 

tests of 7 sample sizes from 78 to 546 samples were performed and accuracy converged to 0.808, 
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shown in Figure 4.2(b). To work with the classification task, we set logistic regression as the 

objective function and applied another grid search. The grid search set a range of 200-350 for the 

number of trees, 6-10 for the maximum depth, 0.005-0.1 for the learning rate, and 0.5-7 for L2 

regularization, respectively. As a result, we used linear regression with 300 for optimal number 

of trees, 6 for maximum depth, 0.008 for the learning rate, and 5 for L2 regularization. In 

addition, three other ML models, specifically SVC, ANN classification, and RF classification, 

were tested. We utilized a grid search mechanism as before to obtain the optimal parameters. For 

RF classifier, we used 100 as number of trees in the forest, 6 for maximum depth of trees, 5 for 

minimum number of samples required to split an internal node, 2 for minimum number of 

samples to be required at a leaf node. In ANN classification, we applied one hidden layer with 

100 neurons, ‘tanh’ activation function for the hidden layer, α= 0.0001 for L2 regularization, and 

a stochastic gradient descent (sgd) solver for weight optimization. For SVC model, we used the 

rbf kernel, γ= 1 for kernel coefficient, and C= 0.1 for regularization parameter.69,77–79  

4.3 Double Cantilever Beam (DCB) Experiments 

DCB specimens of different material systems were prepared by 3D printing. The material 

systems included epoxy-epoxy, epoxy-carbon fiber (CF) composites, and polymer-silicone 

interfaces. We 3D printed epoxy and its composites into DCB specimens using direct ink writing 

(DIW) method. The inks were prepared based on our previously reported literature.81 Briefly, 

epoxide resin (Epon 826®) was mixed with cross-linkers (Epikure W®, 25 wt%, and Epikure 

3140®, 5 wt%), and silica nanoparticles (EH-5®, 13 wt%) using a planetary mixer. Carbon fibers 

(10 wt%) were added to the mixture to prepare the epoxy-CF composite ink. The as-prepared 

inks were 3D printed by DIW technique using a Hyrel 3D SR Engine® printer with a nozzle size 

of 0.3 mm, layer height of 0.15 mm, and a printing speed of 10 mm/s. After printing, the 
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materials were thermally cured at 150 ⁰C for 10 hrs. For polymer-silicone samples, we used 

stereolithography (SLA) to 3D print polymer beams (Formlab® Tough resin), which were then 

washed by isopropyl alcohol (IPA) and cured at 60 oC for 60 min. Then, a layer of silicone glue 

was applied at interface and cured at room temperature for at least 2 hrs. The polymer-silicone 

samples had a beam thickness of 5 mm, a beam width of 20 mm, a length of 100 mm and an 

initial crack length of 25 mm (ASTM D5528 standard). A scaling factor of 0.8 was used for 

epoxy and epoxy-CF samples to reduce the 3D printing time. Different material properties were 

considered in FEA validations, where 𝐸𝐸𝑝𝑝𝑝𝑝𝑝𝑝=1.5 GPa for SLA printed polymer beams, 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒=1.6 

GPa and 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒−𝐶𝐶𝐶𝐶=2.2 GPa for DIW printed epoxy and epoxy-CF samples, respectively. DCB 

tests were performed via a universal tensile machine under displacement control (0.1 mm/s) up 

to 10 mm. F-D curves are collected at 10 pts/s. 
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CHAPTER 5 

RESULTS AND DISCUSSIONS 

An overview of our workflow is shown in Figure 5.1, including three key components: (ⅰ) 

establishing F-D and T-S relations database by FEA; (ⅱ) training ML models; and (ⅲ) validating 

ML models by experimental data.  

 
Figure 5.1: An overview schematic of the development of a data-driven method for establishing 
interfacial properties. The method includes FEA database generation, multi-output ML models 

training, and experimental validations. 

 
Firstly, we perform FEA simulating the DCB tests to collect a series of F-D curves 

correlating to T-S relations with interfacial stiffness and strength spanning 5 and 6 orders of 

magnitude, respectively, shown in top section of Figure 5.1. Secondly, we use several ML 

methods including SVR, RF, ANN, and XGBoost to train the models based on FEA database. 

Each ML model performance evaluate to find the optimal model where XGBoost ML models 
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outperform the other models. Scalable relations from F-D curves to T-S relations are established 

in trained ML models, shown in middle section of Figure 5.1. Finally, we perform experimental 

validations that harness the trained ML models on experimental F-D curves to establish T-S 

relations at the interfaces of multiple material systems, shown in bottom section in Figure 5.1.  

 
Figure 5.2: Machine learning on FEA data. (a) Different types of force-displacement curves, (b) 
comparison between triangular traction-separation relations predicted by XGBoost ML and the 

actual cases preset in FEA. 
 

5.1 ML Results on T-S Relations 

Different interfacial failure behaviors are observed from F-D curves. Several 

representative F-D curves are shown in Figure 5.2(a), including gradual crack propagation, 

propagation followed by catastrophic failure, and immediate failure after ultimate strength. It is 

challenging to correlate F-D curves and T-S relations directly as the measurements of F-D curves 

(macroscale) and T-S relations (microscale) are at different length scales51 and there is a curve to 

curve relation between them. However, through the training of the multi-output XGBoost model, 

we are able to accurately predict the interfacial T-S relations. XGBoost is a scalable version of 

gradient boosting framework82 that builds a sequential ensemble method to reduce the error of 

predecessor trees by updating the residual errors.67,68 With the integration of decision tree 
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method, XGBoost can enhance the accuracy, speed, and performance of a model. For testing 

dataset, the median of R2 score is 0.988, manifesting the near perfect matching case where R2=1. 

Comparisons of example T-S relations between FEA preset values and the predicted results by 

the XGBoost model are exhibited in Figure 5.2(b). The solid lines indicate the FEA preset 

values, whereas dashed lines represent predicted T-S relations using XGBoost model. The ML 

model results in accurate prediction for the triangular form and key parameters, including 

interfacial stiffness, strength, and range of adhesion. It is worth noting that the predicted T-S 

relations are output as discrete traction data as a function of separation (Methods section) and a 

triangular form is not prescribed in our ML model.  

More interestingly, we investigate our model performance on a different form of T-S 

relation, namely 3-9 Lennard-Jones (L-J) potential,42 which is not included in the training 

process and the L-J potential form is not given during ML prediction. For conventional fittings or 

inverse properties extractions, predefined forms for the target are generally required. This is a 

constraint that one needs to make assumptions or use trial and error to determine a proper 

function form for fitting. In contrast, our ML model can be used directly for prediction instead of 

predetermining the form for the targeted T-S relation. The ML model is trained based on purely 

triangular T-S relations, in which the L-J potential form is not given during the training process. 

Three examples of F-D curves generated via different L-J potentials are shown in Figure 5.3(a) 

and their corresponding predicted results are in Figure 5.3(b). Although variations are observed 

at the softening process around separation of 100-250 µm, the predictions capture key features of 

L-J potential, including the gradual transition near maximum traction and long tails of the T-S 

relation (Figure 5.3(b)). This indicates the advantage of data-driven ML that the data features can 

be captured without making assumptions of targeted fitting forms, as well as a capability to 
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predict different forms of T-S relations out of the training data domain.  

To generalize our ML model to different materials and dimensions of DCBs, we 

introduce the normalized force and displacement that 𝑭𝑭� = 𝑭𝑭𝒂𝒂𝟐𝟐/(𝑬𝑬𝒉𝒉𝟑𝟑𝒕𝒕) and 𝒅𝒅� = 𝒅𝒅/𝒂𝒂, where E 

is the Young’s modulus of the beams, a is the initial crack length, h is beam thickness, and t is 

beam width. Since the FEA database for ML model training is established based on the linear 

elastic deformation assumption and the maximum normalized force of 0.001<𝑭𝑭�𝒎𝒎𝒎𝒎𝒎𝒎<0.04, our 

ML model would be applicable to predict the T-S relations within these limitations. 

 
Figure 5.3: (a) F–D curves calculated based on different Lennard-Jones T–S relations and (b) ML 

prediction results for Lennard-Jones traction-separation relations. 
 

5.2 Experimental Validation 

To validate the T-S relation established from the XGBoost ML approach, we perform 

DCB experiments for three material systems, namely epoxy, epoxy-CF composite, and polymer-

silicone interfaces. These experiments yield the F-D curves plotted in solid lines in Figure 5.4(a). 

The F-D curve of polymer-silicon interface has a compliant stiffness and a gradual softening 

process after maximum force at around 1 mm, indicating a gradual debonding at interface along 

the crack. Both pure epoxy and epoxy-CF composite have stiff and brittle interface. The drops in 
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F-D curves indicate catastrophic failures of interfaces in both materials. These three material 

systems are selected to validate the application of our ML model on both hard and soft 

interfaces, as well as single component and composite materials. 

 
Figure 5.4: DCB experimental data for ML model validation. (a) Experimental F-D curves and 

FEA results using (b) T-S relations trained from experimental F-D curves for epoxy, epoxy-CF, and 
polymer-silicone interfaces. 

 
Harnessing our trained ML model, T-S relation for each material system is generated 

individually based on the experimental F-D curves (Figure 5.4(b)). Stiff and short range interface 

interaction is seen for epoxy and epoxy-CF, with strength of the former (12.5 MPa) is 66% of the 

later (18.8 MPa). Polymer-silicone interface shows a compliant and long range T-S relation, 

which is expected because the silicone at interface can be largely deformed before breaking. 

Subsequently, the T-S relations are used in FEA simulations to obtain F-D curves (dashed lines 

in Figure 5.4(a)). We observe that the F-D curves from simulations are in agreement with 

experimental F-D curves in all three cases. The comparisons demonstrate that the accurate T-S 

relations are predicted from experimental data using our ML model. 

5.3 Model Performance 

We investigate other ML models that are SVR, ANN, and RF to compare with the 
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XGBoost model. The performance of models is evaluated on the basis of coefficient of 

determination (R2 score) and root mean square error (RMSE), which is normalized by maximum 

interfacial traction in each test case. As illustrated in Figure  5.5(a) and (b), XGBoost 

outperforms other models with the highest R2 score (R2=0.988) and lowest normalized RMSE. 

Though comparable performance is seen in RF, XGBoost is the most efficient and takes only 

half of training time than others. 

 
Figure 5.5: Performance of different machine learning methods. (a) R2 score and (b) normalized 

RMSE for four different methods. XGBoost shows the highest R2 score and lowest RMSE. (c) 
Distribution of R2 score for the XGBoost model and (d) relation between R2 and maximum 

normalized forces. 

 
To further evaluate the performance in XGBoost model, we show the distribution of R2 
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scores for all testing samples in Figure 5.5(c). R2 scores are concentrated at high values (near to 

1) and more than 40% predicted samples lie in the 0.99-1 range. More than 84% samples have a 

R2 score more than 0.95. To identify the low performance cases, we exhibit individual R2 score 

for each test case as a function of maximum normalized force in Figure 5.5(d). The normalized 

force is 𝐹𝐹� = 𝐹𝐹𝑎𝑎2/(𝐸𝐸ℎ3𝑡𝑡), where a=25 mm is the distance of loading location to initial crack tip, 

E=2 GPa is the Young’s modulus, h= 5 mm is the thickness, and t=1 mm is the width in our 

DCB models for simulations. When the test data has a maximum force approaching the limits of 

force range in our training database (0.001<𝐹𝐹�<0.04), the R2 score decreases significantly. For 

lower bound, negative R2 scores are observed (not shown in Figure), indicating the prediction is 

even worse than a simple average of data. For upper bound, R2 scores distribute from 1 to less 

than 0.7. Between these two bounds, the ML predictions have R2 between 0.95 and 1 with only a 

few exceptional cases.  

 
Figure 5.6: A schematic view of evaluation system architecture. 

 
Based on our trained XGBoost model, we develop a code package that allows users to 

predict T-S relations by simply inputting F-D curves from DCB experiments or simulations. The 

schematic of the evaluation process is shown in Figure 5.6. This package, including trained 
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model file, python source codes, example data, and user guideline, is available to be 

downloaded.83 This program can establish T-S relations without setting up a new database or 

training ML models again. 

5.4 Predictions of Interface Imperfections 

The imperfections can affect the stress distribution at the interface remarkably and thus 

leads to different crack propagation and failure behaviors.84,85 In addition to characterizing T-S 

relation at perfect interfaces, we harness the FEA-ML method on identifying interface 

imperfections. As one example shown in Figure 5.7(a), interfacial voids are generated in our 

FEA models as imperfections. Local stress concentration depends on imperfection distribution, 

so does the macroscale F-D curves. Both the ratio and the locations of these imperfections result 

in different maximum forces, loading slopes, and fluctuations in F-D curves (Figure 5.5(b), (c)). 

Such force fluctuation may simply be smoothed or considered as noise, especially in 

experiments, without relating such behavior to interface imperfections, not mention to precisely 

identify imperfection locations.  

To identify the locations of interfacial imperfections, the interface (70 mm in length) is 

discretized into 0.2 mm intervals and analyzed as target features. Then, we use four different 

classification methods to establish ML models trained on F-D curves and imperfection locations 

correlated data. The four methods, including support vector classification (SVC), ANN 

classification, RF classification, and XGBoost classification, result in close prediction accuracy 

between 81-82% (see Methods section for details). The XGBoost classification model results in 

an average accuracy of 80.9±8.6% predicting bonded and imperfect locations along the interface 

for 312 random cases. Five cases with prediction accuracy from 67-92% are shown as examples 

in Figure 5.5(d), indicating correct and wrong predictions along interface and their locations. 
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Figure 5.7: Prediction of interfacial imperfection by machine learning. (a) An example of stress 

distribution at interface with imperfections in a FEA DCB test. Force-displacement curves obtained 
from cases with (b) different imperfection ratio and (c) different locations of imperfections. (d) 

Examples of imperfection locations predictions using XGBoost classifier. The average prediction 
accuracy is 80.9% over 312 testing cases. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

6.1 Conclusion 

In conclusion, we have demonstrated the process of characterizing interface adhesive 

properties and imperfections using a combination of FEA and ML. We use advanced ML models 

framing with multi-output regressors to train on a FEA database, simulating DCB tests with 

interfacial stiffness and strength over 5 and 6 orders of magnitude, respectively. Our optimized 

XGBoost model predicts T-S relations with a coefficient of determination of 0.988. 3D printed 

DCB specimens of epoxy, epoxy-CF, and silicone-polymer interfaces are used to experimentally 

measure F-D curves, extract T-S relations by our ML model, and then validated by the F-D 

curves that are consistent in both experiments and FEA. Furthermore, we leverage this FEA-ML 

approach to illustrate the capability of detecting imperfection locations along interface with an 

accuracy of 80.8±8.6%. Finally, we develop a Python code package including our trained ML 

model for user customizable applications for establishing T-S relations for other material 

systems.  

6.2 Future Work 

Further research into the real life application of interface properties can be explored for 

different failure criteria. Incorporation of different materials properties, microstructural 

arrangements, hybrid composites interfacial characteristics have the potential for further studies. 

Integrating constitutive continuum mechanics into ML models can also contribute to a more 

comprehensive understanding of interfacial delamination. 
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