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CHAPTER 1

INTRODUCTION

The dissertation research presented in these chapters is reproduced verbatim from

published papers or papers that are undergoing revision for publication. Each chapter

includes an introduction of that particular research project that is necessary to understand

each investigation, so I do not repeat that here. Instead, I provide a broad background

and motivation for the entirety of this work in this section.

1.1. Background

The birth of the study of active galactic nuclei (AGN), or quasars, began in 1959

when Cambridge published the Third Cambridge Catalog of Radio Sources (3C) [11]. In

3C, little to their knowledge at the time, were a few peculiar objects that would later be

studied and identified as "quasi-stellar radio sources" or "quasars." With optical spectro-

scopic followup of these objects, and in particular the object 3C 273, astronomers would

open the door to the study of AGN and the embodiment of the work presented throughout

this dissertation.

This particular object, 3C 273, was further studied in 1962 after obtaining a precise

position by astronomers Cyril Hazard and John Bolton through use of lunar occultations.

Maarten Schmidt, using this position, provided the optical spectroscopic followup for this

object and was amazed by what he found. Schmidt had taken the optical spectra of a

bright radio source and found Balmer emission lines. Not only that, but these emission

lines were offset from there laboratory rest-frame wavelength positions by quite some

margin. Based on the measurements of this Balmer emission, Schmidt found that if we

were to try and describe this offset as the motion of a star, it would suggest that this object

would be receding at 47,000 km s�1. Therefore, he concludes that this shift must be a

cosmological effect and places the first ever observed AGN at a redshift (z) of z ⇤ 0.158

[129]. While this groundbreaking discovery should have awarded Schmidt a Nobel Prize,

he instead was honored his face on the front of Time Magazine in 1966.
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AGN, as we know them today, are the fundamental difference in characterizing a

galaxy as active or inactive (normal or regular). Namely, an AGN refers to the presence

of a supermassive black hole (SMBH) accreting at the center of its galaxy, thereby making

the galaxy "active." This key difference between active and inactive galaxies is represented

by the fact that AGN emit substantial radiation over the entire electromagnetic spectrum

that is too large to be accounted for by just stellar emission [112]. This emission, however,

gives us key insights as to the nature of these "central engines" as well as the evolution of

these active galaxies and sparks the motivation for a detailed study of these objects.

1.2. Motivation

In extragalactic astrophysics, we strive to understand the co-evolution of galaxies

and their SMBHs. To date, we know there is a strong connection between the emission

of the SMBH and the galaxy that hosts it. This fact has been shown in the relationships

between the mass of the SMBH (MBH) and many properties of the host galaxies, such as

bulge mass or stellar velocity dispersion [43, 49, 23]. Additionally, this connection is also

represented by the physical properties of the outflowing material from the SMBH, which

impacts the host galaxies star formation [61]. Therefore, in any study going forward, it

is crucial that we measure the properties of AGN, to the best of our ability, in order to

understand how these SMBH and their host galaxies co-evolve.

Measuring the emission from AGN is a daunting task, given the broad wavelength

range it covers. The emission spectrum produced by an AGN has been exhaustively

studied, but has generally been defined by a power-law continuum in the rest-frame

ultraviolet (UV)-optical and X-ray wavelength ranges, and broad and narrow emission

lines that are produced from the broad line region (BLR) and the narrow line region

(NLR), respectively [74, 104]. In addition to this, many AGN spectra may differ from the

"typical" AGN spectrum (see, [156]) in that they may exhibit features of absorption, boosted

continua, and weak broad-line emission. While these differences introduce difficulties in

studying the spectra of AGN in general, they also provide valuable insights into the overall

structure of AGN.
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For nearby AGN (z < 0.8), we determine their mass, accretion rate, and redshift

through rest-frame optical emission lines, such as broad H� �4861 and narrow [O ���]

��4959, 5007. However, as we attempt to understand how these objects evolve over cosmic

time, it is important to measure these parameters at higher redshifts. Unfortunately, at

these higher redshifts, we begin to shift these optical diagnostic emission lines into near-

infrared (NIR) wavelength ranges. This leaves the observed optical spectra of these higher

redshift AGN to contain rest-frame UV emission lines, such as C �� �1549 and Mg ��

�2800. While these emission lines are broad and measurable, neither is an ideal proxy

for the rest-frame optical emission lines. For example, [O ���] is a narrow emission line

that provides a redshift measurement that is, on average, 4 and 8 times less uncertain

Mg �� and C ��, respectively [138]. Additionally, mass and accretion rate measurements

are much less reliable from C �� as it has a complicated emission profile, including non-

virial components, that lead to significant uncertainties. Therefore, the work presented

throughout this dissertation all leads to a single goal of providing the most reliable

measurements of key AGN parameters by mapping the less reliable UV emission lines to

the more reliable optical emission lines.

In this dissertation we used a large homogeneous NIR survey, the Gemini Near-

Infrared Spectrograph - Distant Quasar Survey (GNIRS-DQS) [90], to investigate redshift,

MBH, and accretion rate for high redshift quasars. In Chapter 2, we present the pilot

project to this work with redshifts using a smaller compiled set of quasars at high redshift.

This paper sets out the groundwork for the paper in Chapter 3, by establishing a linear

relation that maps the redshift measurements of C �� to [O ���]. In Chapter 3, we used

the newly acquired GNIRS-DQS sample, extend upon it, and develop a new prescription

for redshift measurements stemming from C ��. In Chapter 4, we used the GNIRS-DQS

sample to map MBH estimates determined from C �� and Mg �� to those determined from

H�. We also include a correction required for high accretion-rate objects at high redshift

in these estimations. In Chapter 5, we used a combined sample of AGN to investigate the

properties of weak line quasars and establish a relationship between accretion rate and

3



C �� "Distance." In Chapter 6, we summarize the work and results stemming from the

previous chapters and discuss a few ways this work can be extended upon.
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CHAPTER 2

PRESCRIPTIONS FOR CORRECTING ULTRAVIOLET-BASED REDSHIFTS FOR

LUMINOUS QUASARS AT HIGH REDSHIFT

2.1. Introduction

The log F�(SDSS)/F�(GNIRS) best practical indicators for a quasar’s systemic redshift

(zsys) lie in the rest-frame optical band, particularly the prominent [O ���] �5007, Mg ��

�2800, and the Balmer emission lines [e.g., 18, 140]. However, at high-redshift (z & 0.8),

⇡ 105 quasars typically have their zsys values determined from rest-frame ultraviolet (UV)

spectra since only 0.1% of these quasars have corresponding rest-frame optical information

from near-infrared (NIR) spectra [e.g., 130, 108, 106]. Unfortunately, the UV-based zsys

estimates are highly inaccurate and imprecise given that the UV emission lines are usually

blueshifted by up to ⇡ 3000 km s�1 [e.g., 48, 154, 50, 140]. Mitigating these biases requires

identifying robust corrections to UV-based redshifts.

Reliable redshift estimates are needed for multiple reasons. For example, accurate

redshift estimates provide information on the kinematics of the outflowing material in

the vicinity of the supermassive black hole, which likely impacts the star formation rate

in the quasar’s host galaxy [e.g., 61]. Additionally, various cosmological studies utilize

conversions between redshift differences and distances [e.g., 59, 173]. In this context, a

velocity offset of 500 km s�1 corresponds to a comoving distance of ⇡ 5h
�1 Mpc at z ⇤ 2.5,

which can impact our understanding of, e.g., quasar clustering as velocity offsets can be

misinterpreted to be distances in the redshift direction [e.g., 45, 117].

The Sloan Digital Sky Survey [SDSS; 169] provides observed-frame optical spectra

and redshifts for hundreds of thousands of quasars. The redshifts for these quasars stem

from a cross-correlation by a composite quasar template spectrum provided by [156].

�This entire chapter is reproduced from Cooper Dix, Ohad Shemmer, Michael S. Brotherton, Richard F.

Green, Michelle Mason, and Adam D. Myers, Prescriptions for correcting ultraviolet-based redshifts for luminous

quasars at high redshift, Astrophysical Journal 893 (2020), no. 1, 14, with permission from IOP Publishing.
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Table 2.1. Intrinsic Uncertainty

Emission Line Uncertainty (km s�1)

[O ��] �3727 46

[O ���] �5007 56

[Ne �] �3426 119

Mg �� 205

C ���] 233

He �� �1640 242

broad H� 400

C �� 415

Si �� 477

However, these estimates become increasingly uncertain in high-redshift quasars because

mostly rest-frame UV emission lines are present in the optical band. The first meaningful

correction to these UV-based redshifts was achieved by [57, hereafter HW10]. They

achieved this by introducing a two-part linear relation between the absolute magnitude

and redshift of quasars. A more recent improvement to the HW10 method was achieved

by [88, hereafter M17], by comparing [O ���]-based zsys values with the spectral properties

of the C �� �1549 emission line for 45 quasars with z & 2.2.

In this work, we expand on the M17 method by adding high quality NIR spectra

of 18 quasars at 2.15 < z < 3.70. We perform multiple regression analyses and provide

improved prescriptions for correcting a variety of UV-based redshifts when the C �� line is

available in the spectrum. This paper is organized as follows. In Section 2.2, we describe

our sample selection, observations, and data analysis. In Section 2.3, we present our

spectroscopic measurements and in Section 2.4 we discuss our results. Our conclusions

are presented in Section 2.5. Throughout this paper, we compute luminosity distances

using H0 ⇤ 70 km s�1 Mpc�1, ⌦M ⇤ 0.3, and ⌦⇤ ⇤ 0.7 [e.g., 148].
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Table 2.2. Observation Log

H
c

K
c Net Exp.

Quasar z zre f
a

zsys
b (mag) (mag) Obs. Date (s)

SDSS J013435.67�093102.9 2.225 1 2.214 14.8 13.6 2016 Aug 25 2880
SDSS J014850.64�090712.8 3.303 1 3.329 16.7 15.5 2016 Sep 19 4800
SDSS J073607.63+220758.9d 3.464 2 3.445 16.1 14.9 2016 Sep 20 3840
· · · · · · · · · · · · · · · · · · 2016 Sep 22 3840
SDSS J142243.02+441721.2 3.530 1 3.651e 15.2 14.4 2016 Sep 7 1920
SDSS J153750.10+201035.7 3.413 3 3.413 15.7 15.4 2016 Sep 22 3840
SDSS J153830.55+085517.0 3.563 1 3.550 15.6 14.6 2016 Sep 19 1920
SDSS J154359.43+535903.1d 2.379 1 2.364 15.0 14.2 2016 Sep 21 2880
SDSS J154446.33+412035.7d 3.551 1 3.567e 15.6 15.5 2016 Sep 20 3840
SDSS J154938.71+124509.1 2.377 4 2.369 14.5 13.5 2016 Sep 5 1920
SDSS J155013.64+200154.5 2.196 1 2.188 15.1 14.2 2016 Sep 19 2400
SDSS J160222.72+084538.4d 2.276 1 2.275 15.0 14.0 2016 Sep 6 2880
SDSS J163300.13+362904.8d 3.575 1 3.570 15.5 15.1 2016 Sep 22 2640
SDSS J165137.52+400218.9 2.342 1 2.338 15.0 13.7 2016 Sep 6 2880
SDSS J172237.85+385951.8 3.390 2 3.367 16.0 15.3 2016 Sep 19 3840
SDSS J210524.47+000407.3d 2.307 1 2.344e 14.7 13.8 2016 Aug 26 1920
SDSS J212329.46�005052.9 2.268 1 2.270f 14.6 13.9 2016 Sep 5 1920
SDSS J221506.02+151208.5 3.285 2 3.284 16.4 15.2 2016 Aug 26 3840
SDSS J235808.54+012507.2 3.401 2 3.389 14.7 13.8 2016 Aug 26 2880

a(1) HW10; (2) [25]; (3) [123]; (4) [64].
bUnless otherwise noted, the systemic redshift was obtained from the peak of the [O ���]
�5007 emission line, where available, as explained in the text. Uncertainties on these
values, discussed in Section 2.2.1, average ⇠ 150 km s�1.

cVega-based magnitudes were obtained from 2MASS.

dIndicates a BAL quasar.
eSystemic redshift was determined from �peak of the H� emission line.
fSystemic redshift was determined from �peak of the Mg �� emission line from the SDSS

spectrum of the source.
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Figure 2.1 NIR spectra of 2.15 < z < 3.70 quasars. The spectrum in each panel is given by

a thin solid line. The fit to each individual feature, Fe ��, H�, and [O ���] where applicable,

and the linear continuum are indicated by dashed lines. The overall fit to each spectrum

is given by the bold solid line.
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Figure 2.2 Same as Figure 2.1 for the remaining quasars.

2.2. Sample Selection, Observations, and Data Analysis

We have selected a sample of 18 quasars for our investigation based upon the

following criteria:

(1) Availability of a flux-calibrated optical spectrum from the SDSS recorded in the

Data Release 10 quasar catalog [107].

(2) Brightness in the range mi < 18.5 in order to keep the signal-to-noise (S/N) ratio

of the H� region of the respective NIR spectrum, obtained with a 3.8 m telescope,

at ⇡ 40.
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(3) Redshift within one of the following intervals, 2.15 < z < 2.65� and 3.20 < z <

3.70, in which, at a minimum, the H� and [O ���] lines can be modeled accurately

within one of the near-infrared transmission windows in the H or K bands.

Spectroscopic observations of this sample were performed at the United Kingdom In-

frared Telescope (UKIRT) on Mauna Kea, Hawaii. The observation log and quasar basic

properties appear in Table 2.2.

We utilized the UKIRT Imager-Spectrometer (UIST) with a slit width of 0.2400 to

maximize the resolution at the expense of potentially higher slit losses. During these

observations, the telescope was nodded in an ABBA pattern in order to obtain primary

background subtraction. The broad band B2 filter was used in order to obtain a wavelength

range of approximately 1.395 � 2.506 µm, spanning the H and K bands as necessary. The

dispersion for these observations was 10.9 Å pixel�1 with a spectral resolution of R ⇠ 448.

Standard stars of spectral type G and F were observed on each night alongside the quasar

in order to remove the telluric features that are present in the quasars’ spectra.

The two-dimensional spectra of the quasars and the standard stars were obtained

using standard IRAF� routines. Each of the objects was initially pair subtracted in order

to remove most of the background noise. Then, both the positive and negative residual

peaks were analyzed and averaged together. During the analysis, wavelength calibration

was achieved using Argon arc lamps. The hydrogen features in each standard star were

removed prior to removing the telluric features from the quasars’ spectra.

Removal of the telluric features and the instrumental response from the quasar

spectra was done by dividing these spectra by their respective standard star spectra.

Then, any remaining cosmic ray signatures on the quasar spectra were carefully removed.

Final, flux calibrated quasar spectra were obtained by multiplying these data by blackbody

curves with temperatures corresponding to the spectral types of the telluric standards and

by a constant factor that was determined by comparing the H, for 2.15 < z < 2.65, or K, for

�This redshift interval ensures spectral converage also of the H↵ emission line in the K band.

�IRAF (Image Reduction and Analysis Facility) is distributed by the National Optical Astronomy Observa-
tory, which is operated by AURA, Inc., under cooperative agreement with the National Science Foundation.
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3.20 < z < 3.70, band magnitudes from the Two Micron All Sky Survey [2MASS; 147] to

the integrated flux across the respective band using the flux conversion factors from Table

A.2 of [15]. We do not rely on the telluric standards for the purpose of flux calibration

given the relatively narrow slit and the differences in atmospheric conditions between

the observations of the quasars and their respective standard stars. For each source, we

utilized their SDSS spectrum to verify that the combined SDSS and UKIRT spectra are

consistent with a typical quasar optical-UV continuum of the form f⌫ / ⌫�0.5 [156]. By

comparing the flux densities at the rest-frame wavelength of 5100 Å to the flux densities

at the rest-frame wavelength in the region of 2000 to 3500 Å, dependent on the redshift,

in the SDSS spectrum of each source, we verified that the differences between the two

values were within 30%, indicating, at most, only modest flux variations. Such variations,

over a temporal baseline of ⇠ 6 years in the rest-frame are not atypical for such luminous

quasars, even if most of these variations are intrinsic as opposed to measurement errors

[see, e.g., 67].

2.2.1. Fitting of the UKIRT Spectra

In order to fit the H� and H↵ spectral regions, we used a model consisting of a

local, linear continuum, which is a good approximation to a power-law continuum given

the relatively narrow spectral band, a broadened [19] Fe �� emission template, and a multi-

Gaussian fit to the emission lines. The Fe �� template was broadened by a FWHM value

that was free to vary between 2000 and 10000 km s�1 and, along with the linear continuum,

was removed to more accurately fit the H� and [O ���] emission lines. The chosen FWHM

to broaden the Fe �� template was determined with a least squares analysis.

We fit the H� line using two independent Gaussians, constrained by the width

and height of the emission line, simultaneously with one Gaussian for each of the [O ���]

emission lines. The Gaussians assigned to the [O ���] emission lines have identical widths

and their intensity ratio was fixed to I([O ���] �5007)/I([O ���] �4959) ⇤ 3. The wavelengths

of the two [O ���] components were fixed to the ratio 5007/4959. For the available H↵

features, two Gaussians were fit after a linear continuum was fit and subtracted around
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the emission line. We do not detect any [N ��] emission lines while fitting this region,

mainly given our low spectral resolution. The Gaussians were constrained so that the

line peak would lie within 1,500 km s�1 from the wavelength that corresponded to the

maximum of the emission line region, the widths could range from 0 km s�1 to 15,000

km s�1, and the flux density was restricted to lie within 0 and twice the maximum value

of the emission line.

To estimate the uncertainties on the FWHM and rest-frame equivalent width (EW)

of the emission lines, we performed the fitting by adjusting the placement of the contin-

uum according to the noise level in the continuum [see, e.g., 135]. Namely, by adjusting

the local linear continuum between extremes of the noise around each emission line, we

were able to derive an estimate for uncertainties on the FWHM and EW values. For all but

two of the sources, the uncertainties on the values of FWHM and EW in the H� region are

on the order of ⇠ 5-15%. For SDSS J014850.64�090712.8 and SDSS J163300.13+362904.8,

these uncertainties are on the order of ⇠ 40%. Similarly, the uncertainties on the FWHM

and EW values for the H↵ emission line are up to ⇠ 5%.

The uncertainties on the wavelengths of the peaks of all the emission lines are up

to ⇠ 300 km s�1. The majority of this uncertainty arises from the resolution of our spec-

trograph, however, our choice of a narrow slit was used to combat this. The uncertainty

introduced from the pixel-wavelength calibration is minimal, averaging ⇠ 5 km s�1. The

narrow [O ���] �5007 emission line provided our most accurate redshift estimates, having

uncertainties on wavelength measurements averaging ⇠ 150 km s�1. The wavelength

uncertainties were determined by evaluating our S/N ratio and repeated measurements

of each of the emission lines.

Spectral properties from those fits are reported in Table 2.3. Columns (2), (3), and

(4) provide the FWHM, EW, and the observed-frame wavelength of the peak (�peak) of

the H� line, respectively. Columns (5–7) and (8–10) provide similar information for the

[O ���] �5007 and H↵ emission lines, respectively. The fits for the H� and [O ���] emission

lines appear in Figure 2.1, and the fits for the H↵ emission line appear in Figure 2.3.
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Table 2.3. Spectral Measurements of the H� Region and H↵

FWHMH� EWH� �peak,H� FWHM[O ���] EW[O ���] �peak,[O ���]
a FWHMH↵ EWH↵ �peak,H↵

Quasar (km s�1) (Å) (Å) (km s�1) (Å) (Å) (km s�1) (Å) (Å)

SDSS J013435.67�093102.9 4438 99.7 15656 1625 14.6 16091 2882 444 21125
SDSS J014850.64�090712.8 4716 33.7 21035 1513 4.3 21680 · · · · · · · · ·
SDSS J073607.63+220758.9b 6876 94.3 21625 1640 31.6 22256 · · · · · · · · ·
SDSS J142243.02+441721.2 4563 39.9 22607 · · · · · · · · · · · · · · · · · ·
SDSS J153750.10+201035.7 5107 69.5 21516 1613 14.6 22094 · · · · · · · · ·
SDSS J153830.55+085517.0 5512 70.8 22161 3192 26.1 22782 · · · · · · · · ·
SDSS J154359.43+535903.1 8301 54.3 16495 1835 28.6 16843 7495 543 22171
SDSS J154446.33+412035.7 7235 132.4 22202 · · · · · · · · · · · · · · · · · ·
SDSS J154938.71+124509.1 5495 42.4 16408 1544 15.4 16866 5550 374 22139
SDSS J155013.64+200154.5 6539 61.9 15544 1325 7.5 15960 5178 391 20962
SDSS J160222.72+084538.4 6676 122.3 15951 2387 19.5 16398 5629 586 21517
SDSS J163300.13+362904.8 4876 57.8 22297 3768 24.6 22884 · · · · · · · · ·
SDSS J165137.52+400218.9 4405 65.6 16234 957.8 18.5 16713 4380 377 21920
SDSS J172237.85+385951.8 5938 67.9 21300 3028 13.9 21866 · · · · · · · · ·
SDSS J210524.47+000407.3 5331 25.3 16256 · · · · · · · · · 4530 281 21975
SDSS J212329.46�005052.9 4500 48.1 15929 · · · · · · · · · 4084 319 21540
SDSS J221506.02+151208.5 4059 100.0 20840 956.9 61.7 21450 · · · · · · · · ·
SDSS J235808.54+012507.2 3702 63.3 21397 2652 11.6 21974 · · · · · · · · ·

aCorresponding to the [O ���] �5007 component.
bSDSS J073607.63+220758.9 was observed on two different nights, as denoted in Table 2.2, and, therefore,

we present the values stemming from the stacked spectrum.



2.2.2. Spectral Fitting of the C �� Emission Lines

In order to provide corrections to the UV-based redshifts of our sources, we fit the

C �� emission lines present in their SDSS spectra. These fits appear in Figure 2.6. As

suggested in M17, the parameters needed for the correction of the UV-based redshifts

are the FWHM and EW of the C �� line, as well as the monochromatic luminosity of the

continuum at a rest-frame wavelength of 1350 Å.

The C �� emission line was fit with a local, linear continuum and two independent

Gaussians under the same constraints as we report for the H� and H↵ emission lines. The

spectral properties resulting from this fitting procedure are reported in Table 4.1. The

uncertainties in each of these measurements were determined by the same method used

when evaluating the rest-frame optical emission line uncertainties. Along with this fit,

the continuum luminosity, L1350, has also been derived by measuring the continuum flux

density at rest-frame �1350 Å and employing our chosen cosmology. These values also

appear in Table 4.1.

2.3. Results

Combined with the sources in M17, we have a total of 63 objects in our sample, of

which, six of our UKIRT objects were excluded from further analysis due to broad absorp-

tion line (BAL)� identification: these are noted in Table 2.2. We then remove an additional

BAL quasar, SDSS J014049.18�083942.5, from the sample in M17. Furthermore, we have

excluded SDSS J013435.67�093102.9 from our sample given that it is a lensed quasar and its

rest-frame UV spectrum is severely attenuated by the foreground lensing galaxy [see e.g.,

102]. Measurements of the C �� emission line for 52 out of the 55 sources in our combined

sample are available in [144]. The C �� FWHM and EW measurements we obtained for 40

of these sources agree to within ⇠ 20% with those from [144]; similarly, 10 of these sources

agree to within ⇠ 65%. Generally, these discrepancies are inversely proportional to the

S/N ratios of the SDSS spectra and are larger in the presence of narrow absorption lines.

�Five of these sources are based on BAL quasar identification from [144]; SDSS J073607.63+220758.9 was
identified as a BAL quasar following our visual inspection of its SDSS spectrum.
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Figure 2.3 NIR spectra of 2.15 < z < 2.65 quasars. The spectrum in each panel is given

by a thin solid line. The fit to the H↵ line and linear continuum are indicated by dashed

lines. The overall fit to each spectrum is given by the bold solid line.

The spectra for SDSS J025438.36+002132.7 and SDSS J153725.35�014650.3 had extremely

poor signal-to-noise ratios, resulting in discrepancies of 108% and 53% for FWHM, and

57% and 210% for EW, respectively, between our measured values and the ones reported

in [144]. Substituting our values with the ones reported in [144] for these objects did not

have a significant impact on further analysis.
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Figure 2.4 Velocity offsets relative to zsys before (panels a, c, and e) and after (panels b, d, and

f ) the correction provided in bold face in Table 3.7. The numbers reported in parentheses

are the standard deviations of the original distributions without the outliers. The mean

(solid line) and median (dashed line) are marked in each panel. SDSS J142243.02+441721.2

does not appear on the SDSS Pipe panel, for clarity, because of its abnormally large velocity

offset. The outliers that were removed are discussed in Section 2.4.
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Figure 2.5 The residual velocity offsets with respect to zsys before, three leftmost panels,

and after, three rightmost panels, correction are presented against our regression param-

eters. The corrected method displayed refers to Correction 4 without outliers reported

in Table 3.7. Squares (circles) represent data from M17 (UKIRT; this work). The outliers

discussed in Section 2.3.1 do not appear in this plot given their abnormally large velocity

offsets.

The wavelength of the peak of the C �� emission line was compared to the value

predicted by the systemic redshift (zsys) to determine the velocity offset of this line. We

now determine zsys from the line peak of the emission line with the smallest uncertainty.
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Figure 2.6 C �� fits of all 55 quasars used in the regression analysis. The spectrum and fit

to the C �� emission line in each panel are given by a thin solid line. The linear continuum

is indicated by a dashed line. The overall fit to each spectrum is given by the bold solid

line.

In order, we take our systemic redshift from [O ���] (⇠ 50 km s�1), Mg �� (⇠ 200 km s�1) and

H� (⇠ 400 km s�1) [see, 140]. The C �� velocity offsets are shown and reported in Figure

2.4 and Table 2.5, respectively. In Table 2.5, we also report the redshift measurements

provided for these sources in HW10 and [106, hereafter P18], where applicable.
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Table 2.4. Spectral Measurements of C ��

FWHMa EWa log L1350
a FWHMb EWb log L1350

b �peak
b

Quasar Name (km s�1) (Å) (erg s�1) (km s�1) (Å) (erg s�1) (Å)

SDSS J013435.67�093102.9 1045 · · · · · · · · · · · · · · · · · ·
SDSS J014850.64�090712.8 9545 16.3 47.0 8490 19.2 47.0 6657
SDSS J073607.63+220758.9c · · · · · · · · · 2496 10.0 46.8 6872
SDSS J142243.02+441721.2 12475 20.8 47.0 12326 17.9 47.0 7082
SDSS J153750.10+201035.7 6080 37.9 47.1 5886 33.3 47.1 6824
SDSS J153830.55+085517.0 5754 27.1 47.5 5279 26.2 47.4 7023
SDSS J154359.43+535903.1c 4713 42.6 47.0 4553 36.9 46.9 5211
SDSS J154446.33+412035.7c 15266 192.3 46.3 7350 34.4 46.6 7001
SDSS J154938.71+124509.1 4207 24.2 46.6 4740 19.6 46.5 5233
SDSS J155013.64+200154.5 4273 42.6 47.0 4858 37.4 46.9 4942
SDSS J160222.72+084538.4c 4150 27.8 47.0 5615 30.7 47.0 5065
SDSS J163300.13+362904.8c 6963 34.9 46.9 6614 42.0 46.8 7067
SDSS J165137.52+400218.9 2818 49.9 46.9 2297 45.2 46.9 5172
SDSS J172237.85+385951.8 · · · · · · · · · 7208 31.1 46.8 6745
SDSS J210524.47+000407.3c 12603 36.4 47.1 7990 11.9 46.8 5098
SDSS J212329.46�005052.9 8549 16.2 47.4 8168 18.5 47.3 5050
SDSS J221506.02+151208.5 · · · · · · · · · 2094 35.8 46.7 6638
SDSS J235808.54+012507.2 · · · · · · · · · 5728 20.2 47.1 6761

aColumns (2), (3), and (4) were reported in [144].
bColumns (5), (6), (7), and (8) were measured from SDSS spectra, as described in the

text.
cIndicates broad absorption around the C �� line.

The velocity offsets introduced from these redshifts with respect to zsys are presented in

Figure 2.4 and Table 2.5. In addition to the velocity offsets for the sources in our UKIRT

sample, the velocity offsets from Table 1 of M17 have been included in the following
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regression analysis. The C �� emission line properties for the M17 sample are reported in

Table 2.6.

We note that the�vC �� values used in M17 differ from the�vC �� values we compute

for the M17 sample since M17 used the �vC �� values from [144], combined with the

redshift determined from the SDSS Pipeline, in order to find zC ��. Our �vC �� values

follow directly from the measurement of �peak (C ��) and our derived zsys . The origin of

the discrepancies between the two velocity offsets used stems from the uncertainty in the

�vC �� values discussed in [144]. The differences between the �vC �� values we use and

those used by M17 are rather small, and using the latter values do not change our results

significantly.

A multiple regression analysis has been performed on the velocity offsets and the

C �� emission line properties such that:

�v (km s�1) ⇤ ↵ log10(FWHMC ��)

+� log10(EWC ��) + � log10(L1350)
(2.1)

where �v is the velocity offset and ↵, �, and � are the coefficients associated with our

regression analysis. The velocity offset created by each redshift derivation method was

determined by the following equation

�v ⇤ c

✓
zmeas � zsys

1 + zsys

◆
.(2.2)

Where zmeas is the redshift derived using various methods and reported in the studies

indicated below. In order to derive the most reliable redshift correction, four regressions

were performed using the following parameters from Equation 2.1:

(1) log10(FWHMC ��), log10(EWC ��)
(2) log10(FWHMC ��), log10(L1350)
(3) log10(EWC ��), log10(L1350)
(4) All three parameters
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In total, this regression analysis was performed on redshifts determined from: 1) the

measured line peak of the C �� emission line, 2) HW10, and 3) the SDSS Pipeline. The

coefficients, errors, and confidence statistics from Equation 2.1, determined in each of

these cases, are reported in Table 3.6. For the confidence statistics, we report the t-Value

to determine the importance of each individual parameter.

The residuals of the velocity offsets after each correction has been determined have

been analyzed, and basic statistics resulting from these residuals are listed in Table 3.7. The

residuals before and after correction are presented in Figure 3.5. The residual distributions

show the significant reduction in the velocity offsets before and after each correction. The

corrected velocity offsets for C ��- and HW10-based redshifts are closer to zero than the

corrected velocity offsets for the SDSS Pipeline-based redshift, representative of the larger

� value associated with SDSS Pipeline redshift estimates. From evaluating the best fitting

coefficients and statistics reported for each correction, we determined the correction that

we consider to provide the most reliable results. This correction has been emphasized in

bold face in the text.

2.3.1. SDSS J142243.02+441721.2 and SDSS J115954.33+201921.1

SDSS J142243.02+441721.2 from our UKIRT sample has significantly larger velocity

offsets compared to the rest of the combined sample. The velocity offsets determined

from C ��, HW10, and SDSS Pipeline are �5097 km s�1, �7740 km s�1, and �16384 km s�1,

respectively. The latter velocity offset stems from a misidentification of spectral features

in the SDSS spectrum of the source as manifested by the SDSS Pipeline products. The

SDSS Pipeline redshift for this source is z ⇤ 3.396 while the SDSS Visual Inspection value

is z ⇤ 3.615. The disparity between these estimates confirms the misidentification of the

emission lines by the SDSS Pipeline. Because the velocity offsets for this source had a

significant impact on the regression analysis and may be misleading, we have provided

the results of the regression analysis with and without this object in Table 3.7.
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Table 2.5. Redshift Comparison

�v �v �v

Quasar zC ��
a (km s�1) zpipe

b (km s�1) zHW10
c (km s�1)

SDSS J013435.67�093102.9 2.214 · · · · · · · · · 2.225 1029
SDSS J014850.64�090712.8 3.274 -3786 3.290 -2691 3.303 -1796
SDSS J073607.63+220758.9 3.436 -607 3.464 1285 · · · · · ·
SDSS J142243.02+441721.2 3.572 -5097 3.397 -16384 3.531 -7740
SDSS J153750.10+201035.7 3.405 -544 · · · · · · · · · · · ·
SDSS J153830.55+085517.0 3.535 -989 3.537 -856 3.563 858
SDSS J154359.43+535903.1 2.365 89 2.370 536 2.379 1341
SDSS J154446.33+412035.7 3.520 -3087 3.569 131 3.551 -1049
SDSS J154938.71+124509.1 2.378 801 2.355 -1244 · · · · · ·
SDSS J155013.64+200154.5 2.190 188 2.194 565 2.196 754
SDSS J160222.72+084538.4 2.270 -458 · · · · · · 2.276 92
SDSS J163300.13+362904.8 3.562 -525 3.538 -2093 3.575 328
SDSS J165137.52+400218.9 2.339 90 2.341 270 2.342 360
SDSS J172237.85+385951.8 3.350 -1168 3.390 1584 · · · · · ·
SDSS J210524.47+000407.3 2.293 -4575 · · · · · · 2.307 -3301
SDSS J212329.46�005052.9 2.255 -1376 2.233 -3395 2.269 -92
SDSS J221506.02+151208.5 3.285 70 3.284 0 · · · · · ·
SDSS J235808.54+012507.2 3.366 -1572 3.400 753 · · · · · ·

aRedshifts determined from the �peak reported in Column (8) of Table 4.1.

bAcquired from P18.

cAcquired from HW10

The velocity offset of SDSS J115954.33+201921.1, with respect to the redshift deter-

mined by the SDSS Pipeline is �10642 km s�1, which is larger than the respective values

of the combined sample, excluding SDSS J142243.02+441721.2. SDSS J115954.33+201921.1

was also removed from the SDSS Pipeline regression as discussed more in Section 2.4.

Here too, the disparity between the SDSS Pipeline redshift value (z ⇤ 3.330) and the

respective Visual Inspection value (z ⇤ 3.425) indicates a misidentification of spectral

features by the SDSS Pipeline.
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Table 2.6. C �� Spectral Properties of the M17 Sample

FWHM EW log L1350 �peak

Quasar zHW10 zpipe (km s�1) (Å) (erg s�1) (Å)

SDSS J011521.20+152453.3 3.433 3.418 6236 33.3 46.6 6821
SDSS J012403.77+004432.6 3.827 3.836 5646 37.4 47.1 7460
SDSS J014049.18�083942.5a 3.726 · · · 4635 22.7 47.2 7285
SDSS J014214.75+002324.2 3.374 · · · 5013 29.2 47.0 6753
SDSS J015741.57�010629.6 3.571 3.565 5158 45.9 46.9 7049
SDSS J025021.76�075749.9 3.344 3.337 5173 18.8 47.0 6715
SDSS J025438.36+002132.7 2.464 2.470 5998 78.8 45.8 5355
SDSS J025905.63+001121.9 3.377 3.372 3728 65.6 46.9 6767
SDSS J030341.04�002321.9 3.235 · · · 6865 41.0 47.0 6524
SDSS J030449.85�000813.4 3.296 · · · 2066 27.1 47.3 6638
SDSS J035220.69�051702.6 3.271 · · · 6939 24.7 46.4 6578
SDSS J075303.34+423130.8 3.595 3.594 2804 29.4 47.3 7112
SDSS J075819.70+202300.9 3.753 3.743 6583 27.6 46.8 7333
SDSS J080430.56+542041.1 3.755 3.758 7047 28.7 46.8 7335
SDSS J080819.69+373047.3 3.477 3.426 7183 27.8 46.9 6910
SDSS J080956.02+502000.9 3.288 3.290 4240 41.9 47.0 6623
SDSS J081011.97+093648.2 3.387 · · · 7558 21.3 46.9 6768
SDSS J081855.77+095848.0 3.688 3.692 7446 26.9 47.0 7213
SDSS J082535.19+512706.3 3.507 3.496 6839 18.7 47.1 6964
SDSS J083630.54+062044.8 3.387 3.413 5971 11.0 47.1 6767
SDSS J090033.50+421547.0 3.294 3.296 4421 40.3 47.3 6639
SDSS J091054.79+023704.5 3.290 3.292 6184 27.7 46.4 6618
SDSS J094202.04+042244.5 3.284 3.272 3208 35.0 46.9 6617
SDSS J095141.33+013259.5 2.419 2.425 2645 96.5 46.0 5293
SDSS J095434.93+091519.6 3.398 3.399 8671 41.1 46.7 6802
SDSS J100710.70+042119.2 2.367 2.354 4988 64.8 45.6 5199
SDSS J101257.52+025933.1 2.441 2.436 5106 39.9 46.1 5312
SDSS J101908.26+025431.9 3.379 · · · 8012 34.5 47.0 6766
SDSS J103456.31+035859.4 3.388 3.342 5972 27.8 46.8 6767
SDSS J105511.99+020751.9 3.404 · · · 6372 84.5 46.1 6798
SDSS J113838.27�020607.2 3.347 3.342 5888 46.4 46.0 6711
SDSS J115111.20+034048.2 2.337 2.341 2448 44.8 45.2 5170
SDSS J115304.62+035951.5 3.437 3.430 2379 13.6 46.6 6858
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Table 2.6 (cont’d)

FWHM EW log L1350 �peak

Quasar zHW10 zpipe (km s�1) (Å) (erg s�1) (Å)

SDSS J115935.63+042420.0 3.456 3.457 4969 44.8 46.3 6886
SDSS J115954.33+201921.1 3.432 3.269 6360 24.8 47.4 6827
SDSS J125034.41�010510.6 2.399 2.401 2494 83.7 45.6 5252
SDSS J144245.66�024250.1 2.355 · · · 6176 46.2 46.0 5155
SDSS J153725.35�014650.3 3.467 · · · 8098 117.7 46.7 6872
SDSS J173352.23+540030.4 3.435 · · · 4994 17.1 47.4 6844
SDSS J210258.22+002023.4 3.342 · · · 1733 35.0 46.8 6723
SDSS J213023.61+122252.2 3.279 · · · 2596 33.6 47.0 6615
SDSS J224956.08+000218.0 3.323 3.309 2994 64.0 46.8 6677
SDSS J230301.45�093930.7 3.470 · · · 8425 18.7 47.3 6898
SDSS J232735.67�091625.6 3.470 · · · 8378 27.3 46.5 6582
SDSS J234625.66�001600.4 3.281 · · · 7172 10.5 47.1 6892

aThis object was excluded from the regression analysis after visually inspecting its SDSS
spectrum and determining it was a BAL quasar.

Note. — The zsys values used in determining the velocity offsets are reported in Column 3
of Table 1 in M17.

2.4. Discussion

The results of our multiple regression analysis indicate that the most reliable red-

shift is obtained by correcting the HW10-based redshift employing the FWHM and EW

of the C IV line, the monochromatic luminosity at rest-frame 1350 Å, and the respective

coefficients listed under the fourth correction to the HW10 method from Table 3.6. Using

this correction, and removing SDSS J142243.02+441721.2 from the analysis (see Sec. 2.3.1),

we were able to reduce the uncertainty on the redshift determination from 731 km s�1 to

543 km s�1, yielding an improvement of ⇠ 25% with respect to the HW10-based redshifts;

similarly, the mean systematic offset of the redshift determination is reduced from �137

km s�1 to +1 km s�1 (see Table 3.7). For a comparison, utilizing only the M17 sample of 44

sources, the uncertainty on the HW10-based redshifts is reduced by ⇠ 20%.
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Table 2.7. Correction Coefficients

Correction Equation Coefficients Value Error t-Value

C �� ↵ log10(FWHMC ��) + � log10(EWC ��) ↵ -1301 195 -6.68
� 2501 472 5.29

↵ log10(FWHMC ��) + � log10(L1350) ↵ -3966 600 -6.61
� 293 48 6.14

� log10(EWC ��) + � log10(L1350) � 2058 601 3.43
� -88 20 -4.50

↵ log10(FWHMC ��) + � log10(EWC ��) + � log10(L1350) ↵ -3670 549 -6.68
� 1604 450 3.57
� 217 48 4.53

HW10 ↵ log10(FWHMC ��) + � log10(EWC ��) ↵ -1069 254 -4.22
� 2517 612 4.11

↵ log10(FWHMC ��) + � log10(L1350) ↵ -3191 869 -3.67
� 251 69 3.63

� log10(EWC ��) + � log10(L1350) � 2219 715 3.10
� -75 24 -3.18

↵ log10(FWHMC ��) + � log10(EWC ��) + � log10(L1350) ↵ -2834 819 -3.46
� 1877 652 2.88
� 161 71 2.26

SDSS Pipe ↵ log10(FWHMC ��) + � log10(EWC ��) ↵ -2380 785 -3.03
� 5087 1891 2.69

↵ log10(FWHMC ��) + � log10(L1350) ↵ -8024 2732 -2.94
� 613 216 2.83

� log10(EWC ��) + � log10(L1350) � 4732 2240 2.11
� -176 74 -2.39

↵ log10(FWHMC ��) + � log10(EWC ��) + � log10(L1350) ↵ -6814 2830 -2.41
� 3114 2212 1.41
� 416 255 1.63

The addition of the five sources from our UKIRT sample that have HW10-based red-

shifts, comprising a ⇠ 10% increase in the number of sources with respect to the M17

sample, therefore helped to further reduce the uncertainty on the HW10-based redshifts

from ⇠ 20% to ⇠ 25%. We anticipate that by utilizing a more representative of several

hundred high-redshift quasars, we will be able to further improve these uncertainties sig-
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nificantly and the results will become increasingly less biased to small number statistics

(e.g., Matthews et al., in prep.).

We note that, when we include the source with the highly discrepant �vC �� value,

SDSS J142243.02+441721.2, in the regression analysis, the best redshift estimates are ob-

tained from the corrected C ��-based redshifts (see Table 3.7). Here, the mean systematic

redshift offsets reduces from �1023 km s�1 to �8 km s�1 and the uncertainty on the red-

shifts determination decreases from 1135 km s�1 to 746 km s�1 (a ⇠ 34% improvement).

As it is apparent, even with this sample of 55 quasars, the methods to determine

redshift using rest-frame UV features provide uncertainties as large as ⇡ 500 � 700 km

s�1. As reported in the first row of each section of Table 3.7, the uncorrected redshift

determinations are significantly inaccurate and imprecise. C ��-based redshifts have a

mean systematic offset of ⇠ 1000 km/s (a blueshift) and a similar value for � (the standard

deviation). The HW10 method further improves these C ��-based redshifts by reducing

the systematic offsets by ⇠ 900 km s�1 and � by ⇠ 300 km s�1. Our prescription fur-

ther reduces the systematic offset by an additional ⇠ 100 km s�1 and reduces � by an

additional ⇠ 200 � 300 km s�1. Using the SDSS Pipeline redshift estimate, determined

from a principal component analysis on multiple features of a spectrum simultaneously

[e.g., 17], the mean systematic velocity offset for our combined sample is the largest and

extends beyond 1000 km s�1 with a standard deviation of 1324 km s�1. Overall, albeit

utilizing a smaller combined sample with respect to the samples we use for C ��- and

HW10-based redshifts, the redshifts determined from the SDSS Pipeline provide the least

reliable results (see Table 3.7). Our best correction applied to these redshifts improves the

mean systematic velocity offset by ⇠ 1000 km s�1, similar to the improvement achieved

for C ��-based redshifts, but yields only a modest improvement in � which remains large.

In order to test the validity of our method, we have preformed the same regression

described in the text on the M17 sources (⇠ 80% of our combined sample) and applied

it to the remaining sources acquired from UKIRT. The C �� velocity offsets were used in

the regression since this sample was the largest of the three UV-based redshift estimates.

26



Prior to correction, the sample of 10 UKIRT sources had a mean, median and � of �641

km s�1, �690 km s�1, and 952 km s�1 respectively. After running the regression on the

M17 sample and applying the new correction to the UKIRT sources, the mean, median

and � improved to 474 km s�1, 376 km s�1, and 772 km s�1 respectively, demonstrating

the validity of our method.

The SDSS Pipeline redshift estimate, as noted in P18, is subject to highly uncertain

redshift determinations due to lower signal-to-noise ratios or unusual objects. As seen in

our relatively small sample, large redshift discrepancies are apparent particularly in two of

the 39 objects that we have with available SDSS Pipeline-based redshifts. In each case, the

velocity offsets are > 104 km s�1 and, when included in the regression analysis, it nearly

tripled the uncertainty on the redshift determination. The most robust redshift determina-

tion methods involve a correction based on the C �� spectral properties and UV continuum

luminosity to either C ��- or HW10-based redshifts. P18 also provides a redshift based

off of visual inspection, zVI . We find that this estimate, where available, provides a much

more reliable redshift estimate than the one provided by the SDSS Pipeline. The mean

systematic offset for this redshift estimate is �290 km s�1 with a standard deviation of 762

km s�1.

Regarding the two sources with extremely large velocity offsets,

SDSS J142243.02+441721.2 and SDSS J115954.33+201921.1, we note that our best correc-

tions for their UV-based redshifts provide only modest improvements to the redshift

determinations, and that their negative velocity offsets (i.e., blueshifts) take on positive

velocity offsets (i.e., redshifts), after the correction is applied. The velocity offsets for SDSS

J142243.02+441721.2 improve from �5097 km s�1 to 2300 km s�1, �7740 km s�1 to 6016 km

s�1, and �16384 km s�1 to 11848 km s�1 for C ��-, HW10-, and SDSS Pipeline-based red-

shift estimates, respectively. Similarly, the velocity offsets for SDSS J115954.33+201921.1

changed from �1264 km s�1 to �58 km s�1, 407 km s�1 to �656 km s�1, and �10642 km

s�1 to 8720 km s�1, respectively. While most of the corrected velocity offsets are closer to

zero, they do not improve appreciably and still affect the statistics significantly.
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Table 2.8. Correction Statistics

Model Mean Median � Skew

C �� a -1016 -1028 1132 (993) -1.11
C �� 1 -20 -194 885 (792) 0.55
C �� 2 -3 18 837 (755) 0.66
C �� 3 1 -80 1022 (905) 0.67
C �� 4 0 -24 750

b
(679) 0.37

HW10c -121 159 1310 (719) -4.09
HW 1 -14 -116 1123 (575) 3.86
HW 2 -2 -97 1157 (638) 3.38
HW 3 1 -73 1195 (621) 3.98
HW 4 1 -68 1067 (547)

b
3.59

SDSS Piped -1029 -63 3255 (1264) -3.45
Pipe 1 -31 -558 2954 (1161) 2.78
Pipe 2 -8 -578 2928 (1165) 2.66
Pipe 3 -2 -697 3072 (1200) 3.03
Pipe 4 -3 -449 2851 (1131) 2.54

a55 objects were used in the full correction statistics and 54 objects were used in the
correction statistics excluding outliers.

bThe best results, with and without outliers, are further discussed in Section 2.4.
c50 objects were used in the full correction statistics and 49 objects were used in the

correction statistics excluding outliers.
d39 objects were used in the full correction statistics and 37 objects were used in the

correction statistics excluding outliers.

Note. — Bold results are presented in Figure 2.4. The � reported in parenthesis is
the standard deviation once outliers have been removed. For C �� and HW10, only SDSS
J142243.02+441721.2 was removed. For SDSS Pipe, SDSS J142243.02+441721.2 and SDSS
J115954.33+201921.1 were removed.

The origin for the abnormally large velocity offset of the SDSS Pipeline redshift

of SDSS J115954.33+201921.1 most likely stems from the misidentification of the emis-
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sion lines in the SDSS spectra by the SDSS Pipeline, as discussed in 2.3.1. As for SDSS

J142243.02+441721.2, the origin of the large velocity offset of the C ��-based redshift is

intrinsic to the quasar and this should not be confused with the coincidental abnormally

large velocity offset stemming from the failure of the SDSS Pipeline to correctly identify

the UV spectral features (see Sec. 3.1). Our measured velocity offset of the C �� line (�5097

km s�1) is consistent, within the errors, with the value reported in Table 6 of [161] for

the source (�4670 km s�1). Such sources may point to additional spectral parameters that

should be taken into account in future prescriptions for UV-based redshift corrections.

While such objects may be rare (. 5% in our combined sample), their potential effects on

future redshift estimates should be scrutinized to ensure that redshift corrections for the

general quasar population are not skewed. The difficulty in correcting the UV-based red-

shift of SDSS J142243.02+441721.2 is also manifested by the HW10-based redshift which is

unable to improve the estimate but rather provides a larger velocity offset (�7740 km s�1)

with respect to the C ��-based value (�5097 km s�1).

With our combined sample of 55 high-redshift quasars, we verify large velocity

offsets between UV-based redshift estimates and zsys . Our calibrations to the UV-based

redshift estimates can be used to establish more reliable estimates for zsys when work-

ing with high-redshift quasars in the optical band. This effort will lead to more reliable

constraints on a range of measurements that require precise distances for quasars.

2.5. Conclusions

In the coming decade, ⇡ 106 high-redshift (z & 0.8) quasars will have their redshifts

determined through large spectroscopic surveys conducted in the visible band (i.e., rest-

frame UV band), e.g., the DESI survey [e.g., 79, 33]. Many of these quasars, at 1.5 . z . 6.0,

will have the prominent C �� emission line covered in their spectra which can provide

means for correcting UV-based redshifts.

Using a sample of 55 quasars, our prescription for correcting UV-based redshifts

yields a systematic velocity offset which is consistent with zero and improves the uncer-

tainty on the redshift determination by ⇠ 25 � 35% with respect to the method of HW10.
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Table 2.9. Outlier Offsets

Name Offset Before (km s�1) Offset After (km s�1)

SDSS J142243.02+441721.2 (C ��) -5097 2300

SDSS J142243.02+441721.2 (HW10) -7740 6016

SDSS J142243.02+441721.2 (SDSS Pipe) -16384 11848

SDSS J115954.33+201921.1 (C ��) -1264 -58

SDSS J115954.33+201921.1 (HW10) 407 -656

SDSS J115954.33+201921.1 (SDSS Pipe) -10642 8720

We also find that UV-based redshifts derived from the SDSS Pipeline provide the least reli-

able results, and the uncertainties with respect to zsys cannot be reduced appreciably. With

a larger, uniform sample of high-redshift quasars with NIR spectroscopy (e.g., Matthews

et al., in prep.), we plan to improve the reliability of our redshift estimates further and

search for additional spectral properties that may further improve these estimates.

We show that the uncertainties on UV-based redshifts for the majority of high-

redshift quasars can be reduced considerably by obtaining NIR spectroscopy of a larger

sample of sources and using the [O ���]-based systemic redshift to inform a C ��-based

regression analysis. The reduction in redshift uncertainties is particularly useful for a

range of applications involving accurate cosmological distances.
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CHAPTER 3

GEMINI NEAR INFRARED SPECTROGRAPH - DISTANT QUASAR SURVEY:

AUGMENTED SPECTROSCOPIC CATALOG AND A PRESCRIPTION FOR

CORRECTING UV-BASED QUASAR REDSHIFTS

3.1. Introduction

Obtaining systemic redshifts (zsys) for quasars to accuracies better than 1000 km s�1

is necessary for a variety of reasons. These include measuring the kinematics of outflowing

material near the supermassive black hole (SMBH) that impact star formation rates in the

quasar’s host galaxy [e.g., 61, 83, 24], and cosmological studies that utilize redshifts as

distance indicators, such as quasar clustering and the proximity effect at high redshift

[e.g., 1, 59, 145, 30, 91, 173].

A quasar zsys value is typically determined from spectroscopy in the optical band

relying, particularly, on the wavelength of the peak of the narrow [O ���] �5007 emission

line at z . 0.8, the Mg �� ��2798, 2803 doublet for 0.4 . z . 2.3, or the Balmer lines

up to z ⇠ 1, in order of increasing uncertainty on the derived zsys value, ranging from

⇠ 50 km s�1 to ⇠ 600 km s�1 [e.g., 18, 140, 99]. However, at higher redshifts, these zsys

indicators shift out of the optical band, and redshift determinations usually rely on shorter

wavelength, and typically higher ionization emission lines such as C �� �1549. Such

emission lines are known to show additional kinematic offsets of up to several 103 km s�1

that add uncertainties of this magnitude to the derived redshift values [e.g., 48, 154, 50,

140, 161]. The redshifts of distant quasars determined from large spectroscopic surveys

[e.g., Sloan Digital Sky Survey, SDSS, 169, 151, 33, 82], that are limited to �obs . 1 µm,

therefore will have uncertainties on the order of tens of Mpc at z ⇤ 2.5, when converting

from velocity space into comoving distance [e.g., 45].

A direct comparison of SDSS Pipeline redshifts [17, 82] with zsys values obtained

from rest-frame optical indicators show that corrections to UV-based redshifts can be made

despite the presence of potentially large uncertainties. Past investigations such as Hewett
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& Wild 2010 ([57]), Mason et al. 2017 ([88]) and Dix et al. 2020 ([36]), hereafter HW10,

M17, and D20, respectively, have demonstrated that these uncertainties can be mitigated

through corrections obtained from regression analyses based on pre-existing rest-frame

optical spectral properties and used as prescriptions for correcting UV-based redshifts.

HW10 relied primarily on sampling methods wherein an average quasar spectrum

was generated using a large sample of existing quasar spectra, and then statistical analysis

was used to provide offsets for any given quasar with respect to this “master" spectrum in

order to correct for any uncertainties. However, this offset correction becomes less reliable

for high redshift quasars as important emission lines such as [O ���] and Mg �� leave the

optical-UV regime, and so additional corrections are needed [see, e.g., 119].

M17 and D20 used regression analyses that apply empirical corrections to UV-based

redshifts involving the C �� spectroscopic parameter space, a diagnostic of quasar accretion

power [120, 119, 125], which affects the wavelengths of emission-line peaks. Specifically,

these parameters include the rest-frame equivalent width (EW) and full width at half

maximum intensity (FWHM) of the C �� line� as well as the continuum luminosity at the

base of this line. Such corrections have been applied to sources that lack broad absorption

lines and are not radio-loud� in order to minimize the effects of absorption and continuum

boosting, respectively, to the C �� line profile to mitigate potential complications arising

from these sources and provide the most reliable results possible.

The D20 analysis, an extension of the M17 study, was based on a non-uniform sam-

ple of 55 SDSS sources with spectral coverage in the rest-frame optical and UV. Here, we

use a much larger and more uniform sample of 154 sources with highly reliable zsys values

drawn from an augmentation of the Gemini Near Infrared Spectrograph - Distant Quasar

Survey (GNIRS-DQS) near-infrared (NIR) spectral inventory [90, hereafter M21]. Our

results allow us to obtain significantly improved prescriptions for correcting UV-based

�We discuss additional velocity width measurement methods in Appendix 3.5.

�We consider radio-loud quasars to have R > 100, where R is defined as R ⇤ f⌫(5 GHz) / f⌫ (4400 Å),
where f⌫(5 GHz) and f⌫(4400 Å) are the flux densities at a rest-frame frequency of 5 GHz and a rest-frame
wavelength of 4400 Å, respectively [71]
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redshifts. Section 5.2.2 describes the properties of the quasar sample and the respective

redshift measurements, along with an augmentation of the M21 catalog of spectral prop-

erties from GNIRS-DQS. Section 5.2 presents prescriptions for UV-based quasar redshift

corrections based on multiple regression analyses including several velocity width indi-

cators, alongside discussion of the redshift dependence of the velocity offset corrections,

and redshift estimates for quasars with extremely high velocity outflows. Our conclusions

are presented in Section 3.4. Throughout this paper we adopt a flat ⇤CDM cosmology

with ⌦⇤ ⇤ 1 �⌦M ⇤ 0.7 and H0 ⇤ 70 km s
�1 Mpc

�1 [e.g., 148].

3.2. Sample Selection

Our quasar sample is drawn from GNIRS-DQS, which comprises the largest, most

uniform sample of optically selected high-redshift quasars having NIR spectroscopic cov-

erage (M21). The GNIRS-DQS sources were selected from all SDSS quasars [106, 82]

having mi . 19.0 mag at 1.55 . z . 3.50 for which the H� and [O ���] emission-lines can

be covered in either the J, H, or K bands. We augment the original GNIRS-DQS sample

with 34 additional sources, selected in a similar fashion as described below, and shown

in Figure 3.1. Distributions of radio loudness and [O ���] �5007 EW for the GNIRS-DQS

sources are shown in Figures 3.2 and 3.3, respectively.

3.2.1. The Augmented GNIRS-DQS Catalog

We add spectroscopic data for 31 sources that were observed in semester 2020B as

part of our GNIRS-DQS campaign (see M21 for a detailed description of the observational

strategy and the instrument configuration). In addition, we include spectroscopic data

for 11 sources that were observed in a similar fashion, albeit with a narrower slit, 0.3000,

in semester 2015A (program GN-2015A-Q-68; PI: Brotherton). Of these 42 sources, 34

(comprising 26 from GNIRS-DQS and 8 from GN-2015A-Q-68) had observations that pro-

duced useful spectra that we include in the augmented GNIRS-DQS catalog. This fraction

is consistent with the overall success rate of ⇠ 80% for all the GNIRS-DQS observations.

The observation log of these additional objects is given in Table 3.1.
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Figure 3.1 Distributions of the most reliable reported redshift estimate from SDSS [82,

Table D1, column 27 “Z"] in each redshift interval (top), and corresponding magnitude

distributions (bottom). The initial GNIRS-DQS sample is marked in grey, and sources

from the augmented sample are shown in red. The three redshift bins correspond to the

H� and [O ���] lines appearing at the center of the J, H, or K photometric bands. The

number of sources observed in each redshift bin is marked in each of the top panels. Of

a total of 314 sources observed, 272 of which were reported in M21, reliable NIR spectra

were obtained for 260 sources; the NIR spectra of 226 of these were presented in M21 and

the remaining 34 are presented in this work.

The formatting for the basic spectral properties of all 260 GNIRS-DQS objects is

presented in Tables 3.2 and 3.3 in a similar fashion to Tables 2 and 3 in M21. These Tables

contain the most reliable measurements for the entire GNIRS-DQS sample. The GNIRS-

DQS sample was originally selected from the SDSS quasar catalogs for Data Release (DR)

12 and DR14 [108, 106]; the augmented GNIRS-DQS catalog presented here includes

26 sources that were selected from SDSS DR16 [82] which are marked appropriately in

Table 3.1. DR16 measurements have been adopted for the full sample [82].
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Figure 3.2 Radio-loudness distribution of the GNIRS-DQS sources. Darker shaded regions

indicate new sources not in M21. The dashed line at log R = 1 indicates the threshold for

radio-quiet quasars, and the dotted line at log R = 2 indicates the threshold for radio-loud

quasars (see also M21).
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Figure 3.3 [O ���] �5007 rest-frame EW distribution of 222 GNIRS-DQS sources (solid gray

histogram) and a similar distribution from Shen et al. ((year?)) (red outline; scaled down

by a factor of 500). See M21 for additional discussion. We define a threshold of reliability

for an [O ���] EW measurement at 0.1 Å.

Table 3.4 presents the parameters used to model all of the emission lines, using Gauss-

ian profiles, in the GNIRS-DQS spectra. For each profile, these parameters include the

observed-frame wavelength of the line peak, velocity width (FWHM), and flux-density

normalization ( f�). All of the GNIRS spectra and their best-fit models are available elec-

tronically at https://datalab.noirlab.edu/gnirs_dqs.php�.

�https://datalab.noirlab.edu/gnirs_dqs.php
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3.2.2. Improved Spectroscopic Inventory

Tables 3.2 and 3.3 include improved measurements of all spectral features. In

particular, they include measurements of the rest-frame optical Fe �� emission blend which

was fitted for each source in the same manner as in M21; however, each such feature now

has a measured EW value and errors, thus effectively removing all the upper limits on

the EWs (cf. Table 2 of M21). We fit two Gaussians to each broad emission-line profile

to accommodate a possible asymmetry arising from, e.g., absorption, or outflows. We

note that the two Gaussian fit per broad emission line is adopted only to characterize the

line shape; the two Gaussians do not imply two physically distinct regions. The errors on

the spectral measurements were calculated in the same manner as the other uncertainties

described in M21, with upper and lower values being derived from a distribution of

values recorded during the iterative process of broadening the Fe �� template (see M21 for

a detailed description of the Fe �� blend fitting process).

In addition to the inclusion of 34 new sources, Tables 3.2 and 3.3 contain the most

reliable data following remeasurement of each source with additional vetting and visual

inspection, particularly with respect to the [O ���] and Fe �� fitting. These values therefore

supersede the corresponding values presented in M21.

3.2.3. C �� Emission-Line Measurements

M17 and D20 found that the accuracy and precision of a source’s UV-based redshift

can be significantly improved when regressed against the FWHM and EW of its C �� line as

well as the UV continuum luminosity at a rest-frame wavelength of 1350Å (L1350).� The C ��

emission line has been measured in the SDSS spectrum of each GNIRS-DQS source using

the same fitting approach outlined in D20, which closely follows the methods utilized in

both M21 and this work; the C �� emission-line properties of all the GNIRS-DQS sources

appear in Dix et al. (2022, in prep).

�Objects with redshifts z < 1.65 had L1350 extrapolated from L3000 assuming a continuum power-law of the
form f⌫ / ⌫0.5 [e.g., 156].
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Table 3.1. Observation Log of Supplemental GNIRS-DQS Objects

Quasar zSDSS
a

J H K Obs. Date Net Exp. Comments BAL RL

[mag] [mag] [mag] [s]

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

SDSS J001018.88+280932.5* 1.612 16.56 15.80 15.76 2020 Dec 09 1800 · · · · · · · · ·
SDSS J003001.11�015743.5 1.582 17.08 15.96 15.76 2020 Sep 09 1800 · · · · · · · · ·
SDSS J003853.15+333044.3 2.357 16.81 15.98 15.29 2020 Dec 25 1800 · · · · · · · · ·
SDSS J004613.54+010425.7 2.150 16.44 15.85 15.02 2020 Dec 11 1800 · · · 1 · · ·
SDSS J004710.48+163106.5 2.165 16.33 15.62 14.90 2020 Dec 11 1800 · · · · · · · · ·
SDSS J005307.71+191022.7* 1.583 16.72 15.79 15.43 2020 Sep 08 1800 · · · · · · · · ·
SDSS J020329.86-091020.3* 1.579 17.02 15.97 15.64 2020 Aug 23 900 · · · · · · · · ·

· · · · · · · · · · · · 2020 Sep 11 900 · · · · · · · · ·
SDSS J073132.18+461347.0* 1.578 16.71 15.83 15.31 2020 Sep 29 1350 · · · · · · · · ·
SDSS J080117.91+333411.9* 1.598 16.73 15.99 15.79 2020 Oct 05 1350 · · · · · · · · ·
SDSS J080429.61+113013.9* 2.165 16.64 15.99 15.13 2020 Nov 27 1800 · · · · · · · · ·
SDSS J080636.81+345048.5* 1.553 16.45 15.88 16.58 2020 Sep 30 1800 · · · 1 · · ·
SDSS J080707.37+260729.1* 2.312 16.84 15.99 15.53 2020 Sep 30 1800 · · · · · · · · ·
SDSS J081520.94+323512.9* 1.584 16.90 15.85 15.55 2020 Nov 28 1800 2 · · · · · ·
SDSS J084017.87+103428.8 3.330 16.69 16.47 15.27 2015 Apr 23 1720 · · · · · · · · ·
SDSS J084401.95+050357.9 3.350 15.39 14.93 14.19 2015 Apr 06 800 · · · · · · · · ·
SDSS J084526.75+550546.8* 1.620 16.33 15.65 15.18 2020 Nov 27 1800 · · · · · · · · ·
SDSS J091425.72+504854.9* 2.341 17.18 15.98 15.17 2020 Nov 29 1800 · · · · · · · · ·
SDSS J092942.97+064604.1* 1.608 16.65 15.53 15.28 2020 Nov 30 1800 2 · · · · · ·
SDSS J094140.16+325703.2* 3.452 16.55 15.81 15.24 2020 Nov 29 1800 · · · · · · · · ·
SDSS J094427.27+614424.6* 2.340 16.41 15.61 14.72 2020 Dec 09 1800 · · · · · · · · ·
SDSS J095047.45+194446.1* 1.575 16.80 15.98 15.62 2020 Dec 12 900 · · · · · · · · ·

· · · · · · · · · · · · 2020 Dec 21 900 · · · · · · · · ·
SDSS J095555.68+351652.6* 1.616 16.99 15.97 15.85 2020 Dec 09 1800 · · · · · · · · ·
SDSS J101724.26+333403.3* 1.579 16.49 15.84 15.40 2020 Nov 30 1800 · · · · · · · · ·
SDSS J111127.43+293319.3* 2.178 16.42 15.88 15.10 2020 Dec 31 1800 2 · · · · · ·
SDSS J112726.81+601020.2* 2.159 16.60 15.79 15.40 2020 Dec 31 2250 2 · · · · · ·
SDSS J112938.46+440325.0* 2.213 16.99 15.88 15.11 2021 Jan 02 1800 · · · 1 · · ·
SDSS J113330.17+144758.8* 3.248 16.90 15.88 15.64 2021 Jan 02 1800 · · · 1 · · ·
SDSS J113924.64+332436.9* 2.314 16.38 15.95 14.85 2020 Dec 09 1800 · · · · · · · · ·
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Table 3.1 (cont’d)

Quasar zSDSS
a

J H K Obs. Date Net Exp. Comments BAL RL

[mag] [mag] [mag] [s]

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

SDSS J122343.15+503753.4 3.491 15.90 15.57 14.69 2015 Mar 30 1160 · · · · · · · · ·
SDSS J122938.61+462430.5* 2.152 16.30 15.77 15.19 2020 Nov 30 1800 · · · · · · · · ·
SDSS J130213.54+084208.6 3.305 16.12 15.64 15.02 2015 Apr 01 1720 2 · · · · · ·
SDSS J131048.17+361557.7 3.420 15.79 15.11 14.38 2015 Apr 05 800 2 · · · · · ·
SDSS J132845.00+510225.8 3.411 16.10 15.53 14.77 2015 Apr 05 1160 · · · · · · · · ·
SDSS J141321.05+092204.8 3.327 16.16 15.63 15.05 2015 Apr 05 1160 · · · · · · · · ·
SDSS J142123.97+463318.0 3.378 16.28 15.49 14.89 2015 Apr 07 1700 · · · · · · · · ·
SDSS J142755.85�002951.1 3.362 16.60 15.91 15.27 2015 Apr 01 1720 · · · · · · · · ·
SDSS J165523.09+184708.4 3.327 16.28 15.88 15.19 2015 Apr 08 1720 · · · · · · · · ·
SDSS J173352.23+540030.4 3.424 15.87 15.72 14.95 2015 Mar 23 1190 · · · · · · · · ·

· · · · · · · · · · · · 2015 Apr 01 680 · · · · · · · · ·
SDSS J210558.29�011127.5 1.625 16.61 15.49 15.54 2020 Aug 21 2250 1 · · · · · ·
SDSS J211251.06+000808.3* 1.618 16.85 15.89 15.89 2020 Aug 19 1800 1 · · · · · ·
SDSS J213655.35�080910.1 1.591 16.96 15.56 15.74 2020 Aug 23 1800 · · · · · · · · ·
SDSS J220139.99+114140.8* 2.382 16.87 15.76 15.84 2020 Aug 30 1800 1 · · · · · ·
SDSS J222310.76+180308.1* 1.602 16.70 15.99 15.60 2020 Sep 01 1800 1 · · · · · ·
SDSS J223934.45�004707.2 2.121 16.91 15.97 15.70 2020 Oct 03 1800 1 · · · · · ·
SDSS J233304.61�092710.9 2.121 16.17 15.41 14.83 2021 Jan 01 1800 1 · · · · · ·

· · · · · · · · · · · · 2021 Jan 02 900 · · · · · · · · ·

aValue based on best available measurement in SDSS DR16 [82, Table D1, column 27
“Z"]

⇤Denotes object selected from Data Release 16.

Note. — Several sources have more than one observation, indicated by an empty source
name. All SDSS data taken from DR16.

Comments in Column (8) represent:
[1] At least one exposure did not meet our observation conditions requirements.
[2] Observation failed to provide spectrum of the source due to bad weather, instrument
artifacts, or other technical difficulties during the observation.
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Table 3.2. Column Headings for Spectral Measurements

Column Name Bytes Format Units Description

(1) (2) (3) (4) (5) (6)

1 OBJ (1-24) A24 · · · SDSS object designation

2 ZSYS (26-30) F5.3 · · · Systemic redshifts

3 LC_MG II (32-36) I5 Å Mg �� observed-frame wavelengtha

4 LC_MG II_UPP (38-39) I2 Å Upper uncertainty for the line peak of Mg ��

5 LC_MG II_LOW (41-42) I2 Å Lower uncertainty for the line peak of Mg ��

6 FWHM_MG II (44-47) I4 km s�1 FWHM of Mg ��

7 FWHM_MG II_UPP (49-52) I4 km s�1 Upper uncertainty of FWHM of Mg ��

8 FWHM_MG II_LOW (54-57) I4 km s�1 Lower uncertainty of FWHM of Mg ��

9 EW_MG II (59-60) I2 Å Rest-frame EW of Mg ��

10 EW_MG II_UPP (62-63) I2 Å Upper uncertainty of EW of Mg ��

11 EW_MG II_LOW (65-66) I2 Å Lower uncertainty of EW of Mg ��

12 AS_MG II (68-76) E9.2 · · · Asymmetry of the double Gaussian fit profile of Mg ��

13 KURT_MG II (78-81) F4.2 · · · Kurtosis of the double Gaussian fit profile of Mg ��

14 LC_HB (83-87) I5 Å H� observed-frame wavelengtha

15 LC_HB_UPP (89-90) I2 Å Upper uncertainty for the line peak of H�

16 LC_HB_LOW (92-93) I2 Å Lower uncertainty for the line peak of H�

17 FWHM_HB (95-99) I5 km s�1 FWHM of H�

18 FWHM_HB_UPP (101-105) I5 km s�1 Upper uncertainty of FWHM of H�

19 FWHM_HB_LOW (107-110) I5 km s�1 Lower uncertainty of FWHM of H�

20 EW_HB (112-114) I3 Å Rest-frame EW of H�

21 EW_HB_UPP (116-117) I2 Å Upper uncertainty of EW of H�

22 EW_HB_LOW (119-120) I2 Å Lower uncertainty of EW of H�

23 AS_HB (122-130) E9.2 · · · Asymmetry of the double Gaussian fit profile of H�

24 KURT_HB (132-135) F4.2 · · · Kurtosis of the double Gaussian fit profile of H�

25 LC_O III (137-141) I5 Å [O ���] �5007 observed-frame wavelengtha

26 LC_O III_UPP (143-144) I2 Å Upper uncertainty for the line peak of [O ���] �5007

27 LC_O III_LOW (146-147) I2 Å Lower uncertainty for the line peak of [O ���] �5007

28 FWHM_O III (149-152) I4 km s�1 FWHM of [O ���] �5007

29 FWHM_O III_UPP (154-157) I4 km s�1 Upper uncertainty of FWHM of [O ���] �5007

30 FWHM_O III_LOW (159-162) I4 km s�1 Lower uncertainty of FWHM of [O ���] �5007

31 EW_O III (164-171) E8.2 Å Rest-frame EW of [O ���] �5007
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Table 3.2 (cont’d)

Column Name Bytes Format Units Description

(1) (2) (3) (4) (5) (6)

32 EW_O III_UPP (173-180) E8.2 Å Upper uncertainty of EW of [O ���] �5007

33 EW_O III_LOW (182-189) E8.2 Å Lower uncertainty of EW of [O ���] �5007

34 AS_O III (191-199) E9.2 · · · Asymmetry of the double Gaussian fit profile of [O ���] �5007

35 KURT_O III (201-204) F4.2 · · · Kurtosis of the double Gaussian fit profile of [O ���] �5007

36 LC_HA (206-210) I5 Å H↵ observed-frame wavelengtha

37 LC_HA_UPP (212-213) I2 Å Upper uncertainty for the line peak of H↵

38 LC_HA_LOW (215-216) I2 Å Lower uncertainty for the line peak of H↵

39 FWHM_HA (218-221) I4 km s�1 FWHM of H↵

40 FWHM_HA_UPP (223-226) I4 km s�1 Upper uncertainty of FWHM of H↵

41 FWHM_HA_LOW (228-231) I4 km s�1 Lower uncertainty of FWHM of H↵

42 EW_HA (233-235) I3 Å Rest-frame EW of H↵

43 EW_HA_UPP (237-238) I2 Å Upper uncertainty of EW of H↵

44 EW_HA_LOW (240-241) I2 Å Lower uncertainty of EW of H↵

45 AS_HA (243-251) E9.2 · · · Asymmetry of the double Gaussian fit profile of H↵

46 KURT_HA (253-256) F4.2 · · · Kurtosis of the double Gaussian fit profile of H↵

47 FWHM_FE II (258-262) F5.0 km s�1 FWHM of the kernel Gaussian used to broaden the Fe �� template

48 EW_FE II (264-271) E8.2 Å Rest-frame EW of optical band Fe �� as defined by [19]

49 EW_FE II_UPP (273-280) E8.2 Å Upper uncertainty of EW of Fe ��

50 EW_FE II_LOW (282-289) E8.2 Å Lower uncertainty of EW of Fe ��

51 LOGF�5100 (291-296) F6.2 erg s�1cm�2Å�1 Flux density at rest-frame 5100 Å

52 LOGL5100 (298-302) F5.2 erg s�1 Å�1 Monochromatic luminosity at rest-frame 5100 Å based on zsys

aThe emission-line peak based on the peak-fit value.

Note. — Data formatting used for the catalog. Asymmetry is defined here as the skewness
of the Gaussian fits, i.e., a measure of the asymmetry of the distribution about its mean,
s ⇤ E(x � µ)3/�3, where µ is the mean of x, � is the standard deviation of x, and E(t) is the
expectation value. Kurtosis is the quantification of the "tails" of the Gaussian fits defined as
k ⇤ E(x � µ)4/�4. All of the GNIRS spectra and their best-fit models are available electronically
athttps://datalab.noirlab.edu/gnirs_dqs.php.
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Table 3.3. Column Headings for Supplemental Emission-Line Measurements

Column Name Bytes Format Units Description

(1) (2) (3) (4) (5) (6)

1 OBJ (1-24) A24 · · · SDSS object designation

2 LC_HD (26-30) I5 Å H� observed-frame wavelengtha

3 LC_HD_UPP (32-33) I2 Å Upper uncertainty for the line peak of H�

4 LC_HD_LOW (35-36) I2 Å Lower uncertainty for the line peak of H�

5 FWHM_HD (38-41) I4 km s�1 FWHM of H�

6 FWHM_HD_UPP (43-45) I3 km s�1 Upper uncertainty of FWHM of H�

7 FWHM_HD_LOW (47-49) I3 km s�1 Lower uncertainty of FWHM of H�

8 EW_HD (51-52) I2 Å Rest-frame EW of H�

9 EW_HD_UPP (54-55) I2 Å Upper uncertainty of EW of H�

10 EW_HD_LOW (57-58) I2 Å Lower uncertainty of EW of H�

11 AS_HD (60-68) E9.2 · · · Asymmetry of the double Gaussian fit profile of H�

12 KURT_HD (70-73) F4.2 · · · Kurtosis of the double Gaussian fit profile of H�

13 LC_HG (75-79) I5 Å H� observed-frame wavelengtha

14 LC_HG_UPP (81-82) I2 Å Upper uncertainty for the line peak of H�

15 LC_HG_LOW (84-85) I2 Å Lower uncertainty for the line peak of H�

16 FWHM_HG (87-90) I4 km s�1 FWHM of H�

17 FWHM_HG_UPP (92-95) I4 km s�1 Upper uncertainty of FWHM of H�

18 FWHM_HG_LOW (97-100) I4 km s�1 Lower uncertainty of FWHM of H�

19 EW_HG (102-103) I2 Å Rest-frame EW of H�

20 EW_HG_UPP (105-106) I2 Å Upper uncertainty of EW of H�

21 EW_HG_LOW (108-109) I2 Å Lower uncertainty of EW of H�

22 AS_HG (111-119) E9.2 · · · Asymmetry of the double Gaussian fit profile of H�

23 KURT_HG (121-124) F4.2 · · · Kurtosis of the double Gaussian fit profile of H�

24 LC_O IIb (126-130) I5 Å [O ��] observed-frame wavelengtha

25 LC_O II_UPP (132-133) I2 Å Upper uncertainty for the line peak of [O ��]

26 LC_O II_LOW (135-136) I2 Å Lower uncertainty for the line peak of [O ��]

27 FWHM_O II (138-141) I4 km s�1 FWHM of [O ��]

28 FWHM_O II_UPP (143-147) I5 km s�1 Upper uncertainty of FWHM of [O ��]
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Table 3.3 (cont’d)

Column Name Bytes Format Units Description

(1) (2) (3) (4) (5) (6)

29 FWHM_O II_LOW (149-152) I4 km s�1 Lower uncertainty of FWHM of [O ��]

30 EW_O II (154-155) I2 Å Rest-frame EW of [O ��]

31 EW_O II_UPP (157-158) I2 Å Upper uncertainty of EW of [O ��]

32 EW_O II_LOW (160-161) I2 Å Lower uncertainty of EW of [O ��]

33 AS_O II (163-171) E9.2 · · · Asymmetry of the double Gaussian fit profile of [O ��]

34 KURT_O II (173-176) F4.2 · · · Kurtosis of the double Gaussian fit profile of [O ��]

35 LC_NE IIIc (178-182) I5 Å [Ne ���] observed-frame wavelengtha

36 LC_NE III_UPP (184-185) I2 Å Upper uncertainty for the line peak of [Ne ���]

37 LC_NE III_LOW (187-188) I2 Å Lower uncertainty for the line peak of [Ne ���]

38 FWHM_NE III (190-193) I4 km s�1 FWHM of [Ne ���]

39 FWHM_NE III_UPP (195-198) I4 km s�1 Upper uncertainty of FWHM of [Ne ���]

40 FWHM_NE III_LOW (200-203) I4 km s�1 Lower uncertainty of FWHM of [Ne ���]

41 EW_NE III (205-206) I2 Å Rest-frame EW of [Ne ���]

42 EW_NE III_UPP (208-209) I2 Å Upper uncertainty of EW of [Ne ���]

43 EW_NE III_LOW (211-212) I2 Å Lower uncertainty of EW of [Ne ���]

44 AS_NE III (214-222) E9.2 · · · Asymmetry of the double Gaussian fit profile of [Ne ���]

45 KURT_NE III (224-227) F4.2 · · · Kurtosis of the double Gaussian fit profile of [Ne ���]

aThe emission-line peak based on the peak-fit value.

b[O ��] � 3727

c[Ne ���] � 3870

Note. — Data formatting used for the supplemental measurements in the supplemental
features catalog.
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Table 3.4. Column Headings for Gaussian Parameters of Emission-Line Profiles

Column Name Bytes Format Units Description

(1) (2) (3) (4) (5) (6)

1 OBJ (1-24) A24 · · · SDSS object designation

2 MG II_LAM_PEAK_NARROW (26-29) I4 Å Narrow Mg �� peaka

3 MG II_STD_NARROW (31-32) I2 Å Narrow Mg �� width

4 MG II_F_LAM_NARROW (34-37) I4 erg s�1cm�2Å�1 Narrow Mg �� normalization

5 MG II_LAM_PEAK_BROAD (39-42) I4 Å Broad Mg �� peaka

6 MG II_STD_BROAD (44-47) I4 Å Broad Mg �� width

7 MG II_F_LAM_BROAD (49-52) I4 erg s�1cm�2Å�1 Broad Mg �� normalization

8 O II_LAM_PEAK_NARROW (54-57) I4 Å Narrow [O ��] peaka

9 O II_STD_NARROW (59-60) I2 Å Narrow [O ��] width

10 O II_F_LAM_NARROW (62-65) I4 erg s�1cm�2Å�1 Narrow [O ��] normalization

11 O II_LAM_PEAK_BROAD (67-70) I4 Å Broad [O ��] peaka

12 O II_STD_BROAD (72-75) I4 Å Broad [O ��] width

13 O II_F_LAM_BROAD (77-78) I2 erg s�1cm�2Å�1 Broad [O ��] normalization

14 NE III_LAM_PEAK_NARROW (80-83) I4 Å Narrow [Ne ���] peaka

15 NE III_STD_NARROW (85-86) I2 Å Narrow [Ne ���] width

16 NE III_F_LAM_NARROW (88-89) I2 erg s�1cm�2Å�1 Narrow [Ne ���] normalization

17 NE III_LAM_PEAK_BROAD (91-94) I4 Å Broad [Ne ���] peaka

18 NE III_STD_BROAD (96-99) I4 Å Broad [Ne ���] width

19 NE III_F_LAM_BROAD (101-102) I2 erg s�1cm�2Å�1 Broad [Ne ���] normalization

20 HD_LAM_PEAK_NARROW (104-107) I4 Å Narrow H� peaka

21 HD_STD_NARROW (109-110) I2 Å Narrow H� width

22 HD_F_LAM_NARROW (112-113) I2 erg s�1cm�2Å�1 Narrow H� normalization

23 HD_LAM_PEAK_BROAD (115-118) I4 Å Broad H� peaka

24 HD_STD_BROAD (120-123) I4 Å Broad H� width

25 HD_F_LAM_BROAD (125-127) I3 erg s�1cm�2Å�1 Broad H� normalization
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Table 3.4 (cont’d)

Column Name Bytes Format Units Description

(1) (2) (3) (4) (5) (6)

26 HG_LAM_PEAK_NARROW (129-132) I4 Å Narrow H� peaka

27 HG_STD_NARROW (134-135) I2 Å Narrow H� width

28 HG_F_LAM_NARROW (137-139) I3 erg s�1cm�2Å�1 Narrow H� normalization

29 HG_LAM_PEAK_BROAD (141-144) I4 Å Broad H� peaka

30 HG_STD_BROAD (146-149) I4 Å Broad H� width

31 HG_F_LAM_BROAD (151-153) I3 erg s�1cm�2Å�1 Broad H� normalization

32 HB_LAM_PEAK_NARROW (155-158) I4 Å Narrow H� peaka

33 HB_STD_NARROW (160-162) I3 Å Narrow H� width

34 HB_F_LAM_NARROW (164-166) I3 erg s�1cm�2Å�1 Narrow H� normalization

35 HB_LAM_PEAK_BROAD (168-171) I4 Å Narrow H� peaka

36 HB_STD_BROAD (173-175) I3 Å Broad H� width

37 HB_F_LAM_BROAD (177-179) I3 erg s�1cm�2Å�1 Broad H� normalization

38 O III_1_LAM_PEAK_NARROW (181-184) I4 Å Narrow [O ���] 4959Å peaka

39 O III_1_STD_NARROW (186-187) I2 Å Narrow [O ���] 4959Å width

40 O III_1_F_LAM_NARROW (189-191) I3 erg s�1cm�2Å�1 Narrow [O ���] 4959Å normalization

41 O III_1_LAM_PEAK_BROAD (193-196) I4 Å Broad [O ���] 4959Å peaka

42 O III_1_STD_BROAD (198-200) I3 Å Broad [O ���] 4959Å width

43 O III_1_F_LAM_BROAD (202-204) I3 erg s�1cm�2Å�1 Broad [O ���] 4959Å normalization

44 O III_2_LAM_PEAK_NARROW (206-209) I4 Å Narrow [O ���] 5007Å peaka

45 O III_2_STD_NARROW (211-212) I2 Å Narrow [O ���] 5007Å width

46 O III_2_F_LAM_NARROW (214-216) I3 erg s�1cm�2Å�1 Narrow [O ���] 5007Å normalization

47 O III_2_LAM_PEAK_BROAD (218-221) I4 Å Broad [O ���] 5007Å peaka

48 O III_2_STD_BROAD (223-225) I3 Å Broad [O ���] 5007Å width

49 O III_2_F_LAM_BROAD (227-229) I3 erg s�1cm�2Å�1 Broad [O ���] 5007Å normalization

50 HA_LAM_PEAK_NARROW (231-234) I4 Å Narrow H↵ peaka
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Table 3.4 (cont’d)

Column Name Bytes Format Units Description

(1) (2) (3) (4) (5) (6)

51 HA_STD_NARROW (236-238) I3 Å Narrow H↵ width

52 HA_F_LAM_NARROW (240-243) I4 erg s�1cm�2Å�1 Narrow H↵ normalization

53 HA_LAM_PEAK_BROAD (245-248) I4 Å Broad H↵ peaka

54 HA_STD_BROAD (250-252) I3 Å Broad H↵ width

55 HA_F_LAM_BROAD (254-256) I3 erg s�1cm�2Å�1 Broad H↵ normalization

aThe Gaussian profile peak based on the peak-fit value.

Note. — Independent Gaussian feature fit parameters for each emission line that was
fit with both a narrow and broad Gaussian profile.

3.3. Correcting UV-Based Redshifts

Our aim is to derive corrections that, on average, shift the velocity offsets of the

UV-based redshifts as close as possible to a velocity offset of zero km s�1 from zsys based

on the [O ���] �5007 line. We make this correction by applying a regression analysis to a

calibration sample of 154 sources from GNIRS-DQS as described below.

The sample used for this analysis is a subset of the augmented GNIRS-DQS sample

described in Section 5.2.2. Starting with the 260 GNIRS-DQS sources with NIR spectra,

we include only the 222 objects with [O ���] rest-frame EW measurements greater than 0.1

Å which provide the most accurate values of zsys (see Figure 3.3); i.e., 38 sources whose

zsys values were based on either Mg �� or H� were removed. We then remove 52 broad

absorption line (BAL) quasars, as the BAL troughs degrade measurements of the EW and

FWHM for C �� [e.g., 10, 50]. These two parameters are of importance for our regression

analysis. We also remove 17 radio-loud (RL) quasars (having R > 100; see Figure 3.2) (one

of which, SDSS J114705.24+083900.6, is also classified as a BAL quasar).
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Table 3.5. Redshifts and Velocity Offsets

�vi �vi �vi

Quasar zsysa
zC IVb (km s�1) zHW10c (km s�1) zPiped (km s�1)

SDSS J001018.88+280932.5 1.613 1.611 -230 · · · · · · 1.612 -110

SDSS J001453.20+091217.6 2.340 2.326 -1250 2.344 340 2.308 -2840

SDSS J001813.30+361058.6 2.311 2.303 -750 2.323 1050 2.316 430

SDSS J001914.46+155555.9 2.267 2.263 -370 2.276 830 2.271 350

SDSS J002634.46+274015.5 2.247 2.243 -340 2.247 50 2.267 1850

SDSS J003001.11�015743.5 1.588 1.579 -1030 1.590 200 1.582 -710

SDSS J003416.61+002241.1 1.631 1.626 -560 1.630 -50 1.627 -410

SDSS J003853.15+333044.3 2.366 2.365 -60 · · · · · · 2.357 -770

SDSS J004710.48+163106.5 2.192 2.162 -2770 · · · · · · 2.165 -2490

SDSS J004719.71+014813.9 1.591 1.588 -340 1.590 -130 1.590 -130

aRedshifts determined from the [O ���] �peak as described in M21.
bRedshifts determined from the C �� �peak values given in Dix et al.

(2023, submitted).
cAcquired from HW10 and/or from P. Hewett, priv. comm.

dAcquired from Lyke et al. (2020)

Note. — Complete table of 154 sources appears in the electronic
version.

Finally, two additional sources, SDSS J073132.18+461347.0, and SDSS J141617.38+264906.1,

were excluded due to the inability to measure the C �� line reliably (see Dix et al., 2022 in

prep.). The result of this selection process is a calibration sample of 154 objects, presented

in Table 3.5, which is a representative sample of optically selected quasars (see Section 5.2.2)

used to derive prescriptions for correcting UV-based redshifts through linear regression

analysis.

The redshift corrections are performed on redshifts obtained from three sepa-

rate techniques: 1) measurements of the observed-frame wavelength of the peak of the
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C �� emission line, 2) HW10 redshifts (P. Hewett, priv. comm.), and 3) SDSS Pipeline

redshifts [17, Table D1, column 29 “Z_PIPE"]. The HW10 redshifts are notable as they

already have a primary redshift correction applied.

The principal metric under investigation in this work is the initial velocity offset

(�vi) between each of the aforementioned three UV-based redshifts (zmeas) and the zsys

value of a source determined from its [O ���] �5007 emission line by measuring the line

peak in each spectra, which is presented in Table 3.2. This offset is computed using the

following equation (see D20):

(3.1) �vi ⇤ c

✓
zmeas � zsys

1 + zsys

◆
.

These initial velocity offset values are presented in Table 3.5 and are shown in the top

panels of Figure 3.4.

As shown in Table 3.5, there are three sources, SDSS J085344.17+354104.5, SDSS

J090247.57+304120.7 and SDSS J111119.10+133603.8, where the SDSS Pipeline fails to pro-

duce reliable redshifts, resulting in either no produced redshift for the first of these, or

unrealistically high velocity offsets of |�vi | > 16000 km s�1 for the latter two, while the

velocity offsets for these two sources from the C �� and HW10 methods yield values that

are only �170 and +70 km s�1, and �910 and +580 km s�1, respectively. As a result, these

three sources are excluded from the SDSS Pipeline analysis, but are retained in the C ��

and HW10 analyses.

The regression analysis follows the methods used by M17 and D20, where the

correction to the velocity offset depends on the C IV emission-line properties and UV

continuum luminosity such that:

(3.2)

�vcorr (km s�1) ⇤ ↵log10FWHMCIV (km s�1)

+�log10EWCIV (Å)

+�log10L1350 (10�17erg s�1Å�1)
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where �vcorr is the velocity offset we subtract from the initial velocity offset calculated

using Equation 3.1. The final, post-correction velocity offset, �v f ⇤ �vi � �vcorr, is

displayed in the bottom panels of Figure 3.4. Since we fit the observed values of �vi to the

model shown in Equation 3.2 and solved for the best fit coefficients, then, by definition,

the mean (µ) of �vi � �vcorr is zero. This �vcorr value is used to obtain a revised zsys

prediction by adjusting the initially measured redshift of a quasar. From Equation 3.1,

solving for zmeas, and substituting zmeas = zsys and vcorr = vi , we get

(3.3) zrev ⇤ zmeas +
�vcorr(1 + zmeas)

c

where zrev is the revised, more accurate, and more precise redshift.

Starting with our 154-object calibration sample, we run linear regressions using the

three parameters defined in Equation 3.2. The results of this linear regression analysis

provide the �vcorr values from Equation 3.2 that are subtracted from the initial velocity

offsets of the objects (from Table 3.5).

Distributions of the �vi and �v f values are plotted in the top and bottom panels

in Figure 3.4, respectively. We see that the C ��-based �vi values are skewed toward

negative values (blueshift) with a mean velocity offset of µ ⇤ �1034 km s�1, and a standard

deviation of � ⇤ 1173 km s�1. The SDSS Pipeline-based �vi values have a considerably

smaller negative initial velocity offset of µ ⇤ �564 km s�1, yet a larger standard deviation

of � ⇤ 1268 km s�1. As expected, the HW10-based �vi values show a mean initial

velocity offset much closer to zero (µ ⇤ 54 km s�1), however the standard deviation is

only slightly smaller than that of the C ��-based �vi values (� ⇤ 1038 km s�1). Despite the

improvements demonstrated by the HW10-based values, we are able to use our regression

analysis to improve on UV-based redshift determinations further, as shown below.

Our redshift corrections yield mean �v f values of zero km s�1 using all three UV-

based methods (see the bottom panels of Figure 3.4). The standard deviation of the �v f

values, on the other hand are reduced by ⇠ 17%, ⇠ 3%, and ⇠ 5% for the C ��, HW10, and

SDSS Pipeline methods, respectively, with respect to the measured �vi values.
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Figure 3.4 Velocity offsets relative to zsys before (panels a, c, and e) and after (panels b,

d, and f ) the corrections using the linear regression coefficients given in Table 3.6. The

standard deviation (shaded region), mean (dashed line), median (dotted line), and zero

velocity offset (solid line) are marked in each panel. SDSS J090247.57+304120.7 and SDSS

J111119.10+133603.8 do not appear on the SDSS Pipe panels because of their unreliable

redshifts, and SDSS J085344.17+354104.5 does not appear as it lacks an SDSS Pipeline

redshift.

The median velocity offsets are also reduced for all three methods. The linear regression

coefficients (Equation 3.2) used to achieve these corrections are presented in Table 3.6.

Table 3.6 also gives the t-Value for confidence statistics in determining the importance of

each parameter (see also D20), where t-Values of |t | & 2 denote a strong correlation, with

decreasing confidence as t ! 0.

Residuals of the 154 source sample both before and after our corrections are applied

are presented in Figure 3.5. The residual distributions show the substantial reduction in

the velocity offsets before and after each correction. The corrected velocity offsets for both

the C �� and HW10-based methods are closer to zero than the corrected velocity offsets

for the SDSS Pipeline method.
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Table 3.6. Linear Regression Coefficients

UV-Based Sample Regression Value Error t-Value

Redshift Method Size Coefficients

↵ -3268 537 -6.08

C �� 154 � 1356 356 3.80

� 196 47 4.18

↵ -1043 592 -1.76

HW10 149 � 385 298 1.95

� 61 51 1.20

↵ -1696 661 -2.57

SDSS Pipe 151 � 452 461 3.17

� 79 57 1.37

The improvement in the mean offset (µ), and the standard deviation (�), achieved

for the HW10 method is related to the fact that our analysis is a second-order correction

to the one employed by HW10. The C ��-based redshifts provide a smaller standard

deviation than the HW10-based method when corrected using our regression analysis (see

Figure 3.4). Finally, the SDSS Pipeline-based redshifts provide the least reliable results; in

particular, we find that the SDSS Pipeline fails to produce meaningful redshifts for three

out of 154 sources in our calibration sample. Furthermore, DR16 redshifts [82, Table D1,

column 10 “Z_QN"] available for 129 sources from our sample provide significantly larger

standard deviations than the SDSS Pipeline values both before and after the correction.

For our calibration sample of quasars, the maximum �vi value is �8910 km s�1 ob-

tained from a C ��-based redshift, along with several sources having velocity offsets within

the �4000 km s�1 < �vi < �2000 km s�1 range. Values of this magnitude, while high, are

not unexpected due to the kinematics associated with luminous, rapidly accreting quasars

that can directly affect the C �� emission line and cause large blueshifts [e.g., 95, 150, 141].
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Figure 3.5 Residual velocity offsets with respect to zsys before (three leftmost columns),

and after (three rightmost columns), corrections are applied (see Equation 3.2) against our

regression parameters. The outliers discussed in Section 5.2 do not appear in this plot.

Nevertheless, our method tends to correct even these large velocity offsets to more rea-

sonable values as shown in Figures 3.4 and 3.6.
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Figure 3.6 Initial velocity offsets (�vi ; circles) compared to final velocity offsets (�v f ;

squares) for C ��-based redshifts of the calibration sample of 154 sources. The lines

connecting the initial and final velocity offsets are sorted from top to bottom by the absolute

value of the velocity offset correction (|�vcorr |), where the lines are color coded with respect

to the monochromatic luminosity at rest-frame 5100 Å as such: 46.08 < log(L5100) < 46.41,

46.42 < log(L5100) < 46.74, and 46.75 < log(L5100) < 47.09 are marked in red, green, and

blue, respectively. While the majority of the �vi values, which are blueshifts, produce

�v f values with the opposite sign, we also see �vi values which are redshifts that end

up as blueshifts; however the overall effect of our regression analysis brings �v f values

closer to zero. We find no trend between |�vcorr | and the monochromatic luminosity at

rest-frame 5100 Å.
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Figure 3.7 GNIRS-DQS spectra of SDSS J094602.31+274407.0 (top) and SDSS

J135908.35+305830.8 (bottom). These two objects display the largest velocity offsets (C ��

vs. [O ���]) in the 154 object calibration sample, with �vi ⇤ �8910 and �vi ⇤ �5150,

respectively. For the GNIRS-DQS sample, we elected to fit Gaussians to residual spectral

features after subtracting a localized linear continuum and a convolved Fe �� template (see

M21 for further discussion).

The results of our regression analysis, presented in Table 3.6, provide considerably

improved redshifts over the regression coefficients used by D20. When we employ the

D20 regression coefficients on our calibration sample of 154 sources, we obtain standard
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deviations on the distributions of�v f which are ⇠ 8% larger for the HW10 method, ⇠ 31%

larger for the SDSS Pipeline method, and ⇠ 2% larger for the C ��-based redshifts than

when using the coefficients from Table 3.6.

In summary, considering the four basic observables associated with the C �� emis-

sion line, one can derive the most accurate and precise prediction of the systemic redshift

of a quasar.

3.3.1. Redshift and Luminosity Dependence

Typically, redshifts are determined either spectroscopically or photometrically from

multiple features (i.e., HW10 and the SDSS Pipeline). When some of these features are

no longer available in the spectra, our ability to determine the redshift is affected, and it

is plausible that the initial velocity offsets depend also on source redshift. We search for

such a dependence in our data by splitting our calibration sample into three redshift bins:

1.55 . z . 1.65 (Bin 1), 2.10 . z . 2.40 (Bin 2), and 3.20 . z . 3.50 (Bin 3), which contain

43, 90, and 21 sources, respectively. These intervals ensure coverage of the [O ���] �5007

emission line in the J, H, or K bands (see Section 5.2.2).

We perform the regression analysis as described in Section 5.2 on each redshift

bin. The results are presented in Table 3.7, and shown in Figure 3.8. The standard

deviation (�) of the velocity offsets has been reduced by factors of up to ⇠ 32% across

all redshift bins compared with the respective standard deviations for the bulk sample.

For the C ��-based method, the smallest improvement is in Bin 1 (⇠ 2%), compared to

improvements of ⇠ 22% in Bin 2 and ⇠ 32% in Bin 3. This trend appears to follow the

increase in the average �vi in each of those bins (µ ⇤ �703 km s�1, µ ⇤ �1161 km s�1, and

µ ⇤ �1171 km s�1, respectively). Although the statistics in Bin 3 are limited, this trend

may follow from the fact that the highest redshift bin tends to have higher luminosity

quasars, which results in larger C �� blueshifts (e.g., due to outflows or winds) on average

for more distant sources [e.g., 120]. Since our regression analysis relies a lot on the C ��

parameter space, it is not unexpected that our corrections to the C ��-based redshifts would

be more important for the more powerful sources found preferentially at higher redshifts.
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Figure 3.8 Same as Figure 3.4, but split into three redshift bins. Top six panels, middle six

panels, and bottom six panels correspond to redshift Bin 1, Bin 2, and Bin 3, respectively,

as described in the text.

It is therefore imperative to obtain rest-frame UV-optical spectra of as many quasars at the

highest possible redshifts for this type of analysis.

Concerning the HW10-based method, our corrections produce improvements in

standard deviation ranging from ⇠ 2% to ⇠ 10%, with no apparent trend with redshift.

Therefore, it seems that these improvements are not very sensitive to the coverage of the

Mg �� line, which is absent from Bin 3. This result may be indicative of the overall robustness

of the HW10 method, as found from the entire sample (see Section 5.2 and Figure 3.4). Mild

improvements, and no significant redshift dependence, are observed for the SDSS Pipeline

method, and the overall standard deviations of velocity offset distributions stemming from

this method remain high (> 1000 km s�1) in Bins 2 and 3.
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Table 3.7. Linear Regression Coefficients for Each Redshift Bin

UV-Based Redshift Regression Value Error t-Value Number of
Redshift Method Bina Coefficients Sources

↵ -545 809 -0.67
1 � 611 475 1.29 43

� 9 66 0.13
↵ -3976 758 -5.24

C �� 2 � 1726 527 3.27 90
� 239 67 3.54
↵ -5439 1474 -3.69

3 � 47 1078 0.04 21
� 239 138 2.95
↵ 494 710 0.81

1 � -606 371 -1.55 42
� -22 54 -0.39
↵ -1831 942 -2.11

HW10 2 � 1680 558 2.90 87
� 92 80 1.23
↵ 1721 1424 1.01

3 � 946 1100 0.86 20
� -137 144 -1.10
↵ 108 741 0.15

1 � -166 431 -0.38 42
� -6 60 -0.11
↵ -2310 959 -2.41

SDSS Pipe 2 � 1943 668 2.91 89
� 108 85 1.27
↵ 2086 2114 0.99

3 � 2459 1520 1.62 20
� -250 197 -1.27

aBins 1, 2, and 3 correspond to redshift ranges of 1.55 . z . 1.65, 2.10 . z . 2.40, and
3.20 . z . 3.50.
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In general, the greatest limitation in our ability to search for a redshift dependence

is the disparity in the number of sources in each bin. Predictably, Bin 2 yields results that

are closer to those obtained for the entire sample, as ⇠ 58% of that sample is contained

within that bin. A significantly larger sample size, particularly in Bin 3 (z ⇠ 3), may allow

for a more definitive conclusion in this matter. This highest redshift bin is particularly

important given the absence of the Mg �� lines from the optical spectrum, and the need to

reliably estimate redshifts of more distant sources.

In addition to exploring a possible redshift dependence, we also look to see if

our ability to predict a quasar’s zsys value depends on source luminosity. We trisect the

calibration sample into three equal L5100 bins: 46.08�46.41, 46.42�46.74, and 46.75�47.09,

and look for any significant statistical deviations with respect to the entire sample. The

results are shown in Figure 3.6. We see that there appears to be no clear dependence on

source luminosity. A possible explanation for this result is that our sample is flux limited,

and therefore it is difficult to disentangle the strong redshift-luminosity dependence.

3.4. Summary and Conclusions

We present an augmented catalog of spectroscopic properties obtained from NIR

observations of a uniform, flux-limited sample of 260 SDSS quasars at 1.55 . z . 3.50.

This catalog includes basic spectral properties of rest-frame optical emission lines, chiefly

the Mg ��, H�, [O ���], Fe ��, and H↵ lines, depending on the availability of the line in

the spectrum. These measurements provide an enhancement to the existing GNIRS-DQS

database enabling one to more accurately analyze and investigate rest-frame UV-optical

spectral properties for high-redshift, high-luminosity quasars in a manner consistent with

studies of low-redshift quasars.

We also present prescriptions for correcting UV-based redshifts based on a subset

of the GNIRS-DQS sample of 154 objects that are non-BAL, non-RL, have accurate C ��

measurements, and have zsys values obtained from [O ���] measurements. We provide

measurements of velocity offsets using three different UV-based methods compared to

zsys values. This 154 object sample is three times the size of the calibration sample used
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in D20, and is both a higher quality and more uniform dataset than M17 and D20.

We attempt to correct for these velocity offsets using a linear regression based on

UV continuum luminosity and C �� emission-line properties. Using this approach, we can

decrease the standard deviation of the distribution of velocity offsets in our calibration

sample by ⇠ 3% with respect to the best available UV-based redshift method, and by

⇠ 17% using C ��-based redshifts. The SDSS Pipeline provides the least precise UV-based

redshifts, as the standard deviation on the velocity offsets is larger by ⇠ 20% compared

with the other two methods both before and after the correction. We find that the simplest,

most reliable way to obtain an accurate and precise zsys value is using the C �� parameter

space alone via four basic observables associated with the C �� emission line, and applying

the following methodology:

(1) Measure the observed peak wavelength, EW, and FWHM of C ��, and the monochro-

matic luminosity at 1350 Å (L1350).

(2) Calculate an initial redshift measurement, zmeas, with the observed peak wave-

length of C ��.

(3) Use Equation 3.2 and the coefficients in Table 3.6 to calculate �vcorr.

(4) Use Equation 3.3 with the observed zmeas and calculated�vcorr to obtain a revised,

more accurate, and more precise redshift measurement.

Additionally, we explore whether our prescriptions depend on 1) velocity width

measurement, of which we determine there is no overt discrepancy based on methodology,

2) source redshift, where we determine that additional data are needed, particularly at the

highest redshifts under investigation, in order to obtain more robust results, and 3) source

luminosity, where no clear trends are apparent, consistent with the flux-limited nature of

our sample.

A primary interest going forward would be bolstering the sample with supplemen-

tary observations of quasars, primarily at z ⇠ 3, in order to obtain statistically meaningful

results on a potential redshift dependence, and further improve UV-based redshift deter-

minations. Another avenue of further investigation includes increasing the sample size
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of quasars with significantly higher spectral resolution, e.g., using Gemini’s Spectrograph

and Camera for Observations of Rapid Phenomena in the Infrared and Optical [SCORPIO;

126], in order to further improve the UV-based redshift corrections by obtaining more ac-

curate line peaks of spectral features. Machine learning can also play an important role

as larger data sets will be produced that require redshift correction en masse. By utilizing

the entire quasar UV spectrum, as opposed to a few key parameters, it will be possible

to test if machine learning algorithms can produce more reliable estimates of zsys much

more efficiently than our prescriptions allow.

As future projects begin to produce data, we can expect that ⇡ 106 high-redshift

(z & 0.8) quasars will have redshifts determined through large spectroscopic surveys

conducted in the rest-frame UV-optical regime from instruments such as the Dark Energy

Spectroscopic Instrument [DESI; 79, 33], the 4m Multi-Object Spectroscopic Telescope [31],

and the Subaru Prime Focus Spectrograph [PFS, 151]. For those quasars at 1.5 . z . 5.0,

coverage of the C �� emission line will enable crucial redshift corrections, as has been

demonstrated in this work. Instruments such as the James Webb Space Telescope [JWST,

47] can provide simultaneous coverage of C ��, Mg ��, and [O ���] for 6 . z . 9, allowing

for similar investigations of redshift dependencies and corrections for the most distant

known quasars.
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3.5. Appendix: Comparing Different Velocity Widths of the C �� Line

In our regression analysis, we have elected to use the FWHM of the C �� line.

However, there has been some debate in the literature concerning the overall reliability of

using FWHM as the quantification of the velocity width of an emission line [e.g., 109, 29].

While M17 and D20 used FWHM for their analyses, other methods for measuring velocity

widths of emission-line profiles include Line Dispersion (�) and Mean Absolute Deviation

(MAD) [e.g., 32, 29]. We therefore repeated our analysis by replacing FWHM with each

of these two velocity width methods, measured from the Gaussian fits presented in

Table 3.4, and compared the results obtained from all three velocity widths. We find that

replacing FWHM with � or MAD gave no notable improvement in the dispersion on the

relevant corrections, as shown in Figure 3.9. We thus have elected to adopt the FWHM

parameterization throughout this work.
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Figure 3.9 Comparison of the velocity offsets produced using C �� FWHM, �, and MAD

for each UV-based redshift method. Each panel displays the correlation between the

corrected velocity offset values produced by our regression analysis when using either

FWHM, �, or MAD, along with a corresponding Pearson linear correlation coefficient r,

where r ! 1 corresponds to a strong correlation. No significant difference exists in this

regression analysis between the three different parameters.
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CHAPTER 4

GEMINI NEAR INFRARED SPECTROGRAPH - DISTANT QUASAR SURVEY:

PRESCRIPTIONS FOR CALIBRATING UV-BASED ESTIMATES OF SUPERMASSIVE

BLACK HOLE MASSES IN HIGH-REDSHIFT QUASARS

4.1. Introduction

A persisting point of interest in astrophysics today is understanding the co-evolution

of supermassive black holes (SMBHs) and their host galaxies through cosmic time [e.g.,

62, 34, 20, 24, 26, 149]. A fundamental ingredient in this research area is the SMBH mass

(MBH). Over the past four decades, several methods have been employed for obtaining

MBH values in galaxies [such as stellar kinematics, masers, interferometry and spectropho-

tometric monitoring campaigns of active galaxies, e.g., 43, 49, 53, 54, 139, 55, 52]. Overall,

the masses obtained from these methods are consistent with each other but deriving MBH

values in active galactic nuclei (AGN) have the best prospects of obtaining the SMBH mass

function through cosmic time given the large luminosities of such sources and their mass

observable indicators at all accessible redshifts [e.g., 73, 143, 153].

The MBH values for AGN, or quasars, are usually determined through measure-

ments of broad emission lines in the optical band. Specifically, following the virial as-

sumption [see, 114], we use measurements of the size of the broad emission line region

(BELR), RBELR, and the velocity width of an emission line stemming from the BELR, �V ,

in order to estimate MBH for AGN. Of these terms, estimating the value of RBELR becomes

the most pertinent for reliable estimates of MBH.

Ideally, measurements of RBELR are derived from reverberation mapping (RM) of

AGN or quasars, which uses time lags between continuum fluctuations and photoionized

BELR emission line fluctuations to determine the size of the BELR [e.g., 16, 111, 105].

To date, MBH has been measured successfully using RM campaigns for ⇡ 150 quasars

primarily with the H� �4861 emission line [e.g., 7, 13, 56, 6, 155]. One of the most

important findings from these RM campaigns is the BELR size-luminosity (R�L) relation,
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where RBELR / L
↵ with ↵ ⇠ 0.5, in agreement with expectations from photoionization

theory [e.g., 76, 70, 69, 14, 12].

Since RM campaigns are currently impractical for MBH measurements in ⇡ 106 of

known quasars [e.g., 139], [160] have proposed that the R � L relation, in conjuction with

the virial assumption, allows one to estimate single epoch (SE) MBH values by substituting

the continuum luminosity for RBELR. Estimates of MBH values for ⇡ 105 quasars have been

obtained in this fashion during the past two decades [e.g., 144, 118].

Nevertheless, estimating MBH values using the SE method faces additional chal-

lenges, particularly at high redshift. First, the most reliable SE indicator for MBH is

obtained from spectroscopic measurements of low-ionization emission lines such as the

H� line, and at z & 1, this line is shifted into the less accessible near-infrared (NIR) band.

Second, recent Super-Eddington Accreting Massive Black Hole (SEAMBH) and Sloan Dig-

ital Sky Survey-RM campaigns discovered many highly accreting objects that lie below the

R � L relation [e.g., 44], suggesting that an additional correction to account for accretion

rate is warranted for SE MBH estimates.

To overcome the first of these, SE MBH estimates using other prominent emission

lines have been calibrated against H�-based MBH estimates in the nearby universe. The two

most common emission lines that are used for such calibrations are Mg �� ��2798, 2803

[e.g., 158, 174, 164, 77] and C �� �1549 [e.g., 160, 3, 21, 109, 27, 29]. However, these

emission lines have yielded relatively fewer successful MBH measurements through RM

campaigns [e.g., 22, 140, 80, 55, 60], and each of these line profiles contains its own intrinsic

measurement challenges [e.g. 159, 9]. To address the second challenge, [39] have proposed

to include a correction to the R � L relationship based on the Fe �� emission blend flanking

the H� emission line, which is known to be an accretion-rate indicator. Recently, [84]

implemented such a correction and found that MBH estimates in highly accreting sources

are overestimated.

In this work, we utilize a large spectroscopic inventory for high-redshift quasars

that allows us to obtain the most reliable MBH estimates using rest-frame ultraviolet (UV)
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emission lines. Our inventory includes high quality measurements of the H�, Fe ��, Mg ��,

and C �� emission lines, which allows us to implement two separate accretion-rate based

corrections to the estimated MBH value while investigating the effects of using different

BELR velocity width measurements.

This paper is organized as follows. In Section 5.2.2, we describe our sample and

data analysis. In Section 4.3, we present the results of multiple regression analyses used

for obtaining prescriptions for reliable MBH estimates at high redshift. In Section 4.4 we

discuss our results and in Section 5.4 we present our conclusions. Throughout this paper,

we compute luminosity distances using H0 ⇤ 70 km s�1 Mpc�1, ⌦M ⇤ 0.3, and ⌦⇤ ⇤ 0.7

[e.g., 148].

4.2. Sample Selection and Measurements

Our sample is drawn from the Gemini Near Infrared Spectrograph - Distant Quasar

Survey (GNIRS-DQS; Matthews et al. 2022, hereafter M22). These quasars were selected

from all the Sloan Digital Sky Survey [SDSS; 169] quasars [82] having mi ⇠ 19.0 that lie in

the redshift intervals 1.55 . z . 1.65, 2.10 . z . 2.40, and 3.20 . z . 3.50; these redshift

intervals assure that the H� spectral region is covered in either the J, H, or K bands.

From all 260 GNIRS-DQS sources, we were able to reliably measure C �� emission-

line profiles for 177 sources from their respective SDSS spectra. Specifically, the C ��

emission line is difficult to measure reliably in broad absorption line (BAL) quasars due

to BAL troughs impacting the emission-line profile. Therefore, all 65 BAL quasars from

the GNIRS-DQS sample were removed during our C ��-based MBH estimate analysis.

Since our analysis involves measurements of the rest-frame equivalent width (EW) of

the C �� emission line, we further removed 16 radio-loud quasars (RLQs)� from the

sample. This was done in order to avoid potential dilution of the C �� emission line by

continuum emission originating in the radio jets. We note that one of the BAL quasars we

removed, SDSS J114705.24+083900.6, is also radio loud. Finally, we removed two sources,

�We define radio loud quasars as sources having radio-loudness values of R > 100 [where R is the ratio of
the flux densities at 5 GHz and 4400 Å ; 71]
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SDSS J073132.18+461347.0 and SDSS J141617.38+264906.1, for which we were unable to

measure the C �� emission line reliably from their SDSS spectra due to a poor signal-to-

noise ratio (S/N). The remaining sample of 177 non-BAL, non-RL sources with reliable

C �� measurements was used in the C ��-based MBH estimate analysis below.

The GNIRS spectra provide reliable Mg �� measurements for 99 of the GNIRS-DQS

sources (see, M22): only 70 of these sources also have reliable C �� measurements following

the removal of 22 BAL quasars and seven RLQs. From these 99 quasars, 65 (47 with reliable

C �� measurements) lie in the redshift range of 2.10 . z . 2.40, and 34 (23 with reliable

C �� measurements) lie at 3.20 . z . 3.50. In both of these redshift ranges Mg �� and H�

are covered in the same spectrum, however, in the latter range Mg �� has the highest S/N

[see below, and cf. 174].

Furthermore, we were able to reliably measure the Mg �� profile in the SDSS spectra

that adequately covered that emission line in 179 of the GNIRS-DQS sources: 34 and 13 of

these sources do not have reliable C �� measurements given that these are BAL quasars and

RLQs, respectively. From this sample of 179 quasars, 53 sources had a measurable Mg ��

profile in both the SDSS and the GNIRS-DQS spectra. When combining all available Mg ��

measurements, either from SDSS or GNIRS-DQS or both, we compiled a total sample

of 225 sources: 47, 16, and 2 of these sources do not have reliable C �� measurements

given that these are BAL quasars, RLQs, or sources with unreliable C �� measurements,

respectively.

4.2.1. Fitting the SDSS Spectra

The SDSS spectra of the sources were fit utilizing a local linear continuum and two

Gaussians for each broad emission line. We find that fitting two Gaussians to each of the

C �� and Mg �� emission lines is sufficient given the S/N of ⇠ 40 across both the SDSS and

GNIRS spectra. The Fe �� and Fe ��� emission complex that blends with the Mg �� emission

line was modeled with the empirical template of [159]. This template was broadened with

a Gaussian kernel having a full width at half maximum (FWHM) intensity that was free

to vary up to 10000 km s�1 and was determined based on a least squares analysis of each
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fitted region.

The Gaussians were constrained such that the flux density would lie between 0 and

twice the value of the peak of the respective emission line and the FWHM was restricted

to lie within 0 and 15000 km s�1. The peaks of these Gaussians were also constrained to lie

within ±1500 km s�1 of the rest-frame wavelength of the peak of the emission line based

on the systemic redshift from M22. After the initial fitting was performed for each region,

we visually inspected the fit to see if more lenient constraints with interactive fitting were

warranted.

Spectral properties stemming from these fits are reported in Table 4.1 for C �� and

Mg ��. In this Table, Column (1) reports the source’s SDSS designation. Columns (2),

(3), (4), (5), and (6) list the FWHM, mean absolute deviation (MAD; described below),

line dispersion (�line), EW, and the observed-frame wavelength of the emission-line peak,

�peak, respectively, for C ��. Columns (7), (8), (9), (10), and (11) list the same spectral

properties for the Mg �� emission line.

4.2.2. Measurements and Error

For each emission-line profile in either the GNIRS or SDSS spectra, we measured

the values of the �line and MAD. The line dispersion is defined by

(4.1) �line ⇤

Ø (� � �0)2P(�)d�Ø
P(�)d�

�1/2

where �0 is the line centroid and P(�) is the emission-line profile. The MAD is defined as

(4.2) MAD ⇤

π
|� � �med |P(�)d�

�π
P(�)d� ,

where �med is the median wavelength of the emission-line profile, first suggested in [32] as
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an appropriate representation for the emission-line width. For each emission-line profile

in the GNIRS spectra, we obtained the FWHM, EW, and observed-frame wavelength of

the peak emission from M22.

We present three different values for the velocity widths (FWHM, MAD, �line)

due to the uncertainties inherent in the accuracy of FWHM, the most popular of these

parameters [see, 109, 29, 77]. While �line is a dependable measurement to describe the

emission-line velocity width, [32] suggest that MAD provides an accurate estimate of this

quantity for low-quality data. Overall, we recognize that the best virial velocity width

indicator is debatable, therefore, we provide calibrations for the MBH estimates utilizing

all of these parameters.

We have also derived the monochromatic luminosities, L1350 and L3000, by measur-

ing the continuum flux densities, at rest-frame �1350 Å and �3000 Å , respectively, and

employing our chosen cosmology. All the flux densities and monochromatic luminosities

(L5100) at rest-frame �5100 Å used in this work were obtained from the M22 catalog. The

flux calibration for the GNIRS-DQS data is extensively discussed in [90, hereafter M21].

In certain cases, the flux density at rest-frame wavelength 3000 Å was not measurable in

the GNIRS-DQS spectrum due to this wavelength range falling outside of the J band. In

these cases, the flux density was determined by extrapolating from the flux density at

rest-frame wavelength 5100 Å using the canonical quasar optical-UV continuum of the

form f⌫ / ⌫�0.5 [e.g., 156]. Similarly, there are SDSS spectra that do not have a reliable

flux density value for the rest-frame wavelength 1350 Å due to low S/N at the blue end

of the SDSS spectrum. In these cases, we employed the same model as described above

extrapolating from the flux density at rest-frame 1450 Å.

The uncertainties for all emission line measurements reported in Table 1, were

determined by following the methods described in M21 and M22. Briefly, we created

mock spectra that introduced random Gaussian noise to the original spectra. We then fit

these spectra as described above, and measured the newly fit profiles. This process was

repeated 1000 times in order to obtain a distribution for each of our parameters, and the
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68% range is reported as our measurement uncertainty.

4.3. UV-Based Black Hole Mass Calibration

4.3.1. Estimating Black Hole Masses

We obtain SE MBH estimates for each emission line in this work by, first, following

the virial assumption,

(4.3) MBH ⇤
f RBELR�V

2

G
,

where G is the gravitational constant and f is the virial factor which depends on the

geometry and orientation of the system and is assumed to be on the order of ⇡ 1 [e.g.,

58, 170]. Then, we substitute the continuum luminosity for RBELR according to the R � L

relation (see, Section 5.1) as RBELR / L
0.5.

We estimate H�-based MBH values by further correcting the RBELR parameter in

Equation 4.3 (hereafter, RH�) for the source accretion rate, based on the scaling relation

presented in [39] in the following way

(4.4) log(RH�/lt � days) ⇤ � + � log `44 + �RFe

where `44 ⇤ L5100/1044 erg s�1, � ⇤ 1.65 ± 0.06, � ⇤ 0.45 ± 0.03, � ⇤ �0.35 ± 0.08, and

RFe is an indicator of the strength of the Fe �� emission defined as the ratio of the flux (F)

or EW between Fe �� in the 4434-4684Å rest-frame band; [19] and H�; RFe ⇤ FFeII/FH� ⇡
EWFeII/EWH�. In this work we employ the ratio of EWs to determine RFe. For the virial

factor in Equation 4.3, we adopt f ⇤ 1.5 and the FWHM as �V for H�-based MBH values

[84]. The value for the f factor introduces additional uncertainty, on the order of ⇠2-3

[e.g., 92], in our estimation of MBH. Our adopted value is consistent with [172] and the

emipirical best fit value obtained from the M � �F correlation [e.g., 103, 58, 165].

[84] have shown that this accretion-rate correction is necessary for adjusting MBH

values that are overestimated by a factor of 2 for typical luminous high-redshift quasars.
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Figure 4.1 The H�-based MBH estimates of all 260 quasars from the GNIRS-DQS sample

calculated using the VP06 approach (y-axis) and correcting for accretion rate (x-axis). The

dashed line represents a one-to-one relationship. This figure shows that H�-based MBH

esimates that were not corrected for accretion rate are systematically overestimated.

We compare the accretion rate corrected H�-based MBH estimates for our sample to the

traditional approach of VP06 which uses the following equation to obtain H�-based MBH

values:

(4.5) log
✓

MBH
M�

◆
⇤ 0.91 + 2 log

✓FWHMH�

km s�1

◆
+ 0.5 log

✓
�L�(5100Å)
1044erg s�1

◆
,

utilizing a virial factor on the order of unity. Figure 4.1 presents the H�-based MBH masses

for our sample, based on the relation of VP06 against our accretion-rate-corrected values.

We find that the masses, computed according to the VP06 approach, are systematically

overestimated by 0.26 dex, consistent with the [84] finding.
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Given that correcting for accretion-rate is necessary for reliable MBH estimates, we

explore whether additional accretion rate based corrections would further improve MBH

estimates for rest-frame UV emission lines. To accomplish this, we introduce a term into

our UV-based MBH estimates that includes the C �� EW, as this parameter has been shown

to be generally anti-correlated with the quasar’s accretion rate [e.g., 9, 135].

Following Equation 4.3 with the addition of our C �� EW term, we derive C ��-based

MBH estimates as

(4.6) log
✓

MBH
M�

◆
⇤ 2 log

✓
�V

1000 km s�1

◆
+ 0.5 log

✓
�L�(1350Å)
1044erg s�1

◆
+ a + b log

✓
EWCIV

Å

◆
.

The coefficients a and b were determined from a linear-regression analysis to the calibra-

tion set of H�-based MBH estimates. By design, we allow a and b to freely vary during the

regression analysis, resulting in a zero mean offset between the C ��-based and H�-based

MBH estimates.

The linear-regression was performed such that the difference between our UV-

based MBH values and the H�-based MBH values was minimized. Specifically, we sub-

tracted the first two terms in Equation 4.6 from the derived H�-based MBH estimates and

fit the remaining coefficients, a and b, to this difference. This was accomplished utilizing

the �������� function in the Statistics Toolbox 11.4 of MATLAB 9.5. As the errors associ-

ated with SE MBH values are large (on the order of 0.5-0.6 dex and 0.7 dex for relative and

absolute uncertainty, respectively; see, Section 4.4), we did not include the errors as part of

the linear-regression. Despite this, we also employed the ������_��� algorithm [72] where

we adopted a 0.5 dex uncertainty to have a basis of comparison for our regression, and

found the results were generally consistent. The uncertainty of the coefficients, presented

in our equations below, stem directly from the linear fit.
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Unlike the case for C �� above, for Mg ��-based MBH estimates, we calibrate our

estimates in two separate runs using the following equation,

(4.7) log
✓

MBH
M�

◆
⇤ 2 log

✓
�V

1000 km s�1

◆
+ 0.5 log

✓
�L�(3000Å)
1044erg s�1

◆
+ c + d log

✓
EWCIV

Å

◆
,

where�V is the velocity width of Mg ��; the Mg �� lines were measured from a combination

of the SDSS and GNIRS spectra of the sources as described below. The coefficients c and

d were determined differently in each run through a linear-regression analysis to the

calibration set of H�-based MBH estimates. The first run set the coefficient d to 0 in order

to provide a prescription that only used the Mg �� emission line while allowing c to be

a free parameter. For this run we did not need any C �� measurements, allowing us to

use all of the Mg �� measurements in each subsample (see, Section 5.2.2). The second run

allowed both c and d to be free parameters during the regression. This run required C ��

measurements, reducing our Mg �� sample as described in Section 5.2.2. In both runs,

we used the same type of linear-regression as discussed for the C �� analysis, but using

Equation 4.7 and coefficients c and d instead.

Given the considerably lower S/N ratio of the GNIRS spectra at � . 1.2 µm (M21),

we split the analysis utilizing the Mg �� line measured from the GNIRS spectra into three

different parts based on source redshift (see Section 5.2.2). In addition to these subsamples,

we analyzed the total of 160 and 225 sources for the subsample including SDSS and/or

GNIRS Mg �� measurements with and without C ��. For the subsample of 53 sources that

have Mg �� measurements available in both the GNIRS and SDSS spectra, the average of

these measurements was used in the regression analyses (see Section 4.3.4).

4.3.2. Testing Different Velocity Width Parameters

We substitute the FWHM, MAD, and �line as the velocity width parameter in each

of our MBH estimates in Equations 4.6 and 4.7 to investigate which of these provides MBH

values closest to those obtained from H�. We calibrate the C ��- and Mg ��-based MBH

estimates to the H�-based values that use the FWHM for the velocity width of H� [84].
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Figure 4.2 The calibrated C ��-based MBH estimates using the three velocity width param-
eters, discussed in Section 4.3.1, against the calibration set of H�-based MBH estimates.
The dashed line in each panel represents a one-to-one relationship and the thin solid line
in each panel represents the best linear fit to the data. The r value provided in each panel
is the Pearson correlation coefficient and the slope is the slope of the best-fit line. Notably,
using �line as the velocity width parameter provides the most precise C ��-based MBH

estimates with respect to the H�-based MBH estimates. Additionally, using �line as the
velocity width parameter leads to the largest Pearson correlation coefficient and steepest
slope of the best fit relation. Typical uncertainty of 0.5 dex on the MBH values is displayed
in the top panel for reference.
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Figure 4.3 Calibrated Mg ��-based MBH estimates using the three velocity width parameters

against the H�-based MBH estimates; the bottom panels present the results when adding

EW(C ��) to the analysis as discussed in Section 4.3.1. The symbols are the same as in

Figure 4.2. For all the Mg ��-based MBH estimates, using the FWHM as the velocity width

parameter provided the most accurate and precise results when compared to the H�-based

MBH estimates. As can be seen when comparing the standard deviations and r from the

top panels and the bottom panels, including the C �� EW in the Mg ��-based MBH estimate

resulted in a higher precision for each velocity width parameter. Typical uncertainty of

0.5 dex on the MBH values is displayed in the top left panel for reference.

For the C ��-based MBH estimates, presented in Figure 4.2, �line produced the most reliable

results when compared to the H�-based MBH values. We determined which velocity

width parameter was preferred based on the lowest standard deviation, steepest slope

of the best-fit relation and largest Pearson correlation coefficient when comparing the

resulting UV- and H�-based MBH values.
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Figure 4.4 Same as Figure 4.3 but for the subset of sources in the range 2.10 . z . 2.40. As

observed for the entire redshift range (Figure 4.3), the FWHM of Mg �� is the most reliable

velocity width parameter and the inclusion of the C �� EW helped improve the accuracy

and precision of the Mg ��-based MBH estimates with respect to the H�-based estimates.

For each of the Mg �� subsamples described above, we present the calibrated Mg ��-

based MBH estimates in Figures 4.3, 4.4, 4.5, and 4.6 both with (bottom panels) and

without (top panels) the inclusion of the C �� EW. Except for the subsample of sources at

3.20 . z . 3.50, all the other Mg ��-based subsamples showed the strongest corrrelation

with the H�-based MBH estimates when using the FWHM as the velocity width parameter

for the Mg �� line. For the subsample at 3.20 . z . 3.50, we now find that using the MAD

for the velocity width parameter in MBH estimates provides the best results when using

only the Mg �� emission line (see, Figure 4.5). We also recognize that this small discrepancy

may be a result of the limited sample size which may not provide meaningful statistics.
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Figure 4.5 Same as Figure 4.3 but for the subset of sources in the range 3.20 . z . 3.50.

In this subset of sources the most reliable velocity width parameter for deriving Mg ��

only-based MBH estimates is the MAD instead of the FWHM. This is determined from

evaluating the standard deviations and r in each panel. This disparity suggests the

importance of expanding the sample of quasars that lie in this redshift range. As we find

for the entire redshift range, the inclusion of the EW of C �� (bottom panels) improves the

accuracy and precision of these Mg ��-based MBH estimates.

In spite of this, the results from this subsample are considered to be the least uncertain

given that Mg �� and H� are measured in the same spectrum with the highest S/N ratio

possible. The best fit coefficients stemming from our linear-regression analyses appear in

Table 4.2.
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Figure 4.6 Same as Figure 4.3 but for the source sample having Mg �� measurements taken

from GNIRS-DQS and/or SDSS. From evaluating the standard deviations and Pearson

correlation coefficients in each panel, we find that using the FWHM as the velocity width

parameter in the calculation for Mg ��-based MBH estimates provides the most reliable MBH

estimates with respect to the H�-based MBH values. As we find for each Mg �� subsample,

the inclusion of the EW of C �� (bottom panels) improves the accuracy and precision of

our Mg ��-based MBH estimates.

4.3.3. Comparison with Previous Studies

In order to have a basis of comparison for this work, we provide estimates for the

C ��-based MBH values for our sample using the prescriptions provided in VP06, [109,

hereafter P17], and [27, hereafter C17]. VP06, P17, and C17, use the following Equations

to determine C ��-based MBH estimates, respectively,

(4.8) log
✓

MBH
M�

◆
⇤ 6.66 + 2.0 log

✓
FWHMCIV

1000 km s�1

◆
+ 0.53 log

✓
�L�(1350Å)
1044erg s�1

◆
,
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(4.9) log
✓

MBH
M�

◆
⇤ 6.73 + 2.0 log

✓
�line,CIV

1000 km s�1

◆
+ 0.43 log

✓
�L�(1350Å)
1044erg s�1

◆
,

(4.10) log
✓

MBH
M�

◆
⇤ 6.71 + 2.0 log

✓
FWHMCIV,Corr.

1000 km s�1

◆
+ 0.53 log

✓
�L�(1350Å)
1044erg s�1

◆
.

C17 uses a velocity width (FWHMCIV,Corr.) that has been adjusted by the blueshift of the

C �� emission-line peak with respect to the line peak of H� [see, 27].

In Figure 4.7 we present the C ��-based MBH estimates for our sample based on the

prescriptions from the literature. In comparison, our prescription,

(4.11)
log

✓
MBH
M�

◆
⇤ 6.299 ± 0.169 + 2 log

✓
�line

1000 km s�1

◆
+

0.5 log
✓
�L�(1350Å)
1044erg s�1

◆
+ 0.385 ± 0.119 log

✓
EWCIV

Å

◆
,

which is plotted at the bottom panel of Figure 4.2, provides the smallest scatter, steepest

slope of the best-fit relation, largest Pearson correlation coefficient, and, by design, corrects

the mean offset� between previous C ��-based MBH estimates and H�-based MBH values.

To form a basis of comparison for our Mg ��-based MBH estimates, we followed the

prescriptions provided in [158, hereafter VO09], [174, hereafter Z15], and [77, hereafter

L20]. VO09, Z15, and L20 use the following Equations to determine Mg ��-based MBH

estimates, respectively,

(4.12) log
✓

MBH
M�

◆
⇤ 0.86 + 2.0 log

✓FWHMMgII

km s�1

◆
+ 0.5 log

✓
�L�(3000Å)
1044erg s�1

◆
,

(4.13) log
✓

MBH
M�

◆
⇤ 1.07 + 2.0 log

✓FWHMMgII

km s�1

◆
+ 0.48 log

✓
�L�(3000Å)
1044erg s�1

◆
,

�The mean offset correction accounts for the bias introduced when not considering a source’s accretion rate
in their H�-based MBH values [see, 84].
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Figure 4.7 C ��-based MBH estimates of our sample derived through the methodology
of, from top to bottom: VP06, P17, and C17 against the H�-based MBH estimates. The
dashed lines represent one-to-one relationships and the thin solid lines represent the best
linear fit to the data in each panel. The most reliable C ��-based MBH values from this
work were derived utilizing �line as the velocity width parameter (see the bottom panel
of Figure 4.2). Our prescription shows a considerable improvement in the value of the
Pearson correlation coefficient, r, albeit a modest improvement in the standard deviation,
with respect to previous work. Additionally, our prescription corrects the mean offset
due to considering the accretion rate when estimating H�-based MBH values. Typical
uncertainty of 0.5 dex on the MBH values is displayed in the top panel for reference.
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(4.14) log
✓

MBH
M�

◆
⇤ 7.00 + 2.0 log

✓ FWHMMgII

1000 km s�1

◆
+ 0.5 log

✓
�L�(3000Å)
1044erg s�1

◆
.

In Figure 4.8, we present the Mg ��-based MBH estimates from Equations 4.12, 4.13,

and 4.14. The three panels of Figure 4.8 that correspond to these three equations are almost

identical to each other given the similarities between these equations. For comparison, we

elect to use the Mg �� subsample that contains SDSS and/or GNIRS measurements as it is

the largest and, therefore, provides the most meaningful statistics. From our comparison,

we find that our Mg ��-based MBH estimates given by,

(4.15) log
✓

MBH
M�

◆
⇤ 7.000 ± 0.022 + 2 log

✓ FWHMMgII

1000 km s�1

◆
+ 0.5 log

✓
�L�(3000Å)
1044erg s�1

◆

which is plotted at the top left panel of Figure 4.6, provides results that are consistent with

those from the prescriptions of the previous studies except for the mean offset correction

stemming from consideration of the accretion rate. The consistency between Equations

4.14 and 4.15 confirm the results derived in L20.

When the C �� EW is included in the regression analysis for the Mg ��-based MBH

values, we obtain the following prescription (for 160 sources; see, Section 5.2.2),

(4.16)
log

✓
MBH
M�

◆
⇤ 6.793 ± 0.047 + 2 log

✓ FWHMMgII

1000 km s�1

◆
+

0.5 log
✓
�L�(3000Å)
1044erg s�1

◆
+ 0.005 ± 0.001 log

✓
EWCIV

Å

◆
,

which is plotted in the bottom left panel of Figure 4.6. In this case, we see a clear

improvement in the scatter and the Pearson correlation coefficient and slope of the best-fit

relation.

We report all the MBH estimates stemming from our analysis for the H�, C �� and

Mg �� emission lines in Table 4.3 where Column (1) provides the SDSS designation of

the object, and Columns (2), (3), and (4) provide the H�-based MBH estimates derived

using the FWHM, MAD, and �line as the velocity width, respectively. Columns (5), (6),

and (7) provide C ��-based MBH estimates derived from VP06, P17, and C17, respectively.
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Figure 4.8 Mg ��-based MBH estimates of our sample derived through the methodology of,
from top to bottom, VO09, Z15, and L20 against the H�-based MBH estimates. The panels
include all Mg �� measurements available in SDSS and/or GNIRS. The dashed line in each
panel represents a one-to-one relationship and the thin solid line in each panel represents
the best linear fit to the data. We find that our results are consistent with those of previous
work when only measuring Mg ��, but are clearly improved with the inclusion of the C ��
EW (see the left most panels of Figure 4.6). Our prescriptions, by design, correct the mean
offsets between the Mg ��- and H�-based MBH values with or without the inclusion of the
C �� EW. Typical uncertainty of 0.5 dex on the MBH values is displayed in the top panel
for reference.
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Columns (8), (9), and (10) are the C ��-based estimates derived using the regression anal-

ysis for each C �� velocity width parameter, FWHM, MAD, and �line, respectively. We

report in columns (11), (12), and (13) the Mg ��-based MBH estimates derived using the

prescriptions of VO09, Z15, and L20. Lastly, in columns (14), (15), and (16), we report

the Mg ��-based MBH estimates using each of the three Mg �� velocity width parameters,

FWHM, MAD, and �line, respectively. For our Mg ��-based MBH estimates, values are

provided with and without the C �� EW term.

4.3.4. Mg �� Covered by both SDSS and GNIRS Spectra

For 53 sources from the GNIRS-DQS catalog of M22, in the 2.10 . z . 2.40 redshift

range, we have measurable Mg �� profiles from both GNIRS and SDSS spectra. In order

to confirm consistency across the SDSS and GNIRS spectra, we compare the effects of

measuring these spectra in different epochs using different instruments by evaluating the

differences in Mg ��-based MBH estimates stemming from each spectrum. In order to stay

consistent, we used the VO09 method for calculating the Mg ��-based MBH estimates for

all measurements in our comparison. This comparison is presented in Figure 4.9. Overall,

we conclude that the two sets of measurements are consistent with each other and the

mean offset between the log(MBH) values is only �0.012.

4.4. Discussion

In this work, we perform calibrations between C ��- and Mg ��-based MBH estimates

and those based on the H� line using the largest, homogeneous sample of luminous

quasars at high redshift that cover these three emission lines. The H�-based MBH estimates

that we calibrate to are accretion-rate-corrected according to the scaling relation presented

in [39] that involves the optical Fe �� emission. We show that the inclusion of the C �� EW

in our calibrations to these H�-based MBH values allow for an additional accretion-rate

correction in UV-based MBH estimates. The inclusion of this term in our prescriptions

leads to UV-based MBH estimates that are closest to those obtained from H�.
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Figure 4.9 The upper leftmost and lower leftmost panel compare the GNIRS-DQS and

SDSS, respectively, Mg ��-based MBH estimates based on the VO09 methodology using

the H�-based masses. The rightmost panel presents the direct comparison of the SDSS-

and GNIRS-DQS-based estimates to each other. In each panel, the mean and standard

deviation of the residuals are reported. The dashed line in each panel represents a one-

to-one relationship. Overall, we find that the measurements of the Mg �� lines from the

GNIRS spectra are consistent with the respective measurements from SDSS.

Our results display improvements with respect to similar MBH calibrations from

previous studies that excluded such accretion-rate corrections. When utilizing �line as

the velocity width parameter, we obtain the most reliable prescription (Equation 4.11) for
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C ��-based MBH values, compared with previous studies of this kind. As shown in the

bottom panel of Figure 4.2 we reduce the scatter of C ��-based MBH estimates with respect

to those from H� by ⇠ 24%, ⇠ 3%, and ⇠ 33% compared to the prescriptions of VP06,

P17, and C17, respectively (see, Figure 4.7). Similarly, the Pearson correlation coefficient

between C ��-based and H�-based MBH values improves from 0.09, 0.30, and 0.17 to 0.37,

respectively. The slope of the best-fit relation between C ��-based and H�-based MBH

values also improves from 0.11, 0.28, and 0.25 to 0.36, respectively.

We also present a prescription (Equation 4.15) for obtaining Mg ��-based MBH

estimates when only the Mg �� line is covered in the spectrum. This prescription is

consistent with the findings of L20, confirming their results. This L20 prescription is

recommended when only the Mg �� emission line is available as there is no systematic

mean offset present when compared to the accretion-rate corrected H�-based masses. We

also note that for the subsample of 34 sources in the highest redshift bin (3.20 . z . 3.50),

the scatter in our prescription is further reduced by ⇠ 25% (see, Figures 4.5 and 4.6). A

larger sample of sources in this redshift range is necessary in order to draw firm conclusions

as to whether a larger improvement can be achieved.

When we introduce the additional accretion-rate correction factor, in the form of the

EW of C ��, we obtain a significantly improved Mg ��-based MBH value using Equation 4.16.

Compared to the Mg ��-based MBH estimates derived from Equation 4.15, this prescription

reduces the scatter in the calibration with H�-based MBH estimates, by ⇠ 15%. Similarly,

the Pearson correlation coefficient is increased by ⇠ 51% (see, Figure 4.6). With respect

to previous studies discussed throughout this work, our prescriptions, by design, correct

the mean offset between UV-based and accretion-rate-corrected H�-based MBH estimates.

These corrections are critical, as manifested in Figures 4.7 and 4.8, where mean offsets of

up to 0.40 and 0.14 appear in the µ values for C �� and Mg ��, respectively.

We note that SE MBH estimates, in general, have a 0.5-0.6 dex relative uncertainty

and 0.7 dex absolute uncertainty [e.g., Table 5, 160]. Meanwhile, MBH measurements

that stem from RM campaigns have an inherent uncertainty of 0.3-0.5 dex due to their
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calibration against the M � �F relation [e.g. 113, 157, 137, 58], and such observations are

quite challenging at high redshift [e.g., 68]. While not being able to completely bridge

the gap between these two approaches, the improvements this work provides to the

accuracy and precision of SE UV-based MBH estimates are considerable. We find that even

when significant outliers are removed from all the MBH comparisons performed above,

the resulting improvements in the scatter of up to ⇠ 7% do not warrant the removal of

otherwise ordinary looking sources from the sample. Overall, our work shows that when

using a large, uniform calibration sample of quasars having coverage of C ��, Mg ��, Fe ��

and H�, and when correcting for accretion rate both in the optical (RFe) and in the UV

(EW(C ��)), one can obtain the most reliable prescriptions for obtaining SE UV-based MBH

estimates.

4.4.1. H↵-based MBH values

The GNIRS-DQS spectral inventory of M22 also provides measurements for the

H↵ emission line where available. In order to test the applicability of using this emission

line as a MBH indicator [e.g., 53], we ran the entire regression analyses presented in this

paper substituting FWHM(H↵) for FWHM(H�). We find that the results based on H↵ are

consistent with those obtained from H�, thereby confirming the applicability of using H↵

to estimate MBH values in quasars.

4.5. Conclusions

We provide prescriptions for reliable rest-frame UV-based MBH estimates with re-

spect to MBH estimates obtained from the H� line. Utilizing the GNIRS-DQS catalog

(M22), we calibrate SE C ��- and Mg ��-based MBH estimates to H�-based MBH estimates

using a linear regression analysis that includes two basic accretion-rate observable indica-

tors: the relative strength of the optical Fe �� emission with respect to H� and the EW of the

C �� emission line. We also investigate the use of different velocity width parameters for

the C ��- and Mg ��-based MBH estimates and compare our results with previous studies.

We summarize our main results as follows:
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(1) The H�-based MBH estimates in this work are overestimated by a factor of ⇠ 2

when the relative strength of the optical Fe �� emission is not taken into account,

consistent with the results of [84]. All of the MBH prescriptions throughout this

work take that correction into account.

(2) The inclusion of the C �� EW in our prescriptions considerably improves the

accuracy and precision of UV-based MBH estimates. With respect to previous

studies, our most reliable UV-based MBH values reduces the scatter by ⇠ 15%

when compared to H�-based values.

(3) The preferred velocity width parameters for estimating MBH using C �� and Mg ��

are �line and FWHM, respectively.

(4) Equation 4.11 presents the prescription for obtaining the most reliable C ��-based

MBH estimates, in the absence of Mg �� coverage. Conversely, if the source’s

spectrum only covers the Mg �� line, the prescription from L20 (Equation 4.14)

is preferred. Otherwise, Equation 4.16 presents the most robust prescription for

UV-based MBH estimates when there is spectral coverage of both C �� and Mg ��

emission lines.

(5) NIR observations of additional sources at 3.20 . z . 3.50 would allow us to test

if further significant improvements can be achieved for UV-based MBH estimates.

Primarily, this redshift range reduces the uncertainty introduced when measuring

Mg �� by shifting the emission line further from the blue edge of the J-band. A

larger sample with more reliable measurements at this range may reveal further

discrepancies between low and high luminosity objects.

In the coming decade, we expect that millions of high-redshift (z & 0.8) quasars

will have MBH estimates derived from rest-frame UV emission lines through large spec-

troscopic surveys, e.g., the Dark Energy Spectroscopic Instrument [DESI, 79, 33] and the

4m Multi-Object Spectroscopic Telescope [31]. It is therefore crucial to derive the most

reliable MBH estimates for future high-redshift quasar catalogs using the prescriptions

provided in this work.
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Table 4.1. C �� and Mg �� Spectroscopic Measurements

C �� Mg ��

FWHM MAD �line EW �peak FWHM MAD �line EW �peak �L1350 �L3000

Quasar (km s�1) (km s�1) (km s�1) (Å) (Å) (km s�1) (km s�1) (km s�1) (Å) (Å) (erg s�1) (erg s�1)

SDSS J001018.88+280932.5 2517+53
�78 2274+37

�54 3158+55
�82 61+1

�1 4045+0
�0 · · · · · · · · · · · · · · · 46.4 · · ·

SDSS J001249.89+285552.6 · · · · · · · · · · · · · · · 4195+188
�249 2183+480

�757 2956 +637
�1017 21+7

�9 11874+3
�5 · · · 46.9

SDSS J001355.10-012304.0 · · · · · · · · · · · · · · · 2815+344
�455 1249+260

�401 1595+332
�515 17+1

�2 12274+4
�5 · · · 46.7

SDSS J001453.20+091217.6 6487 +822
�1227 3798 +910

�1358 5788+1383
�2064 39+3

�5 5152+5
�7 2999 +943

�1248 1833+1906
�1833 2375+2580

�2375 25 +8
�11 9374 +8

�10 46.4 46.5

SDSS J001813.30+361058.6 6079+197
�294 3247+238

�356 3861+369
�550 26+1

�2 5116+2
�3 5129 +983

�1301 3354+1648
�2632 4543+2198

�3511 25 +8
�11 9303+13

�17 46.8 46.6

SDSS J001914.46+155555.9 4162+215
�320 2329 +81

�120 3038+121
�180 45+1

�1 5054+1
�2 4380+327

�433 1628 +821
�1235 2061+1092

�1643 23+1
�1 9141+5

�6 46.7 46.5

SDSS J002634.46+274015.5 5196 +739
�1103 6331 +868

�1295 6701+1462
�2181 135+10

�15 5023+5
�7 3158+150

�198 1747+645
�979 2373 +934

�1418 36+1
�1 9097+2

�2 46.2 46.5

SDSS J003001.11-015743.5 6077+265
�396 3339+251

�374 3719+449
�669 53+2

�3 3995+1
�2 · · · · · · · · · · · · · · · 45.9 · · ·

SDSS J003416.61+002241.1 4213+107
�160 2092+43

�65 2710+66
�98 29+0

�0 4067+1
�1 4141+203

�269 1767+233
�308 2278+414

�548 39+2
�2 7366+2

�2 46.4 46.4

SDSS J003853.15+333044.3 8273+564
�841 2485+403

�602 3817+593
�884 14+1

�1 5213+11
�17 · · · · · · · · · · · · · · · 46.3 · · ·

Note. — C �� and Mg �� emission line measurements for the first ten quasars in our sample. The entire table is available
online.



Table 4.2. Regression Coefficients

Emission Line FWHM MAD �line

C �� (a , b) (5.172 ± 0.196, 0.960 ± 0.138) (6.727 ± 0.187, 0.250 ± 0.131) (6.299±0.169, 0.385±0.119)

Mg �� only (c , d) (7.000±0.022, 0) (7.562 ± 0.028, 0) (7.309 ± 0.031, 0)

Mg �� & C �� (c , d) (6.793±0.047, 0.005±0.001) (7.410 ± 0.0.068, 0.005 ± 0.002) (7.168 ± 0.074, 0.004 ± 0.002)

Note. — Resulting regression coefficients from Equations 4.6 and 4.7 for each of our
velocity width parameters. Bold coefficients are the recommended prescription for each
emission line (see, Section 4.4).

88



89

Table 4.3. MBH Estimates

H� C �� Mg ��

Quasar FWHM MAD �line VP06 P17 C17 FWHM MAD �line VO09 Z15 L20 FWHMa MADa �line
a

SDSS J001018.88+280932.5 9.15 8.58 8.82 8.74 8.77 9.01 8.90 9.10 9.20 · · · · · · · · · · · ·· · · · · ·· · · · · ·· · ·
SDSS J001249.89+285552.6 9.42 8.75 8.99 · · · · · · · · · · · · · · · · · · 9.55 9.71 9.69

· · ·
9.69

· · ·
9.69

· · ·
9.70

SDSS J001355.10-012304.0 9.92 9.22 9.44 · · · · · · · · · · · · · · · · · · 9.11 9.27 9.25
· · ·
9.25

· · ·
9.11

· · ·
9.07

SDSS J001453.20+091217.6 9.64 8.70 8.90 9.55 9.28 9.44 9.51 9.47 9.63 v9.05 9.22 9.20
9.20
9.20

9.36
9.33

9.33
9.30

SDSS J001813.30+361058.6 9.44 8.61 8.82 9.71 9.10 9.29 9.49 9.50 9.41 9.57 9.73 9.71
9.65
9.71

9.87
9.91

9.89
9.92

SDSS J001914.46+155555.9 9.32 8.81 9.08 9.30 8.83 9.38 9.32 9.20 9.22 9.37 9.53 9.51
9.54
9.51

9.27
9.22

9.22
9.17

SDSS J002634.46+274015.5 9.48 8.86 9.09 9.26 9.33 9.48 9.75 9.97 9.88 9.10 9.26 9.24
9.76
9.24

9.75
9.29

9.74
9.30

SDSS J003001.11-015743.5 9.18 8.50 8.71 9.25 8.70 9.17 9.36 9.17 9.07 · · · · · · · · · · · ·· · · · · ·· · · · · ·· · ·

SDSS J003416.61+002241.1 9.33 8.71 8.96 9.16 8.61 9.13 9.00 8.91 8.90 9.27 9.44 9.41
9.36
9.41

9.21
9.23

9.18
9.20

SDSS J003853.15+333044.3 9.37 8.60 8.83 9.73 8.90 9.90 9.27 8.97 9.07 · · · · · · · · · · · ·· · · · · ·· · · · · ·· · ·

alog(MBH) estimates derived with (top row) and without (bottom row) the inclusion of the C �� EW, where available.

Note. — Data in this Table are presented as log(MBH/M�). Data for 10 sources are shown. The entire table is available
online.



CHAPTER 5

SHEDDING NEW LIGHT ON WEAK EMISSION-LINE QUASARS IN THE C ��–

H� PARAMETER SPACE

5.1. Introduction

Weak emission-line quasars (WLQs) are a subset of Active Galactic Nuclei (AGN)

with extremely weak or undetectable rest-frame optical–UV emission lines [e.g., 42, 2, 28,

115]. The Sloan Digital Sky Survey [SDSS; 169] has discovered ⇡ 103 Type 1 quasars with

Ly↵+N � �1240 rest-frame equivalent widths (EWs) < 15.4 Å and/or C �� �1549 EW <

10.0 Å [e.g., 35, 93]. These numbers represent a highly significant concentration of quasars

at & 3� deviation from the log-normal EW distribution of the SDSS quasar population,

with no corresponding “tail" at the opposite end of the distribution [35, 167]. Furthermore,

the fraction of WLQs among the broader quasar population increases sharply at higher

redshifts (and thus higher luminosities), from ⇠ 0.1% at 3 . z . 5 to ⇠ 10� 15% at z & 5.7

[35, 4, 146].

Multi-wavelength observations of sources of this class have shown that they are un-

likely to be high-redshift galaxies with apparent quasar-like luminosity due to gravitational-

lensing amplification, dust-obscured quasars, or broad-absorption-line (BAL) quasars

[e.g., 134, 136], but that their UV emission-lines are intrinsically weak. Furthermore,

WLQs are typically radio-quiet, and have X-ray and mid-infrared properties inconsistent

with those of BL Lac objects [132, 75, 167, 89].

About half of WLQs have notably lower X-ray luminosities than expectations from

their monochromatic luminosities at 2500 Å [e.g., 81, 101, 100, 152]. One explanation

for this phenomenon is that, at small radii, the geometrically thick accretion disks of

these WLQs are ‘puffed up’ and prevent highly ionizing photons from reaching the broad

emission-line region [BELR; e.g, 168, 167, 81, 101, 100]. The X-ray radiation is partially

absorbed by the thick disk, resulting in low apparent X-ray luminosities at high inclinations

(i.e., when these objects are viewed edge-on). When these objects are viewed at much
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lower inclinations, their notably steep X-ray spectra indicate accretion at high Eddington

luminosity ratio [Lbol/LEdd, hereafter L/LEdd; e.g., 133, 81, 86].

The indications of high Eddington ratios in WLQs may provide a natural expla-

nation for the weakness of their emission lines in the context of the Baldwin Effect. In

its classical form, this effect is an anti-correlation between the EW(C ��) and the quasar

luminosity [5]. Subsequent studies, however, have found that this relation stems from

a more fundamental anti-correlation between EW(C ��) and H�-based L/LEdd (Baskin &

Laor 2004 [8], hereafter BL04; Dong et al. 2009 [37]). This anti-correlation, coined the

Modified Baldwin Effect (MBE), was extensively studied and built upon by [135, hereafter

SL15] [however, see also 163]. SL15 utilized a sample of nine WLQs and 99 non-radio-

loud, non-BAL (‘ordinary’) quasars spanning wide ranges of luminosity and redshift to

analyze the relative strength of the C �� emission-line and the H�-based Eddington ratio.

They confirmed the findings of BL04 for the sample of ordinary quasars. However, all

nine WLQs were found to possess relatively low L/LEdd values, while the MBE predicts

considerably higher Eddington ratios for these sources. This finding led SL15 to conclude

that the H�-based L/LEdd parameter cannot depend solely on EW(C ��) for all quasars.

Such a conclusion may also be consistent with subsequent findings that WLQs possess

strong Fe �� emission and large velocity offsets of the C �� emission-line peak with respect

to the systemic redshift (hereafter, Blueshift(C ��)) [87], and that L/LEdd correlates with

Blueshift(C ��) at high Blueshift(C ��) values [see Figure 14 of 119].

In this work, we explore two possible explanations for the findings of SL15. The first

of these is that the traditional estimation of H�-based black-hole mass (MBH) values, and

therefore L/LEdd values, fails to accurately predict MBH, particularly in quasars with strong

optical Fe �� emission [e.g., 137]. Such a case is typical for WLQs, and thus a correction via

measurement of the strength of the Fe �� emission-complex in the optical band is required

[39, 172]. The second explanation is that EW(C ��), by itself, is not an ideal indicator of the

quasar accretion rate. In addition to EW(C ��), we utilize a recently defined parameter, the

‘C �� k Distance’ [124, hereafter R22], which represents a combination of the EW(C ��) and
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Blueshift(C ��) [120, 125], and search for a correlation between that parameter and L/LEdd.

To investigate these explanations, we extend the WLQ sample of SL15 to nine

additional sources available from the Gemini Near-IR Spectrograph - Distant Quasar

Survey [GNIRS-DQS; 90, 2022, submitted, hereafter M22]. Furthermore, we study the

distribution of WLQs in L/LEdd space versus a sample of ordinary quasars from SL15 and

M22. We aim to investigate the underlying driver for the weak emission lines in WLQs

and test the assertion that all WLQs have extremely high accretion rates.

The structure of this paper is as follows. In Section 5.2, we discuss our sample

selection and the relevant equations used to estimate H�-based L/LEdd values. In Sec-

tion 5.3, we analyze the samples’ spectroscopic properties as well as the sources’ black-hole

masses and accretion rates. Then, we discuss the correlation between the C �� parameter

space and L/LEdd. In Section 5.4, we summarize our findings. Throughout this paper,

we compute luminosity distances using a standard ⇤CDM cosmology with H0 ⇤ 70 km

s�1 Mpc�1, ⌦M ⇤ 0.3, and ⌦⇤ ⇤ 0.7 [e.g., 148].

5.2. Sample Selection and Data Analysis

5.2.1. WLQ Sample

We compile a sample of 18 WLQs in this work. All these WLQs have accurate

full-width-at-half-maximum intensity of the broad component of the H� �4861 emission

line (hereafter, FWHM(H�)), monochromatic luminosity at rest-frame 5100 Å (hereafter,

⌫L⌫(5100 Å)), EW(Fe �� ��4434�4684), and EW(H�) measurements. Nine of these sources

were obtained from SL15, seven from the GNIRS-DQS sample of M22 (see Section 5.2.2),

and two from this work (see Appendix 5.5). SL15 compiled a sample of nine WLQs:

SDSS J0836+1425, SDSS J1411+1402, SDSS J1417+0733, SDSS J1447�0203 [115, 116], SDSS

J0945+1009 [63, 116], SDSS J1141+0219, SDSS J1237+6301 [35, 136], SDSS J1521+5202

[66, 168], and PHL 1811 [78].

Table 5.4 provides basic properties for the 18 WLQs in our sample. Column (1)

provides the source name; Column (2) gives the systemic redshift determined from the

peak of, in order of preference, the [[O ���]] �5007, Mg �� �2798, and H� emission lines;
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Column (3) gives log ⌫L⌫ (5100 Å); Column (4) gives FWHM(H�); Column (5) gives

RFe II ⇡ EW(Fe ��)/EW(H�); Column (6) gives traditional H�-based MBH estimates (follow-

ing Equations 5.2 and 5.4); Column (7) gives Fe ��-corrected H�-based MBH, corr estimates

(following Equations 5.3 and 5.4); Column (8) gives traditional H�-based L/LEdd values

(from Equation 5.5); Column (9) gives Fe ��-corrected H�-based L/LEdd, corr values (from

Equation 5.5); Column (10) gives EW(C ��); Column (11) gives Blueshift(C ��); Columns

(12) and (13) provide the references for the rest-frame optical and UV spectral measure-

ments, respectively. All derived properties are discussed in detail in Section 5.2.3.

The two WLQs from [136] and the two introduced in Appendix 5.5 do not have a

reliable C �� line measurement in the literature, hence we perform our own measurements

from their SDSS spectra, following the procedure in Dix et al. (2022, hereafter D22).

Briefly, we fit the C �� emission line with a local, linear continuum and two independent

Gaussians. These Gaussians are constrained such that the flux densities lie between 0 and

twice the value of the peak of the emission line; the FWHM is restricted to not exceed

15000 km s�1. The EW of the line emission can then be measured, as well as the blueshift,

which is calculated from the difference between �1549 and the peak of the Gaussians (see

Equation 5.1).

These WLQs possess stronger relative optical Fe �� emission (indicated by the larger

RFe II values) compared to ordinary quasars from the same samples. WLQs are only

selected based on their C �� emission-line strength (EW(C ��) < 10 Å), so we are unaware

of any biases introduced by the rest-frame optical emission to the selection process of the

WLQs in this work.

5.2.2. Ordinary Quasar Sample Selection

In order to create a comprehensive comparison sample of quasars for our analysis,

which requires measurements of both the H� and C �� emission lines, we select two

catalogs of ordinary quasars from the literature. For the high-redshift quasars (1.5 . z .

3.5), C �� emission properties can be obtained from SDSS, but the H� emission line lies

outside of the SDSS range, and therefore it has to be measured with NIR spectroscopy.
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In this redshift range, we utilize the GNIRS-DQS catalog in M22. GNIRS-DQS is the

largest and most comprehensive inventory of rest-frame optical properties for luminous

quasars, notably the H�, [[O ���]], and Fe �� emission lines. To complement this sample

of high-redshift, high-luminosity quasars, we include an archival sample of quasars in

the low-redshift regime from the BL04 subsample also utilized in SL15. In this redshift

range (z < 0.5), the H� emission properties can be obtained from optical spectra, but the

C �� emission-line properties are more difficult to obtain, and are available primarily from

the Hubble Space Telescope (HST) and the International Ultraviolet Explorer (IUE) archives.

Below, we briefly discuss the selection process for our ordinary quasar sample.

The GNIRS-DQS sources were selected to lie in three narrow redshift intervals,

1.55 . z . 1.65, 2.10 . z . 2.40, and 3.20 . z . 3.50 to center the H�+[[O ���]] spectral

complex in the NIR bands covered by GNIRS (i.e., the J, H, and K bands, respectively). In

total, the survey comprises 260 sources with high-quality NIR spectra and comprehensive

H�, [[O ���]], and Fe �� spectral measurements [see 90, and M22 for more details]. We exclude

64 BAL quasars, 16 radio-loud quasars (RLQs), and one quasar, SDSS J114705.24+083900.6

that is both BAL and radio loud. We define RLQs as sources having radio-loudness values

of R > 100 [where R is the ratio between the flux densities at 5 GHz and 4400 Å; 71]. RLQs

and BAL quasars are excluded to minimize the potential effects of continuum boosting

from a jet [e.g., 93] and absorption biases (e.g., see BL04), respectively. Two quasars,

SDSS J073132.18+461347.0 and SDSS J141617.38+264906.1, are excluded due to a lack of

C �� measurements from D22. In total, 177 GNIRS-DQS quasars are included in our

analysis; of these, seven sources with EW(C ��) < 10 Å can be formally classified as WLQs

(see Section 5.2.1). We adopt values of FWHM(H�), ⌫L⌫(5100 Å), EW(H�), and EW(Fe ��)

values from M22. The latter two parameters are used to derive RFe II.

Quasars in the M22 sample are crossmatched with the C �� emission-line measure-

ments from D22, who also report the wavelengths of the C �� emission-line peaks. The
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Blueshift(C ��) values are derived following Equation (2) in [36]

(5.1) �v

km s�1 ⇤

h
c

km s�1

i ✓ zmeas � zsys

1 + zsys

◆
,

where zmeas is the redshift measured from the wavelength of the C �� emission-line peak,

and zsys is the systemic redshift with respect to the [[O ���]], the Mg ��, or the H� emission

lines reported in M22. In this work, we report the Blueshift(C ��) ⌘ ��v values.

WLQs often have extremely weak or undetectable [[O ���]] emission, so we must

use alternative emission lines as the reference for zsys . Although there are known, non-

negligible intrinsic uncertainties associated with using the Mg �� and H� emission lines as

zsys indicators [⇠ 200 km s�1 and⇠ 400 km s�1, respectively; 140], WLQs often possess large

Blueshift(C ��) values (> 2000 km s�1 in ⇠ 60% of the WLQs in our sample); therefore,

the uncertainty associated with using, e.g., an H�-based zsys value is relatively small

compared to the quasar’s Blueshift(C ��) value, and does not affect the conclusions of this

work.

Sixty quasars at z < 0.5 from BL04 are added to our analysis from the 63 BL04

quasars in SL15. PG 0049+171, PG 1427+480, and PG 1415+451 are excluded due to a lack

of published Fe �� spectral measurements. The UV data in the BL04 sample comes, roughly

equally, from both the HST and the IUE archives [see, 9]. Throughout this work, we check

whether including only one HST or IUE data changes the conclusion of the paper, but

we find no statistical difference in the results of Section 5.3. Therefore, we include both

subsets in the main body of this work. We obtain the FWHM(H�), ⌫L⌫(5100 Å), and

RFe II values for the BL04 sources from [19], and their EW(C ��) and Blueshift(C ��) values

from [9]. Table 5.4 lists the basic properties of the ordinary quasars in our sample with

the same formatting as Table 5.4.

5.2.3. MBH and L/LEdd Estimates

Traditional estimation of single-epoch MBH values has made use of the reverberation-

mapping (RM) scaling relationship between the size of the H�-emitting region (RH�) and

⌫L⌫(5100 Å) [e.g., 76, 162, 69, 12]. In this work, we use the empirical scaling relation
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established by [12] for consistency with other recent studies [e.g., 84, D22]:

(5.2) log


RH�

lt�days

�
⇤ (1.527 ± 0.031) + (0.533 ± 0.035) log `44

where `44 ⌘ ⌫L⌫(5100 Å) /1044 erg s�1.

However, the H� RM sample was subsequently determined to be biased toward

objects with strong, narrow [[O ���]] emission-lines, and, in effect, is biased in favor of

low-accretion-rate broad-line AGNs [see, e.g., 127, 142]. Recent RM campaigns aimed

at minimizing such bias, such as the Super-Eddington Accreting Massive Black Hole

(SEAMBH; [38, 40, 41]) and the SDSS-RM project [139], found deviations from the tradi-

tional size-luminosity relationship. In particular, SEAMBH found a population of rapidly

accreting AGNs with a BELR size up to 3-8 times smaller than predicted by Equation 5.2,

which implies an overestimation of super-Eddington-accreting MBH values from single-

epoch spectra by the same factor. We apply a correction to the traditional H�-based

MBH estimation, developed by [39], which utilizes the RFe II parameter in addition to

FWHM(H�) and ⌫L⌫ (5100 Å).

For the Fe ��-corrected values of MBH (hereafter, MBH, corr), we apply the size-

luminosity scaling relation for RH� following Equation (5) of [39]:

(5.3) log(RH�/lt-days ⇤ (1.65 ± 0.06) + (0.45 ± 0.03) log(`44) + (�0.35 ± 0.08)RFe II

Subsequently, MBH (MBH, corr) can be estimated using the following relationship:

(5.4)

MBH (MBH, corr)
M�

⇤ f


RBELR

pc

� 
�V

km s�1

�2 
G

pc M
�1
� (km s�1)2

��1

⇡ 1.5


RH� (RH�, corr)
pc

� 
FWHM(H�)

km s�1

�2

·


4.3 ⇥ 10�3

pc M
�1
� (km s�1)2

��1
,

where we adopt f ⇤ 1.5 for the virial coefficient, consistent with results from [58, 170,

171, 84], RBELR ⇡ RH� is the size-luminosity relation from Equation 5.2 or 5.3, �V is the
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velocity width of the emission line, which is taken here as FWHM(H�), assuming Doppler

broadening [162], and G is the gravitational constant.

The L/LEdd parameter can be computed from the corresponding MBH value follow-

ing Equation (2) of [136] assuming that LEdd is computed for the case of solar metallicity:

(5.5) L/LEdd, corr ⇤ 1.06 f (L)

⌫L⌫(5100Å)
1044ergs s�1

� 
106

M�
MBH, corr

�

where f (L) is the luminosity-dependent bolometric correction to ⌫L⌫(5100 Å), derived

from Equation (21) of [85].

We note that a wide range of bolometric corrections for quasars is available in the

literature [e.g., 121, 96, 128, 97]. However, in general, the range of these corrections is

not large enough to affect the conclusion of our work. For example, [84] recently used

a constant bolometric correction of LBol/⌫L⌫(5100 Å) ⇠ 9; the bolometric corrections we

derive are in the range of ⇠ 5-6, which results in a relatively small systematic offset in the

derivation of the L/LEdd parameter.

The uncertainties associated with the corrected MBH and L/LEdd values in this

work are estimated to be at least ⇠ 0.3 dex [see Table 2 of 84], but could be much larger

(⇠ 0.4 � 0.6 dex) for high L/LEdd objects such as WLQs (see also, SL15).

5.3. Results and Discussion

5.3.1. Black Hole Masses and Accretion Rates

For the 248 quasars included in this work, we determine the virial H�-based

MBH, corr and corresponding L/LEdd, corr values from their derived optical properties,

following the Fe ��-corrected BELR size-luminosity relation of Equation 5.3, applied to

Equations 5.4 and 5.5. We also calculate these quasars’ MBH and L/LEdd values following

the traditional BELR size-luminosity relation of Equation 5.2 to compare the two methods

for estimating black-hole masses and accretion rates.

Figure 5.1 presents the traditional versus corrected MBH and L/LEdd values for the

quasars in our sample, that are found following the procedure of [84].
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Figure 5.1 Black-hole mass (left panel) and accretion rate (right panel) calculated using

the traditional (x-axis) and RFe II-corrected (y-axis) BELR size-luminosity relation for all

quasars in our analysis. Diamonds mark ordinary quasars and squares mark WLQs. The

dashed lines represent a one-to-one relation between the two methods. The traditional

relation overestimates MBH in rapidly-accreting quasars by roughly an order of magnitude.

In turn, the traditional relation underestimates L/LEdd by a similar factor. In particular,

the RFe II-corrected accretion rates are much larger for a considerably larger fraction of

sources in the WLQ subset than in the ordinary quasars, due to their larger RFe II values.

The H�-based MBH, corr values of ordinary quasars show small systematic deviations from

the traditional BELR size-luminosity relation estimates (less than a factor of two for 222 out

of 230 quasars). On the other hand, for a majority of the WLQs, due to the relative weakness

in H� emission compared to Fe ��, MBH, corr values deviate significantly from the traditional

relation, by up to one order of magnitude. Since L/LEdd is inversely proportional to MBH,

the L/LEdd, corr values are enhanced by a similar factor. This result is in line with the [84]

finding of a larger deviation from the one-to-one relation in high-accretion-rate quasars.

5.3.2. The Anti-correlation between EW(C ��) and L/LEdd

We use our sample to explore the anti-correlation between EW(C ��) and H�-

based L/LEdd previously studied in SL15, as well as with L/LEdd, corr. Figure 5.2 shows

EW(C ��) plotted against the traditional L/LEdd values (left) and against the Fe ��-corrected
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L/LEdd, corr values (right). The first four rows of Table 5.3 present the respective Spearman-

rank correlation coefficients (rS) and chance probabilities (p) of the ordinary quasar sample

and the complete sample, including WLQs, for the correlation involving EW(C ��). We

detect significant anti-correlations between EW(C ��) and L/LEdd both with and without

WLQs (i.e., p ⌧ 1%). However, the anti-correlation for the sample including WLQs is

slightly weaker than without WLQs (both p values are roughly similar, but rS increases

slightly). Our result reaffirms findings by SL15, who found WLQs to be outliers in this

relation.

With a Fe �� correction, the L/LEdd, corr values provide a significantly stronger anti-

correlation with EW(C ��) as the rS value decreases from �0.36 (for the L/LEdd case) to

�0.48. Furthermore, the inclusion of WLQs no longer spoils the Spearman-rank correla-

tion; in fact, the p value remains extremely low (p ⇤ 4.02 ⇥ 10�20 for the entire sample),

and the rS value decreases from �0.48 to �0.54, indicative of a stronger anti-correlation.

Nevertheless, the L/LEdd, corr values of most of the WLQs in our sample still appear con-

siderably smaller than a linear model would suggest (see Figure 5.2). To quantify the

deviation of WLQs from the MBE, we fit a simple linear model, without considering the

errors, to the log EW(C ��) and log L/LEdd, corr values of the ordinary quasar sample. Our

WLQs deviate from the best-fit model by a mean of ⇠ 3.4�, with a range in deviation from

1.08� to 8.02�. Such a discrepancy paints WLQs as significant outliers in this correlation.

We also explore whether a bolometric luminosity correction based on the peculiar-

ity of WLQs could account for this discrepancy. Although several methods for correcting

bolometric luminosity are available in the literature [e.g., 121, 96, 128, 97], if WLQs were

to be reliably predicted by the MBE, these corrections must be up to ⇠ 105 times larger

than those of [85] (as in the case of SDSS J1141+0219 with EW(C ��) ⇤ 0.4 Å). Such a dis-

crepancy is larger than the difference expected by any of the current bolometric correction

methods in the literature. These results reveal that EW(C ��) is likely not the sole indicator

of accretion rate in all quasars, in agreement with SL15.
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Figure 5.2 Correlation between EW(C ��) and L/LEdd of ordinary quasars (diamonds) and

WLQs from Table 5.4 (squares). The left panel presents the traditional L/LEdd values,

and the right panel displays the Fe ��-corrected L/LEdd, corr values. The dotted-dashed

lines represent the EW threshold for quasars, below which objects are defined as WLQs.

The correlation for the ordinary quasar sample, obtained by fitting a linear model, is

shown as a dashed line. The shaded regions represent the 1- and 2-� deviation from

the fitted correlation. Correcting the traditional L/LEdd values results in a stronger anti-

correlation expected by the MBE (see Table 5.3); however, WLQs’ L/LEdd, corr values are still

considerably (more than an order of magnitude) over-predicted by the MBE, suggesting

that EW(C ��) is not the sole indicator of quasars’ accretion rates.

5.3.3. The C �� k Distance as an Indicator of L/LEdd

[125] used an independent component analysis (ICA) technique to analyze the

spectral properties of the C �� emission line in 133 quasars from the SDSS-RM project

[139]. In particular, they fitted a curve to trace the positions of these sources on the

EW(C ��) and the Blueshift(C ��) plane. The position of a quasar projected onto this curve

is defined as its ‘C �� k Distance’ (for more details on how this parameter is calculated, see

R22). This parameter essentially indicates the location along a non-linear first principal

component of the C �� parameter space, and encodes information about the physics of the

C ��-emitting gas [e.g., 120, 122, 51].
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The left panel of Figure 5.3 shows the distribution of EW(C ��) versus Blueshift(C ��)

of the 248 quasars in our sample. The right panel of Figure 5.3 shows the same distribution

in scaled space, following the procedure in R22, and the piece-wise polynomial best-fit

curve from Figure 2 of R22. Even though our sources are drawn from samples that

are different from those of R22, the best-fit curve traces the C IV parameter space of

sources across wide ranges of redshifts and luminosities. Since all quasars in our sample

are selected photometrically, either in optical (for GNIRS-DQS quasars) or UV (for BL04

quasars) surveys, and were not selected based on their spectroscopic characteristics, there

are no known biases associated with their selection, and thus they are expected to trace

the C �� parameter space in a similar manner to larger samples of quasars in other studies

[e.g., see also 119].

Figure 5.3 Left panel: distribution of EW(C ��) versus Blueshift(C ��) for our sample. Right
panel: illustration of the C �� k Distance parameter. The data are first scaled so that the
two axes share the same limit, then each data point is projected onto the best-fit curve
obtained from R22. The C �� k Distance value of each quasar is defined as its projected
position (green point) along the solid black curve. Three of the WLQs are out-of-range
in the right panel, but only their projected positions onto the curve are relevant to our
results.
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While the EW(C ��) parameter, on its own, is not an ideal accretion-rate indicator,

the C �� k Distance parameter appears to provide a robust indication of the accretion rates

for all quasars including WLQs. We plot the C �� k Distance versus H�-based L/LEdd (left)

and L/LEdd, corr (right) for all quasars in our sample in Figure 5.4. The last four rows

of Table 5.3 provide the Spearman-rank correlation coefficients and chance probabilities

for the correlations involving the C �� k Distance. Both the L/LEdd and L/LEdd, corr are

significantly correlated with the C �� k Distance parameter (i.e., p ⌧ 1%).

In the case of C �� k Distance versus L/LEdd, corr, the correlation coefficient is con-

siderably larger than the correlation involving L/LEdd (0.56 versus 0.36), indicating the

importance of the Fe �� correction to MBH. Furthermore, the inclusion of WLQs in the

sample both strengthens the correlation (rS increases from 0.51 to 0.56 while the p value

remains extremely small, < 10�16), and allows the high-L/LEdd, corr end of the correla-

tion to be fully populated. There is also no significant deviation of the WLQs from this

correlation, as opposed to their behavior in the MBE (see, Figure 5.2) as well as in the

C �� k Distance versus traditional L/LEdd (see left panel of Figure 5.4). To quantify this

effect, we fit a linear model to the C �� k Distance and L/LEdd (L/LEdd, corr) space, taken

into account only the ordinary quasars. Then, we calculate the mean scatter of the WLQs

from this line. In the case of L/LEdd, we find the deviation from the best-fit line to range

from 0.97� to 3.00�, and the mean deviation to be ⇠ 1.8�. Meanwhile, the deviation

in the case of L/LEdd, corr ranges from 0.01� to 2.33�, with a mean deviation of ⇠ 1.1�.

Thus, using L/LEdd, corr not only results in a stronger correlation with C �� k Distance, but

C �� k Distance also serves as a better predictor for L/LEdd, corr than for L/LEdd.

The right panel of Figure 5.4 shows that WLQs are not a disjoint subset of quasars in

the UV�optical space [see also, 87]. Our results indicate that WLQs possess high accretion

rates, due not only to their extremely weak C �� lines, but also in their relatively large

values of the C �� k Distance parameter. Similarly, we observe quasars with high accretion

rates (and large values of C �� k Distance) that do not necessarily possess extremely weak

C �� lines, some of which have Eddington ratios that are larger than those of several WLQs.
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Figure 5.4 C �� k Distance versus L/LEdd of 248 quasars in our sample. In the left panel,

the C �� k Distance values are plotted against the traditional H�-based L/LEdd parameter,

and in the right panel, against the Fe ��-corrected H�-based L/LEdd, corr parameter. The

correlation for the ordinary quasar sample, obtained by fitting a linear model, is shown

as a dashed line. The shaded regions represent the 1- and 2-� deviation from the fitted

correlation. While using the traditional size-luminosity relation to estimate accretion

rates already yields a strong correlation, the Fe ��-corrected accretion rates show a much

stronger correlation with the C �� k Distance parameter for all quasars. Furthermore, this

parameter serves as a better predictor for L/LEdd, corr than for L/LEdd.

Finally, while we are unaware of a large population of quasars that deviate significantly

from the correlations of Figure 5.4, a future examination of, e.g., H�-based L/LEdd values

of quasars with very large EW(C ��) [e.g., 46] is warranted to further test our results.

In this work, we show that the C �� and H� parameter space provides important

diagnostics for quasar physics. In particular, we found that the C �� k Distance can serve as

a robust predictor of quasar’s accretion rate, especially after a correction based on RFe II is

applied. Within the limits of our sample, we also find that WLQs are not a disjoint subset

of the Type 1 quasar population, but instead lie preferentially towards the extreme end of

the C ��-H� parameter space.

103



5.4. Conclusions

We compile a statistically meaningful sample of ordinary quasars and WLQs to

study the dependence of quasar accretion rates, corrected for the relative strength of

Fe �� emission with respect to H�, upon source location in the C �� parameter space. Utiliz-

ing 18 WLQs, 16 of which are obtained from the literature and two of which are presented

in this work, we confirm the findings of [84] that the traditional approach to estimating the

Eddington ratio for rapidly-accreting quasars systematically underestimates this property

by up to an order of magnitude compared to Fe ��-corrected values of this parameter.

Using the Fe ��-corrected values of H�-based L/LEdd, we investigate the correlation

between this parameter and the C �� parameter space. We confirm and strengthen the

SL15 results by finding that WLQs spoil the anti-correlation between EW(C ��) and H�-

based L/LEdd for quasars, whether the latter parameter is estimated using the traditional

method, or whether a correction based on Fe �� emission is employed in the MBH estimate.

In keeping with SL15, we conclude that the EW(C ��) cannot be the sole indicator of

accretion rate in quasars.

We also investigate the relationships between a recently-introduced parameter, the

C �� k Distance, which is a combination of EW(C ��) and Blueshift(C ��), and the traditional

H�-based L/LEdd and the Fe ��-corrected L/LEdd, corr. Such relationships yield strong cor-

relations, especially in the case of Fe ��-corrected L/LEdd, corr, and can accommodate all

the quasars in our sample. Our finding suggests that WLQs are not a disjoint subset

of sources from the general population of quasars. We find that many WLQs have ex-

tremely high accretion rates which is indicated by their preferentially higher values of the

C �� k Distance parameter. Similarly, we find several quasars in our sample that possess

high Eddington ratios, and correspondingly large values of the C �� k Distance, that do

not have extremely weak C �� lines; some of these sources display Eddington ratios that

are larger than those of a subset of our WLQs.

In the context of the C �� parameter space, it will be interesting to investigate

whether the extreme X-ray properties of WLQs are the result of extremely large C �� k Dis-
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tance values rather than resulting only from extremely weak C �� lines. Such a test would

require X-ray coverage of a large sample of sources with H�+Fe �� data across the widest

possible C �� parameter space such as the GNIRS-DQS sample of M22. It would also be

useful to determine whether the weakness of the broad Ly↵+N � emission line complex

(from which the first high-redshift WLQs were identified) also correlates with C �� k Dis-

tance, which will require ultraviolet spectroscopy [110]. The results of these investigations

will shed new light on the connection between the quasar accretion rate and the physics

of the inner accretion disk and BELR.
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Table 5.1. Basic Properties of the WLQ Sample

Quasar zsys log ⌫L⌫(5100 Å) FWHM(H�) RFe II lo g MBH log MBH, corr L/LEdd L/LEdd, corr EW(C ��) Blueshift(C ��) Optical C ��

(erg s�1) (km s�1) (M�) (M�) (Å) (km s�1) Ref.a Ref.a

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

SDSS J010643.23�031536.4 2.248 46.51 6782 0.58 9.99 9.71 0.20 0.39 7.6+0.6
�0.9 1451+119

�60 1 2

SDSS J013136.44+130331.0 1.599 46.45 2294 0.78 9.02 8.67 1.63 3.67 2.8+1.4
�2.0 2320+819

�521 1 2

SDSS J013417.81�005036.2 2.270 46.45 5211 0.98 9.73 9.31 0.32 0.84 7.3+0.7
�1.0 2233+651

�414 1 2

SDSS J075115.43+505439.1 2.311 46.59 3077 3.05 9.35 8.19 1.05 15.04 6.6+0.6
�1.0 5953+234

�117 1 2

SDSS J083650.86+142539.0 1.749 45.93 2880 2.48 8.94 8.04 0.62 4.95 4.2+0.3
�0.5 2266 ± 191 3 3

SDSS J085337.36+121800.3 2.197 46.56 4502 0.28 9.66 9.48 0.47 0.73 7.7+1.1
�1.7 1166+363

�242 1 2

SDSS J085344.17+354104.5 2.183 46.40 4168 0.72 9.51 9.18 0.47 1.00 4.3+0.8
�1.2 2053+1580

�1094 1 2

SDSS J094533.98+100950.1 1.683 46.17 4278 2.00 9.41 8.66 0.35 2.03 2.9+0.3
�0.6 5485 ± 380 3 3

SDSS J094602.31+274407.0 2.488 46.75 3833 1.65 9.63 8.94 0.79 3.82 5.9+0.4
�0.6 9062+16

�11 1 2

SDSS J113747.64+391941.5 2.428 45.81 2518 3.31 8.76 7.57 0.72 10.99 8+6
�9 3089+2050

�1236 4 4

SDSS J114153.33+021924.4 3.550 46.55 5900 3.25 9.89 8.67 0.27 4.60 0.4+2
�4 �577+2461

�1484 5 6,4

SDSS J123743.07+630144.7 3.490 46.35 5200 2.86 9.68 8.61 0.29 3.39 1 ± 2 �970+1349
�845 5 4

SDSS J141141.96+140233.9 1.754 45.64 3966 1.41 9.06 8.56 0.24 0.78 3.8+0.8
�0.2 3142+370

�208 1 2

SDSS J141730.92+073320.7 1.716 45.91 2784 1.65 8.90 8.29 0.65 2.64 2.5+2.1
�0.7 5321+4178

�872 1 2

SDSS J144741.76˘020339.1 1.430 45.56 1923 1.60 8.39 7.83 0.96 3.52 7.7+0.2
�1.3 1319+759

�381 1 2

SDSS J152156.48+520238.5 2.190 47.14 5750 1.64 10.19 9.48 0.52 2.69 9.1 ± 0.6 4900 ± 300 b 7 7

SDSS J213742.25�003912.7 2.294 45.75 2630 2.45 8.77 7.89 0.62 4.68 3+1
�2 4986+867

�535 4 4

PHL 1811 0.192 45.56 1943 1.29 c 8.40 7.94 0.94 2.70 6.6 1400 ± 250 8 8

aSource of rest-frame optical–UV data, Column (12): zsys , ⌫L⌫(5100 Å), FWHM(H�), RFe II; Column (13): EW(C ��), and
Blueshift(C ��). (1) M22; (2) D22; (3) [116]; (4) this work; (5) [136]; (6) [144]; (7) [168];(8) [78].

b[168] also reported H�-based Blueshift(C ��) ⇤ 9400 km s�1. Here, we have opted to use a Mg ��-based value of
Blueshift(C ��).

c[78] reported the RFe II value as being in the range 1.22�1.35. We have adopted a mean value of 1.29 for this work.
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Table 5.2. Basic Properties of the Ordinary Quasar Sample

Quasar zsys log ⌫L⌫(5100 Å) FWHM(H�) RFe II lo g MBH log MBH, corr L/LEdd L/LEdd, corr EW(C ��) Blueshift(C ��) Optical C ��

(erg s�1) (km s�1) (M�) (M�) (Å) (km s�1) Ref.a Ref.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

PG 0003+199 0.026 44.07 1640 0.62 7.46 7.36 0.33 0.41 60.1b �102 3 4

SDSS J001018.88+280932.5 1.613 46.27 3189 0.06 9.21 9.13 0.70 0.86 61.0+0.5
�0.8 203+22

�15 1 2

SDSS J001453.20+091217.6 2.335 46.36 6428 0.72 9.87 9.54 0.19 0.40 39.0+3.3
�5.0 825+397

�266 1 2

SDSS J001813.30+361058.6 2.324 46.46 4896 0.55 9.68 9.41 0.36 0.68 25.8+1.1
�1.6 1885+203

�136 1 2

SDSS J001914.46+155555.9 2.267 46.34 4033 0.17 9.45 9.32 0.47 0.64 44.5+0.9
�1.3 372+110

�74 1 2

PG 0026+129 0.145 45.13 1860 0.51 8.13 7.98 0.68 0.95 19.3 �120 3 4

SDSS J002634.46+274015.5 2.247 46.38 4420 0.00 9.55 9.48 0.41 0.49 134.6+10.1
�15.0 400+416

�279 1 2

SDSS J003001.11-015743.5 1.590 46.10 4028 0.26 9.32 9.18 0.37 0.52 52.7+1.9
�2.8 1279+139

�93 1 2

SDSS J003416.61+002241.1 1.630 46.24 5527 0.44 9.67 9.46 0.23 0.38 28.5+0.3
�0.5 483+86

�58 1 2

SDSS J003853.15+333044.3 2.361 46.39 4297 0.50 9.53 9.28 0.44 0.78 13.8+1.0
�1.5 �398+950

�637 1 2

aSource of rest-frame optical–UV data, Column (12): zsys , ⌫L⌫(5100 Å), FWHM(H�), RFe II ; Column (13): EW(C ��), and
Blueshift(C ��). (1) M22; (2) D22; (3) [19]; (4) [9].

bThere are no errors reported for EW(C ��) and Blueshift(C ��) values for PG quasars in [9].

Note. — Only the first ten lines are shown; the entire table will be available in the electronic version.



Table 5.3. Spearman-Rank Correlation Coefficients

Correlation Sample N rS p

EW(C ��)-L/LEdd Ordinary 230 �0.36 1.39 ⇥ 10�8

EW(C ��)-L/LEdd All 248 �0.35 1.10 ⇥ 10�8

EW(C ��)-L/LEdd, corr Ordinary 230 �0.48 6.82 ⇥ 10�15

EW(C ��)-L/LEdd, corr All 248 �0.54 4.02 ⇥ 10�20

C �� k Distance-L/LEdd Ordinary 230 0.37 6.66 ⇥ 10�9

C �� k Distance-L/LEdd All 248 0.36 4.66 ⇥ 10�9

C �� k Distance-L/LEdd, corr Ordinary 230 0.51 8.40 ⇥ 10�17

C �� k Distance-L/LEdd, corr All 248 0.56 8.96 ⇥ 10�22

Note. — The last three columns represent the number of sources in each correlation,

the Spearman-rank correlation coefficient, and the chance probability, respectively.

Table 5.4. Gemini-North GNIRS H-Band Observation Log

Quasar z
a

zsysb log ⌫L⌫ (5100 ) Observation Exp. Time

(SDSS J) (erg s�1) Dates (s)

113747.64+391941.5 2.420 2.428 45.8 2014 Mar 14, 20 7140

213742.25�003912.7 2.281 2.294 45.8 2014 Jun 29, Aug 04 7040

aObtained from visually-inspected redshifts (zvis) reported in SDSS Data Re-

lease 16 [82]
bSystemic redshifts (see § 5.5 for details).
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Figure 5.5 The NIR spectra of SDSS J1137+3919 (top) and SDSS J2137�0039 (bottom). In

each panel, the continuous line is the observed spectrum of each quasar. The continuous

straight line below the spectrum is the linear continuum fit. The dashed line is the H�

�4861 profile modelled with two Gaussians. The dotted-dashed line is the Fe �� template

from [19], which was broadened by 1500 km s�1 for SDSS J1137+3919, and 1400 km s�1 for

J2137�0039. The bold solid line is the entire fitted spectrum.

5.5. Appendix: NIR Spectroscopy of SDSS J1137+3919 and SDSS J2137�0039

SDSS J113747.64+391941.5 and SDSS J213742.25�003912.7 (hereafter, SDSS J1137+3919

and SDSS J2137�0039, respectively) are two WLQs with redshifts suitable for observing

the H� line in the H-Band. Observations of these quasars were carried out by the Gemini-

North Observatory using GNIRS throughout four observing runs between 2014 March
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14 and 2014 August 4, under program GN-2014A-Q-47. The observation log appears

in Table 5.4. For both targets, we used the Short Blue Camera, with spatial resolution

0.0015 pix�1, and a 1.000 slit to achieve a spectral resolution of R ⇠ 600. An H-filter was ap-

plied, producing a spectral range of 1.5 - 1.8 µm, corresponding to rest-frame⇠ 4500�5300

Å. Exposure times for each subintegration were 238 s and 220 s, and the total integration

times were 7140 s and 7040 s for SDSS J1137+3919 and SDSS J2137�0039, respectively.

These observations were performed using the standard “ABBA" nodding pattern of the

targets along the slit in order to obtain primary background subtraction.

The spectra were processed using the standard procedure of the IRAF Gemini

package based on the PyRAF Python-based interface. Exposures from the same nodding

position were added to boost the signal-to-noise ratio, then the sum of exposures from

two different nodding positions were subtracted to remove background noise. Wavelength

calibration was done against an Argon lamp in order to assign wavelength values to the

observed pixels.

Spectra of telluric standard stars with Te f f ⇠ 9700 K were taken immediately

before or after the science exposures to remove telluric absorption features in the quasars’

observed spectra. These spectra were processed in a similar fashion, followed by a removal

of the stars’ intrinsic hydrogen absorption lines by fitting a Lorentzian profile to each

hydrogen absorption line, and interpolating across this feature to connect the continuum

on each side of the line. The quasars’ spectra were divided by the corrected stellar

spectra. The corrected quasar spectra were then multiplied by an artificial blackbody

curve with a temperature corresponding to the telluric standard star, which yielded a

cleaned, observed-frame quasar spectrum.

Flux calibrations were obtained by taking the Wide-field Infrared Survey Explorer

[WISE; 166] W1-band (at 3.4 µm) apparent magnitudes, reported by SDSS Data Release

16 [82], and the W1 isophotal flux density F�(iso) given in Table 1 of [65]. Flux densities

at 3.4 µm were derived according to:

(5.6) F�(3.4 µm) ⇤ F�(iso) · 10�mag/2.5.
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The flux densities at 3.4 µm were extrapolated to flux densities at 1.63 µm, roughly

corresponding to �rest ⇤ 5100 Å, assuming an optical continuum of the form F⌫ / ⌫�0.5

[e.g., 156].

We modeled the spectra following the methods of [131] and [136]. Our model

consists of a linear continuum through the average flux densities of two narrow (⇠20 Å)

rest-frame bands centered on 4750 Å and 4975 Å, a broadened Fe �� emission template

[19], and two Gaussian profiles for the H� �4861 emission-line. No [[O ���]] emission-

lines are detectable in either spectrum, and we placed upper limits on their EWs by

fitting a Gaussian feature where the [[O ���]] emission-lines should be such that they are

indistinguishable from the noise. The final, calibrated near infrared spectra of the two

WLQs appear in Figure 5.5.

In both sources we detected weak and relatively narrow H� lines as well as strong

Fe �� features compared to quasars at similar luminosities and redshifts [e.g., see 98,

138]. We also determined the systemic redshifts (zsys) values from the observed-frame

wavelength of the peak (�peak) of the H� emission-line, a similar treatment as in [90]

for sources that lack [[O ���]] emission. The zsys values are larger than the redshifts

reported by [82] by �z = 0.008 in SDSS J1137+3919 and by �z = 0.013 in SDSS J2137�0039,

corresponding to velocity offsets (blueshifts) of 700 km s�1 and 1184 km s�1, respectively,

which is consistent with typical velocity offsets between SDSS Pipeline redshifts and

zsys values observed in luminous, high-redshift quasars [36, M22]. The rest-frame spectra

in Figure 5.5 have henceforth been corrected by zsys .
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CHAPTER 6

SUMMARY AND CONCLUSIONS

Quasars are the most interesting and powerful lab in the observable universe.

Their brightness and compactness drive interesting physical questions as to how black

holes accrete mass and evolve with their host galaxy. With 260 of the most detailed,

homogeneous NIR spectra of high-redshift quasars, I have improved how we study these

objects at high redshifts. In particular, this work uses regression analyses of UV emission

line properties in order to improve the measurements and estimates of a quasars’ redshift,

SMBH mass, and accretion rate at high redshifts.

The improvements made, in Chapters 2 and 3, from mapping UV emission lines

onto more reliable optical emission lines may seem trivial at first, however these improve-

ments hold serious implications to our understanding of the universe. For example, the

corrections this work makes to the accuracy and precision of redshift estimates from the

C �� emission line correspond to ⇠ 10 Mpc and ⇠ 2 Mpc improvement, respectively. For

context, this correction improves the accuracy of our redshift measurement by over 4

times this size of the local group (⇠ 2.5 Mpc). Moreover, this correction provides the

scientific community with a simple and easy way of obtaining reliable redshift estimates

from rest-frame UV emission lines.

The work pertaining to MBH estimates, detailed in Chapter 4, provides the most

up-to-date prescriptions for obtaining single epoch, UV-based MBH estimates. This work

is crucial for understanding many of the interactions at play between a SMBH and its host

galaxy, such as the MBH � Lbul ge and MBH � �⇤ relations. Additionally, these prescriptions

are going to become necessary to study SMBHs as multi-epoch observations of these

objects will become increasingly difficult and expensive at high redshifts. The corrections

I make to rest-frame UV-based MBH estimates completely corrects on overestimation of a

factor of 2 and improves the precision of these estimates, slightly, when compared to the

more accurate H�-based MBH estimates.
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The investigation of accretion rate indicators presented in Chapter 5 provides an

intriguing avenue to explore as we observe and understand quasars. From this investi-

gation, I find that weak line quasars do not necessarily deviate as much as we may have

previously expected. Namely, by studying these objects throughout their C �� parameter

space, we find that the C �� k Distance actually allows us to reliably evaluate the accretion

rate of these weak line objects. Additionally, this accretion rate estimate we obtain from

the C �� k Distance is a general improvement when compared to the traditional Modified

Baldwin Effect, which utilizes only the C �� EW.

The works compiled here illustrate the importance of accuracy and precision as we

venture into the era of big data in astronomy. Around 15 to 20 years ago, a study like this

was only dreamed of and broad estimates of these parameters was sufficient. However,

now we are on the cusp of having millions of more high redshift quasar observations and

now is the time to make sure that the measurements that we obtain from these objects will

be as reliable as possible. The work completed in this dissertation is merely a stepping

stone for future science as we still push to observe quasars at higher and higher redshifts.

As we look into the future of quasar observations, we, as a community, will require more

high redshift multi-wavelength analyses similar to the ones presented in this work.
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