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Preface 

At the time of writing this Call-for-Papers most of us are sitting at home in our home offices 

undertaking research projects and teaching our students with online tools. All stakeholders have 

had to adapt quickly and had to master changes which sometimes happened on a weekly basis. The 

global dimension of this pandemic and the fight undertaken by the different actors have evolved 

nearly in real-time given the global media coverage. While this pandemic came within days and 

weeks around the globe, another change is more subtle and even more hidden to direct human 

perception except those who are affected directly at the moment by the change of the climate in 

different regions. 

From both developments we can see how the gathering of data, its transformation into information 

and the development of knowledge as well as the discussions about the 'right' actions are difficult 

processes with several iterations and setbacks on very different levels in society. From individual 

behavior towards organizational behavior national and international or global behaviors, all levels 

are interwoven and interdependent. Finally, this crisis shows us the uncertainties and risks we face 

as individuals, as organizations and as society if we don't have the right information and knowledge 

or we don't believe the information and knowledge provided by authorities and other stakeholders. 

Therefore, the overall theme of the 17th edition of the ICKM conference will be on “Knowledge, 

Uncertainty and Risks: From individual to global scale” at different levels of analysis and agency.
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Keynote Speeches 

Conventional and systemic Risks: 

Implications for individual and societal 

governance 

PROF. DR. DR. ORTWIN RENN 

Scientific Director at the Institute for Advanced Sustainability Studies (IASS) in Potsdam, Germany 

Ortwin Renn is scientific director at the International Institute for Advanced Sustainability Studies 

(IASS) in Potsdam (Germany) and professor for environmental sociology and technology 

assessment at the University of Stuttgart. He also directs the non-profit company DIALOGIK, a 

research institute for the investigation of communication and participation processes. Renn is 

Adjunct Professor for “Integrated Risk Analysis” at Stavanger University (Norway), Honorary 

Professor at the Technical University Munich and Affiliate Professor for “Risk Governance” at 

Beijing Normal University. His research interests include risk governance (analysis perception, 

communication), stakeholder and public involvement in environmental decision making, 

transformation processes in economics, politics and society. 

Ortwin Renn has a doctoral degree in social psychology from the University of Cologne. Renn is 

a member of the German National Academy of Sciences “Leopoldina”, the Berlin-Brandenburg 

Academy of Sciences (Berlin), and of the Board of Directors of the German National Academy of 

Technology and Engineering (Acatech). His most prominent English publication is the book “Risk 

Governance. Coping with Uncertainty in a Complex World (London: Earthscan 2008). 

Understanding risk under conditions of 

inherent Uncertainty 

DAVE SNOWDEN 

Director & Founder – The Cynefin Centre Cognitive Edge, UK 

In this presentation he will draw on the EU field guide to example questions how we measure and 

manage risk under conditions of inherent uncertainty where our predictive capacity is limited. He 

will explore key ideas from the field guide, including the use of human sensor networks for weak 

signal detection and the generation of anticipatory triggers to draw human attention to outliers that 

they would normally ignore. 

Snowden is the founder of one of the five schools of sense-making, and takes an approach which 

draws heavily on natural science, in particular complex adaptive systems theory, cognitive 

neuroscience and the biological end of anthropology. He is the creator of the Cynefin framework 

and lead author of the recently published EU Field Guide to managing complexity (and chaos). 

He is the author of Complex Acts of Knowing which is in the top ten of cited papers in knowledge 

management and is a visiting Chair at the Centre of Systems Studies at the University of Hull. 
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Don't forget the knowledge risks in 

conjunction with the green transformation 

PROF. DR. SUSANNE DURST 

Professor of Management, Department of Business Administration, Tallinn University of Technology, Estonia 

Research on knowledge risks, their consequences and potential ways of handling them is 

underdeveloped in general. Consequently, an understanding of its link with green transformation 

is missing too. Taking into account the emerging need for a green transformation, the keynote 

introduces knowledge risks from the perspective of green transformation and provides some 

possible solutions of handling those risks in organizations. 

Susanne Durst is a Full Professor of Entrepreneurship at Tallinn University of Technology, 

Estonia, and Full Professor of Business Administration at the University of Skovde, Sweden. She 

holds a doctorate in Economics from Paris-Sud University, France. Her research interests include 

small business management, knowledge (risk) management, responsible digitalization and 

sustainable business development. She has been conducting several national and international 

research projects on knowledge (risk) management, SME business transfers, innovation 

management and learning. Her work has been recognised through different awards, including an 

Emerald Literati Award in 2020, and has been published in international peer-reviewed journals. 

Before joining academia, she worked with private organizations of different sizes and industries. 
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E-mail: Juan.Cegarra@upct.es 
 

Business competition increasingly involves entire supply chains (SCs) rather than individual firms. 

Thus, knowledge, which is a strategic resource for companies, needs to be managed properly not only 

in single firms, but also at inter-firm level and in SCs, so that companies can coordinate and co-

manage resources, activities, and innovative efforts in collaboration with their partners for improved 

competitiveness. To this end, knowledge management (KM) practices and their adoption for the 

effective management of SC inter-firm relationships can be of great help, but the current studies on 

this aspect are very fragmented, and there is still insufficient knowledge of what practices are adopted 

to manage knowledge in inter-firm relationships and how intensely these are used. This study 

contributes to filling this gap by measuring the adoption and intensity of KM practices and comparing 

their use at the intra- and inter-firm level. A survey of a sample of European large and medium-sized 

manufacturing firms was used. A descriptive statistical analysis and a correlation analysis were 

performed on the collected data. The study confirms that KM practices are less used at the inter-firm 

level. Also, a relative higher variation is depicted among firms in the use of the proposed practices at 

inter-firm applications. On the other hand, the correlation analysis revealed that the more intensely 

firms used the practices internally, the more likely the firms will intensely employ them to manage 

knowledge in the SC inter-firm relationships. The study provides information about how the different 

KM practices are used by firms. Improving the awareness of that for business managers and 

consultants, both at firm and inter-firm, can facilitate introduction and development of KM programs. 

 
1. Introduction 

In recent decades, particularly in the current knowledge-based and digitalization era, 

there is increasing awareness that knowledge is a strategic resource of companies which 

must be managed properly not only in single firms but also across the supply chains 

(SCs) to face the complex business challenges. This is due to two main reasons. First, it 

has become evident that competition tends to involve entire SCs rather than individual 

firms (Attia, 2015; Li et al., 2006; Shakerian et al., 2016); therefore, managers should 

focus 

mailto:tomascherkos.kassaneh@studenti.unipd.it
mailto:ettore.bolisani@unipd.it
mailto:enrico.scarso@unipd.it
mailto:Juan.Cegarra@upct.es


Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 5 

 

 

 

not only on the planning and operations of internal activities, but also on how the different 

capabilities, resources, and processes of all the firms in an SC can be profitably integrated 

and coordinated. Another reason is that knowledge in SC connections can require special 

measures to be managed (Rodríguez-Enríquez et al., 2015; Thomas et al., 2017). Thus, 

since competition affects every company in an SC, it is important to address solutions from 

a collective rather than an individual point of view. Therefore, managing knowledge in 

SCs is even more important than in a company itself, to face the competition challenges 

and achieve sustainable growth that adds value to the entire SC. The adoption of 

appropriate knowledge management (KM) practices is also recognized to be a way to 

improve innovation performance (Inkinen et al., 2015). 

In recent years, there has been a progressive shift of focus from traditional 

intraorganizational KM to interorganizational KM, i.e., the application of KM approaches 

to manage the relationships with external partners (i.e., suppliers, customers, service 

providers, etc.) (Agostini et al., 2020; Chen, 2021; Tesavrita et al., 2017; Van Wijk et al., 

2008). In essence, knowledge generated in any part of a SC and flowing through inter-

firm connections must be managed properly for achieving higher business value 

(Rodríguez- Enríquez et al., 2015; Thomas et al., 2017), undertaking joint knowledge 

creation and problem solving, sharing knowledge among the appropriate SC members 

with the adequate level of protection, and so on. 

The development of “KM-based SCs” is an opportunity to achieve better value for 

customers (Patil & Kant, 2013; Wadhwa & Saxena, 2005), to promote better use of 

resources in knowledge-intensive and multi-cultural enterprises (Samuel et al., 2011), and 

to improve the sustainability of business activities (Martins et al., 2019). The recent cases 

and trends in the global economy (for example, the impact of the COVID-19 pandemic 

on supply and distribution chains, and the increasing demand for sustainable products and 

productions - Kumar et al., 2020), showed that KM practices supported with technologies 

(Centobelli et al., 2019; H. Inkinen et al., 2017) can help to reduce the knowledge gaps 

that are essential to manage purchases, supplies, and sales, and ensure a traceable and 

transparent environment. 

While KM and SC are two substantial research fields, the application and impact of 

KM practices to inter-firm relationships and SCs (Cerchione & Esposito, 2016; Chen, 

2021; Kassaneh et al., 2021) has not been sufficiently addressed. Of course, during the 

past 20 years (Kassaneh et al., 2021), key contributions have been published and these 

studies (Butt, 2021; Chen, 2021; Chen et al., 2018; Lim et al., 2017; Marra et al., 2012) 

support that there is a growing interest in applying KM to SCs. The literature is, however, 

fragmented, and the research has sometimes taken diverging directions. Importantly, the 

level of adoption and use of KM practices by firms at both inter- and intra-level, has not 

been well addressed so far, and the existing studies (Centobelli et al., 2019; Cerchione & 

Esposito, 2017) are limited in scope or extension. 

This study aims to contribute to fill this research gap by examining how firms exercise 

KM practices internally and in inter-firm relationships (in SCs). It specifically focuses on 

measuring the adoption and intensity of use of KM practices, and a comparison between 

intra- and inter-firm applications. This is also vital for current and future managers of SCs, 

that can learn more about where and how KM practices, not only in their organizations but 

also in their relationships with external partners. Providing better awareness and effective 

understanding of the possible KM practices that are adopted in SCs, to facilitate the 

creation, delivery, sharing, and protection of knowledge across SC partners 

(manufacturers, suppliers, customers, service providers, etc.) for common strategic goals, 

is crucial.
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2. Research framework and the context 

The starting point of this study is a recently proposed triple-categorization of KM 

practices (Kassaneh et al., 2021) which was initially developed from an in-depth 

systematic literature review and a subsequent review based on feedbacks and discussions 

with KM experts. That study defined KM practices as ‘‘a group of activities regarding the 

use of practical methods to manage knowledge as a resource and/or applications of IT 

systems for KM and/or use of other supporting management actions that can also support 

the fruitful adoption and development of KM for better performance of firms’’. KM 

practices in SCs explicitly focus on “KM for collaboration between different companies 

and trading partners, involving the various stakeholders in an SC”. Based on this 

conceptualization, the study also systematically classified the practices into three primary 

categories: KM methods, KM applications of IT, and KM-enabling management actions 

(figure 1). “KM methods” refer to practices that are explicitly and directly targeted to the 

management of knowledge resources in a company, such as: approaches to learning and 

exchanging knowledge contents; practical or mental toolboxes for favouring the 

systematization and access to knowledge resources; organizational arrangements which 

can be employed to facilitate knowledge sharing among people, etc. The second category, 

“KM applications of IT” refers to the use of IT systems for supporting the management 

of knowledge contents in some form – for example, explicit knowledge in the case of 

database repositories and automatic analysis, or tacit knowledge in the case of 

communication- enabling systems. The third category, “KM-enabling management 

actions”, includes purposeful KM-related managerial activities that may not directly refer 

to the management of knowledge but, anyway, can help to set the appropriate 

organizational context that facilitates the application of KM - for example, organizing a 

KM office, providing KM training, etc. 

 

Fig. 1. Triple-category systematic classification of KM practices 

 

 
Based on this conceptualization, numerous practices are identified and categorized as 

shown in the taxonomic scheme of table 1 (Kassaneh et al., 2021). Unlike other models, 

this classification provides a complete picture of KM practices that encompasses many of 

the core KM aspects (Edwards, 2015) and shows an all-inclusive view of KM (Dalkir, 

2011). More importantly, it includes specific list of practices under each category that can 

also be used to the application to the case of SCs for collaborative learning among the 

trading partners.
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As mentioned, the aim of this study is to analyze adoption and intensity of use of 

these practices among firms, based on empirical evidence. Therefore, the following 

research questions (RQs) were formulated: 

• RQ1. What is the firms’ degree of adoption of KM practices both at intra- 

and interfirm level?

• RQ2. To what extent (i.e., intensity) firms exercise these KM practices (both

at intra- and inter-firm application)?

• RQ3. What homogeneity or difference exists among the firms, across the

various practices, and comparing the intra- and inter-firm application?

From a scientific perspective, the achievement of this objective could fill the literature 

gaps highlighted above and could provide an up-to-date overview of the KM practices 

used in firms in general and their applications to the case of interfirm relationships in SCs. 

From a practical viewpoint, a study on KM practices, that facilitates companies’ KM effort 

to properly interact with the SC partners for a collaborative learning, will provide lessons 

to managers on what practices are mostly used in SCs. 

3. Method: survey approach and the measures

3.1. Unit of investigation and Survey approach 

It is not easy to detect and examine the KM practices in a SC across all the possible 

involved firms and inter-firm relationships. Therefore, considering that there are some 

companies which often have a leading role in an SC (for example, a large manufacturer 

with its suppliers or customers) and they may also have the power to select what KM 

practices, methods and technologies be used to exchange and manage knowledge in SCs, 

it was decided to focus, as unit of analysis for this study, on the KM practices used by 

these leading or focal firms. These practices where investigated in relation to its 

application internally as well as in relationship with their main suppliers and customers. 

This was considered convenient for data collection, to make the study feasible and 

realistically implementable.
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A survey with a structured questionnaire was used to collect data. Each item in the 

questionnaire was designed to measure the intensity of use of practices by leading firms 

in three different application situations: internally, in relationship with suppliers, and with 

customers. This can help to examine the practices used by firms in collaboration with their 

SC partners (at least with their main suppliers and customers). All measures were based 

on five-point verbal frequency scale (Flynn et al., 1990) (from 0 = don’t used at all to 4 = 

used very frequently). To understand how knowledge is managed differently in the 

internal organizational context compared to the external inter-firm environment, the 

survey investigated both aspects. Indeed, the first point from the scale (0 value) does not 

show a frequency of use, rather it is dedicatedly introduced to know which practices are 

not adopted by a firm. 

The study used a "convenience sampling" which is a popular approach (Pham & Ho, 

2017; Zhang & Liu, 2021), especially given the exploratory and descriptive nature of this 

research and the difficulty to reach respondents (in the pandemic time) using a proper 

random sample representing all the companies of the population. As mentioned, the 

survey was carried out on a sample of 60 large and medium sized European manufacturing 

firms located in Italy, Spain, Germany, Switzerland, Netherlands, and UK. The sample 

included companies with at least 100 employees (which was considered a minimum size 

for a really leading firm in an SC) and, in the end, mainly comprised (75%) firms with 

more than 249 employees. In addition, only manufacturing industries were considered 

because, given that the focus of this study is KM in SCs, it was deemed more likely to 

find complete supply chains in these sectors. 

Target respondents were KM managers/officers, if any in the company, or 

alternatively CEOs, general or plant managers, and SC and operations managers. 

Generally, as shown in the table 2, the majority of respondents are working in a position 

where they are familiar to the overall (including inter-firm) KM activities of the company, 

which makes them suitable for the study. 

 

 

3.2. Descriptive statistics and measures 

The firm’s differentiation index and intensity of use index were used as a measure for the 

adoption and use of practices respectively. As explained in the previous studies (Centobelli 

et al., 2017; Cerchione & Esposito, 2017), the index of differentiation (IoD) is defined as 

the ratio of the number of KM practices adopted by the firm to the total number of possible 

KM practices (in the proposed classification). It ranges from zero, if no KM practice is 

adopted by the firm, to one hundred, if the firm adopted all the listed KM practices. The 

intensity of use index (IoUI) is the mean score value of the frequency of use (calculated 

based on the responses to the questionnaire) of all the KM practices adopted by the 

individual firm. The IoUI shows how intensely the firms are using the practices. Here, the 

two indexes were calculated for each investigated firm in each category of KM practice 

and at each application level.
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For example, the scores given (frequency of use of each practice) for the ten KM- 

Methods in the relationship with suppliers is calculated for each firm, and the mean score 

value is taken as “IoUI of the firm with suppliers”. Then, the IoUI values referring to the 

three of levels of application (i.e., IoUI internally, IoUI with suppliers and IoUI with 

customers) are averaged and considered as “the IoUI of the firm”. The results are 

presented and discussed in next chapter. Also, the standard deviation (SD) and the 

coefficient of variation (CV), which is determined by using mean (an average across all 

firms) and SD, are determined at each application level. Furthermore, using the firms’ 

IoUI values, a correlation analysis is conducted to see the relationship between the firms’ 

intensity of use of practices at intra- and inter-firm level. 

 

4. Survey results and discussion 

4.1. Index of differentiation 

Through the firms’ adoption levels of practices at each application level (i.e., internally, 

with suppliers or with customers) it is possible to make comparisons between the internal 

and the inter-firm adoption levels. The index of differentiation of the category “KM 

methods” (table 3) ranges from 30% (a firm-F20 that adopted only 3 practices out of 10) 

to 100% (firms that adopted all the practices, of which 28% of investigated firms at inter- 

firm level and half of surveyed firms at internal use) with a mean of 78.5 at inter-firm and 

88.3 at intra-firm level. 

Similarly, IoD for the second category of practices ranges from 30.6% (firms, F27 

and F35, that adopt only 4 out of 12 KM applications of IT practices) to 100% (firms that 

adopted all the KM-IT practices, of which 13% of firms at inter-firm level and 21% of 

firms at internal use) with a mean of 67.5 at inter-firm and 74 at intra-firm level. Also, for 

the third category, IoD ranges from 27.1% (firms, F20 and F33, that adopted only 5 out 

of 16 KM-enabling management actions) to 100% (firms that adopted all management 

actions, of which 15% of firms at inter-firm level and 30% of firms at internal use) with a 

mean of 70.8 at inter-firm and 79.4 at intra-firm level. 

Generally, the firms’ level of adoption of practices ranges from the minimum values 

of 27.1 to 100 percent (on average, about 33% of firms at internal use and 19% of firms 

at inter-firm application) but it is not a real heterogeneity (high variation) among firms, 

but rather it is due to the presence of some firms which adopted few practices, especially 

at interfirm level. In fact, the mean values are always above 67, implying that majority 

firms adopted most of the proposed practices, and a relatively lower CV values (26.1, 

32.5, 33.7 for methods, IT practices and supporting management actions respectively). 

Comparing the intra- vs inter-firm IoD, the respective mean score values does not show a 

significant difference. 

This can signal that firms adopting practices for internal KM are also adopting the 

practices to manage their knowledge in interfirm relationships. In addition, the adoption 

level of KM practices is generally, and irrespective of the intensity of use (see below), not 

marginal, so it represents the basis for future successful introduction and development of 

KM programs.
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4.2. Intensity of use 

 

4.2.1 KM Methods 

The IoUI (table 4) ranges from 7.5 to 91.7 with a mean of 45.2 at inter-firm level and 58.4 

at intra-firm level. Both at firm and interfirm level, the IoUI is in general lower 

(particularly with suppliers - 37.5 and customers - 39.8), compared to the IoD (above 78.5 

as mentioned previously). Also, figure 2 shows that the firms’ intensity of use of KM 

methods with suppliers and customers is far lower than the internal use. Most firms 

exercise the KM practices primarily for internal use.
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Fig. 2. Intensity of use of KM-Methods - % for each company 

 

 

For some firms the result is opposite, i.e., the IoUI with suppliers and customers is above 

the internal intensity of use. This may depend on the fact that some practices may be more 

applicable with suppliers or customers than the internal use. In any case, the overall IoUI 

is higher for internal KM. 

 

Looking at the CV values (table 4), a higher variation is for KM methods with suppliers 

(58.2) which implies a relative heterogeneity of firms. At the same time, there is a positive 

relationship among the firms’ use of KM methods internally and with suppliers and 

customers. 

 

4.2.2 KM application of IT 

IoUI ranges from 12.5 to 95.8 internally and from 11.1 to 91.7 at inter-firm level, with a 

mean of 50.8 at intra-firm and 41.1 at inter-firm application (table 5). Similarly, to the 

results for KM-Methods, there is a lower average IoUI for IT practices with suppliers 

(35.1) and customers (37.3) compared to internal use (50.8) (figure 3).
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A lower CV of KM-IT practices internally indicates a relative homogeneity among 

firms. Like the KM methods, a higher variation in the intensity of use of KM-IT practices 

is shown with suppliers (60.3). Figure 3 also shows that a higher intensity of use of KM- 

IT practices with suppliers and customers is registered in six firms compared to their 

internal level. This may not be expected and needs further investigation. A possible 

explanation is that these companies adopted KM- IT under the influence of their suppliers 

and customers. 

 
 

Fig. 3. Intensity of use of KM applications of IT - % for each company 

 

 
4.2.3 KM-enabling management actions 

The firms have almost a similar average intensity of use of KM-enabling management 

actions compared to the use of KM-IT practices, both at firm and inter-firm level (table 5 

and 6). IoUI of KM-enabling management actions ranges from 7.8 to 88 at inter-firm and 

from 7.8 to 95.3 at intra-firm level with a mean of 40.5 and 50.8 respectively. Also, as 

depicted in figure 4, even though the IoUI is in general higher at intra-firm than inter-firm 

level, some firms have a higher IoUI with suppliers and/or customers than internally. 
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The CV (table 6) shows some heterogeneity (higher CV values) of companies, 

especially in the inter-firm case (CV is 64.4 with suppliers and customers). This can be 

explained by the presence of a group of firms with very low IoUI (from 6.3 to 25) and 

another group with a very high IoUI (more than 60). In comparison to the other practices, 

the IoUI (table 4, 5 and 6) is lowest in this category. 

Fig. 4. Intensity of use of KM-enabling management actions - % for each company 

To sum up, even though there are some firms which have a higher intensity of use of 

practices at each category, in general, the firms’ intensity of use of practices at inter-firm 

level is low (on average below 45) compared to their level of adoption (on average above 

67). 

4.2.4 Correlation analysis 

To examine the relationship between the IoUI of KM practices internally and at inter-firm 

level, a correlation analysis is conducted using the IoUI values of firms for each category 

of KM practice (figures 5, 6 and 7). A notable result is that a higher and positive correlation 

is found among the IoUI of firms in the three of the relationships, i.e., the relationship 

between the use of practices at intra- and inter-firm level (r=0.85 for methods, r=0.91 for 

IT practices and r=0.92 for management actions). 

In general (and especially in the case of KM-enabling management actions), the more 

the firms intensively used KM practices at intra-firm level, the more the firms will 

intensively use them to manage knowledge in the relationship with suppliers and clients 

in SCs.
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Fig. 5. Correlation between IoUI of KM-Methods at firm and inter-firm level (%) 

 
 

Fig. 6. Correlation between IoUI of KM applications of IT at firm and inter-firm level (%) 

 

Fig. 7. Correlation between IoUI of KM-enabling management actions at firm and inter-firm level (%)
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5. Conclusions 

This study aimed to investigate KM practices used by firms not only to manage their 

knowledge internally but also in the case of inter-firm relationships in SCs. It was found 

that firms do adopt KM practices, but with a very varied level of adoption and intensity of 

use. Also, by comparing the use of KM practices internally and at inter-firm levels (i.e., in 

relationship with suppliers and customers), it was discovered that the latter are 

characterized by a lower intensity of use. This signals that, while it is common opinion 

that managing knowledge with SC partners may be important to get full benefits from a 

collective inter-firm learning process and collaboration, there is a certain “sluggishness” 

or difficulty to extend internal KM practices to external relationships. In any case, the 

correlation analysis confirms that the more the firms used the practices internally, the more 

likely the firms will intensely practice them with partners. It can be concluded that the 

intensive use of KM practices internally tends to help or lead companies to extend the KM 

adoption to inter-firm relationships. 

This is the general situation, although there are some differences depending on the 

specific practice (namely, there are cases where a KM practice is used more with partners 

than internally). There are also differences from a company to another: a partially 

surprising result is that a few firms show a higher intensity of use of practices (in all the 

three categories) with suppliers and customers than internally. The reason for that needs 

further investigation, maybe with other methods. 

 
5.1. Limitations and research opportunities 

While the results presented here provide some interesting preliminary insights into the 

examined issue, there is a need for further empirical validation for assessing their general 

applicability and relevance. An analysis of a more statistically representative sample of 

firms can be proposed for a significant generalization of the results. It can be estimated 

that the total population of companies in the selected countries amounts of approximately 

15000 firms, and our sample was of 60. At the current stage, it was not possible to measure 

the statistical significance properly and, in any case, this was a convenience sample. All 

these measurements can be done in a future study. It is also essential to go in deeper details 

about the specific application of KM practices to SCs, to understand the reasons of specific 

differences or to explain some of the counterintuitive results obtained in this investigation. 

For this, other methods, for example qualitative case-studies, can be useful here. In 

addition, the study was restricted to the analysis of KM practices used by firms mainly in 

the relationship with the main suppliers and customers of a firm, but it did not consider 

dyads or supply networks, which may require another study. Finally, since the paper shows 

that the general firms’ intensity of use of practices specifically at the inter-firm level was 

found low, investigation of the potential barriers hindering the successful implementation 

and intense use of the KM practices by firms in collaboration with their SC partners can 

be important. 
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Extended Abstract  

 

The systematic management of knowledge has become an essential element in a multitude of organizations 

in any sector and of any size (Drucker, 1993; Al-Hawamdeh, 2003). The responsibility for such tasks has 

been assigned to roles labelled “Knowledge Manager” or “Chief Knowledge Officer” (Davenport and 

Prusak, 1998; McKeen and Staples, 2003; Riempp, 2004; Dalkir, 2017).  

 

From the literature about KM and job advertisements we could only identify two previous studies. 

Majid and Waa Bee (2003) focused on Singapore including 150 job ads from newspapers and LIS websites 

collected in 2001-2002 and Harper (2013) who analyzed 165 job ads from UK-based websites gathered over 

six months in 2011. Based on the limited geographical reach, the limited sample size and the  

 

This paper presents the first results from an analysis of recent job advertisements from online 

platforms from English and German-speaking countries. The full texts of about 4100 job adverts carrying 

the terms “knowledge manager” or “knowledge management” either in in the job title or in the short 

description have been analyzed.  

 

Our main research aim was to identify the most common KM job titles, providing a basis for further 

analysis of tasks and required competencies to compare the data samples. In particular, the research will 

address the following research questions (RQ): 

• RQ1: What are the job titles used in job adverts related to KM?  

• RQ2: Which tasks are mainly associated with different KM job titles (roles)?  

• RQ3: Which competencies & skill sets are typically required in job adverts?  

This research aims to inform KM practitioners and HR managers as well as the KM community about 

landscape of KM roles, main tasks and skills required on the labour markets in the German-speaking (AU, 

CH, DE) countries and three English-speaking (AUS, UK, USA) countries.  

 

For the present study, job advertisements were collected from sites of the job portal indeed.com for 

Germany1, United Kingdom2, USA3 and Australia4 and additionally stepstone.de5. These portals were 

crawled once a week in the time period from 25.12.2021 to 04.06.2022. Search terms used were “knowledge 

manager”, “knowledge management” for all portals and additionally “Wissensmanagement” and 

“Wissensmanager” for the german portals. For the data acquisition as well as the later data analysis the 

software tool RapidMiner6 was used. 

A surprising result emerges from the first comparison of the job adverts from Germany and the 

English-Speaking countries which leads to questions about the differences in staffing of KM positions. In 

 
1 https://de.indeed.com 
2 https://uk.indeed.com 
3 https://www.indeed.com 
4 https://au.indeed.com 
5 https://www.stepstone.de 
6 https://rapidminer.com 

mailto:f_author@university.com
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the area of knowledge management, job titles are very heterogenous in all four labor markets as the analysis 

of the denominations of the job adverts showed for our sample while the job title “knowledge manager” or 

“Wissensmanager” is the dominant denomination. The sample suggests that the Chief Knowledge Officer 

role has disappeared from the organizational chart altogether in all four countries. 

 

Looking at the variants of job titles an interesting result emerges from comparing the job adverts 

from Germany and the three English-Speaking countries (Fig. 1). In job adverts from Germany the 

UNSKILLED “working student” is in quite high demand while in the English-speaking countries it is the 

knowledge management “SPECIALIST”. How can we explain this observation? Does this mirror the 

importance organizations assign to the KM function in the different countries? We would like to discuss 

this observation with the delegates from academia and industry at the 17th ICKM in order to further analyze 

our extended data set. 

 

          
Fig. 1: Terms occurring in Job titles together with KM or WM, visualized as "word cloud". 

 left: German dataset, right: combined datasets for all english-speaking countries 

 

 

References 

 

Al-Hawamdeh, S. (2003) Knowledge management: Cultivating knowledge professionals. 

Rollinsford, N.H.: Chandos Publishing.  

Dalkir, K. (2017) Knowledge Management in Theory and Practice. Cambridge M.A.: MIT 

Press, 3rd. Edition.  

Davenport, T.H. and Prusak, L. (1998) Working Knowledge. How Organizations manage 

what the know. Boston M.A.: Harvard Business School Press  

Drucker, P.A. (1993) A Post-Capitalist Society, New York: HarperCollins.  

Harper, R. (2013) Knowledge Management through the Lens of Library and Information 

Science: A Study of Job Advertisements, Library Trends, Vol. 61, No. 3, pp. 703-734 

Majid, S., Bee, Waa Wong (2003) Competencies Sought by Information and Knowledge 

Employers: An Analysis of Job Advertisements, Journal of Information & Knowledge 

Management, Vol. 2, No. 3, pp. 253-260.  

McKeen, J.D. and Staples, D.S. (2003) Knowledge Managers: Who they are and what they 

do, in: Holsapple, C.W. (Ed.) Handbook on Knowledge Management. Knowledge 

Matters, Vol.1, Berlin, Heidelberg, New York: Springer, p. 20-41 

Riempp, G. (2004) Integrierte Wissensmanagement-Systeme. Architektur und praktische 

Anwendung. Berlin, Heidelberg, New York: Springer 

 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 20 

 

 

 

Soft Skills Development in Knowledge 

Management 

 

 
KENDRA ALBRIGHT 

Kent State University, USA 
 

ALBINA KRYMSKAYA 

Saint Petersburg State University of Culture, Russia 
 

 

Soft skills have become increasingly important in the workplace, particularly in knowledge 

management (KM). Developing a knowledge culture in an organization depends on the soft skills 

of leaders. KM literature, however, does not often discuss the development and teaching of soft 

skills that can facilitate the success of knowledge management in organizations. 

 

This presentation will present the challenge of teaching and learning soft skills as well as a 

proposed framework to address those challenges. Currently, there is debate about whether soft 

skills can be learned or whether they are an innate part of individual personality. Where it was 

once believed that emotions were interruptions in the cognitive processes of the brain that needed 

to be controlled, they are now considered to be underlying motivations that direct our activities 

either consciously or unconsciously. This perspective informs the basis for Emotional Intelligence 

(EI) theory, which offers a framework of competencies that includes the individual skills necessary 

to manage emotions and increase personal effectiveness. Active learning is an approach to 

teaching that engages students in the learning process through instructor-guided activities (e.g., 

case studies, self-reflection, etc.). EI competencies offer a framework that, when combined with 

active learning, can address the challenges of teaching and learning soft skills. 

 

This presentation will provide an overview of soft skills that are important in KM. An EI 

competencies framework will be described for how it can be applied in combination with active 

learning to facilitate soft skills development. Case studies will be used to demonstrate this 

approach.



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 21 

 

 

 

Analysis of knowledge risks identified in 

the Brazilian Space Program: A 

methodological framework for verification 

& mitigation of risks in the light of 

knowledge governance 

 

 
JOAO SÉRGIO BESERRA DE LIMA 

Universidade de Brasília, Doctoral candidate, joaosergio.lima@outlook.com 
https://orcid.org/0000-0003-2346-3844 

 

LILLIAN MARIA ARAUJO DE REZENDE ALVARES 

Universidade de Brasília, PhD, lillianalvares@unb.br 
https://orcid.org/0000-0002-8920-0150 

 
RODRIGO LEONARDI 

Brazilian Space Agency, PhD, rodrigo.leonardi@aeb.gov.br 
https://orcid.org/0000-0002-5071-0831 

 
 

Summary 

 

Brazilian scientific and technological research in the space area covers a diversity of themes so that its 

results are applied in several areas, such as earth observation, fire control, climate change, 

telecommunications, and security, among others. By providing useful products and services for 

society, economy, and industry, one perceives its relevance and the need to improve Brazil's space 

research. Thus, given its social and economic importance, this project aims to structure, based on 

scientific and situated knowledge, a framework that could help to mitigate the knowledge risks 

identified in the diverse types of organizations and sectors that are part of the Brazilian Space Program. 

This work in progress will try to address this problem by providing a methodological framework based 

on Knowledge Governance tools and it is intended to homogenize and mitigate the knowledge risks 

identified in the diverse types of organizations that are part of the Brazilian Space sector. The 

methodological approach to be used in the research will be predominantly qualitative, with possible 

quantitative treatment when analyzing the collected data used to develop the framework. We 

willidentify, analyze and catalogue, based on the distinct categories found in the literature, the types 

of knowledge risks observed in organizations and sectors that are part of the Brazilian Space Program, 

to propose a methodological model that is capable of providing mechanisms for mitigating these risks. 

The originality of this project stems from its attempt to catalog the different knowledge risks identified 

in the literature and correlate them with the Brazilian Space Program, to contribute to the study of the 

production cycle and preservation of knowledge generated by Brazilian scientific and technological 

research in the space area. 

 
Keywords: Knowledge Governance. Knowledge Risks. Brazilian Space Program. Methodological 

Framework. 
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1. INTRODUCTION 

 

Technological advances and the resulting increase in access to information have caused major 

transformations in social and organizational relations in recent decades. According to Alvarez and 

Caregnato (2018), the amount of scientific and technological information recorded after World War II, 

as well as the progress of information and communication technologies caused an "explosion of 

information" that influenced the increase in knowledge production. 

Several social, technological, economic, and cultural transformations have come together and given 

rise to a new form of society, called network society, where knowledge and information have become 

fundamental elements in all modes of development so that the production process became to be always 

based on some degree of knowledge and information processing (CASTELLS, 2019). 

According to Calazans (2006) "information has evolved through and along with history, modifying 

meanings and impacting individuals, societies and organizations". It happens that to the large volume of 

data and scientific information available, there is no corresponding realization of the information analysis 

stage (ALVARES et al., 2018). Thus, there is a greater discrepancy between the availability and the 

ability to deal with information. 

Although it has occurred more frequently in recent decades, this discrepancy is not a recent 

phenomenon and can be observed in the historical-disciplinary course of Information Science. Otlet 

(1989), in his classic work, Document Treaty, already dealt with the theme, including predicting the need 

for new procedures:: 

To make available the daily amount of information, scientific articles, [...] to keep pamphlets, reports, 

prospectuses, official documents; to find the materials distributed by the books, to make a homogeneous 
whole of these incoherent masses, it is necessary new procedures, quite different from those of the old 

librarianship. [...]. (OTLET, 1989, p. 6). 

In the conception of Leite and Pinho Neto (2014), the contribution of technology as a facilitator in 

the process of access and use of information cannot be questioned, however, it is necessary to reflect on 

the social condition of disseminating data to contribute to the creation of knowledge. In this regard, the 

authors say: 

The larger question is related to whether the possibilities of access and sharing of information contribute 

producing advances and scientific advances, which in turn will be able to generate and produce greater 

social development (LEITE; PINHO NETO, 2014, p. 34–35) 

The need to manage the information, as well as the knowledge acquired through it, has given rise to 

the term Knowledge Management, which means: 

The set of activities aimed at promoting organizational knowledge, enabling organizations and their 
employees to always use the best information and the best available knowledge, to achieve organizational 

objectives and maximize competitiveness. (ALVARENGA NETO, 2008, p. 151). 

More specifically, regarding Brazilian scientific and technological research in the space area, it is 

important to point out that it drives the growth of the space industry, which in turn offers more and more 

products and services so it is necessary to encourage and improve it. According to the AEB (2012, p. 7): 

[...] it is imperative to prioritize the development and mastery of critical space technologies, indispensable 

to industrial advancement and the achievement of the necessary national autonomy in such a strategic 

activity. This domain is only achieved with intense and effective synergistic participation of the government, 

research centers universities and industries 

Given the importance that information and knowledge have become in production processes, it is 

necessary to know the informational risks involved in these processes in different branches of the 

production chain, as well as to seek ways to identify and eventually mitigate them. 

Thus, this project proposes a reflection on the preservation of knowledge generated by Brazilian 

space research, using practices related to Knowledge Governance, to ensure that it remains accessible 

over time, through the mitigation of knowledge risks that may be identified. 

To this end, it is proposed to structure a methodological framework that assists in mitigating the 

Knowledge Risks identified in the different types of organizations and sectors that are part of the Brazilian 

Space Program (PEB).
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1.1. RESEARCH PROBLEM 

 

Knowledge exists and is transferred in organizations spontaneously, regardless of formal management 

processes on it. (DAVENPORT; PRUSAK, 1998). 

With the large volume of data and the speed of information generated and available about space 

research in Brazil, there is the possibility of losing knowledge, either due to its obsolescence or the 

infeasibility of using existing knowledge, so it is necessary to search for procedures that can optimize the 

application and perpetuation of its results. 

In addition to the obsolescence of the knowledge generated, another difficulty faced by national 

space research is the issue of the loss of knowledge resulting from the removal of qualified personnel. 

According to the AEB (2012, p. 14): 

[...] in the main research institutes in the space area, a repressed short-term demand for the hiring of 

specialists to remake the losses of qualified personnel who have departed or retired in recent years. 

The Brazilian technological development is surrounded by many highly qualified professionals, who 

have been providing the unprecedented realization of design and implementation of a series of national 

projects. The cycle of knowledge generation necessary for this achievement must be consolidated, 

otherwise, it may get lost. 

In this sense, it is expected that the research can answer the following question: How to identify and 

mitigate the Knowledge Risks verified in the Brazilian Space Program? 

 

1.2. OBJECTIVES 

 

This research deals with the application of Knowledge Governance by Entities of the Brazilian Space 

Program responsible for national space research and has the following objectives: 

 

General objective 

 

Structure, from scientific and situated knowledge, a methodological framework that helps in 

mitigating the knowledge risks identified in the different types of organizations and sectors that are part 

of the Brazilian Space Program. 

 

Specific objectives 

 

a) To present the Brazilian Space Program, detailing its characteristics, history, development, future 

perspectives, and its actors, coming from academia, government, and industry. 

b) Identify and analyze, based on the different categories found in the literature, the types of 

knowledge risks observed in organizations and sectors that are part of the Brazilian Space 

Program. 

c) To propose a conceptual framework for identify and mitigate knowledge risks in the Brazilian 

Space Program. 

d) Check the proposed model. 

 

2. DEVELOPMENT 

 

To justify the proposal of this research, it will be explained below its repercussions for Information 

Science, Knowledge Management, and the research object (Brazilian Space Research). 

 

JUSTIFICATION FOR INFORMATION SCIENCE 

 

For Information Science, the research will contribute to the study of the cycle of production and 

preservation of knowledge generated by Brazilian scientific and technological research in the space area. 

Information Science, characterized by its interdisciplinarity, studies the need for knowledge and 

information management in organizations. Borko (1968), in particular, mentions that Information Science 

aims to provide a theoretical body that would lead to improvements to various institutions and procedures 

dedicated to the accumulation and transmission of knowledge. It happens that, at the time, according to 

the author, these institutions would be inadequate to address the need for communication, given: "the 

tremendous growth of Science and Technology and the accelerated pace at which new knowledge 

becomes obsolete" (BORKO, 1968, p. 4). 
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Otlet (1937), in his speech at the World Documentation Congress, gave the human element a 

prominent role in the cycle of operations and documentation products. In this cycle, men "alternately 

takes ideas from reality or introduces ideas into reality; between reality and the idea intervenes, 

increasingly, the documents which, in turn, serve the preparation of new documents". 

Thus, the need to manage information and knowledge is a theme that can be observed in the classical 

literature of Information Science, permeating its historical path, its concepts, approaches, and objects of 

study. 

 

JUSTIFICATION FOR KNOWLEDGE MANAGEMENT 

 

Providing procedures related to the transmission of knowledge in an appropriate way, preventing new 

knowledge from becoming old-fashioned, and continuing to be used by institutions is one of the 

objectives of Knowledge Management. 

The Brazilian National Institute of Space Research (INPE), the main government institution of 

national space research, recognizes the importance of Knowledge Management. According to INPE 

(2016, p. 83): 

 

In the area of training and capacitation of Human Resources, it is essential to establish the knowledge 

management of a multidisciplinary community such as that of the Institute, with the maintenance and 

updating of the policy of preservation and conservation of knowledge. The current context of INPE has 

as one of its great challenges to establish a culture and an environment dedicated to organizational 

learning and/or innovation, also seeking to encourage and stimulate the continued education of its 

employees. 

 

As for increased interest in the topic of Knowledge Management, according to Hislop (2013, p. 1) 

“the explosion of interest in Knowledge Management among academics, policymakers, consultants and 

entrepreneurs began [...] in the mid-1990s”. 

Still, about the increased interest in the subject, Marteleto (2009) made the following considerations: 

 

In the literature of Information Science, in the studies of its researchers and students, and 

professional practice, there is a substantive and even overwhelming increase in literature and discourse 

on "knowledge and information management" with a modeling and application focus on organizations, 

especially business. (2009, p. 17) 

 

Based on this statement, Marteleto (2009) argues that the new fields linked to Information Science, 

such as Knowledge Management, are due to a new information regime, which in turn may suggest that 

these are redundant themes so that a rupture in the approach given to these new themes is necessary. As 

a solution, the author suggests that research eats how to reflect on the convergence between market 

society and technological rationality. 

The importance of research for Knowledge Management lies in the opportunity to establish 

guidelines that enable its implementation and optimize the results achieved by research units related to 

the development of the Brazilian Space Program through the mitigation of possible Knowledge 

Risks that may be verified by these units. 

 

JUSTIFICATION FOR THE BRAZILIAN SPACE RESEARCH 

 

Brazilian scientific and technological research in the space area covers a diversity of themes so that its 

results are applied in several areas, such as land observation, fire control, climate change, 

telecommunications, and security, among others. 

It is also an important agent in fostering the economy. According to the AEB (2012, p. 9), "the global 

space market grows at an annual average of 6%, thanks to the emergence of new demands for applications 

and services". 

By providing useful products and services for society, economy, and industry, one perceives its 

relevance and the need to improve Brazil’s space research. Also according to the AEB, concerning the 

economic aspect, it is worth noting that space activities move more than US$ 280 billion per year. 

Given its social and economic importance, the purpose of pointing out guidelines that can optimize 

availability, combat obsolescence, and understand how the preservation of the technical-scientific 

memory of knowledge generated by Brazilian spatial research occurs. It is in this sense that research 

becomes important for the Brazilian space program.
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2.1. PRELIMINARY INDICATIONS OF LITERATURE REVIEW 

 

BRAZILIAN SPACE RESEARCH 

The English-language literature on Brazil's space activities is small but growing (MOLTZ, 2015). 

Thus, when searching for literature on the history of the Brazilian Space Program, it was necessary to use 

descriptors in both English and Portuguese. 

The ability of a nation to generate knowledge and convert it into wealth and social development 

depends on the action of several institutional agents that generate and apply knowledge, according to 

Benite (2006). Brazilian space research involves several of these agents, so that the search for 

improvement of its results, converts into social and economic development. Also according to the author 

(2006, p. 26): 

The exploration of outer space is an ancient dream of man. Numerous archaeological records expressed 
throughout the ages by paintings, sculptures, artifacts, and buildings show that the desire to reach space was 

part of the imagination of several peoples since the emergence of the first civilizations. 

Regarding national space research and its history, according to Alvares et al. (2018), space activities 

in Brazil began after the launches of Sputnik 1 satellites in 1957 by the Soviet Union and Explorer 1 in 

1958 by the United States. 

In 1960, the Brazilian Interplanetary Society (SIB) decided, during the Inter-American Meeting of 

Space Research, to propose the creation of a civilian space research institution in Brazil, which 

culminated, in August of the same year, in the creation of the Group of Organization of the National 

Commission of Space Activities (GOCNAE), which can be considered as the beginning of space 

activities in Brazil, according to INPE (2016). 

Concerning the need for Brazilian national space industrial and technological research and 

production, according to the AEB (2005), the importance of training in the field of space technology, 

which in its complete cycle covers launch centers, launch vehicles, satellites, and payloads, is relevant 

for the future of the country, as it is necessary to develop its own technologies, without deference from 

third parties. In this sense, it is stated: 

only countries that dominate space technology can have autonomy in the elaboration of scenarios of global 

evolution capable of taking into account both the impacts of human action and those of natural phenomena. 

AEB (2005, p. 7) 

Much of the national space research is developed by the National Institute of Space Research, which 

has its own graduate program (master's and doctorate), seeking knowledge generation and training of 

high-level human resources, according to INPE (2016). 

The research developed by INPE in its postgraduate courses covers several areas such as 

astrophysics, applied computing, engineering and space technologies, spatial geophysics, meteorology, 

remote sensing, and earth system science. According to Alvares et al. (2018, p. 258): 

As the country did not count at the time of the creation of INPE with the preparation of specialists in space 

research and development, the Institute began the training of specialized human resources in 1968, with the 

creation of the first master's course. From that date until 2016, the graduate of INPE graduated 2,123 masters 

and 794 doctors in the various courses of the Institute. 

National space research is also an important tool for fostering the economy. According to the AEB 

(2012, p. 9) "the global space market grows at an annual average of 6%, thanks to the emergence of new 

demands for applications and services". 

Thus, by providing useful products and services for society, economy, and industry, one perceives 

its relevance and the need to improve Brazil's Space research. 

 

KNOWLEDGE MANAGEMENT 

 

One of the first definitions of Knowledge Management is by Nicholas L. Henry, elaborated in 1974. This 

occurred in the 1970s, and it was perceived that at that time the concepts related to the KM were already 

relevant to organizations. In the author's words, KM is "public policy for the production, dissemination, 

accessibility, and use of information applied in the formulation of public policies" (HENRY, 1974, p. 

189). 

According to Dalkir (2011), the ability to manage knowledge is crucial in the knowledge economy, 

so its creation and dissemination have become important factors of competitiveness, making knowledge 

a commodity inserted in the products of organizations. 

Also according to Dalkir (2011), the advent of access to information, caused unlimited sources of 
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available information and knowledge, which characterized the emergence of the Age of Knowledge to 

the detriment of the Industrial Age, so that an organization in the Age of Knowledge is able to learn, 

retain and act on the basis of the best information, knowledge, and know-how available. 

In this sense, Davenport and Prusak (1998) state that knowledge exists and is transferred in 

organizations spontaneously, regardless of formal management processes on it. When formalized, the 

management that acts in this knowledge lacks specific methods to encourage these spontaneous 

exchanges. KM is based on improving the organization's existing resources in a knowledge-oriented way. 

Cong and Pandya (2003) state that the concept and practices of Knowledge Management have 

occurred in organizations for a long time, especially informally. Nevertheless, there is a lack of consensus 

in the proposition of a definition, generating distortions of understanding in several areas where KM is 

applied. Thus, the terms data and information are often confused with the term knowledge, although they 

have distinct meanings. Therefore, to understand the concept of KM, first, the distinctions between data, 

information, and knowledge must be made to clarify their differences and convergences. 

Regarding these differences and convergences, Cong and Pandya (2003, p. 26) provide the following 

definitions: 

In general, data are raw facts. For data to be of value, however, they must be processed (put in a given 

context) to obtain information, which decision can be made. Knowledge is perceived as meaningful 

information. The relationship between data, information and knowledge is recursive and depends on the 
degree of “organisation” and “interpretation”. Data and information are distinguished by their 

“organisation”, and information and knowledge are differentiated by “interpretation” (Bhatt 2001). So 

knowledge is neither data nor information. Knowledge is an understanding, and one gains knowledge 

through experience, reasoning, intuition and learning. 

Concerning knowledge, Cong and Pandya (2003) state that it is a derivation of information, when it 

applies to it, identification of consequences, and creation of connections. Finally, they claim that some 

experts include wisdom and discernment in their definitions of knowledge so that wisdom would be the 

use of accumulated knowledge. 

As for the increased interest in the theme of Knowledge Management, according to Hislop (2013, 

p. 1) "the explosion of interest in Knowledge Management among academics, public policy formulators, 

consultants and entrepreneurs began [...] in the mid-1990s." 

Knowledge Management has a multidisciplinary and interdisciplinary nature so that interest in the 

subject can be observed in different areas of knowledge. 

The multidisciplinary nature of Knowledge Management, according to Dalkir (2011) on one hand is 

advantageous, because it allows different fields of knowledge to identify, establish an understanding, 

and practice KM actions. On the other hand, according to the author, this diversity results in some 

challenges, particularly for the most skeptical, who do not accept Knowledge Management as a distinct 

field of Information Management. It is in this context that it is necessary to establish premises that allow 

the correct distinction to be made to the terms. 

Regarding the understanding and establishment of assumptions about the term Knowledge 

Management, Alvarenga Neto (2008, p. 2) states that 

[...] knowledge exists only in the human mind and between minds. Knowledge outside this context is seen 

as information and the KM gains ground from the understanding that its terminology is metaphorical, since 

knowledge is inherent to human beings and is not transferred or shared easily or spontaneity 

Despite establishing as a premise that it is metaphorical terminology, Alvarenga Neto (2002) 

understands that Knowledge Management occurs through activities seen as a process or system of results 

optimization to achieve the objectives of the organization and increase its competitiveness so that these 

activities are understood as practices related to Knowledge Management, different from the processes 

related to Information Management, but identified in the interdisciplinary objectives of Information 

Science.
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KNOWLEDGE RISKS 

 

Knowledge Risks and their management have developed as a new area of research related to Knowledge 

Management and intellectual capital, but despite the scientific interest in the subject has grown in recent 

years, it is still not possible to affirm that there is a unified knowledge so that the need to research it more 

rigorously (BRATIANU, 2013; DURST, 2019; DURST; HENSCHEL, 2020; MASSINGHAM, 2010). 

About this, say Durst and Zieba (2017, p. 52): 

several researchers have started to examine various types of knowledge risks, such as risk of knowledge 
loss, knowledge leakage, or knowledge hiding. This is a promising development, but given the fact that the 

study of knowledge risks is a recent phenomenon these studies have addressed very specific issues and thus, 

produced a fragmented understanding of the topic 

Below, some of the Risks most frequently identified in the scientific literature will be explained. 

 

Knowledge loss 

 

Knowledge loss can be defined as a situation when an organization loses a part or all of its crucial 

knowledge as a consequence of for example employee leaving a company, employee poaching, or some 

technical faults (DURST; ZIEBA, 2019). 

It occurs when an individual with valuable knowledge exits an organization. The problem is 

increasing due to workforce mobility and our ageing society and it is one of the most important 

knowledge risks for any organization since it influences directly the dynamics of organizational 

knowledge (BRATIANU, 2013; MASSINGHAM, 2018). 

 

Knowledge leakage 

 

Knowledge leakage is a metaphor for that knowledge that escapes from certain confinement or 

boundary and is used by others, with possible negative effects for the owners of that knowledge, 

especially when it comes to competitive advantage. The risk of knowledge leakage is high when it 

happens with new ideas and technologies and when there is a certain secret concerning the new products 

or services a company is preparing for the market. (BRATIANU, 2013) 

Intentional knowledge leakage refers to the focal firm's loss of private knowledge to partners through 

opportunistic activities such as private learning and unauthorized imitation (JIANG et al., 2013). 

 

Knowledge spillover 

 

According to Ferenhof, (2016), there is a slight difference between knowledge spillover and 

knowledge leakage, relating to the way the knowledge exceeds company boundaries: 

Knowledge spillover, as stated by Albornoz et al. (2009), may happen when companies transfer knowledge 
that encompasses both technology and know-how of its foreign affiliates by some kind of leak and which is 

then absorbed by those firms. On the other hand, as stated by Durst and Ferenhof (2014), knowledge leakage 

may occur in situations when parts of their business functions are outsourced, or parts of the core knowledge 

are transferred to others. (FERENHOF, 2016, p. 47) 

Knowledge spillover takes place when valuable knowledge spills out of the organization to 

competitors who use this knowledge to gain competitive advantage (DURST; ZIEBA, 2019). As Bratianu 

(2013) remarks, knowledge spillover is considered to have a certain influence on innovativeness and 

growth of companies or industries. 

Knowledge spillover is a metaphor for the knowledge that spills over the boundary of a company towards 

other companies as users of that knowledge, which may lead to the risk of reducing or losing the competitive 

advantage (Durst & Zieba, 2017; Inkpen, 2000; Tseng et al., 2011). (BRATIANU, 2013, p. 598). 

In addition to the risks explained above, during the research the other risks found in the literature 

will also be addressed, such as knowledge attrition, knowledge waste, knowledge hiding, knowledge 

hoarding, as well as the other ones that may be identified. 

 

2.2. METHODOLOGY 

 

This session presents the methodology that will be used in the research, so that its characterization, 

description of the universe researched, its procedures and stages, and the instruments of data collection 
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will be explained. 

This project is related to the Knowledge Management Research Project in Public Organizations, in 

the information organization research line of the Information Sciences course of the University of 

Brasília. To discuss the subject, concerning the methodological aspect, the scientific method that will be 

used in the development of the research will be presented, explaining how it will be possible to achieve 

the objectives of the study by applying the proposed methodology. 

The methodological approach to be used in the research will be predominantly qualitative, with 

possible quantitative treatment when analyzing the collected data. Qualitative analysis is justified since 

the subject of the proposed study is a specific area, which are the different types of organizations and 

sectors that are part of the Brazilian Space Program, which will provide part of the elements of the 

investigation to describe the reality found from the observation of the occurrence of different types of 

Knowledge Risks. 

About the type of approach, the inductive method will be used, because it is a process by which, 

based on private data, a general truth not contained in the examined parties is inferred (MARCONI; 

LAKATOS, 2010). In this sense, the research will start from the observation of the possible Knowledge 

Risks found in the Brazilian Space Program, so that it is possible to identify and analyze them and propose 

a conceptual framework for identifying and mitigating these risks. Thus, any generalization will not be 

aprioristic, but rather "verified from concrete facts sufficiently confirming this reality" (GIL, 2008, p. 

10). 

Regarding the type of procedure, we intend to use the monographic method, which consists of the 

"study of certain individuals, professions, conditions, institutions, groups or communities, to obtain 

generalizations" (MARCONI; LAKATOS, 2010). It is thus understood that the result may be applied 

to similar institutions and/or processes. This understanding can be corroborated by Gil's definition: 

The monographic method assumes that the study of an in-depth case can be considered representative of 

many or even all similar cases. These cases can be individuals, institutions, groups, communities, etc. (GIL, 

2008) 

Concerning technical procedures related to the data sources, a bibliographic survey will be made in 

the scientific literature and will be based on articles, specialized books, and documents. 

The different organizations that make up the Brazilian Space Program, composed of sectors of 

government, universities, and companies in the Space sector, were defined as the universe of research. 

To achieve the proposed objectives, we intend to follow the steps explained in Frame 1, as follows: 
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3. FINAL REMARKS 

 

The identification of knowledge risks involved in the scope of Brazilian space research, with the aim 

of pointing out guidelines for optimizing results through risk mitigation is an unprecedented proposition 

in the scientific literature of Information Science. 

Until the current phase of the research, it has been possible to relate different Knowledge Risks 

identified in institutions linked to the Brazilian Space Program. It is expected, however, that with the 

model that will be proposed, it will be possible to identify them more clearly, and, most importantly, 

mitigate them. 

In this sense, taking as a premise the importance of the possibility of results that can be achieved by 

national space research, it is expected that it will be possible to offer a framework that can be 

implemented, so that the Brazilian Space Program can be optimized. 

It is expected, in turn, that when implementing the model that will be proposed, there will be a real 

possibility of improving the knowledge generation cycle that permeates the development of Brazilian 

space research, avoiding the negative effects of Knowledge Risks, whether this is loss resulting from 

early obsolescence or even the lack of knowledge transmission that could be able to perpetuate the 

informational competences of the researchers involved. 

Finally, as the guidelines that will be proposed because of the research will be established with a 

theoretical basis focused on national space program, it is expected that it will be possible to adapt them 

to other S&T research units, respecting their limitations and diversity of themes. 
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The study in this paper aims to describe the mechanism of knowledge recall in the context of organizational 

memory. We approached a startup involved in the development of a digital marketplace and observed how 

the founders interacted with the accumulated knowledge. With observation as the research method and 

longitudinal data collected, we found the founding group in the way they understood organizational memory. 

There are three mechanisms of remembering organizational memory including identification, adaptation, and 

correction. The identification mechanism is the highest level of recall ability followed by adaptation and 

correction. This study implies that founders with different backgrounds have different ways of remembering 

organizational memory. 

 

1. INTRODUCTION 
The implementation stage is a critical point in executing the proposed value for IT-based 

startups. In this phase, the founders should, at least, have a common understanding of the 

direction and goals of the organization as well as its main tasks and functions. In this line, the 

founders must have gone through the process of integrating knowledge as the resolutions of 

different perspectives and views (Kenney and Gudergan, 2006; Liao, 2018). Nevertheless, the 

main challenge of this stage is the founders should maintain the goal of the startup as the results 

of integration of knowledge (Chang and Lee, 2008). 

 

Individuals' ability to 'retain' common knowledge is demonstrated by the way they make that 

knowledge explicit (O’Toole, 2011). For example, founders demonstrate their understanding of 

a process by knowing the milestones of the various processes which are being undertaken. 

However, the key factor for successful market deployment depends on the founder's strategy - 

such as maintaining, developing and understanding the value proposed, niche and technology 

platforms (Brunn et al., 2002). This may be easy if the founders consist of people who have the 

same professional knowledge/background, making it easier to control startup implementation. 

On the other hand, it becomes more challenging if the founders consist of individuals from 

different backgrounds or professions. For this reason, seeing how organizational members 

maintain a predetermined value proposition and in accordance with agreed business logic and 

processes becomes a discourse on organizational theory at a startup. 

 

By visiting knowledge-based theory and organizational memory, this paper aims to see how 

founders in a multi-field startup execute and maintain the agreed values and plan. The study in 

this paper describes the behavior of founders in relation to the strategies they take to keep up 

with changes in the highly dynamic startup environment. The paper consists of three parts. The 

first part is a literature review discussing the theoretical framework. The second part is research 

setting and the last part is discussion and conclusion.
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2. DEVELOPMENT 
Organizational memory has become a key asset in startup development and innovation 

(Mariano and Cassey, 2016). In organizational theory, organizational memory is highly related 

to the dynamics of knowledge transfer - do organizational members succeed in transferring and 

acquiring knowledge from their colleagues and counterparts (Muskat and Deery, 2017). One 

might say that knowledge resides in an organization either by explicit or tacit mechanisms 

(Harvey, 2012) which can be labeled as organizational memory (Mariano and Cassey, 2016). 

Nevertheless, Muscat and Deery (2017) suggested that tacit knowledge becomes difficult 

knowledge or rarely turns into explicit knowledge in the post-event phase and this is the cause 

of organizational memory failure. Although organizational memory has been embodied in 

various repositories and Knowledge Management Technology supports knowledge acquisition 

and retention (Argote, 2013; Adobor et al., 2019); however, an uncertain startup environment 

requires good dynamic skills and founders need to be able to identify which knowledge to use 

to tackle the situation (Gonzalez et al., 2017). 

 

Founders at startups will certainly face uncertain conditions in achieving their vision and 

mission. Chien and Tsai (2012) show that organizations that have dynamic capabilities can 

improve organizational memory and this shows that knowledge sources and learning 

mechanisms have a positive effect on the level of dynamic capabilities. In line with this, Tseng 

and Lee (2014) argue that dynamic capabilities are an intermediary between knowledge 

management and organizational performance, and then dynamic capabilities will in turn 

increase the competitiveness of an organization. For example, the support of IT is also the 

mediating variable in leveraging organizational dynamics capabilities via knowledge 

management systems (Wang et al., 2007). Eventually, a good implementation of a knowledge 

management system will increase knowledge transfer effectiveness and later on to improve 

organizational performances. 

 

Since organizational memory and dynamic capabilities are very important to improve 

organizational performance, the correlation between the two is also important to study. 

Founders as members of the organization have a very important role in remembering and 

selecting and using the knowledge that has been collected in accordance with the conditions of 

the startup's external environment. The existence of tools such as visuals can lead the founder 

to 'back' to the memory of the organization (Bera et al., 2011). The mechanisms for 'bringing 

back' organizational memory may vary depending on how the founders identified and integrated 

knowledge into the ongoing process. Therefore, the research in our paper attempts to synthesize 

knowledge identification mechanisms under uncertain conditions. In this paper, we approach a 

startup engaged in the digital marketplace to uncover the mechanisms for identifying 

organizational memory. 

 
3. SETTING, DATA AND METHODS 
We approached a startup with a vision to build a digital organic food market in Indonesia. Its 

mission is to create a marketplace that integrates organic communities including producers, 

retailers, entrepreneurs and consumers. Startups have formulated their value proposition, 

developed an e-marketplace platform and until now the startup is testing the platform. Dynamic 

capacity is demonstrated by how the founders discuss and present their knowledge of the 

business model, target market, and customer relations. This study is a longitudinal study using 

observational methods. To conduct the study, the authors engaged with a group of IT founders 

and developers to collect long-term behavioral data (Kawulich, 2005). Respondents consist of 

seven founders and eight respondents from IT developers. To collect data, the authors used a 

covert method in which respondents were not aware that they were being observed (Costa, 

2020). Data was collected in the period June 2020 - May 2021 resulting from notes and 

conversations on social media and groups. To capture the knowledge accumulation process for 

the organizational memory data were collected into three stages. The first stage - the first of the 

value proposition stage. The founders agree on their vision and mission and all meetings are 

documented in the meeting minutes. The second stage is at the stage of developing the 

marketplace platform. The data collected is related to how the founders from various 

backgrounds perceive the form and application. The last stage is the platform development 

stage. In this phase, data is collected in relation to the way the founders monitor implementation 

and recall organizational memory.
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4. RESULTS 
Our study aims to provide empirical evidence on how founders identify or remember certain 

knowledge so as to adapt to the unpredictable changes of the startup environment. The condition 

in which founders recall the so-called accumulated knowledge or organizational memory is 

shown by the expression and behaviors. From the observational data we get four mechanisms 

in extracting organizational memory. The four mechanisms are identification, submission, 

adaptation and correction. The four mechanisms were seen in the development and 

implementation phase of the marketplace platform. Even more interesting, these four 

mechanisms emerge from all founders and IT professionals where the stored knowledge is 

reminded by each founder. 

 
4.1. Identification 
The first mechanism that is most widely displayed in the data is the identification mechanism. 

This means that founders recognize the predictable process that will occur and founders are able 

to interpret it according to the values, vision and mission of the startup organization. One of the 

founders with an agricultural background was able to identify the process of implementing a 

marketplace platform in accordance with the organization's vision and mission. The founder 

seems to be able to recognize the knowledge that was agreed upon in the previous phase. The 

founder suggests, 

 
“I mean so Mr   . On the   website, it is best not to explicitly display the 
 narrative. In my opinion, it's really just a matter of communication strategy to 
show that even though  marketplace is created and owned by  , the ultimate 
goal or vision is to support the achievement of true organic farming ideals. Our company is 
only a legal entity in an effort to comply with existing regulations.” 

 
This identification mechanism shows that the founders are able to see two sides, both from 

organic farming and from information technology support. Based on the narrative above, this 

founder understands the knowledge defined as a marketplace and its acquisition with an organic 

farming business model. An IT background founder show his ability to recognise the value of 

product by saying, 

 

“Before I forget and go up to print the sticker, I plan to direct this QR Code link to a special 
page that *contains traceability information* for all partners who work with PasarOrganik” 

 
The keyword stated by this founder is 'traceability' which is the noble values of the organic food 

product supply chain. Thus, the identification process is carried out by consciously returning to 

the values, vision, and mission that are continuously instilled at the beginning of the discussion 

of value proportions. 

 
4.2. Adapting 
The second mechanism is the condition in which the founder recognizes and identifies but is 

not fully in-depth in understanding knowledge. In this line, The founder recognizes the 

knowledge that has been socialized but the founder adapts the new knowledge. This is also 

known as verification of socialized knowledge. A founder from the background of organic 

agriculture suggests that, 

 

“Interesting issue: what about organic farming which encourages farmers to develop seeds and 
seedlings independently without relying on the seed industry? Will our marketplace also 
support and facilitate the marketing of organic seeds planted twice by breeders through the 
marketplace platform?” 

 
In this direction, the founder seeks to adapt the embedded knowledge to the new knowledge that 

occurs in the implementation process. Adaptation also means that the founders acquire 

knowledge both in terms of organic farming and in terms of Information Technology. The 

existence of a two-way acquisition of new and old knowledge makes the adaptation process take 

longer or even faster depending on how the founder responds and concludes. The adaptation 

mechanism is indicated by the founders' efforts to combine or revise the knowledge that has 

been memorized with other sources of knowledge. Other founders show their perspectives in 

adapting new knowledge to old ones,
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“Maybe it's not just greedy but maybe the business model is no longer "profitable" so it's a 
burden to partners. This is the true side effect of "burning money". In addition to competition 
with the same business model. The saturation of partner and market turnover is not immediately 
addressed by renewing the business model but using the traditional method, namely incentives 
or mere incentives.” 

 
4.3. Correction 
The third mechanism is correction. In this case, the founders were involved in correcting the 

knowledge embedded as organizational memory. This can be found, usually, in discussion 

between founders who have different backgrounds. From the case, it showed the two different 

backgrounds which are agriculture and IT contributes to the discourse of value and norms of 

how the digital marketplace should be. An IT founder give perception of how hard to sell 

product online, 

 

“I admit... selling online is not as easy as it used to be... customers are getting smarter, slashing 
prices are happening... plus the country border is gone...it takes more than just uploading 
photos and descriptions.” 

 
The founders act to 'correct' the knowledge of their peers and incorporate their logic into what 

they know by virtue of their profession. The direction of correction can be in the form of positive 

construction, namely by increasing knowledge to become richer and dynamic or in a negative 

direction where there is debate and there is no common ground and must be resolved by the 

third founder. A founder suggests that, 

 

“I think we show our good intentions in our concrete actions, sir   . For example, later in our 
marketplace system, we really ensure that a percentage of our profits will be distributed to all 
organic market partners automatically and openly.” 

 
Another example of a correction mechanism was pointed out by a founder, 

 

“Agreed, but what I mean is how we can encourage partners to innovate in terms of packaging 
and processing, then we market it.” 

 
5. FINAL REMARKS 
The study in this paper aims to describe the mechanism of remembering and using knowledge 

in the context of organizational memory. The bottom line is that under uncertain conditions, 

founders can use their organizational memory to evaluate initial values and to achieve their 

organizational goals. It is necessary to make quick decisions to cope with a rapidly changing 

environment. Using startups as a research setting, the study in this paper has captured a 

mechanism called 'calling up' organizational memory. Any action that can trigger remembering 

the accumulation of knowledge is important to increase the effectiveness of both tacit and 

explicit knowledge accumulation (Mariano and Cassey, 2016). From the results, we highlight 

that there are three mechanisms by which founders engage when they use their organizational 

memory. First, they are able to 'identify' what has been accumulated and embedded as 

organizational knowledge. In this mechanism, the founders are given a clue from their memory 

by tracing back what was written in the minutes of the meeting. We also highlight that this is 

the highest level of organizational memory recall because it is not related to prior knowledge or 

professional experience. The second mechanism is 'adaptation'. These mechanisms relate 

knowledge that founders can recall to organizational memory but they cannot definitely identify 

specific knowledge. Founders tend to discuss with their peers as an 'adaptation' mechanism 

which is demonstrated as the way they acquire new knowledge. We label this mechanism as the 

second level of organizational memory recall. The third mechanism is 'correction'. This 

mechanism illustrates that founders tend to correct the knowledge of their peers and insist on 

their knowledge. The correction mechanism is so obvious when two founders from different 

backgrounds defend their opinions in a debate. We highlight that this mechanism is the lowest 

rate of recall to organizational memory. 

 

With the above explanation we can conclude that there are levels in remembering organizational 

memory. Starting from the highest degree, namely by remembering directly what has been 

agreed upon and this applies to members of the organization who have the
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ability to remember what has been written or embedded in the organization. At this highest 

level, it can be seen that founders with backgrounds related to agreed values tend to identify 

accumulated knowledge more quickly. Meanwhile, the further an organization's values are 

agreed upon with the founder's background, the more likely he is to adjust or even correct what 

his colleagues propose. This study has an implication to further exploration regarding the 

relationship between the ability of knowledge recalling and the norm and values of founders. 

An institutional logic perspective could be the framework for describing how individuals tackle 

the different norms and values. 
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To provide solutions to the world’s global challenges, there is an urgent demand for wise 

organizations, wise leadership, wise workers, and most importantly, for wise actions. Since the mid- 

1990s, Knowledge Management (KM) as a discipline and practice has emerged internationally and it 

went through several phases of development. Similarly, in the last four decades, we experience a 

growth in wisdom research, and in intense discourses about Wisdom Management (WM) as a possible 

venue for dealing with wicked problems. The dilemma is, whether the present phase of KM would be 

able to address the global problems of the world. Therefore, this paper seeks to answer the question if 

WM will complement or replace KM. The purpose is to compare KM and WM. The research 

methodology is an explorative approach of their main characteristics and concepts in a selected range 

of literature. The findings are presented in a framework to show the similarities and differences of KM 

and WM. Keywords: Knowledge Management (KM), Wisdom Management (WM), phases of KM, 

wisdom economy, wise leaders, wisdom workers, global problems of the world. 

 
1. Introduction 

The world faces global challenges (e.g., Barnett, 2015; Lufkin, 2017; Maxwell, 2021). 

Barnett argues that the world faces problems such as “disease, illiteracy and unduly limited 

education, climate change, dire poverty, lack of capability and basic resource, 

misunderstandings across communities, excessive use of the earth’s resources, energy 

depletion and so on and so on” (Barnett, 2015, 89). Experts identified fifty grand challenges 

for the 21st century (Lufkin, 2017) in the following categories: health and humanity, 

artificial intelligence (AI), cities and global development, energy, and future of the Internet, 

media and democracy. According to Maxwell, the world faces ten fundamental challenges 

to be solved: “the climate crisis; the current pandemic; the destruction of the natural world, 

catastrophic loss of wild life, and mass extinction of species; lethal modern war; the spread 

of modern armaments; the menace of nuclear weapons; pollution of earth, sea and air; rapid 

rise in the human population; increasing antibiotic resistance; the degradation of 

democratic politics” (Maxwell, 2021, Preface). Therefore, there is an urgent demand for 

wise leadership, wise workers, wise organizations, and most importantly for wise actions 

to provide solutions to the world’s global challenges. 

To tackle the major problems of the world, there have already been great advancements 

in information and communication technology (ICT), artificial intelligence (AI), robotics, 

engineering, biology, and in other disciplines. This paper focuses on Knowledge 

Management (KM). The research problem is, if the current phase of KM would be able to 

help people and organizations to solve current problems, or if KM would need to move to 

Wisdom Management (WM). The purpose is to explore and compare KM and WM. The 

research methodology is an explorative approach of the main characteristics and concepts 

of KM and WM in a selected range of literature. The findings are presented in a framework 

to show the similarities and differences of KM and WM. 
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The rest of the paper is organized in three sections. Section two presents the research 

question, the objectives, the research framework, and the research method. Section three 

demonstrates the findings by overviewing the evolutionary stages of KM, and by 

highlighting the emerging discourses about WM. The discussion and conclusions section, 

first, presents a framework that demonstrates the multidisciplinary character of KM and 

WM with their main concepts and theories; next, discusses how the research objectives 

were met; and finally, concludes about the possible future phase of KM. 

 
2. Research Question, Objectives, Framework, and Methods 

The research question is: Will WM complement or replace KM? The main purpose of this 

paper is to compare concepts and theories of KM and WM, in order to find out their 

similarities and differences. For this purpose, a research framework is presented in Fig.1. 

 

 
Fig.1. Research framework 

 
The research framework shows the relationships of three concepts: knowledge (K); 

wisdom (W); and management (M). It also demonstrates the disciplines that are the major 

foundations and sources of these concepts. This paper focuses on KM and WM. 

The research methodology is an explorative approach of the main characteristics and 

concepts of KM and WM in a selected range of literature. First, the evolutionary stages of 

KM are presented. The objective is to demonstrate the shifts in focus in each phase of 

development, and to recognize the characteristics of the current phase of KM. Next, the 

intense discourses about wisdom economy, wisdom workers, and WM characteristics are 

explored. The objective is to understand the need for wisdom alongside with knowledge in 

the next stage of KM to effectively face global challenges ahead.
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3. Findings

3.1. Evolution of Knowledge Management 

Historical roots of KM could be dated back to late 1980s, when in different forums, 

conferences, journals, books started to use the term KM. However, internationally KM 

gained momentum in the mid-1990s (Dalkir, 2011, 15-19). Massingham argues that “There 

have been several attempts to synthesize the chronology of knowledge management” 

(Massingham, 2020, 40). He outlines the history of KM (Ibid., 39-43), and presents a 

timeline of KM history that goes back to 400 BC, to ancient Greek philosophers talking 

about epistemology and knowledge (Ibid., 42). Similarly, Jashapara (2011, 20-27) takes a 

historical perspective on KM. He goes back to 3,000 BC, Mesopotamia, 2,300BC Syria, 

ancient Greece, Rome, and other old civilizations. His point is that archeological findings 

(e.g., architecture, poems, cave paintings, clay padlets, sacred scriptures, codexes, hand- 

written books, first printed books) demonstrate writing skills, recording of data, 

information, and knowledge with the purpose of knowledge sharing. 

Other scholars (e.g., Jakubik, 2007; Koenig and Srikantaiah, 2007; Jakubik, 2011; 

Serenko, 2013; North and Kumta, 2014; Agostini et al., 2020; Serenko, 2021) identified 

different phases in the development of KM. From the KM theory development perspective, 

Jakubik (2007 and 2011) identified five distinctive phases as follows: 

(i) foundation of the KM theory in the mid-1990s,

(ii) the unified model of dynamic knowledge creation,
(iii) emphasis of the context and the roles of leaders and managers,
(iv) the justification process of organizational knowledge, and

(v) the need for a new theory of the knowledge-based firm, with the focus needing

to be on situation, process, action, and change.

From a chronological and main focus points of view, Serenko (2013) defined four 

generations of KM such as: 

(i) prior to mid-1990s: techno-centric view of knowledge processes, knowledge

sharing is initiated and driven by management, focus on explicit knowledge;

(ii) mid-1990s to early 2000s: human factors and intellectual capital become

important, organizational learning, social and cultural aspects, knowledge sharing

processes are initiated and driven by individual employees as their daily practices;

(iii) early 2000s-2013: culture and contextual aspects become important, social

learning, collaboration, democratization of knowledge, involvement, managing

knowledge as a flow; and

(iv) since 2013: knowledge is seen as a relationship, a shift to the mind economy and

intangible knowledge, and to networking organizations.

In a most recent paper, however, Serenko (2021) argues that from research focus and 

methods perspectives, there could be five phases detected in the KM discipline: 

(i) 1996-2001 initiation,
(ii) 2002-2006 early development,

(iii) 2007-2012 rigor and consolidation,

(iv) 2013-2016 methodological advancement, and

(v) 2017-2019 maturity phase.
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Serenko (2021) concludes: “A unique attribute of the Methodological Advancement and 

Maturity phases is a high degree of specialization when over half of all studies are 

conducted in a unique context of specific topics, publication forums, geographic regions 

and groups of people” (Ibid.). 
Knowledge Management has evolved through time in close influence from other 

disciplines and theories. A good example of the influence of different fields of studies on 

KM are the classification of Koenig and Srikantaiah (2007). They claim that KM has three 

stages of development: 

(i) Internet, IT, and intellectual capital (IC), 

(ii) human relations (HR), Communities of Practice (CoP), organizational culture, 

organizational learning (OL), learning organizations (LO), social practices, and 

(iii) content management and taxonomies. 

Similar to Koenig and Srikantaiah (2007), North and Kumta (2014, 37-39) applies 

the maturity model and argue that KM has four phases of maturity: 

(i) data and symbols as knowledge: IT solutions, data processing, 

(ii) information as knowledge: information processing, search for meaning, 

(iii) process view of KM: knowledge as know-how, organizational knowledge, 

networking, and 
(iv) practice view of KM: knowledge-based management of organizations. 

In brief, from the classifications above it is apparent that, even though computer 

sciences, IT, ICT have dominated the early stages of KM development, the focus of KM 

research and practice has shifted towards human practices, relationships, networking, and 

learning. This trend is validated by a bibliometric analysis of the KM literature by Agostini 

et al. (2020). Their objective was to identify the evolution of topics in KM. They studied 

85 KM publications in three periods: 1998-2010; 2011-2014; and 2015-2019. Their 

findings confirm that social and human themes, social networking, innovation, coopetition 

are the new emerging topics in the KM literature. 

 
3.2. Discourses About Wisdom Management 

Wisdom has always been in the center of philosophical discussions. Nevertheless, since the 

mid-1980s, we experience a revival of wisdom research in several other disciplines too 

(e.g., in psychology, education, sociology, organizational studies, human resources 

management (HRM), strategy, leadership, management). Concurring with this paper, 

authors (e.g., Karami et al. 2020; Karami and Parra-Martinez, 2021; Sternberg and Karami, 

2021) point out that wisdom becomes more important than ever before due to the global 

problems in our society. According to Solé (2017, 55-61), wisdom as a higher degree of 

knowledge, that makes it possible to act wisely. Similar to this paper, he raises vital 

questions about the future of KM: Is KM still alive? Is KM dead? Is there an evolution 

towards WM? Surprisingly, in the KM literature, there has been none or very little attention 

paid on wisdom (Jakubik and Müürsepp, 2021). Therefore, exploring discourses about 

wisdom and WM could contribute to the current and to the possible future stage of KM. 

In the management literature, wisdom and WM are discussed from different angles 

(e.g., McKenna and Rooney, 2005; McKenna et al., 2009; Rooney et al., 2010; Nonaka 

and Takeuchi, 2011; Müürsepp, 2013a and b; Banerjee, 2014; Ekmekҫi et al., 2014;
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Nonaka et al., 2014; Solé, 2017; Stebbins, 2017; Bachmann et al., 2018; Jakubik, 2020a; 

Müürsepp, 2021). From the HRM perspective, authors (McKenna and Rooney, 2005; 

Rooney et al., 2010) call for more knowledge, research, and understanding of wisdom itself 

in WM. 

From the management and leadership perspective, there are intense discourses about 

wise and unwise leadership (McKenna et al., 2009; Ekmekҫi et al., 2014), practical wisdom 

in management (Bachmann et al., 2018; Jakubik, 2020a), and about wise (phronetic) 

leadership (Nonaka and Takeuchi, 2011; Nonaka et al., 2014). This paper argues that we 

need wise leaders to act wisely and to solve the global challenges of the world. Who are 
the wise leaders? According to McKenna et al. (2009, 178-180) wise leaders: 

(i) use reason and careful observations, 
(ii) allow for non-rational and subjective elements when making decisions, 

(iii) value humane and virtuous outcomes, 

(iv) have practical actions oriented towards everyday life, including work, and 

(v) are articulate, understand the aesthetic dimension of their work and seek the 

intrinsic personal and social rewards of contributing to a good life. 

Concurrently, Nonaka and Takeuchi (2011) argue that wise leaders can: 

(i) judge goodness, 

(ii) grasp the essence, 

(iii) create shared contexts, 
(iv) communicate the essence, 
(v) exercise political power, and 

(vi) foster practical wisdom in others. 

Ekmekҫi et al. (2014, 1202) argue that a wise leader should: 

(i) be capable of cognitive complexity and of coping with uncertainty, 

(ii) be a deep thinker and rational, has a capacity to understand and question a 

situation, 

(iii) reveal creativity and logic in non-rational process, be capable of creative 

thinking and move relying on instinct in their judgments, 

(iv) have a long-term vision, virtue, and must commit long-term prosperity for 

humanity, and 

(v) have the capacity to reach people by the use of words, impact and acting are also 

express all these. 

Although to have wise leaders is important, we need intelligent workers and wisdom 

workers to act wisely when facing wicked problems. Who are the intelligent workers? 
Jakubik (2020b, 67) argues that “human intellect is more than knowledge, the intellectual 

worker is more than a knowledge worker and intellectual work is more than knowledge 

work”. Jakubik presents the similarities and differences between knowledge work and 

intellectual work, as well as between knowledge workers and intellectual workers (Jakubik, 

2020b, Table 1, 68-69). Intelligence is important as it connects knowledge with wisdom. 

Who are the wisdom workers? According to Pink (2006) a wisdom worker is a creative 

individual who combines cognitive and emotional skills, is a talented communicator and 

has the ability to engage others. Stebbins (2017) argues: “The knowledge worker seeks to 

accumulate more qualifications from the outside. The wisdom worker has a more balanced 

inward/outward perspective, understanding her (sic.) obligations to herself (sic.) and
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others” (Stebbins, 2017, 4). The author of this paper believes that a wisdom worker is 

guided by wisdom, human values, morals and virtues in his or her actions. 

There are intense discourses about the characteristics of knowledge economy, wisdom 

economy (Dobson, 2010; Stebbins, 2017) and WM (Müürsepp, 2013b; Banerjee, 2014; 

Ekmekҫi et al., 2014; Nonaka et al., 2014; Müürsepp, 2021). It is essential to understand 

what WM is when we are moving from the knowledge economy to wisdom economy. 

Dobson (2010) and Müürsepp (2013b) discuss the characteristics of the knowledge and the 

wisdom economy. They argue that, the knowledge economy: 

• focuses on increasing skills and knowledge, 

• is innovative, 

• wants more, 

• demands qualifications, 

• is competitive, 

• has the goal of hoarding knowledge, and 

• it is grasping and selfish. 

On the other hand, the wisdom economy: 

• is ethical, 

• considers social values, 

• value judgements are attached to knowledge, 

• is reflective, 

• wants innovations with purpose and considers their consequences, 

• understands ‘enough’, 
• demands attitude and aptitude, 

• is collaborative, 

• reinforces sharing of knowledge, 

• values community work and relationship-based actions that build self-esteem 

and skills, 

• is gracious, and 

• it is socially responsible. 

Similarly, Stebbins (2017) argues: “We are moving from the information and 

knowledge ages into the emerging age of wisdom. This age will lead us to a Wisdom based 

economy” (Stebbins, 2017, 3-4). Furthermore, he points out that the wisdom economy: 

• will be more focused on bringing forward the unique gifts of each person, 

• understands the concept of ‘enough’, 

• asks who profits should we gain the world but lose our humanity, 

• understands that a person isn’t defined by her or his possessions, 

• defines prosperity as a state of sufficiency, 

• insists on qualities, 

• will recruit for attributes as well as for aptitude, 

• is both technological and human, 

• uses technology as a tool and more interested in how IT is deployed, 

understanding the need for humanity, or the highest good of all concerned, 

• is collaborative, looks to ‘we’, 

• is reflective.
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What is WM? Wisdom management is a newly emerging concept. “The concept of 

wisdom management seems to be gaining momentum” (Müürsepp, 2021, 21). However, it 

is not even clear what wisdom is. According to Müürsepp, “wisdom helps to connect 

knowledge with action. However, wisdom is not just know-how. The concept contains 

more and covers the emotional part of human life, including morality and creativity” 

(Müürsepp, 2021, 26). Wisdom is definitely a human quality that develops throughout the 

life. To better understand wisdom as a concept, Sternberg and Karami (2021) offer a 6P 

framework with the purpose of unifying different aspects of wisdom. Their integrative 

framework has the following elements: “(a) Purpose of wisdom, (b) 

environmental/situational Press that produce wisdom, (c) nature of Problems requiring 

wisdom, (d) cognitive, metacognitive, affective, and conative (motivational) aspects of 

Persons who are wise, (e) psychological Processes underlying wisdom, and (f) Products of 

wisdom” (Ibid., 4). They conclude that “wisdom always has been important but today is 

perhaps at least as important as, or more important than ever because problems that once 

were local have become global” (Sternberg and Karami, 2021, 15). 

Management is a practice-oriented concept. Practical wisdom (phronesis) is typical for 

management practices (Bachmann et al., 2018; Jakubik, 2020a). Wisdom management is a 

human practice; when in everyday actions knowledge is applied wisely, with ethical and 

moral considerations, to different problems and in different contexts. McKenna and 

Rooney (2005), who define wisdom as the highest form of knowing, discuss the role of 

wisdom in management. They claim that “wisdom has to be seen not as a form of 

knowledge, because doing so renders wisdom (knowledge) as a set of reified notions that 

are only loosely connected to conduct or practice, rather than as a set of attributes and skills 
that allow people to use knowledge effectively and humanely, that is, as a way of being” 

(Ibid., 18, emphases added). They, however, express their concerns and they “caution that 

just as knowledge management is limited by a lack of theoretical completeness in relation 

to knowledge, it is likely to be the case that wisdom management will be weakened by a 

lack of knowledge about wisdom. It would be unfortunate and an opportunity lost if an 

emerging enthusiasm for wisdom in management is met by this fate” (Ibid., 24). The author 

of this paper shares McKenna and Rooney’s (2005) concerns and urges for more research 

about wisdom, and about the relationship of KM and WM. 

 
4. Discussion and Conclusions 

The findings show that there are several disciplines contributed to KM and WM. Authors 

(e.g., Dalkir, 2011, 8-9; Jashapara, 2011, 10-14; Massingham, 2020, 34-86) argue that KM 

has a multidisciplinary character. Therefore, it is difficult to provide one single definition 

of KM. Consequently, KM could be defined from different perspectives. Jashapara (2011, 

13) provides examples of KM definitions from integration of information systems (IS) and 

HRM, HRM process, IS, and from strategy perspectives. Overview of the evolution of KM 

(cf., section 3.1.) demonstrated that its current stage focuses on human practices, 

relationships, networking, and learning. Because of this shift from an IS to a HRM practices 

perspective, this paper adopts that KM is “any process or practice of creating, acquiring, 

capturing, sharing and using knowledge, wherever it resides, to enhance learning and 

performance in organization” (Swan et al., 1999, 669).
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Similar to KM, WM is multidisciplinary too. The findings (cf., sections 3.1. and 3.2.) 

reveal that concepts and theories from different disciplines contribute to KM and WM. As 

a synthesis of these findings, Fig. 2 presents the main disciplines, concepts, and theories 

that influenced KM and WM. The figure shows the similarities and differences of KM and 

WM. 

 

 
Fig. 2. Comparing Knowledge Management and Wisdom Management 

 
This paper addressed the research problem whether the present phase of KM would be able 

to address the global problems of the world. The research question was: Will WM 
complement or replace KM? Next, the author of this paper reflects on how the research 

purpose and objectives were met and she provides a brief conclusion. 

The main purpose and objectives of this paper were: 

(i) to compare concepts and theories of KM and WM, in order to find out their 

similarities and differences - This purpose was achieved by: exploring a selected 

range of literature; finding out KM development phases, its current focus; 

presenting the discourses about WM; identifying characteristics of key concepts 

(e.g., wise leadership, intelligent worker, wisdom worker, knowledge economy,
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wisdom economy, WM); and by synthesizing the findings in a framework (i.e., 

Fig. 2). 

(ii) to demonstrate the shifts in focus in KM development phases – The objective was

achieved by presenting different categorizations (e.g., historical, theoretical,

research, inter-organizational) of KM development.
(iii) to recognize the characteristics of the current phase of KM – Findings in section

3.1. showed that the current phase of KM is human practices, relationships,

networking, and learning oriented.

(iv) to understand the need for wisdom alongside with knowledge in the next stage of

KM to effectively face global challenges ahead – Section 3.2. met this objective

by focusing on a necessary shift from knowledge to wisdom economy.

To conclude, the following main points could be added: 

(i) The solutions of the global problems of the world (cf., Barnett, 2015; Lufkin,

2017; Maxwell, 2021) would need not only knowledge but wisdom as well. There

is an urgent demand for wise leadership, wise workers, wise organizations, and

first of all, for wise actions,

(ii) In the current phase of KM research and practice, the focus is not anymore on

computer sciences, IT, IS but rather on human practices, relationships,

networking, and learning (cf., Jakubik, 2007; Koenig and Srikantaiah, 2007;

Jakubik, 2011; Serenko, 2013; North and Kumta, 2014; Agostini et al., 2020;

Serenko, 2021),

(iii) Since the mid-1980s wisdom research has intensified in psychology (cf., Karami

and Parra-Martinez, 2021; Sternberg and Karami; 2021), education, philosophy

(cf., Maxwell, 2021; Müürsepp, 2021), organizational studies, strategy,

management (cf., Bachmann et al., 2018; Jakubik, 2020a), leadership, and in HRM

(cf., McKenna et al., 2009),

(iv) Need for intelligent workers (cf., Jakubik, 2020b), wisdom workers (cf., Pink,

2006; Stebbins, 2017), and wise leaders (cf., McKenna et al., 2009; Nonaka and

Takeuchi, 2011) has increased,

(v) Wisdom is a set of attributes and skills that allow people to use knowledge

effectively and humanely, that is, as a way of being (cf., McKenna and Rooney,

2005),

(vi) We are moving from the knowledge economy to the wisdom economy (cf.,
Dobson, 2010; Müürsepp, 2013b; Stebbins, 2017),

(vii) The multidisciplinary character of KM and WM (cf., Fig. 2) shows that theories

and concepts from wide range of disciplines well support the evolutionary

character of KM and WM,

(viii) The next phase of KM, should move toward a better understanding of wisdom

and WM (cf., Ekmekҫi et al., 2014; Jakubik, and Müürsepp, 2021).

This exploratory research is based on a limited number of sources that were selected 

by the author. Important sources might be unintentionally ignored. Therefore, as future 

research a more systematic literature review of the current stage of KM and WM could be 

conducted. Empirical research, about how the current KM practices related to wisdom and 

practical wisdom in different contexts, would enrich the findings of this paper. 

Furthermore, there would be a need for more debate about this topic.
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Goal 

In project-based organisations, knowledge management is becoming a cornerstone of their operation. Of particular importance 

in acquiring valuable and useful for employees, as well as for the whole organisation, is one of the processes of its conversion – 

externalization. It is important that during the implementation of subsequent projects, valuable resources such as knowledge, 

skills and experience acquired by employees are not lost, but that employees externalize them. The purpose of this article is to 

seek an answer to the research problem posed, concerning the course and methods of knowledge externalization in project 

activities and ways of knowledge externalization in the process of building project knowledge management systems in public 

organisations. 

Methodology 

The chosen research strategy is a case study. Mixed research (quantitative, qualitative) was conducted among Kraków Museum 

employees involved in project teams. 

Results 

Findings show that building a project knowledge management system fosters the externalization of knowledge through, among 

other things, the individual development of staff, the initiatives they take and the perceived benefits obtained by institutions 

through change. 

Practical implication 

Externalization of knowledge makes it possible to unify existing management systems in the institution and thus increase 

efficiency and promote organisational learning. 

Value 

The value of the study is the fact of gaining knowledge about the process of building knowledge management systems, through 

the use of case study, which is gaining importance in the discipline of management and quality. 

Key words 

project knowledge management, knowledge externalization, tacit knowledge, explicit knowledge, public sector
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INTRODUCTION 

 

For almost 30 years, the public sector in Poland has been drawing extensively on management 

methods used in the business sector. The concept of New Public Management (NPM), which assumes 

a move away from bureaucratic administration towards more flexible solutions that increase the 

efficiency of the implementation of public tasks and services, has contributed to their growing 

popularity. By adopting a strategic orientation, NPM increases the emphasis on standardization, 

efficiency and competitiveness of tasks (McLaughlin & Osborne, 2002). However, NPM has met with 

widespread criticism, mainly concerning the negative effects of the marketisation of the public sector. 

For example, Guy Peters (1999) pointed out that in the long run, attempts to privatize many segments 

of the public sector may reduce the efficiency of public administration. In response to growing criticism 

of NPM, the concept of public governance emerged, on the basis of which the idea of good governance 

was developed. It assumes increasing the capacity to manage the public sector by improving 

management systems, transparency, development and access to information (Szumowski, 2017). It is 
based on the idea of increasing the management capacity of the public sector through the improvement 

of management systems, transparency, development and access to information, thus complementing 

hierarchically exercised power with participatory and networked solutions. One of the changes in public 

management practice that resulted from the implementation of the above-mentioned concepts was the 

attention paid to knowledge management. Knowledge management makes it possible to protect an 

organisation from the potential loss of acquired knowledge, to increase productivity and thus to react 

more quickly to new challenges and to prevent potential mistakes (Durst & Zięba, 2018). The 

usefulness and completeness of knowledge management systems depends on many processes, against 

the background of which knowledge externalization deserves special attention. Undisturbed 

transformation of tacit knowledge into accessible knowledge triggers motivation and commitment, 

leads to knowledge sharing (Bučková, 2015). For these activities to be undertaken in a systematic 

manner, tools and conditions must be provided to enable this process to take place. A particular 

knowledge management situation arises when an organisation carries out an increasing number of 

projects. Projectization, involving the institutionalization of projects in all spheres of social life 

(Jacobsson & Jałocha, 2018), is a phenomenon that is also occurring in the public sector. Projectized 

public organisations, are therefore looking for ways to effectively manage the knowledge they acquire 

through projects. At the same time, there is a research gap – a lackof in-depth studies on the ways and 

processes of knowledge externalization in building project knowledge management models. This article 

is an attempt to fill this gap. 

The research problem concerns the identification of ways of knowledge externalization in the 

process of building project knowledge management systems in public organisations. 

The chosen research strategy is a case study. The paper is based on mixed research consisting 

of observation, interviews, surveys and document analysis. It consists of a theoretical part, in which the 

most important assumptions concerning knowledge management were presented, including project 

knowledge management, the knowledge spiral model, with particular emphasis on one of its cycles – 

externalization of knowledge. It also focuses on the professionalization of knowledge management 

through the creation of knowledge management systems. The empirical part includes a description of 

the researched institution, results of the conducted research and a summary containing answers to the 

research questions. 

 

 

KNOWLEDGE MANAGEMENT 

 

Knowledge as a resource 

 

Human knowledge is a key element that enables the uninterrupted functioning of 

organisations. Its use allows for increased quality, efficiency and competitiveness, which provides 

unique value to the organisation (Rao & Nayak, 2017). Knowledge management counteracts the 

occurrence of factors considered by organisations to be limiting, therefore it has become a separate 

management concept, the subject of which is the use of resources possessed by the organisation. These 

resources are considered to be properly functioning solutions for managing information systems, 

organisational changes and human resources (Davenport & Prusak, 2004). 
Recognition of the positive impact of knowledge management in private organisations, also 

prompts public sector institutions to implement solutions in this field. The need to redefine and improve 

the management methods of public organisations is related to the different perception of their role in 

society than before. Higher and higher demands are placed on institutions in connection with their 

activities, which makes it necessary to search for such solutions that contribute to the improvement of 
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the quality of services while maintaining economic order. The changes taking place in the public sector 

mean that knowledge is also treated here as a strategic resource for organisations (Callahan, 2018). 
 

There are many models that describe the knowledge management process. These are mainly used in 

knowledge-based organisations. For example, the model proposed by Ashok Jashapara (Jashapara, 
2011) model consists of five phases: 

 

• Knowledge discovery 

• Knowledge generation 

• Dissemination of knowledge 

• Exploitation of knowledge 

• Retention of necessary knowledge 

 

Another model is the Japanese model of knowledge creation proposed earlier – in 1994 – by 

Hirotaka Takeuchi and Ikujiro Nonaka, known in the literature as the SECI model, whose name is an 

acronym derived from the key concepts in the model: socialization, externalization, combination and 

internalization (Nonaka, Umemoto, & Senoo, 1998). In Poland, it is better known as the knowledge 

spiral model. The basic observation that contributed to its creation is the repetitiveness of the four cycles 

of knowledge conversion: 

 

Table 1. Knowledge conversion cycles 

 
Cycles name Explanation 

Socialization transition of tacit (hidden, internal) knowledge to tacit knowledge through 

dialogue, observation or joint activities. 

Externalization turning tacit knowledge into formal (explicit, accessible) knowledge by 

articulating the knowledge and giving it a concrete, permanent form, which 

is the basis for creating new knowledge. This is the sharing of tacit 

knowledge1. 

Combination the transformation of formal knowledge into another form of formal 

knowledge, by combining existing forms of knowledge in a given space, 

disseminating and systematising them. 

Internalization the conversion of formal knowledge into tacit knowledge, through learning 

by doing, when employees acquire formalised knowledge through practices, 

initiatives, training, recognising the knowledge as their own. 

Source: Ikujiro Nonaka, Katsuhiro Umemoto and Dai Senoo, From Information Processing to Knowledge Creation: A Paradigm 
Shift in Business Management, Technology In Society, Vol. 18. No. 2, pp. 205-208 

 

Despite the development of knowledge management and the popularization of other 

knowledge models, the Japanese model still plays a key role in organisations that undertake activities 

aimed at acquiring knowledge in a structured manner. It is worth mentioning that it is often the spiral 

model that is the canvas for the emergence of other models and concepts (Mittal & Kumar, 2019). 
In the model referred to above, two levels of knowledge are distinguished: explicit – accessible 

knowledge, also referred to as formal knowledge, and tacit knowledge – otherwise known as tacit or internal 

knowledge. Both forms affect the creation and dissemination of knowledge in organisations and are used in 

the most important knowledge management tasks, as employees have both explicit and tacit knowledge. 

Explicit knowledge is formal and generally available information, presented orally or in writing – 

documentation, instructions, diagrams, maps, symbols, textbooks and videos. Its feature is the ease of 

transfer and registration as well as storage and dissemination (Toyama & Nonaka, 2015). Tacit knowledge, 

on the other hand, is information and non-verbal experiences, with a high degree of individuality. It has an 

intuitive dimension and is acquired during the employees' own repeated and long-term experiences. The 

problem is that it is not verified, because it is not recorded or communicated in any way, it is difficult to 

formalize (Seidler-de Alwis & Hartmann, 2008). 
__________________ 

1 Following the definitions of W.R.King and G. von Krogh, knowledge transfer is an intentional and unidirectional activity, 

which consists of communicating knowledge in order to apply it in a concrete manner. Knowledge sharing, on the other hand, is 

treated as a multidirectional activity that is not only knowledge exchange, but also a change in the level of knowledge of both 

the recipient and the knowledge sharing entity (King, 2006). Such an understanding is adopted in this article.
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Externalization of knowledge 

 

All knowledge conversion cycles are relevant to organisations, but for many years knowledge 

management theorists have identified the knowledge externalization cycle as a particularly important 

research area (O'Meara & Kelliher, 2017), (Tee & Lee, 2013), a cornerstone of knowledge creation. 

Often knowledge conversion at this stage can be complicated due to the problem in articulating tacit 

knowledge through speech or writing. The process of externalization is therefore considered to be the 

most creative cycle of conversion, because the tacit knowledge acquired during it, transforming into 

explicit knowledge, may take many unique forms: metaphors, analogies, concepts, hypotheses or 

anecdotes (Naicker, Govender, & Naido, 2014). 
In the externalization cycle it is important to focus on the cognitive dimension, which enables 

the transfer of the created knowledge between communities, groups or teams. As a result of a 

projectized or spontaneous externalization process, people with different backgrounds, social roles or 

experiences externalize their tacit knowledge. However, in order for this process to be effective and not 

lead to cognitive errors, it is important to take into account the social, cultural, situational and even 

historical contexts. The contextualization of imparted knowledge influences its categorization as useful, 

reproducible under given conditions and taking into account the predispositions of the person who 

acquired it (Yasuoka, 2019). 
There are many ways of converting tacit knowledge into explicit knowledge. They consist in 

articulating tacit knowledge in a space accessible and assimilable form for third parties. The most 

obvious way of such externalization is conversation – formal and informal. The process of 

externalization can therefore be influenced by organising regular meetings (Brodzińska, Jałocha, & 
Szostak, 2019). 
A way to support externalization of knowledge is to initiate joint task performance, which requires 

constant contact between employees, or to organise a group search for ideas (brainstorming), when 

during discussions and collective reflections concepts are presented, which then take the form of explicit 

knowledge. The externalization of knowledge also takes place during trainings, lectures and courses, 

because often the creation of external knowledge is also a form of externalization. Other forms of 

externalization include making notes for others involved in the activity, preparing mind maps, photos 

or instructional videos (Yasuoka, 2019). 
Madge (2012) points out that when creating knowledge externalization processes in an 

organisation, care should be taken about the circumstances and conditions in which they are to take 

place. The person responsible for creating it should consider whether it would be more effective to 

create a formal or informal setting for a one-off session, as this may determine how much individuals 

choose to share their knowledge. It is important to create a permanent space where employees can meet 

informally e.g. during breaks. Michel O'Meara and Felicity Kelliher (2017) emphasize the role of the 

learner's attitude towards acquiring tacit knowledge from employees who hold the knowledge. This is 

influenced by employee characteristics such as a desire for self-development, proactivity, often 

boldness or the ability to ask for knowledge support. An important role is also played by the quality of 

the acquired knowledge, which should be as high as possible. This depends on the skills, self-awareness 

and willingness of the employee carrying the tacit knowledge to present it. 

 

Knowledge management systems 

 

Recognizing the role of knowledge in the management of organisations necessitates 

continuous attempts to professionalize knowledge management processes at every stage. Raising the 

standards of knowledge management is particularly important in two dimensions: human and systemic 

(Brzostek & Michnia, 2015). 
The first one is related to managing human resources in such a way that team members have 

the broadest possible competence in their field and are ready to share the knowledge they possess. The 

role that the organisation should play is to guarantee the possibility of acquiring new competences for 

employees through their continuous education. The organisation should also support non-organisational 

ways for its employees to acquire knowledge (Ziółkowski, 2017). The systemic aspect is related to the 

emergence of knowledge management systems that are adapted to the needs and capabilities of the 

organisation, influence the speed, quality and cost-intensity of activities (Brzostek & Michnia, 2015). 
Another element in the professionalization of knowledge management processes is the use and 

promotion of expert knowledge, which consists in using external advisors in knowledge management 

projects, who, after analysing the organisation’s initial situation, are able to propose the best solutions 

and practices. It is important that, when conducting a consultancy project, such an advisor has the 

opportunity to make observations in the organisation and to consult proposals coming from its 
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employees (Wyrozębski, 2012). 
The professionalization of knowledge management is also linked to the use of new 

technological and IT tools. They are particularly important in the case of large or territorially dispersed 

organisations, because without their existence, employee communication would be definitely 

hampered. Knowledge-based organisations owe their success to project the flow of information in such 

a way that the necessary knowledge is transferred quickly and conveniently. It is crucial that during this 

flow certain information or knowledge is not lost, which employees could have passed on to each other 

during personal contacts. This is mainly about emotions, attitudes and values. Technological tools for 

knowledge management used in organisations are characterised by varying degrees of sophistication, 

which is important because technology cannot become a more important aspect than knowledge itself 

(Plebańska, 2016). 
After gaining some experience with knowledge acquisition, the organisation can take steps to 

make the knowledge management process take a more formalised form. Very often then, a knowledge 

management system is implemented that enables all knowledge processes to be carried out in a 

systematic way (Dobrowolski & Leśnik, 2016). A knowledge management system (KMS) is a set of 

methods, techniques and tools that are applied within interdependent subsystems such as tacit and 

explicit knowledge management, knowledge culture and transfer, and organisational solutions. This is 

done using information technology and a system of metrics (Brzostek & Michnia, 2015). 
The extent to which an organisation implements a knowledge management system is 

determined by factors such as the number of people employed in the organisation, the degree of 

centralization and decentralization, area of operation, volatility of the environment and financial 

conditions. Management awareness of the benefits of a KMS is also important. 

 

Project knowledge management 

 

A specific form of organisational knowledge is knowledge derived from projects. Their 

implementation takes place through successive phases, during which knowledge related to a particular 

phase is generated. The uniqueness of projects can be a challenge when an organisation takes the action 

of accumulating knowledge gained during particular processes, in order to use the experience in the 

future (Marciszewska, 2016). Given the uniqueness of project forms, it is important to consider how to 

capture and manage knowledge that will be useful in other projects. 

In order to guarantee the proper use of project knowledge, it is necessary to take care to collect 

knowledge at different levels of detail. The type of knowledge depends on the nature of the project – 

there are activities so similar that certain types of solutions can be applied analogously. However, many 

activities are undertaken as a reaction to the occurring change, therefore some activities may be 

reconstructed only on the basis of the analysis of documents or reports (if any are created) (Sońta-
Drączkowska, 2012). The accumulated project knowledge gains the value of usefulness, when the best 

practices are selected from it, which – after a prior generalization – may constitute a base of knowledge 

or inspiration. When creating knowledge bases it is necessary to remember about the dynamics of 

processes occurring within projects. A popular way is to collect project knowledge through a document 

management system – schedules, procedures or memos. They help to reconstruct certain elements 

occurring during works, allow to know the duration of particular stages or the amount of used resources. 

Knowledge can also be collected through the use of decision support systems in organisations. They 

are created from the perspective of the end user, the analysis of the data contained in them allows to 

consider what results the decision concerning the way of working may have. A form of knowledge 

management is also increasing the level of project management knowledge among employees. It can 

take place through courses, training, mentoring (Wyrozębski, 2014). However, it is important that after 

their completion the acquired information is reflected in the form of training materials or notes. 

The timing of the end of the project team's work is very important. One of the key elements of 

this activity should be to summarise and collect the knowledge resulting from the experience, which 

the sooner this is done, the less likely the knowledge generated during the work will be dissipated 

(Harris, 2016). 
Due to the limited duration of projects, the dissolution of project teams and the transition of 

employees to subsequent teams, it is advisable to have a special cell in the organisation that will support 

and coordinate the process of knowledge management of completed projects. Its task is to optimise 

project management by implementing recommended methods, techniques and solutions which have 

contributed to the success of previously undertaken projects (Kerzner, 2019). The separation of such a 

unit in the organisation is conditioned by the desire to improve efficiency through the use of knowledge 

retained after the project in the form of post-project knowledge (lessons learned). This is possible thanks 

to the use of knowledge from other project activities, analysis of success and failure factors and the 

flow of information about the project at all levels of the organisation (Jałocha, 2014). 
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To achieve this goal, the Project Management Office (PMO) carries out a number of smaller 

tasks. According to P. Wyrozębski (2019) these tasks include: reporting to senior management related 

to project status, creating and implementing project management methodologies, disseminating project 

management from across the organisation, participating in the strategic planning process, identifying, 

grouping and assigning rank and importance to newly started projects. The PMO is also tasked with 

helping to allocate resources – preparing the necessary equipment, software and budget (Jałocha, 
2014). 

The unquestionable benefit of the existence of the PMO can be seen, for example, during: the 

appointment of a person who holds this function for the first time to a manager's place, in the case of a 

personnel change in the project team or the need to expand the project team. The introduction of such 

persons to the team must take place in a quick and effective way, which guarantees providing them 

with systematically collected knowledge about the project (Project Management Body of Knowledge, 
2013). 

 

 

EXTERNALIZATION OF KNOWLEDGE IN THE KRAKOW MUSEUM – A CASE STUDY 

 

Test methods 

 

The research strategy chosen was a single case study (K.Yin, 2015), the subject of which was 

the knowledge externalization processes of a selected public organisation. The study was carried out at 

the Museum of Kraków, located in Poland, in the capital of the Lesser Poland Voivodeship – Kraków. 

The study focused on issues related to project knowledge management. The case selection was 

intentional – the museum carries out over 90 projects a year. With such a high involvement in project 

work, there is a need to improve existing ways of managing project  knowledge.  The  study  posed  the  

following  research  problems: 

RQ 1: How is the knowledge externalization process carried out in the project activities of the 

organisation under study? 

RQ 2: What methods are used to improve the process of project knowledge externalization in public 

organisations? 

This research is part of a broader research project, which was carried out over a period of 13 

months, within which the processes of project knowledge management at the Museum were examined. 

The research methods used included a literature review, observations conducted in all departments of 

the Museum, analysis of found data – the organisation's strategy and documents regulating the activities 

of the Museum, analysis of internet sources, content on social networking sites and in the media. 

Documentation of selected projects carried out by the institution was also analysed. Other research 

methods used included semi-structured and in- depth interviews with project staff and a questionnaire. 

For the purposes of this study, in order to answer the research questions posed, two sources of data 

were analysed in detail: in-depth interviews and observation notes. In total, the following were carried 

out 8 interviews, 23 observations and a questionnaire survey. Information obtained during observations, 

transcriptions of interviews and notes were documented by keeping a research diary, and then they were 

systematised in observation and interview protocols created for the purposes of the study.The survey 

research was conducted through an online questionnaire, the results of which were also collated in the 

research diary. 

 

Museum of Kraków 

 

The Kraków Museum is one of the most interesting cultural institutions in Malopolska, which 

in 2019 celebrated 120 years of its foundation. It is known for its valuable and diverse collections, 

attractive monuments, organisation of unconventional events and creative exhibition activities. The 

Museum has a very extensive organisational structure consisting of 19 branches, so it is a large, 

dynamically developing institution. 

The Museum's mission and vision illustrate that the institution pays great attention not only to the 

quality of its services, but also to their professionalism, which is only possible when in the organisation 

works on eliminating imperfections connected with management processes. 
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Project management at the Kraków Museum 

 

An important element of management at the Kraków Museum is project management. 

Exhibition events – both permanent and temporary exhibitions, cyclical events, anniversaries, as well 

as educational activities – are carried out in the form of projects. The projects include exhibition events 

– both permanent and temporary exhibitions, cyclical events, anniversaries, as well as educational 

activities. In accordance with the adopted principles specified in the internal procedures of the Museum, 

temporary exhibition projects are realised in a 3-year cycle, and educational and popularisation events 

in a 2-year cycle. Moreover, the Museum carries out investment projects, e.g. connected with the 

creation of new branches or the renovation of existing ones. Due to the different fields of activity of the 

Museum and the scale of its programme activities, several dozen projects are carried out at different 

stages. Annually, the Museum carries out about 90 projects, and due to the potential accession of new 

places, which become the next branches of the Museum, this tendency is likely to increase. The specific 

nature of the institution requires the employment of knowledge workers – historians, project managers, 

exhibition curators. Approximately 30% of the 338 employees of the Museum are involved in projects 

implemented by the Museum. 

The Museum has been carrying out activities to improve its project management system, but 

the issue of project knowledge management – and therefore project knowledge management – has not 

been given attention. 

 

Ways of externalizing knowledge during projects 

 

In order to carry out tasks in a project-oriented form, the organisation uses a number of tools 

that enable the transfer of knowledge about projects in progress. 

In the years 2011-2012, the Museum implemented a project management system based on the 

PMI methodology. Sample project documents were developed, such as a project charter with 

appendices containing schedules, cost estimates, a promotion plan, a communication plan, and reports. 

An information flow system was also implemented within the organisation 

– between employees and the management and between organisational units involved in project 

implementation. The next step was to train employees in the basics of project management and the 

Museum's project procedures. However, the quality of the information contained in the documentation 

depends on the project management knowledge of the people who completed the documentation, their 

accuracy and reliability. The information gathered during the survey shows that the quality of individual 

elements of project documentation varies greatly, mainly due to the multiplicity of documents and time 

constraints – employees involved in projects often carry out several projects in parallel, and are also 

busy with other nonproject- related tasks, so they lack the time to systematically complete the 

documentation. 

The organisational structure also includes two organisational units crucial to the project 

management process. The first is the Exhibitions and Museum Events Production Department, which 

brings together experienced project managers. The second one is the Management Process Support 

Section, which performs monitoring functions with respect to the implemented projects. In the context 

of the subject discussed in this article, it should be emphasised that the Section is a place that collects 

and transmits information and project materials. Thus, it fulfils selected tasks of the Project 

Management Office. A form of project knowledge management that takes place within these units is 

also the evaluation of exhibition projects. Employees can access existing project documentation via the 

internal intranet. As in the case of the developed project management procedure, the amount and quality 

of information possessed by the above-mentioned units depends on the willingness of employees to 

share their experiences and own knowledge resources with others. However, the interviews and 

questionnaire survey illustrate that many employees are not aware that such activities take place or do 

not identify these units with the PMO, declaring at the same time that they do not know where they 

could obtain information on issues related to project management. Sample answer to the question if 

there is a PMO in the organisation: 

It does not exist. It is one of the ideas of the structure to create something like that (...) we have 
something closer, it is a project office for investments like renovations. There is an administrative and 
technical team that supervises the work. 

 
Another form of externalizing knowledge is through meetings of both task and project teams. 

When obtaining information about the regularity and frequency of team meetings it turned out that such 

meetings are organised, but their regularity. However, their regularity and frequency depend on the 

project manager's management style. Employees consider this form as one of the most useful, arguing 
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that it is the time when they have a chance not only to learn about the stage of work of other team 

members, but also to share their own observations. Very often during such meetings, brainstorming or 

discussions take place, which enables the process of conversion of implicit knowledge into explicit one. 

 

Due to the fact that my project evolved (...) the team was recently constituted and then the programme 
was developed – in the course of team meetings, and there have been 2 such meetings so far. In the 
process of brainstorming, discussions, etc. (the programme) came into being, because we are 
cooperating and, in fact, it is based on the fact that everyone has some experience which they bring 
and we can draw on that. 

 
A way of externalizing knowledge is also telephone contacts, which are one of the telephone 

contacts, which are one of the most frequently used forms of communication between employees, 

because project team members often work in different departments, located in different parts of the city 

and rarely have the opportunity to meet each other. Employees declare that so far it has not happened 

that any of the co-workers whom they called asking for support with their own project experience 

refused to help them: 

 

In 8 years, I have never had anyone refuse me this knowledge when I asked about something that was 
in their field. If I need some knowledge and I know who has it (...) I write an e-mail, call, go to a meeting 
and ask for support, help, a book recommendation, etc. 

 
Often the person talking about his/her project experience provides more accurate information 

than is contained in reports and documents, and also talk about practical aspects of solving a given 

issue. Project teams highly value this form of knowledge transfer as it saves time during project 

implementation. 

Another way of sharing project knowledge is the use of internal e-mail, through which 

employees contact each other, requesting documents or asking for help. Employees declare that they 

are willing to give each other tips and advice, but compared to phone calls, fewer respondents found 

this form useful, mainly because of the waiting time for information and its accuracy: 

 

If there are issues that concern the whole team or there is information I want to pass on to everyone, I 
write an email. 

 
Externalization of knowledge also takes place during formal meetings of project team 

members, usually initiated by project managers or employees of other departments. It is a good 

opportunity to listen to the voice of other employees, get acquainted with their observations or ideas. 

During such meetings, problematic issues are solved and thanks to this experience other team members 

gain knowledge which was unavailable for them. Project managers and people from outside the project 

teams often not only help employees interpret the knowledge they have revealed, but also initiate its 

further conversion. Externalization of knowledge takes place through direct conversations as well as 

notes and reports generated during meetings, which can be seen by other project team members. 

A very valuable form of externalization of knowledge in an organisation are informal personal 

contacts of employees. They take place during breaks, private meetings or chats. Such contacts are 

made during the implementation of joint undertakings, for example by going out to lunch together. On 

a broader scale, such opportunities arise during museum celebrations. Such encounters allow for a more 

intensive exchange of knowledge, which is not classified in any framework or norm. 

 

It is very often the case that when I meet a former colleague who now works in another department of 
the museum, it turns out in the course of conversation that they had a similar problem in the past and 
the person says that it was solved in such and such a way (...). Then we as a team can apply this solution 
at home, taking into account our specific conditions. 

 
Informal personal contacts also allow for the creation of bonds between employees, which 

favours the process of externalization of knowledge by bridging barriers. This form reduces the feeling 

of being embarrassed by the lack of knowledge in a given field and employees often prefer to ask for 

knowledge support in informal situations rather than
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in a team meeting. Despite the lack of structuring, resulting from the specificity of this contact, it is 

very effective, and for employees it is an attractive form of knowledge externalization. 

 

There are grassroots meetings organised, and they are probably the best and most creative 

– when someone comes up with something, sees something interesting and wants to bring it into the 
project. Then (...) we meet. They are the best proof that someone is engaged and sometimes, 
paradoxically, during such casual meetings we talk over tea and something cool comes out. 

 
It is worth noting that employees have different project roles. It is often the case that a person 

who is a project manager simultaneously performs a substantive in another project. Thus, such a person 

has different experiences and in each project through contact with  colleagues  acquires  different,  

valuable  knowledge,  which  also  contributes to the externalization of knowledge. 

The survey conducted shows that there are forms desired by employees during which the 

knowledge could be externalized, but they are not realised in the institution in a dimension accessible 

to all employees. Such forms include trainings and workshops. All participants in the survey agreed 

that it is important for them that employees share the knowledge acquired during project 

implementation: 

 

When working on a project, the experience of individual members allows the whole team to operate 
more efficiently, better estimate the time and budget needed, and avoid mistakes made in other projects 
and minimise the risk already in the very first stages of a project. 

 
In spite of this, 21 out of 22 employees admitted that in order to perform their tasks in the 

project they have to search for information on their own, with 15 of them knowing from which source 

they can obtain knowledge in case of its absence. Employees declare that when they convert tacit 

knowledge into explicit knowledge, they do it most often during informal meetings with colleagues and 

during project evaluation. The process of externalization of knowledge at the Kraków Museum is 

therefore spontaneous. There is no person or organisational unit responsible for its creation and support. 

Steps are being taken to professionalise the various cells and sections that support the management 

processes. Some elements of such a system exist, but – as declared by the staff – it needs to be improved 

and simplified in order to make it more useful. 
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CONCLUSION 

 

Employees have knowledge gained through their own experience and assimilated knowledge 

that comes from the environment. In order for knowledge to become available to all employees, it 

requires other project team members to disclose it in a concrete form. All phases of the knowledge 

acquisition model described by Ashok Yashapar must therefore occur. In knowledge acquisition, the 

application of the SECI model plays a key role. During the implementation of projects, all of the 

described knowledge conversion cycles occur at each of their stages, however, both the realised study 

and literature analysis show the particular importance of externalizing knowledge. The literature review 

allows us to conclude that the process of knowledge externalization in public institutions takes place in 

a spontaneous or organised manner (Łychmus, 2010). It depends on the awareness of  the  members  of  

the  organisation  and  the  existence  of  units  or  departments in the organisational structure that would 

be responsible for creating and supporting the process. Its intensity be subject to the attitudes of 

employees and the knowledge they have (Brodzińska, Jałocha, & Szostak, 2019). 
With reference to the research question (RQ 1: How does the process of knowledge 

externalization take place in the project activities of the organisation under study? ) it can be stated that 

in the organisation under study, the knowledge externalization process is spontaneous and unplanned. 

However, knowledge externalization occurs on a regular basis, since – as presented above – there are 

groups of tasks, during which the externalization process is a natural consequence of teamwork. It is 

influenced by the possibility of contact – above all personal contact – between employees. 

The survey conducted in the studied organisation illustrates that among the following ways of 

externalizing knowledge during project implementation were used: 

 
Table2 . Ways of externalizing knowledge in the studied institution 

 
Means of externalizing knowledge Use in the institution examined 

Staff notes, reports Regular use 

Document management system Use, during modernisation 

Telephone calls Regular use 

Electronic correspondence Regular use 

Formal personal contacts, business talks Regular use 

Informal personal contacts, e.g. during breaks Regular use 

Working in task forces Depending on the type of project and the decision of 

the project manager 

Project team meetings Depending on the type of project and the decision of 

the project manager 

Supporting staff initiatives on project activities Situational use (e.g. during project meetings) 

Rewarding knowledge sharing It is not used 

Mentoring Irregular use (takes place on an 

informal basis) 

Transmission of information via the intranet Regular use 

Training, conferences, workshops Irregular use 

Source: Prepared on the basis of own research 

 

In the institution studied, a very important element of externalization is the variability of the 

roles of project team members, who, through the necessity of performing different types of duties, 

acquire new and unique knowledge which they share with their colleagues. 

In answering the second research question (RQ 2: What methods are used to improve the process of 

externalizing project knowledge in public organisations?), these are mainly those methods that 

influence the building of positive relationships between colleagues, such as meetings, enabling 

employees to carry out common tasks, and creating a space to exchange experiences (Szajczyk, 2017). 
When creating a knowledge externalization process, it is worth paying attention to aspects 

such as the knowledge life cycle, potential and feasible methods of knowledge extraction, cooperation 

between actors involved in the process and externalization scenarios. These aspects should be 

integrated, the omission of any of them may lead to an externalization gap. In order for institutions to 
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apply methods to improve the externalization of knowledge, it is important to carry out an analysis of 

the stages that occur in the externalization process. In table 3, present your own process proposal. 

 
Table3 . Project stages of knowledge externalization – own proposal 

 
Project stages 

the externalization 

process 

Actions taken in the 

institution under review 

Good knowledge 

management practices 

identified in the literature 

Knowledge life cycle -Production of documents, 

reports, notes 

-Processing of records by the 

Management Process Support 

Section 

-Gathering of available 

- Analysing documentation 

schemes and adapting them to 

changing conditions 

-To facilitate information 

retrieval by introducing a data 

tagging system 

 resources and making them 

available to interested staff 

 

Potential and feasible 

methods of acquiring 

knowledge 

-Formal and informal requests 

for information 

-Creating an organisational 

culture based on trust, 

knowledge and a desire to 

improve 

-elaborating with other entities 

that have experience in 

improving the process 

Cooperation between 

actors involved in the process 

-Occasional project and task 

force meetings 

-introduction of regular 

project and task forces 

Externalization scenario - no such scenario exists in the 

organisation 

-planning the process taking 

into account organisational 

conditions 

-removing externalization 

barriers resulting from 

reluctance to share knowledge 

-introducing a process 

support system 

- space for own initiatives, 

rewarding activity 

Source for column 3: Chris Stary, Jeannette Hemmecke, A Framework for the Externalization of Tacit Knowledge Embedding 

Repertory Grids, Conference: Proceedings of the Fifth European Conference on Organisational Knowledge, Learning, and 

Capabilities, 2004, Kamila Brodzińska, Beata Jałocha, Agnieszka Szostak, Using Action Research for Improvement of Project, 
Knowledge Management, Knowledge Management Practices in the Public Sector, IGI Global, 2019, pp.132-139 

During the work of project teams when the revealed knowledge is not captured in an 

appropriate way it will not be externalized but socialized. An improvement activity in this regard is the 

creation of tools useful for recording and reproducing it. It is also important to raise awareness of the 

benefits of systematically collecting knowledge which can be reproduced. The improvement of the 

externalization process is also influenced by the professionalisation of knowledge management 

processes. It results in enabling employees to raise their competences and stimulating them to share 

newly acquired, useful knowledge. Another method may be the use of support from experts from 

outside the organisation, which will make it possible to analyse existing processes, select the most 

effective activities and implement new ones – not used before, which may prove useful. The work tools 

used in the institution, including technological tools, also influence the improvement of the 

externalization process. It is necessary to guarantee all employees access to them and to train them in 

the use of these tools. 

The knowledge management process is integrated into the organisation's management process. 

Consideration of this by management may be the trigger for a decision to organise this process and 

implement it during each phase of the organisation's activities. Employees involved in transferring their 

knowledge holdings to their colleagues often recognise that the transition from tacit to explicit 

knowledge can support the alignment of the institution's current management systems (Bučková, 2015). 
This is due, among other things, to the high project maturity of these employees, their experience and 

the communication style they adopt. However, due to their multiple responsibilities, they are not able 

to initiate and coordinate the creation of a project knowledge management system. The analysis of the 
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dimensions of knowledge management systems allows us to observe that the direct impact of 

knowledge externalization on their creation is revealed in the functional and institutional aspects, as 

they draw directly on the tacit knowledge of employees. Its externalization facilitates the planning and 

implementation process of knowledge management systems and is helpful in introducing corrections 

and further improvements (Brzostek & Michnia, 2015). Of the knowledge conversion cycles, it is 

externalization that is most immersed in the organisational context (Mahmound, George, Reisel, & 
Pantsios, 2018). 
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Creativity is no stranger to knowledge management and has helped drive innovation and break new grounds in the 

management of knowledge. Organisations in general see creativity as a highly desirable outcome and strive to develop it 

further. This conceptual paper looks at a number of academic writings to identify the role of creativity in knowledge 

management. A number of common themes are identified, while highlighting the need for further research into the 

importance of creativity in knowledge management. 

 

1. Introduction 

The absence of creativity in any task may lead to under performance, and inability to improve 

(Elsbach & Hargadon, 2006). These outcomes can be limiting and restrictive. For organisations to 

run at their highest potential, creativity needs to be a focus or a core value. Egbu, Botterill and 

Bates (2001) identified the need for continuous innovation to have a competitive advantage over 

those that missed opportunities for innovation. This emphasis on creativity as an enabler for 

innovation should apply when one looks at knowledge management. By design knowledge 

management is a fairly abstract concept, as it regularly works with explicit resources, requiring 

some thoughtful creativity and innovation to be effective. 

The notion of increasing the use of creativity in knowledge management may cause one to be self-

reflective, asking ourselves how we currently apply creativity and where can creativity be further 

explored in our knowledge management efforts? Gurteen (1998:6) wrote “…. the term 

'management' is inappropriate is in its relation to tacit knowledge - 

the knowledge in people's heads ....................... knowledge management - in its creative sense - is 

more about nurturing than managing”. To effectively manage a resource such as knowledge, 

creativity is required. 

As knowledge management becomes increasingly popular and new technological resources are 

readily available for knowledge managers to use, the role of creativity should not be understated 

in the effective management of knowledge. This conceptual paper looks at previous works on 

knowledge management and creativity, as it seeks to better understand the role creativity can play 

in knowledge management while identifying strategies for increasing the use of creativity in 

knowledge management. A literature review was conducted to identify academic writings that 

feature both knowledge management and creativity together. Some of the findings are dealt with 

in the following section. 

 
2. Creativity and knowledge management in academic literature 

It is common a concept that the practice of knowledge management and creativity are very 

important factors for organisations working in this volatile, unstable, complex and ambiguous 

(vuca) world, where accelerated change is certain. Creativity and innovation involve the process of 

creating and applying new knowledge. This being the very epicenter of knowledge management 

(Gurteen, 1998). Knowledge and creativity are key resources that support those in positions to 

make decisions that could have significant impact in our current complex conditions (Giampaoli 

& Ciambotti, 2016).
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While facing new challenges and obstacles, people and organisations may have to go beyond their 

tried and trusted knowledge maps and find a new path, potentially enabling them to find new 

solutions. Together knowledge and creativity are not only complementary but also synergic in the 

problem-solving process (Giampaoli & Ciambotti, 2016). The foundational elements of 

knowledge management (KM) (socialization, internalization, combination, & externalization) 

impact on an organisations ability to be creative (Rahimi, Arbabisarjou, Allameh & Aghababaei, 

2011). While other humane aspects of knowledge management such as intuition may also 

contribute to the creative process (Akinci & Sadler-Smith, 2012). According to Gurteen (1998) 

“Knowledge Management needs to fundamentally focus on creativity and 
innovation”. 

The source of creativity is the ability to create something. Creating, from a psychological 

perspective, refers to the production of something unique from other things. This encompasses the 

reduction or enhancement of a phenomenon, along with the transformation and combination of a 

phenomenon with other phenomena, objects, or things. Creativity also refers to the creation of 

something new (a product, a solution, a work of art, etc.) that has some kind of value (Pir Khaaefi, 

1999). 

Creativity is a desired behaviour in an organization, and highly valued (Baer & Oldham, 2006), as 

it brings into existence something which did not exist before, either as a product, a process or a 

thought (Rahimi, Arbabisarjou, Allameh & Aghababaei, 2011). According to Moorhead and 

Griffin (1989) creativity is the process of creating original perspectives and imagination on a given 

situation. Along with these definitions, creativity is also popularly seen as the ability to apply 

knowledge to solve problems. 

Often, we do not need new information to form new ideas, but rather focus and think about the 

information and knowledge that we already have in abundance. Aligning with this, new thoughts 

and ideas come from a kind of thought-play of the mind (making it fun) which may involve 

concepts such as daydreaming of what could or might be (Gurteen, 1998). This aligns with Saulais 

and Ermine (2012) writings where they 
describe creativity “as an evolutionary process of an existing knowledge capital”. 

People were born to be creative and the need to create is a common driving force in human beings 

(Smilkstein, 2004). Gurteen (1998) questions this notion and asks “why do we not see more 

creativity in our world, why are only a minority seen to be considered to be ‘creative and 

innovative’?” He answers this question with the limitation and impact on our perspectives and 

ways to think (world view). 

Giampaoli and Ciambotti (2016) empirical research results confirm knowledge sharing increases 

organisational creativity, while having a direct and positive impact on an 

organisation’s ability to solve problems. These findings should encourage organisations to rely on 

their knowledge and creativity to achieve what others have not done before, key ingredients in the 

recipe to success. It is widely accepted that “knowledge is a key component of all forms of 

creativity” within the confines of modern innovation management (Chapman & Magnusson, 

2006). 

For creativity to exists, knowledge must not just be shared, but also be used and recombined (a 

transfer and processing of knowledge is essential). In some instances, the distinctions between 

knowledge creation and usage seem to be obscure, especially when facing complex systems such 

as creativity (Rahimi, Arbabisarjou, Allameh & Aghababaei, 2011). 

Creativity is an outcome of the combination of existing knowledge and new knowledge (Kogut & 

Zander, 1992). The recombination of new and existing knowledge depends on the creation of 

knowledge and its use. More recently, the importance of knowledge creation and usage has been 

substantially supported for the creation of value and establishing them as crucial factors in the 

creativity process. According to Gurteen (1998) “creativity and innovation are at the cutting edge 

of knowledge management”. 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 64 

 

 

 

Establishing knowledge creation and knowledge usage in the meta-model of knowledge 

management for creativity requires the following considerations (Rahimi, Arbabisarjou, Allameh 

& Aghababaei, 2011): 

• The creation and usage of knowledge are two activities so closely related, one cannot 

be present without the other. 

• The creation and usage of knowledge in the creativity process often cause a spiral 

effect, reciprocally functioning as cause and effect. 

• The natures of the two activities are unique for creativity. For knowledge creation, 

the creativity of human beings, tacit and specialization of knowledge are keys for 

the novelty of creativity; for knowledge use, the harmony amongst users and the 

shared understanding, codifiability and diversity of knowledge are important for the 

success of creativity. 

Findings from Giampaoli & Ciambotti (2016) confirm that elements such as work design, 

organisational culture and organisational structure that promote increased 

creativity have the ability to enhance an organisation’s ability to solve problems. Their findings 

also suggest that to successfully exploit opportunities and achieve what no one else has done 

before, people need to rely on both their knowledge and creativity (Giampaoli & Ciambotti, 2016). 

The working environment has a significant impact on creativity, even if employees are very 

creative they will not be able to express their ability in a restrictive organizational structure or 

culture (Sawyer, 2006). Similarly, Liebowitz (1999:39) identified the importance of appealing 

incentives and a healthy culture for the encouragement of knowledge sharing and innovation. 

According to Vicari (1988) tolerant culture means creative culture. Scholars have begun to 

discover the importance of a firm’s capacity to 

put creativity into practice and not creativity itself (Klein & Sorra; 1996; Weinzimmer et al, 2011; 

Giampaoli & Ciambotti, 2016). Aligning with the concept of the organisation’s culture, Gurteen 

(1998) identifies the biggest hinderance to creativity is the paradigm of an organisation. This 

concept of a paradigm relates to the way things are perceived, communicated and the way the 

world in interpreted. This concept of paradigm is often referred to as a worldview or mindset. A 

key factor to understand about a paradigm is 

that it works at the subconscious level, “it's a bit like thinking the whole world is coloured red not 

knowing we are wearing rose-tinted contact lenses”. 

 
3. Contextual analysis of creativity and KM in academic literature 

Creativity is not a new concept to knowledge management, and ultimately a desirable and natural 

outcome if knowledge is nurtured within your organisation. Based on the work of Gurteen (1998); 

Giampaoli & Ciambotti (2016); Rahimi, Arbabisarjou, Allameh & Aghababaei (2011); Chapman 

& Magnusson (2006) and Saulais & Ermine (2012) the following observations were drawn: 

Value of creativity and knowledge management: all the authors had a high regard for creativity 

and viewed creativity has a desired outcome of knowledge management in an organisation. 

Creativity seems to be a critical feature for thriving in a competitive environment. 

The relationship between knowledge management and creativity: knowledge was considered to be 

a pre-requisite for creativity to occur. Focus was placed on how creativity stems from existing 

knowledge and information. New ideas and creativity stem from things that currently occur in 

society, often it is the application of existing knowledge in a new context or scenario that generates 

creativity. 

The role organisation culture plays in the support of creativity: the culture of an organisation plays 

a significant role in the nurturing of creativity. Organisation cultures that allow people a safe space 

to try something new with little judgement are best suited for creativity. Cultures that promote play 

and fun are more likely to generate creativity.
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Creativity as a focal point within knowledge management: only one of the authors (Gurteen, 1998) 

focuses on the role of creativity within knowledge management. This finding seemed significant 

and lay the foundational motivation for challenging knowledge managers and researchers to put 

more emphasis on creativity when managing knowledge. Creativity was viewed by other authors 

as a complementary outcome when knowledge is freely shared and nurtured. Little is published on 

the use of creativity within knowledge management or how KM can incorporate more creativity to 

achieve it’s desired objectives. 

 

4. Inhibitors of creativity 

Knowledge managers looking to encourage creativity should be aware of common inhibitors of 

creativity. According to Gurteen (1998), there are a number of common inhibitors of creativity that 

organisations and knowledge managers should be mindful of: 

• Enforcing someone to learn, trying to make them more creative or getting them to 

do things in supposed disciplined ways, will often backfire and have the opposite 

effect. 

• Fear is one of the more common blocks on creativity. Fear of the unknown, the what-

ifs, fear of failure. 

• New ideas by nature are extremely vulnerable, and easily destroyed if not 

thoughtfully nurtured. One should view new ideas as new born babies that require 

thoughtful attention and input to ensure they survive and become sustainable, giving 

them sufficient opportunity to develop. 

• Due to the nature of the knowledge economy, information overload has become an 

inhibitor of creativity, with so much information available we can spend too much 

time trying to figure it out, possibly getting a little lost along the way and losing the 

initial inspiration. 

• Judgement is yet another significant inhibitor of creativity. Often, one is quick to 

judge others which leads to a form of self-judgement, potentially holding one in a 

kind of 'creative straight jacket'. To be effective the organisation culture needs to 

discourage judgement. 

• These items together form our paradigm (or world view) which often limits us or 

confines our thinking. The real limitation of creativity is the stranglehold that our 

limiting paradigms and mental models exert over us. We are prisoners of our own 

past - our upbringing, our education and past business experiences. These restrict 

and constrain us in our ability to think and act creatively. 

Knowledge managers should look to reduce or restrict these inhibitors in an attempt to increase 

creativity. However other strategies can be implemented to enhance or improve the level of 

creativity, which are discussed in the following section. 

 

5. Strategies for increasing creativity in knowledge management 

There are a number of strategies that knowledge managers can potentially implement to enhance 

or and improve the level of creativity in knowledge management. The following are discussed in 

no order of significance.



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 66 

 

 

 

Creative confidence is the ability to create a safe space for team members working with knowledge 

management to try new things, adapt current processes and practices with little to no pressure 

(Sakai-Miller, 2021). This creative confidence can enhance the practice dreaming, which allows 

people in your team to think without limitations (either technological or resources). When we think 

past our limitations and dream we can often come up with some very creative ideas, allowing 

people to entertain ideas that were thought to be previous out of reach (Abazov, 2021). 

Learning from failure, requires an organisation to have a spirit of inquiry and a culture of openness 

and trust. Learning from failure requires thoughtful analysis of and discussion of potentially 

unwanted outcomes, often resulting as a by-product of experimentation. 

Knowledge managers should look to foster this culture and focus on the potentially positive 

learnings that come from failure (Cannon & Edmondson, 2005). 

 

Incorporate the concept of play at work, people who experience more fun and joy in their work 

environment are more likely to be comfortable with expressing their ideas and solutions to a 

particular problem (Ford, McLaughlin & Newstrom, 2003). Knowledge managers could further 

explore this concept of play in an attempt to unlock increasing levels of self-expression, potentially 

leading to further creativity and innovation. 

The 50-solutions mentality, is a useful approach to challenges. This perspective encourages teams 

to stretch themselves to identify a significant number of solutions, while opening the door to 

viewing a challenge from a number of perspectives (Sakai- Miller, 2021). The increasing number 

of possibilities may be useful in identifying new ways to achieving a desired outcome, which can 

be of use to knowledge managers. 

Set aside time for creative thinking, a positive way to encourages creative thinking is to set aside 

time for collaborative creative thinking. Often people are too busy or not focussed on creative 

thinking, but when we ensure we set time aside the barriers to creative thinking are significantly 

reduced. Regular team interaction focusing on creativity can positively impact the creativity of the 

team (Abazov, 2021). 

 
6. Conclusion 

As the practice of knowledge management continues to evolve and adapt to incorporate changes 

in our environments and changes in technology, the role of creativity should not be understated. 

Creativity is highly desirable, but like anything of value it takes special input to make it flourish. 

The management of knowledge in any organisation is a demanding task that requires creativity 

and innovation for it to successful, supporting Gurteen (1998) view that “creativity and innovation 

are at the cutting edge of knowledge management”. 

For knowledge management to reach new heights greater emphasis and focus should be placed on 

the role of creativity. The very notion of managing a resource that cannot be seen (tacit by nature) 

should evoke a number of unconventional and unique approaches. This may cause one to further 

explore the possibility of being more creative in our practice. 

For creativity to abound in knowledge management we need to seriously reflect on our world view 

and limiting beliefs which keep us from going further outside of the box. One needs to also closely 

manage the culture in which teams are operating in to ensure freedom of ideas and expression is a 

reality, limiting the judgement. There is so much potential in knowledge management, it is up to 

us to take it to the next level, with the help of creativity and possibility.
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Evaluating the impact of learning from climate data, in addition to bridge data, on the performance of concrete deck condition 

rating prediction is critical for identifying the right data needed to enhance bridge maintenance decision making. Few studies 

have considered such an evaluation and utilized a small size of samples that prevent revealing the knowledge hidden within the 

big size of data. Although, such evaluation over big data seems quite necessary, class imbalance problem makes it challenging. 

To alleviate such a problem, five states, including Alabama, Iowa, New York, Pennsylvania, and South Carolina, were selected 

as the case study. Not only are the states located in three different climatically consistent regions defined by the National Ocean 

and Atmospheric Administration (NOAA), but also their concrete deck conditions ratings are somewhat balanced. To conduct 

the evaluation, this research developed the bridge data set pertaining to 56,288 bridges across the afore-mentioned states 

through employing the GIS technology. The bridge data set contains bridge data derived from National Bridge Inventory (NBI), 

and climate data derived from Parameter-elevation Relationships on Independent Slopes Model (PRISM) climate maps and 

NOAA. Then, two machine learning algorithms, including random forest and GBM, were trained 

- with and without climate data - and their prediction performances were compared. The results indicated that: (1) random 

forest outperforms GBM with an accuracy of 63.3%, and (2) the change in the prediction performance after further learning 

from climate data was marginal since the accuracy reached to 64.9%. 

 

INTRODUCTION 

Bridges are critical nodes in the U.S. transportation system, and their performances affect the 

operating capacity of the system in terms of safety, efficiency, and economy (Hooks & Frangopol, 

2013). The availability of data in various sources provides an opportunity for developing machine 

learning models aimed at predicting bridge deterioration that is fundamental for well-informed 

decision in bridge maintenance and rehabilitation. To do so, a framework is required to build a 

conceptual foundation on collecting data from different and heterogeneous sources which ultimately 

leads to developing accurate models to predict bridge deck condition rating. 

 

BIG BRIDGE DATA ANALYTICS FRAMEWORK 

Liu and El-Gohary (2016) established a big bridge data analytics framework for advancing bridge 

deterioration prediction and interpretation. Three main types of data are processed, integrated, and 

analyzed in the big bridge data analytics framework. These data include 1) NBI, 2) traffic, and 3) 

climate data. 
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RELATED WORKS AND KNOWLEDGE GAP 

Majority of the existing studies that developed predictive models, have used only bridge data and did 

not consider weather data or sufficiently evaluate their impact on the prerformance of the models. For 

instance, Huang (2010) developed an artificial neural network (ANN) model that learned only form 

bridge data and not from climate data. On the other hand, Huang, Mao, and Lee (2010) employed a 

data mining technique to explore factors leading to deterioration of bridges. The authors infer that not 

only bridge characteristics, but also weather-related factors influence deterioration. Chang, Maguire, 

and Sun (2017) combined least absolute shrinkage and selection operator (LASSO) penalized 

regression with the cross validation to select the influential predictor variables on deterioration of 

Wyoming bridges. The results indicate that climate data are not influential. In another study conducted 

by Kim and Yoon (2010), a multiple regression model was developed on bridges in North Dakota. 

The year built, followed by the volume of traffic, and structural characteristics were identified as the 

most contributing predictor variables to deterioration. While climate data, such as precipitation, snow 

fall, and temperature were not identified among those variables. 

SIGNIFICANCE OF THE STUDY 

The objective of this study is to incorporate a big size of bridge data to quantify the impact of climate 

data on the performance of the predictive models. 

CASE STUDY 

Concrete bridge decks located in five states, including Alabama, Iowa, New York, Pennsylvania, and 

South Carolina, were selected as the case study. Concrete bridge decks are those that their type of 

deck system or item 107, in the NBI data, is equivalent to “Concrete Cast-in-Place” or “Concrete 

Precast Panels” (Santamaria Ariza, Zambon, S. Sousa, Campos e Matos, & Strauss, 2020). Such 

conditions were applied to the Big Bridge Data (BBD) collected by Fard (2022) that contains bridge 

data derived from NBI, and climate data derived from PRISM climate maps and NOAA. By applying 

that condition, 56,288 bridges across the afore-mentioned states were retained for conducting the 

experiment. Note that these five states are in three different climatically consistent regions defined by 

the NOAA, as shown in Figure 1. According to Figure 1, Pennsylvania and New York are in the 

Northeast, Iowa is in the upper Midwest, while South Carolina and Alabama are in the Southeast 

region. 

Figure 1 Nine climatically consistent regions within the U.S. “Reprinted from National Centers for Environmental 

Information”. 
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PREDICTOR AND RESPONSE VARIABLES 

Total of 25 predictor variables, including 17 numerical and 8 categorical, were introduced as predictor 

variables. Table 1 lists the 27 predictor variables. 

Table 1 List of 25 predictor variables. 
 

No. Predictor variable Type No. Predictor variable Type No. Predictor variable Type 

1 Age Numeric 10 Precipitation Numeric 18 Highway_District Categorical 

2 ADT Numeric 11 Temp_Min Numeric 19 Design_Load Categorical 

3 ADTT Numeric 12 Temp_Max Numeric 20 Reconstructed Categorical 

4 Lanes_On Numeric 13 Days_MinLT_32F Numeric 21 Main_Material Categorical 

5 Number_Spans_Main Numeric 14 Days_MaxGT_70F Numeric 22 Main_Design Categorical 

6 Length_Max_Span Numeric 15 Avg_Wind_Speed Numeric 23 Spans_Material Categorical 

7 Curb_Width Numeric 16 Peak_Wind_Speed Numeric 24 Spans_Design Categorical 

8 Deck_Area Numeric 17 Precipitation Numeric 25 Deck_Geometry Categorical 

9 Operating_Rating Numeric       
 

 

Basically, condition ratings of bridge decks vary between 0 and 9. Table 2 represents descriptions of 

the bridge deck in various conditions ratings, which were taken from the U.S Department of 

Transportation (FHWA 1995). 

Table 2 Description of deck condition ratings. 
 

Condition rating Description Condition rating Description 

9 Excellent condition 4 Poor condition 

8 Very good condition 3 Serious condition 

7 Good condition 2 Critical condition 

6 Satisfactory condition 1 Imminent failure condition 

5 Fair condition 0 Failed condition 

 

Note that in the five states, there was no concrete bridge deck with condition rating of 3, and a 

negligible proportion (0.79%) of the concrete bridge decks had condition ratings of 0,1, and 2. In 

addition, bridges with condition ratings of 3 or less have reached serious conditions that need 

reconstruction, not inspection. Therefore, concrete bridge decks with condition ratings of 0, 1, and 2 

were removed from further analysis. In addition, concrete bridge decks with condition ratings of 4 

and 5 as well as 8 and 9 were combined and two new condition ratings, termed as 4&5 and 8&9, were 

created. Therefore, the response variable is a multiclass condition rating of concrete decks, with four 

different categories including 4&5, 6, 7, and 8&9, as listed in Table 3. 

Table 3 Multiclass response variable. 
 

Response variable Values 

Multiclass 4&5, 6, 7, 8&9 
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Combing samples from such nearby condition ratings has been used by the existing studies to create 

a balanced dataset (Zhu & Wang, 2021). As shown in Figure 2, the response variable is somehow 

balanced. 

Figure 2 Balanced response variable with four classes. 

 

 
 

EXPERIMENT SETUP 

The total number of 56,288 concrete bridge decks across the five states were split into 80% and 20% 

of the training and test data sets, respectively. The training data set was used to develop two 

classification models, including random forest and GBM, with and without climate data, using h2o 

package (Cook, 2016) in R programming language. The models intend to classify concrete decks, 

into 4 condition ratings, including 4&5, 6, 7, and 8&9. For classification tasks, 𝑛𝑡𝑟𝑒𝑒 = 500 and 

𝑚𝑡𝑟𝑦 = 5 were introduced for both classification algorithms, where 𝑛𝑡𝑟𝑒𝑒 and 𝑚𝑡𝑟𝑦 denote the 

number of trees used to build the model and the number of variables randomly selected at each node, 

respectively. 

RESULTS AND DISCUSSION 

Then, the prediction performance of the developed models was evaluated using the test data. 

According to Table 4, random forest and GBM achieved accuracy of 64.9%, and 63.4% by 

contributing climate data, and 63.3 and 60.9 without contributing the climate data, respectively. 

Table 4 Multiclass response variable. 

 

 Test data 

Machine learning model  

 With climate data Without climate data 

Random forest 64.9 63.3 

GBM 63.4 60.9 

 

CONCLUSION 

The results indicate that random forest outperforms GBM with an accuracy of 64.9% in predicting 

condition ratings of bridge decks in five states. However, climate data marginally could increase the 

accuracy by only 1.6%. Further research seems necessary to develop other machine learning models 

and compare their performances with the results obtained in this study. In addition, incorporating of 

bridge historical data is recommended that may lead to a better predictive model.
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ABSTRACT 

Building predictive models for companies often relies on inference using historical data of companies in the same 

industry sector. However, companies are similar across a variety of dimensions that should be leveraged in relevant prediction 
problems. This is particularly true for large, complex organizations which may not be well defined by a single industry and 

have no clear peers. To enable prediction using company information across a variety of dimensions, we create an embedding 

of company stocks, Stock2Vec, which can be easily added to any prediction model that applies to companies with associated 
stock prices. We describe the process of creating this rich vector representation from stock price fluctuations and characterize 

what the dimensions represent. We then conduct comprehensive experiments to evaluate this embedding in applied machine 

learning problems in various business contexts. Our experiment results demonstrate that the four features in the Stock2Vec 
embedding can readily augment existing cross-company models and enhance cross-company predictions. 
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1. INTRODUCTION 

Traditionally, predictive models are used to solve prediction problems of companies based 

on inference leveraging historical data of companies in the same industry. For instance, sales 

forecasting models can relate company sales to industry sales, and they also relate company variables 

to industry variables to solve short-, medium- and long-term prediction problems (Sharp et al., 1982). 

However, many companies, especially those that are large and complex, are growing businesses 

across different industries so they do not simply belong to one specific industry. Moreover, some 

innovative companies do not have peers yet, so no existing industry can accurately define them. 

Therefore, only considering data from companies in the same industry is not enough and will lead to 

inaccurate predictions of companies. Besides industry, companies are similar to each other and share 

characteristics in other dimensions such as the geographic location and the company size. This raises 

a question: can we learn cross-company information in different dimensions to reduce the limitation 

of existing predictive models? 

Companies are complex organizations and cannot be adequately represented by text-based 

embeddings due to three reasons: First, information about companies may not be fully available in a 

corpus. Second, information about companies may be outdated. Third, information about a company 

may need higher-order reasoning than what
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a text-based embedding can provide. Compared with texts, stock prices, which are the valuation of 

companies, are more informative. For instance, changes to the structure and function of a company 

can ultimately affect its stock price. Additionally, a stock reflects the cumulative prediction of many 

external observers to a company’s performance. In essence, the fluctuations of stock prices are 

sensitive to a variety of company characteristics. 

Moreover, the factors that impact one company can also impact a similar company in many 

dimensions such as geography and industry. Therefore, creating a non-textual embedding based on 

stock price changes across companies over time is a good way to represent a company. 

In this paper, we introduce Stock2Vec, an inexpensive but efficient embedding of company 

stocks to learn cross-company inference. Figure 1 illustrates the two-stage pipeline of our work. In 

the first stage, we use ordered daily price changes in S&P 500 stock over a 5-year span and the 

Word2Vec algorithm to create an embedding for each stock, then we determine the most useful four 

features using machine learning models and obtain an optimized 4-dimensional embedding as our 

Stock2Vec embedding. In the second stage, we evaluate the Stock2Vec embedding by adding it to 

predictive models and working on two company characteristic prediction tasks: predicting the 

company's environmental impact and the company size with and without the Stock2Vec embedding. 

Experiments show that the addition of the Stock2Vec embedding enables a significant performance 

boost over using the original models only. 

Figure 1 

Overview of the two-stage pipeline of creating and utilizing the Stock2Vec embedding. 
 

 

Our contributions are summarized as follows: (i) We introduce Stock2Vec, an inexpensive 

but powerful embedding to represent companies. (ii) We present a detailed analysis of the 

Stock2Vec embedding. (iii) We achieve better performance on two company characteristic 

prediction tasks with the addition of Stock2Vec embedding to predictive models. We also make a 

discussion on the experiment results. 

 

 

2. LITERATURE REVIEW 

2.1. Stock Predictions and Machine Learning 

Stock prediction is important in data-driven decision making and deriving strategies. Stock 

forecasting has been focused on informative external data sources such as: accounting performance 

of companies, macroeconomic effects, etc. (Wang et al., 2020). Machine learning methods can 

predict trends (Behpour et al., 2021), analyze large- scale financial datasets and outperform traditional 

statistical time series models. Therefore, machine learning methods have been used along with 

historical stock prices in traditional technical analysis. Wu et al. (2019) propose that machine learning 

employs two major approaches in forecasting equity returns: The first method is Artificial Neural 

Network (ANN), which is used as a black box for standard factors correlated with equity returns. The 

second approach is forecasting the price time-series, in which price, trading volume, and other 
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statistics are used to represent trading activities as a time-series. The researchers also identify three 

weaknesses in existing models used by computer scientists and financial professionals: undefined 

source of alpha, lack of heterogeneous sets used in models, and ineffectiveness in leveraging cross-

sectional effects, which result in forecasting problems in the training pairs. Shen et al. (2012) 

postulate that features, which are used as inputs to algorithms, are mostly derived from industry-

specific data. Since these approaches ignore pertinent information that may be available in other 

entities, the researchers break through the industry-centric barriers by building a trading model to 

utilize features that are not bound by the market. 

Reinforcement learning (RL), which is generally used to solve the control problem in the 

power system (Yu et al., 2019), can also be applied to stock predictions. Shin et al. (2019) proposes 

a deep multimodal reinforcement learning policy combining convolutional neural network (CNN) 

and long short-term memory (LSTM) model to predict stock prices: various charts are generated from 

stock trading data and go through the CNN layer and the LSTM layer to become features. Then they 

use reinforcement learning to define agents’ policy neural network structure, reward and action, and 

provide buying, selling and holding probabilities as final output. 

2.2. Word Embedding and Word2Vec Algorithm 

Knowledge representation is critical to learning inference and there are many ways to draw 

meaning from information. For instance, exploring similarities through comparison is used to measure 

similar states and circumstances that lead to predictive outcomes. One method to draw meaning 

through associative relationships between entities is embedding. Embeddings are low-dimensional 

translations of high-dimensional vectors, where vectors with stronger relationships are placed closer 

together. Word embeddings cluster similar words together and represent words in multi-dimensional 

vectors (Rizkallah et al., 2020). Thus, word embeddings provide highly informative context about the 

relationship of words and transform seemingly arbitrary combinations of letters into representations 

that are useful for reasoning and generalization. Mikolov et al. (2013) find that word embeddings retain 

70% of their original meaning and help models perform well in natural language processing tasks. In 

natural language processing, there are many applications for word embeddings, for example, being 

used in recommendation systems, named entity recognition, and sentiment analysis. 

Researchers in Google introduced Word2Vec, a popular embedding that carries correlated 

features based on statistical relationships of words and yields a vector representation of words in 

sentences of large corpuses. The Word2Vec algorithm is a fusion of two learning models: Continuous 

Bag of Words (CBOW) and Skip-gram (Mikolov et al., 2013). The Word2Vec embedding not only 

allows reasoning based on similarities but also preserves relative relationships among mathematical 

features. For instance, word embeddings can follow reasoning similarly to conceptual understandings 

such as “woman” + (“king” - “man”) = “queen” and “swimming” + (“walked” – “walking”) = 

“swam”. The success of Word2Vec has led to a series of similar strategies that successfully create 

data representations in different forms and contexts. For example, Node2Vec (Grover and Leskovec, 

2016) creates vector representations of nodes in a graph based on the context of connections within 

the graph. Doc2Vec (Lau and Baldwin, 2016) creates a vector representation of entire documents 

instead of words. And deep learning models such as XLNet are used to capture more complex and 

context-dependent relationships (Peters et al., 2018; Yang et al., 2019). 

2.3. Stock2Vec Works 

The Word2Vec algorithm has been used as a sector embedding for predictions related to 

company stock attributes, and in some cases named as Stock2Vec. Stock2Vec in Wang et al. (2020)’s 

study learns the intrinsic relationships among stocks to make better predictions, in which more similar 

stocks are categorized closer to deploy interactions in the embedding. Lien Minh et al. (2018) also 

build a Stock2Vec embedding to predict stock movement. First, they extract and preprocess financial 

news from a financial news dataset, then label news and stock prices from the news as either negative 

or positive. Using labeled news and Harvard IV-4 dictionary, the Stock2Vec embedding is created 

and then trained by a Bidirectional gated recurrent unit (BGRU) on daily S&P 500 Index stock prices 

from Yahoo Finance. Finally, the trained Stock2Vec embedding is used to predict the effect of 

financial news on stock prices. The researchers also find that Stock2Vec is more effective than other 

embedding methods such as Glove and Word2Vec since it takes the sentiment value of words into 
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consideration. Similarly, Lu et al. (2021) also train Stock2Vec on stock news and sentiment 

dictionaries. But they include political news and stock forum speech in sentiment analysis, and the 

Stock2Vec embedding is trained on CSI 300 stock data. They first use the Bayesian model for 

sentiment classification of the stock forum speech, then use Bidirectional Long Short-Term Memory 

(Bi- LSTM) to extract trading data and investor sentiment index-related features, and finally use 

Contextual Long Short- Term Memory (CLSTM) to integrate and process the political news within 

context. The stock trend is classified as positive with the probability of the stock going up and as 

negative if in the reverse case. 

Compared with previous works, our work has two main differences: First, the 

Stock2Vec embeddings in existing works are derived with text data from news and sentiment 

dictionaries while our Stock2Vec embedding is generated on numeric data from daily price change 

of S&P 500 Index stock. This is premised on the fact that organizations within the same industry 

share similar growth or decline in Corporate Social Performance (CSP), which is asserted by Short 

et al. (2016). Second, previous works focus on predicting stock trends using company 

characteristics, but none of them leverage Word2Vec algorithm to build an embedding that utilizes 

stock prices to predict company characteristics. Dorfleitner et al. (2015) find that Environment, 

Social, Governance (ESG) scores play a major role in the decision-making process of managers and 

investors who are mindful of social responsibilities among other things. Crespi and Migliavacca 

(2020) underscore this by stating that the tendency of linear growth in the ESG score is enhanced 

by their size and profitability. Zumente and Lāce (2021) posit that ESG score has a correlation with 

the trading volume of company stock. Therefore, we use ESG rating and company size as our 

company characteristic prediction tasks, and we show that our Stock2Vec embedding can effectively 

predict company characteristics. 

 

 

3. STOCK2VEC EMBEDDING 

In this section, we first introduce the two datasets used and how to combine and preprocess 

them to the appropriate format for our work, then we describe the detailed steps to generate our 

Stock2Vec embedding. 

3.1. Dataset and Preprocessing 

The dataset used in our work is a combination of two datasets. The first dataset is the S&P 

500 stock data1, which is about historical stock prices for all companies in the S&P 500 index from 

2013 to 2018. This dataset contains daily trading information including trading date, opening price, 

highest price, lowest price, closing price, the number of shares traded, and company stock name. The 

other dataset is the S&P 500 companies with Financial Information2, from which we can get S&P 

500 companies’ names, sectors, and symbols. 

Our data preprocessing step is done using Python. We first combine two datasets according 

to the companies’ stock names and then remove irrelevant information such as the number of shares 

traded. After the cleanup, the preprocessed dataset contains the daily price change of the S&P 500 

stocks, corresponding sectors, and dates. Each of the 505 stocks is represented by 1826 data points 

(365*5+1) containing the daily stock price change for each day from 2013 to 2018. 

3.2. Creating the Stock2Vec Embedding 

We first order the stocks in the dataset based on their daily price change for each day. The 

purpose of this step is to create a ‘sentence’, which is a sequence of stock fluctuation information 

for each day. The daily stock price change is calculated as the difference between the closing and 

opening price for one day, and then divided by the opening price. 

 

__________________ 
1 https://www.kaggle.com/camnugent/sandp500 
2 https://datahub.io/core/s-and-p-500-companies-financials#resource-s-and-p-500-companies-financials_zip 
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The 1826 generated stock sentences are then input to the Word2Vec algorithm which results 

in a high- dimensional Word2Vec embedding. One problem is that what each feature represents is 

unclear, because feature values are arbitrary numbers that describe relationships between objects. As 

a result, the optimal number of features required to represent a company is unclear. To decide an 

appropriate dimensionality for our Stock2Vec embedding, one efficient way is to observe the 

utilization of the embedding in prediction problems and identify the minimum number of dimensions 

necessary to achieve a high accuracy. Specifically, we define an industry sector prediction task based 

on the daily stock price changes, then split the data into a 70% training set and a 30% testing set 

respectively. Next, we use the Word2Vec embedding on four classifiers: Gaussian Naive Bayes (Rish 

et al., 2001), Support Vector Machines (SVM) (Zhang, 2012), Decision Tree (Safavian and Landgrebe, 

1991), and the Random Forest (Breiman, 2001). If one classifier gets a higher accuracy with the 

Word2Vec embedding at a given dimensionality, it stands to reason that the Word2Vec embedding 

with that dimensionality can better represent the original data. Afterwards, we train the Word2Vec 

embedding on the training set and then classify each company to its corresponding sector with the 

remaining test set. 

Figure 2 demonstrates the accuracy of each classifier’s prediction based on the Word2Vec 

embedding with varying dimensions. The accuracy of four classifiers begin to plateau at roughly 4 

dimensions, which means that afterwards increasing dimensions of embedding only increases the 

prediction accuracy by a negligible amount. 

Thus, we decide the optimal dimensionality of the embedding is four and named the new four-

dimensional embedding Stock2Vec. Obviously, Stock2Vec is a lower dimensional embedding for a 

simpler but more meaningful representation of each company. 

 

Figure 2 

Sector prediction accuracy of four classifiers based on the Word2Vec embedding with varying dimensions. It can be noted 
that the accuracy of all classifiers plateau when the embedding has more than four dimensions. 

 

 
4. STOCK2VEC EMBEDDING ANALYSIS 

We analyze the nature of our Stock2Vec embedding from two angles. We first check 

whether the Stock2Vec embedding is optimal, then we explore whether the Stock2Vec embedding 

leads to prediction mistakes. 

4.1. Checking the Stock2Vec Embedding 

To further confirm that our four-dimensional Stock2Vec embedding is optimal, we apply 

Principal Component Analysis (PCA) (Shlens, 2014) to create a graphical representation of the 

Word2Vec embedding and visualize it on a cartesian coordinate plane. PCA is an algorithm utilized 

to compress data into a lower-dimensional space but is less adept at retaining relationships between 

other objects. If the Word2Vec embedding gets a larger explained variance at a given dimensionality, 

that means it represents a higher percentage of information of the original data. Figure 3 below shows 
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that when the dimensionality of embedding is four, the embedding captures over 95% of the variance 

in the dataset, which means that the four-dimensional embedding maintains around 95% information 

of the original data. Moreover, the Word2Vec embeddings with less than four dimensions maintain 

much less original information while embeddings with more than four dimensions do not maintain 

obviously more original information. Although embeddings with more than four dimensions are a little 

bit more informative, higher- dimensional embedding requires more computing resources, which is 

very costly. Therefore, four is confirmed as the most appropriate dimensionality and is applied to our 

Stock2Vec embedding. 

 

Figure 3 

Principal Component Analysis of the Wor2Vec embedding in varying dimensions and their corresponding explained 
variances. It shows how well the Stock2Vec embedding can capture the information in the original data. 

 

 

4.2. Characterizing the Stock2Vec Embedding 

As shown in Figure 2, the SVM model provides a more stable metric of the accuracy out of 

the four classifiers. Thus, we use the SVM model to discuss the company sector prediction results. 

The SVM classifier can consistently attain around 60% accuracy when predicting sectors utilizing 

our Stock2Vec embedding, which indicates that about 60% of the information of a given company 

could be represented by the Stock2Vec embedding. There are mistakes in the prediction results and 

the SVM classifier determines which sectors are commonly confused and therefore are more closely 

related. To analyze the prediction mistakes, we create a confusion matrix to visualize these 

confusions. 

Figure 4 shows the confusion matrix produced by the SVM classifier, in which the 

commonly mistaken sectors can be clearly identified. The sectors along the vertical axis of the matrix 

indicate the companies’ actual sectors while the sectors along the horizontal axis indicate the sectors 

predicted by the SVM classifier. Therefore, accurate predictions lie along the diagonal and confusions 

lie outside the diagonal. Sectors such as Health Care and Information Technology are often 

misidentified, but these sectors have overlap in their services. This fact suggests that most of the 

incorrect predictions are due to the similarities between sectors, which means that these prediction 

mistakes are not caused by our Stock2Vec embedding. 

This conclusion is further supported by Figure 5, which is the PCA plot showing the clusters 

formed by the companies’ sectors. Sectors such as Utilities and Energy have few errors in the 

confusion matrix, and the clusters formed by them on the plot are far from clusters formed by other 

sectors. This fact suggests that Utilities and Energy do not share many traits with other sectors. In 

contrast, the clusters formed by highly confused sectors such as Industrials, show a wider distribution 

that overlaps with various clusters formed by other sectors. Therefore, our Stock2Vec embedding 

makes it easy to visualize and interpret the relationships between companies and their corresponding 

sectors.
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Figure 4 

Confusion matrix of the SVM classifier predicting companies’ sectors using the Stock2Vec embedding. Redder areas indicate 
a greater amount of confusion while bluer areas indicate little to no confusion. 

 

 

Figure 5 

PCA plot of colored-coded companies and their corresponding sectors. The corresponding relationships are indicated down 
right. 

 

 
 

5. APPLICATIONS 

To evaluate the viability of the Stock2Vec embedding, we design two prediction tasks of 

company characteristics: predicting the environmental impact of companies and predicting the size of 

companies. We also compare the results of using and not using the Stock2Vec embedding in these two 

tasks.
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5.1. Data 

For the prediction task of companies’ environmental impact, we gather the Environmental, 

Social, and Governance (ESG) ratings’ data from Sustainalytics web portal3 and built an ESG ratings’ 

dataset. For the prediction task of companies’ size, we obtain an employee-count dataset from 

Liberated Stock Trader website4. We split our datasets into a 70% training set and a 30% testing set. 

5.2. Experiments and Results 

For the prediction task of companies’ environmental impact, we first perform a linear 

regression model using the ESG ratings dataset. Then we add the four features in the Stock2Vec 

embedding to the ESG ratings dataset from four dimensions (Dim1, Dim2, Dim3, and Dim4), and 

run the linear regression model again on the enlarged dataset. The same steps are repeated on the 

prediction task of companies’ size. And for both tasks, we use the Ordinary Least Squares (OLS) 

estimator, which is a linear least squares method to estimate the unknown parameters in a linear 

regression model, to fit the model to the datasets. 

As seen in Figure 6, when the four additional features are not added to the two datasets, the 

linear regression model achieves R2 values of 10.5% for the prediction of employee count, and 2.0% 

for the prediction of ESG rating. After adding our Stock2Vec embedding, the R2 value of the 

prediction of employee count increases from 10.5% to 12.4%, noting a 1.9% improvement. 

Similarly, the R2 value for the prediction of ESG rating rises from 2.0% to 11.3%, which is a 9.3% 

boost. Therefore, the linear regression model receives a drastic improvement in accuracy on the two 

prediction tasks with the help of our Stock2Vec embedding. 

 

Figure 6 

R2 values achieved by the regression models for the ESG rating prediction and the employee count prediction. For both tasks, 
the R2 values increase when the Stock2Vec embedding is included. 

 
 

 
 

To confirm the importance of the Sotck2Vec embedding, we need to interpret the model and 

determine which features are most beneficial for the prediction tasks. Feature importance is the most 

useful interpretation tool to identify important features, so we use the Random Forest Importance 

(Strobl, 2008), which is a reliable and efficient technique and can be applied to any model, to 

extrapolate the significance of each feature in the OLS model for the ESG Ratings prediction task 

and the employee-count prediction task. 

 

__________________ 
3 https://www.sustainalytics.com/esg-data 
4 https://www.liberatedstocktrader.com/sp-500-companies-list-by-number-of-employees/
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As shown in Figure 7, the importance score indicates the significance of each feature in the 

prediction making process, and the four features in our Stock2Vec embedding (Dim1-4 represent 

four dimensions that the four features add to) contribute the most to the ESG Ratings OLS model. 

Similarly in Figure 8, the Stock2Vec features also bear high importance compared with other features 

used in the employee-count prediction. The feature importance scores confirm that the Stock2Vec 

embedding plays a major role in raising the R2 values of the prediction tasks. 

Figure 7 

Random Forest Importance score of each feature used in the ESG Ratings OLS model. 
 

 
Figure 8 
Random Forest Importance score of each feature used in the employee-count OLS model. 

 

 
5.3. Discussion 

5.3.1. Employee-Count OLS Model 

We use the residuals plot to analyze the variance of error in the employee-count OLS 

regressor. As shown in Figure 9, the residual points are randomly dispersed around the horizontal 

axis, which indicates that the model is appropriate for the data.
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Figure 9 

Residuals for the employee-count OLS model 
 

 
Figure 10 shows that the R-squared, which measures the accuracy of the model, is 10.5% 

for the employee- count model without adding the four features in the Stock2Vec embedding. And 

after adding the Stock2Vec features, as shown in Figure 11, the R-squared is 12.4% for the model. 

Additionally, the p-values of the four Stock2Vec features X3, X4, X5, X6 are lower than the p-value 

of the variable X2, which is 0.919. X2 is the MarketCap feature from the original employee-count 

dataset. Hence, the addition of the four features in the Stock2Vec embedding helps improve the 

model. 

Figure 10 
Prediction summary of the employee-count OLS model without the Stock2Vec embedding. 
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Figure 11 

Prediction summary of the employee-count OLS model with the Stock2Vec embedding. 
 

 
5.3.2. ESG Ratings OLS Model 

Figure 12 shows the residuals plot of the ESG ratings OLS model, which is used to analyze 

the variance of error in the ESG ratings OLS regressor. We find that the residual points are randomly 

dispersed around the horizontal axis of the predicted value, which confirms that it is a well fitted 

model. 

Figure 12 

Residuals for the ESG ratings OLS model 
 

 
Figure 13 and Figure 14 show that the R-squared of the ESG ratings model performs better 

when we add the four features in the Stock2Vec embedding. Initially in Figure 13, the accuracy score 

is only 2.0%. After adding the four features, the accuracy immediately boosts to 11.3 % in Figure 

14. Consequently, the four Stock2Vec
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features represented by X8, X9, X10 and X11 are statistically significant with p-value scores of 0.003, 

0.035, 0.008, and 0.001 respectively. All the p-values of the four features are less than the p-value of 

X2, which is 0.980. This indicates that the four features have a significant impact on the ESG ratings 

prediction. In conclusion, the addition of the Stock2Vec embedding significantly improves the model. 

 

Figure 13 

Prediction summary of the ESG ratings OLS model without the Stock2Vec embedding. 
 

 
Figure 14 
Prediction summary of the ESG ratings OLS model with the Stock2Vec embedding. 
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6. CONCLUSION 

In this paper, we present Stock2Vec, an efficient embedding to represent companies. We 

use two datasets and two company characteristic prediction tasks to analyze and evaluate the 

capability of the Stock2Vec embedding. The experiment results demonstrate that the Stock2Vec 

embedding can characterize companies using only their stock information, and that company 

characteristic prediction results can be improved by adding the four Stock2Vec features to predictive 

models. Moreover, the construction of the Stock2Vec embedding is fast and can be shared readily, 

which is less expensive than other existing methods. Our Stock2Vec embedding breaks the limitation 

of existing predictive models and provides insights to future studies of business such as stock market 

analysis and predictive models generation. In the future, we plan to include more advanced 

embedding techniques such as BERT to improve the prediction performance. 
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Precision medicine is an emerging approach for disease treatment and prevention that considers 

individual variability in genes, environment, and lifestyle for each person. Big data analytics (BDA) 

using cutting-edge technologies helps to design models that can diagnose, treat and predict diseases. 

In Ethiopia, healthcare service delivery faces many challenges specifically in relation to prescribing 

the right medicine to the right patient at the right time. Thus, patients face challenges ranging from 

staying on treatment plans longer, and then leaving treatment, and finally dying of complications. 

Therefore, the aim of this paper is to explore the trends, challenges, and opportunities of applying 

BDA in precision medicine globally and take lessons for Ethiopia through a systematic literature 

review of 19 peer reviewed articles from five databases. The findings indicated that cancer in general, 

epilepsy, and systemic diseases altogether are areas currently getting big attention. The challenges are 

attributed to the nature of health data, failure in collaboration for data sharing, ethical and legal issues, 

interoperability of systems, poor knowledge skills and culture, and poor infrastructure. Development 

of modern technologies, experimental technologies and methods, cloud computing, Internet of Things, 

social networks and Ethiopia’s government initiative to promote private technological firms could be 

an opportunity to use BDA for precision medicine in Ethiopia. 

 
Key words: precision medicine, big data, big data analytics, Ethiopia 

 

1. Introduction 
 

1.1. Background 

Precision medicine is not a one-size-fits-all approach, but a new area of disease treatment 

and prevention in which patients receive personalized medicine (Schaefer et al., 2019). It 

aims to combine comprehensive data (big data) collected over time about human genetics, 

environment and lifestyle to improve understanding and discovery of disease, support drug 

development, and provide appropriate therapies (Huang et al., 2016). 

According to the Precision Medicine Initiative, precision medicine is an emerging 

approach for disease treatment and prevention that considers individual variability in genes, 

environment, and lifestyle for each person. This approach will help doctors and researchers 

predict more accurately which treatment and prevention strategies for a particular disease 

will work in which groups of people (United States National Library of Medicine, 2020). 

Although precision medicine may appear to be a radical and innovative concept, it was 

first described around 2000 years ago in “The Yellow Emperor’s Canon of Internal 

Medicine” (Roda et al., 2017). Precision medicine stands in contrary to the “one size fits 

all” concept, which expects researchers to develop disease treatment and prevention 

strategies for an “average” patient without much consideration for inter-individual 

variances (Roda et al., 2017). Unfortunately, when treating according to standardized 

therapeutics protocols, a given drug may be ineffective or inappropriate for a high 

proportion of patients, ranging from 40% to 70% or higher (Roda et al., 2017). 

Medicines contributes to the improvement of quality of life and life expectancy by 

relieving symptoms, delaying disease progression, and curing diseases (Kefale et al., 2020). 

However, no drug is entirely harmless and can be associated with emergency department 

visits, hospitalization, in-patient, and outpatient care complications (Kefale et al., 2020). 

Medication Related Problems (MRPs) are unwanted effects that actually or potentially 
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interfere with health outcomes. They are significant causes of patient morbidity, mortality, 

economic loss, and contribute to overall pressure on the healthcare system (Kefale et al., 

2020). MRPs include medication errors, adverse drug events, and adverse drug reactions 

(ADRs). The findings of Kefale et al. (2020) indicated that, almost half of the study 

participants had indication-related MRPs, while effectiveness and safety-related MRPs 

occurred among one in four patients. In addition to this, different socioeconomic, disease-

related, medication-related, and healthcare-related variables contribute to the development 

of MRPs and ADRs. 

Ethiopian government has developed health sector development plan (HSDP-I to 

HSDP-IV) and health sector transformational plan (HSTP) recently in order to mitigate 

challenges observed in healthcare service quality and access (Federal Ministry of Health 

[FMOH], 2015). Moreover, government and non-government supported initiatives are 

playing a significant role in adopting ehealth services like, mobile health, telemedicine, 

Electronic Health Record (EHR), Electronic Health Management Information System 

(eHMIS) etc., to excel service delivery which in turn generates a potential amount of 

electronic health record (FMOH, 2014). This shows a possible need for a new approach 

which can leverage the existing trends in a vast collection of data and get knowledge for 

quality clinical decision making and prescribing the right medicine for the right patient at 

the right time. Therefore, this issue can be solved by employing Big Data Analytics (BDA) 

on abundant health data across the country to reach for the anticipated better healthcare 

service delivery. 

BDA is often a complex process of examining big data for information such as hidden 

patterns, correlations, market trends, and customer preferences that can help organizations 

make informed business decisions (Chai et al., 2021). Akal et al. (2019) defined BDA as 

the process of capturing and storing huge volumes of data which have different formats 

and are generated in high velocity. It also refers to the process of analyzing big data for the 

purpose of decision making, strategic planning, and policy formulation (Akal et al., 2019). 

BDA in healthcare involves analyzing large amounts of electronic data related to the health 

and well-being of patients. This data is so diverse that it is difficult to measure with 

conventional software or hardware (Galetsi et al., 2020). Therefore, such huge data can be 

easily analyzed and used for decision making purpose through applying BDA (Chai et al., 

2021). 

 

1.2. Problem Statement 

In Ethiopia, BDA concepts and their implementation are either not known or left as 

insignificant in both government and non-government data intensive work environments. 

A case study conducted in four big data generating industries in Ethiopia namely, Ethiopian 

Telecommunication Corporation, Agricultural Transformation Agency, Payment systems, 

and Ethiopian educational networks indicated that, they are not using BDA for decision 

making due to lack of BDA awareness, data integration challenges, lack of skilled expertise 

in the areas, etc. (Akal et al., 2019). 

Regarding precision medicine in Ethiopia, there is no research work done indicating 

the application of BDA in Ethiopian health sector in reaching for precision medicine or 

other healthcare service. According to WHO report, Ethiopia is among the countries which 

do not have a policy for the implementation of BDA and also BDA is not yet implemented 

in the health sector (WHO, 2016). 

Developing countries like Ethiopia face challenges in providing quality medical 

diagnosis and treatment to patients. Gutema et al. (2018) and Gebretekle et al. (2018) noted 

that inability of medical professionals in prescribing precise medication for their patient is 

an indication of some of the challenges observed on a daily basis. The outcomes due to 

such medical errors could be fatal or sometimes result in an elongated medical attention 

which is uneconomical and may lead the patient to dropout from the treatment plan 

altogether (Endalemaw et al., 2020). 

The aim of this study is to investigate the current trends, challenges and opportunities 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 89 

 

 

 

of applying BDA in precision medicine globally and take lessons for Ethiopia through 

literature review of peer reviewed articles. This review is organized around the following 

research questions: 

RQ1: What are the current trends in excelling the quality of medication using big data 

analytics? 

RQ2: What challenges are observed in employing big data analytics for precision 

medicine? 

RQ3: What opportunities are available for the successful implementation of big data 

analytics for precision medicine in Ethiopia? 

 

2. Methodology 

The literature review is organized with the main goal of excavating application of BDA in 

developed and developing countries focusing on its implementation, challenges and 

opportunities in order to identify concepts, tools, policies, and methods significant for the 

proper implementation of BDA in Ethiopia. For this particular study, systematic literature 

review (SLR) was employed to search for peer-reviewed journal articles from reputable 

sources. As Xiao & Watson (2017) presented, systematic literature review can be 

conducted within the framework of the following eight steps. These are (1) formulating the 

research problem; (2) developing and validating the review protocol; (3) searching the 

literature; (4) screening for inclusion; (5) assessing quality; (6) extracting data; (7) 

analyzing and synthesizing data; and (8) reporting the findings. The steps are pictorially 

presented in Figure 1. 

 

 

 
Fig. 1. Process of Systematic Literature Review
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2.1. Planning the Review 

Step 1: Formulate the Problem 

The problem is well articulated and presented in (section 1.2.), which clearly presented the 

challenges in prescribing medicines in developing countries like Ethiopia, and this can be 

solved through the emerging technologies like BDA. 

Step 2: Develop and Validate the review protocol 

In this phase a review protocol is developed to systematically execute the review process. 

Thus, the review protocol was developed based the trends followed by different scholars to 

develop review protocol (Haghi Kashani et al., 2021; Mengist et al., 2020). Accordingly, 

we have prepared a protocol consisting of, search question, inclusion and exclusion criteria, 

database to be searched, search strategy, data extraction and analysis, declaration of interest 

and time frame. 

Regarding search questions, as articulated under the section problem statement, the 

research is governed by three research questions with the overall goal of finding literatures 

dictating about implementation of BDA in precision medicine. Specifically, the questions 

addressed, implementation of BDA in precision medicine in the developed and developing 

world, identifying challenges and opportunities of BDA in precision medicine, and 

exploring opportunities to implement BDA for precision medicine in Ethiopia. In terms of 

inclusion and exclusion criteria, as presented in Haghi Kashani et al. (2021), criteria were 

set to pick significant articles for the identified problem. Table 1 presents the inclusion and 

exclusion criteria used for this literature review. 

Table 1. Inclusion and Exclusion Criteria 

 
  Criteria  

Inclusion 1. Research article that presents challenges, opportunities, 

and practices of BDA in precision medicine 
2. Research articles published from 2015 to 2022 

3. JCR indexed journal articles 

4. Peer-reviewed journal articles 

Exclusion 1. Research articles that do not explicitly discuss about 

BDA and precision medicine 

2. Books, book chapters, conference papers, symposiums, 
and non- English scripts 

3. Short articles (less than six papers) 

4. Commentaries or review articles 

 

In relation to the databases to be searched, five electronic databases namely, Emerald, 

IEEE Xplore, PubMed, Science Direct, and Taylor and Francis were used based on their 

popularity in the area of interest. 

In terms of the search strategy, keywords representing research questions were used to 

search articles which met the inclusion criteria. Whereas, data extraction was done through 

intensive reading of the articles and recording the findings in a sheet prepared for this 

particular purpose, analysis was done by putting ideas into already identified four themes. 

 
The authors of this article declare that they have no conflict of interests. 
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2.2. Conducting the Review 

Step 3: Search the Literature 

Literature search is conducted using key words, “big data analytics”, “precision medicine” 
and “big data analytics and precision medicine” on five identified electronic databases 

based on article’s title. Titles were used to support the searching process and avoids the 

extra time to be wasted in reading the entire content. The search results were exported to 

an excel sheet for further understanding and support screening as shown in Table 2. 

Step 4: Screen for Inclusion 

In this SLR, article screening is done by manually reading the abstract and looking for 

association in terms of the research questions. Thus, articles matched with the inclusion 

criteria and having proximity to the research topic are selected to undergo the SLR. 

Accordingly, based on the proximity to the research topic and criteria for choosing each 

paper, 19 published articles which correlated with the criteria were selected to undergo an 

in-depth review. The summary of selected articles is presented in Table 2. 

Table 1. Inclusion and Exclusion Criteria 

 
 

Database Search Result Selected Articles 

Emerald 23 - 

IEEE Xplore 7 3 

PubMed 47 13 

Science Direct 38 3 

Taylor and Francis 314 - 

 

Step 5: Assess Quality 

The authors have critically reviewed each of the articles in the final list to confirm quality. 

Accordingly, all of the 19 articles have strong relationship with the research topic and have 

good quality. 

Step 6: Extract Data 

The data from each of the articles was extracted through a rigorous review and organized 

in a form of annotated bibliography. Thus, a bibliography for all of the 19 articles was 

prepared to support the subsequent analysis and synthesis. 

Step 7: Analyze and Synthesize Data 

The data organized in annotated bibliography was analyzed based on the main goal of the 

SLR. After getting the concept behind each of the selected articles and considering the 

research questions, data was synthesized to build up sound and significant answers for each 

question and overall achieve the aim of the literature review. 

 

2.3. Reporting the Review 

Step 8: Report Findings 

The findings of this systematic literature review are presented in the discussions and 

conclusion sections of this paper. Further, the authors made recommendations for all the 

concerned bodies for the proper implementation of BDA in precision medicine based on 

the findings of the paper.
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3. Literature Review 

The literature review consists of four sections, namely: overview of precision medicine, 

trends of BDA in precision medicine, challenges and opportunities of applying BDA in 

precision medicine. Further, discussion, conclusion and recommendations are included 

based on the findings of the SLR. 

 

3.1. Overview of Precision Medicine 

Precision medicine in its broad sense is not a new approach, where medical doctors have 

been delivering the usual therapies and preventative care that will best suit the particular 

patient considering all relevant individual-oriented factors (Schaefer et al., 2019). Though, 

medical diagnosis and treatment capabilities are growing, the need for a better care and 

treatment is always a question for humankind. Precision medicine promotes transformation 

in healthcare, medical decisions, treatments, practices and products customized to a 

subgroup of patients based on understanding of individual genes, environment and lifestyle 

(Naithani et al., 2021). 

Precision medicine which was announced by the former president of the United States, 

Barack Obama in 2015, has been identified as a promising advancement to impact 

automated medical decision making (Ghitza, 2015). It aims to establish a new research 

framework accelerating the innovation of the right treatment, for the right patient, at the 

right time, (Sadat Mosavi & Filipe Santos, 2020). The core of precision medicine is the 

analysis, identification and verification of biomarkers for a large sample population and 

specific disease types with the help of cutting-edge technologies such as genome and 

proteome determination, so as to accurately find the causes of diseases and therapeutic 

targets, (Vargas & Harris, 2016). The identification of biomarkers lays a necessary 

foundation for precise medicine. 

Naithani et al. (2021), also noted that precision medicine has a wide range of 

applications in both diagnostic and therapeutic fields which include: development of new 

omics signature-based biomarkers; development of pharmacotherapy based on pharmaco- 

omics; precision medicine in oncology; precision medicine in chronic disorders; precision 

medicine in emergency care; and precision medicine in infectious diseases. 

Precision medicine is challenged by its nature of data-intensiveness; hence it requires 

large volumes of data which needs to be collected and analyzed which is not only costly 

but also needs labor and technical knowhow. In addition to this, data anonymization, 

security, ethical challenges, noise, and turnaround time of data analysis are critical issues 

to be considered during implementation of precision medicine, (Naithani et al., 2021). The 

ultimate goal of precision medicine is to provide rational pharmacotherapy, i.e. to prescribe 

the right drug to the right patient in the right dose at the right time avoiding harm to the 

patient (Naithani et al., 2021). 

 

3.2. Trends of BDA in Precision Medicine 

The concept of big data refers to sets of data with a scale and complexity that enforces the 

use of dedicated analytical and statistical approaches, though exact and universally 

accepted definition does not exist (Alonso et al., 2017). Whereas, in the case of 

biomedicine, big data include large-volume and highly diverse biological, genetic, clinical, 

environmental and lifestyle information collected from single individuals as well as large 

cohorts in relation to their disease and/or wellness status at one or several time points 

(Auffray et al., 2016). As Wu et al. (2017) noted, big data in healthcare constitutes, large 

omics data collected through next generation sequencing technology and mass 

spectrometry, and electronic health record (EHR) which is collected through patient-doctor 

interaction in healthcare institutions. 

Big data in healthcare and medicine refers to various large and complex data, which 

are difficult to analyze and manage with traditional software or hardware. BDA covers 

integration of heterogeneous data, data quality control, analysis, modeling, interpretation 

and validation, (Ristevski & Chen, 2018). Application of BDA generates comprehensive 
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knowledge discovered from the available huge amount of data which provides 

comprehensive benefits to the patients, clinicians, and health policy makers (Ristevski & 

Chen, 2018). 

Ristevski and Chen (2018) noted that, applications of BDA can enhance the patient- 

based service to detect spreading diseases earlier, generate new insights into disease 

mechanisms, monitor the quality of the medical and healthcare institutions as well as 

provide better treatment methods. BDA can be used for treating different types of diseases 

from infectious to complications like cancer. As Gameiro et al. (2018) noted, cancer and 

psychiatry have the lead in using precision medicine to provide tailored medicine for 

patients based on their unique characteristics. 

According to Shah and Masters (2020), lung cancer is the leading cause of cancer death 

in men and women in the United States and more than 80% of these patients have non- 

small cell lung cancer. The authors mentioned that, in recent days due to advance in 

technology, immunotherapy has made possible to treat patients even those whose cancer 

stage reached stage IV. 

In a study conducted by Prabhakaran et al. (2020), there is a clear finding indicating a 

critical progress within the advancement of precision medicine for colorectal carcinoma, 

impacting areas of screening, treatment, and potentially prevention. Advancement in 

molecular techniques have made it possible for far better selection of patients for treatments 

and it is vital that mutational investigation is performed at the time of diagnosis to guide 

treatment. Striano and Minassian (2020) noted that, due to advances in next generation 

sequencing, the previously known medications for epilepsy which are anti-seizure drugs 

are being replaced by personalized therapeutic approaches (precision medicine). Hence, the 

genetic tests could forward directions for the genetic causes of several epileptic conditions 

which have been unveiled and remarkably improved our knowledge on the pathogenesis of 

epileptogenesis. 

Pinker et al. (2018) noted that, radiogenomics can be used to identify breast tumor 

status using genetic and radiomic data by correlating with individual’s life style and 

environmental variables to aid the treatment and prevention of breast cancer. In a study 

conducted by Song et al. (2020), precision medicine is used to treat diseases of motor 

system, circulatory system, respiratory system, urinary system, endocrine system, nervous 

system, and reproductive system as well as cancer. Moreover, precision medicine sets a 

conducive environment for efficient drug development and reduces the cost of 

development. 

 

3.3. Challenges of Applying BDA in Precision Medicine 

The health data by itself creates challenges for the success of precision medicine. Some of 

these challenges hindering BDA are collecting large amount of data, heterogeneity of data 

sources, noise of experimental omics data, variety of experimental techniques, 

environmental conditions, and biological nature (Ristevski & Chen, 2018). The issues 

indicated above should be carefully analyzed before combining such heterogeneous data 

and before employing machine learning methods. 

These inadequacies might lead to the lack of quality of some of the data points, such 

as missing values or outliers. In spite of these downsides of the omics data (i.e. genomics, 

epigenomics, microbiomics, lipidomics, proteomics, transcriptomics etc.), EHRs data are 

exceptionally impacted by the staff who entered the patient’s information, which can lead 

to entering missing values, inaccurate data as a result of mistakes, misconception or wrong 

understanding of the original data (Wu et al., 2017). 

Pastorino et al. (2019) indicted that, challenges in BDA are altogether credited to 

failure in collaboration for data sharing, ethical and legal issues, data heterogeneity, data 

security, analytical flows in analyzing data and lack of suitable infrastructure for data 

storage and computation. One of the biggest challenges to carry out precision medicine 

experiments is providing adequate protection for private health data while sharing data 

among stakeholders (hospitals, research organizations, pharmaceutical companies, 
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insurance companies, and ownership of cloud servers) (Sethu et al., 2020). Precision 

medicine is also challenged by heterogeneous data integration and joint processing to 

support new knowledge discovery. In significance to precision medicine advances, 

genomic analysis and molecular profiling are a computationally intensive task (Panayides 

et al., 2019). 

 

3.4. Opportunities of Applying BDA in Precision Medicine 

Rapid development of the emerging information technologies, experimental technologies 

and methods, cloud computing, Internet of Things, social networks supply large volume of 

generated data which is growing tremendously in numerous research fields, (Ristevski & 

Chen, 2018). Innovation of new platforms, tools and methodologies for storing and 

structuring data has made collecting data from EHRs, social media, patient summaries, 

genomic and pharmaceutical data, clinical trials, telemedicine, mobile apps, sensors and 

information on well-being, behavior and socio-economic indicators to be easier. Healthcare 

professionals can benefit from such Big Data immensely (Pastorino et al., 2019). 

Although some of the hardest challenges for computing systems are focused on 

extreme data analytics and data-intensive simulations such as streaming data analysis and 

virtual patient design; machine learning on high dimensional data represents a prevalent 

concern. As a result, advanced machine learning methods such as deep learning and 

platforms for cognitive computing represent the future toolbox for data-driven analysis of 

biomedical big data (Cirillo & Valencia, 2019). 

According to Song et al. (2020), in the future, with the decrease of gene sequencing 

cost, the application of metagenomic sequencing and the progress of molecular pathology 

epidemiology will boost the development of precision medicine. In cognizant to the above, 

investment over new technology and human capital are essential for the successful 

implementation of BDA in precision medicine, (Pastorino et al., 2019). 

 

4. Discussion 

In our study, the SLR showed insights on the current status of precision medicine, the 

challenges faced by the developed countries while implementing BDA and associated 

opportunities that would be exploited to further grow a rich BDA in the area of precision 

medicine. Many scholars presented, precision medicine is being utilized in the areas of 

diagnosis, treatment and prediction of disease outcomes, (Naithani et al., 2021; Schaefer et 

al., 2019; Vargas & Harris, 2016). Nowadays, precision medicine is used in treating 

diseases ranging from infectious to chronic diseases, cancer, mental disease etc. (Gameiro 

et al., 2018). Developed nations are taking advantage of Big Data to solve problems which 

were impossible to manage using human cognitive skill. Developing countries are also 

looking forward to exploit big data analytics to alter health related issues. 

Many of the challenges in implementing precision medicine are associated with the 

data itself. Hence, big data comprises data which is characterized by: volume, value, 

velocity, variety, veracity, and variability. Data quality is the first challenge which might 

lead to making wrong clinical decisions if not taken with great care (Wu et al., 2017). 

Integrity of data is another challenge whenever sharing and storing data (Pastorino et al., 

2019). 
Infrastructure which is used for capturing, storing, analyzing and sharing big data 

demands a big budget and seems challenging for developing or under developed countries. 

Initiatives in developed countries are building platforms for storing, processing and sharing 

data. They are also providing a software solution to manage data in distributed manner. 

This trend can also be used by developing countries like Ethiopia to exploit BDA so as to 

leverage its benefits. 

Human capital is very essential for the successful implementation of BDA in precision 

medicine. It all begins from equipping physicians with the knowledge of recording the 

correct patient data in the right format into the right database and extends to applying 

appropriate analysis techniques to generate knowledge by the data scientists. Therefore, 
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trainings for every stakeholder like, physicians, data scientists, IT professionals, etc. to fill 

the knowledge and skill gap could potentially affect the effective implementation of BDA 

in developing countries. 

BDA needs a policy to guide its implementation and to provide the necessary support 

expected from each stakeholder. In the case of Ethiopia, Big Data analytics has no policy 

for its implementation and administration (WHO, 2016). Moreover, advancement in 

computing, high band-width data transmission, cloud computing, sophisticated machine 

learning methods and the like will be potential enablers for the growth of BDA in developed 

and developing countries (Ristevski & Chen, 2018). 

In Ethiopia, the government’s withdrawal of a law which has been disallowing private 

telecommunication firms to invest and operate has brought opportunities to attract global 

telecom firms to invest and build their own network infrastructure which could enhance the 

existing Ethio-Telecom network facilities. This would potentially help the health sector to 

build a national data repository on a cloud-based storage; systems capable of collecting and 

storing data across the country; accessing global databases for different types of data for 

research and other purposes; and promote data and knowledge sharing among institutions 

and many more. Further, the fast-growing health data and global push factor to use BDA 

would be the opportunities for implementing big data analytics specially to support the 

attempt to provide tailored clinical services (precision medicine) to the people of Ethiopia. 

The infancy or total absence of BDA in the health sector of Ethiopia would be both a 

challenge and an opportunity. The challenge is, it requires a lot of budget to setup the 

infrastructure (hardware and software) needed for the successful implementation of BDA. 

Whereas, all the challenges learned from countries which already built and using BDA 

based systems would be an opportunity to design and develop such kind of systems at 

relatively lower cost and with better understanding of the problem domain. Further, 

policies, strategies and methods can be easily adopted from the pioneers and even through 

collaborations technical support, knowledge, skill transfer and resource support could be 

obtained. 

 

5. Conclusion 

Precision medicine is an emerging area for disease treatment and prevention whereby a 

patient receives personalized medicine in contrast to a one size fits all approach. It aims to 

combine big data collected over time about an individual’s genetics, environment, and 

lifestyle, to advance disease understanding and interception, aid drug discovery, and ensure 

delivery of appropriate therapies. The core of precision medicine is the analysis, 

identification and verification of biomarkers for a large sample population and specific 

disease types with the help of cutting-edge technologies such as genome and proteome 

determination, so as to accurately find the causes of diseases and therapeutic targets. The 

identification of biomarkers lays a necessary foundation for precision medicine. 

BDA can enhance patient-based services, to detect spreading diseases earlier, generate 

new insights into disease mechanisms, monitor the quality of the medical and healthcare 

institutions as well as provide better treatment methods. These days, BDA is being used for 

treating different types of diseases ranging from infectious to complicated like, cancer and 

psychiatry. Many scholars indicated that BDA is being used for treating lung cancer, 

colorectal cancer, epilepsy, breast cancer, and in general systemic diseases of motor, 

circulatory, respiratory, urinary, endocrine, nervous, and reproductive systems. 

The major challenge in applying BDA in precision medicine is attributed to healthcare 

data. Some of the challenges of healthcare data are collecting large amount of data; 

heterogeneity of data sources; noise; variety of experimental techniques; and 

environmental conditions and biological nature of healthcare data. Further, failure in 

collaboration for data sharing, ethical and legal issues, data protection, analytical flows in 

analyzing data and lack of appropriate infrastructure for data storage and computation poses 

a challenge when applying BDA for precision medicine. 

Rapid development of the emerging information technologies, experimental 
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technologies and methods, cloud computing, Internet of Things, social networks supply 

large volume of generated data which is growing tremendously in numerous research fields. 

Innovation of new platforms, tools and methodologies for storing and structuring data has 

made collecting data from EHRs, social media, patient summaries, genomic and 

pharmaceutical data, clinical trials, telemedicine, mobile apps, sensors and information on 

well-being, behavior, and socio-economic indicators is becoming easier. Advanced 

machine learning methods such as deep learning and platforms for cognitive computing 

represent the future toolbox for data-driven analysis of biomedical big data. In the future, 

with the decrease of gene sequencing costs, the application of metagenomic sequencing 

and the progress of molecular pathology epidemiology will boost the development of 

precision medicine. 

In Ethiopia, the government’s withdrawal of a law which has been disallowing private 

telecommunication firms to invest and operate has brought opportunities to attract global 

telecom firms to invest and build their own network infrastructures which could enhance 

the existing Ethio-Telecom network facilities. Further, the fast-growing health data and 

global push factor to use BDA would be the opportunities for implementing BDA in 

Ethiopia specifically to support the attempt to provide tailored clinical services (precision 

medicine).13 

 

6. Recommendations 

Based on the major findings identified from the literature review the following 

recommendations are forwarded for concerned bodies. 

• The government of Ethiopia should develop a policy framework to govern 

big data in healthcare institutions with respect to using it for building 

automated clinical decision support systems using BDA. 

• Infrastructure is key for the successful implementation of BDA in any sector. 

Therefore, government should give due attention to equip and maintain 

hardware and software resources for health institutions. 

• The Federal Ministry of Health should collaborate with countries having 

better experience in using health data for decision support purposes. 

• The Federal Ministry of Health should prepare standard guidelines and 

frameworks to collect, store and share health data across health institutions 

for research and decision support purposes. 

• Doctors, nurses, and data clerks should record and store health data correctly 

thinking that data is significant for future data-driven activities. 

• Researchers and data scientists should give due attention to work on 

healthcare big data to solve public health problems in terms of disease 

prevention, treatment and prediction. 

• Government and private healthcare institutions and research centers should 

plan and implement big data analytics strategies to enhance service delivery 

which brings quality patient care and treatment outcomes. 
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SUMMARY 

Considerable research has been conducted on the topic of information overload using different approaches, from marketing and 

customer demand to information technologies and sciences, and even among mental health professionals. In business the critical 

question is how does information overload impact processes, operations, and profitability, and how can data visualization help to 

solve issues with data management and consumption in organizations. The ability to quickly and effectively process information 

and make decisions equates to organizational survival in a dynamic, knowledge-based economy where all segments of society 

are heavily affected by information technologies and systems and data management industries. The growing number of systems 

apparatuses challenges both individuals and organizations, resulting in reports of fatigue and experiences that compromise 

successful performance. 

The objective of this literature review is to discuss how data visualization tools help address information overload and optimize 

decision making and the business intelligence process in organizations. It concludes that data visualization, indeed, is critical in 

helping individuals capture, manage, organize, visualize, and present understandable data, but that decision making is affected 

by cognitive factors that interfere with data processing and interpretation in decision makers. 

 

 

Keywords: Data Visualization, Information Overload, Business Intelligence. 

 

 

INTRODUCTION 

The development of information systems tools and data management applications made available via 

multiple resources through technological communication apparatuses impacts not only on the amount 

of data available to users across functions, segments, and industries, but, most critically, it affects the 

way individuals collect, process, and use information and share knowledge (Bawden, 2009). Information 

availability and the demand for access is increasingly becoming a topic of concern and study by 

researchers and practitioners that are focused on data and information access and management, as well 

as business processes improvement professionals and decision-makers. Some of the concerns 

concentrate on the amount of data available compared to the amount of data that can possibly be 

processed and absorbed by humans. The other aspect of this phenomenon is more objective in terms of 

profitability and productivity, suggesting that managers and CEOs should focus on the quality of data 

and user satisfaction, even mental health, as information overload becomes a counterproductive factor 

in organizations relying heavily on information access, use, and sharing. 

This paper sets out to analyze information production, access, use, and overload behind the profound 

technological advances that have been transforming and redesigning the ways in which data is managed, 

accessed, and applied to organizational goals, strategies, processes, and product innovation. This 

descriptive analytical work presents a literature review analysis and highlights the research work of 

Merlo and Al-Hawamdeh (in press, 2022), which focused on a survey of over 100 respondents regarding 

information overload challenges and organizational tools designed to manage, share, and evaluate 

information. The study discussed the results from individuals’ perceptions and experiences with data 

overload and data visualization tools applied in their organizations and their impact on productivity, 

identifying if, and which, data visualization systems are available for them. It also discussed the 

respondents’ experience with information overload related to work, analyzing how the results impact 

productivity. The level of engagement in information sharing/overload and visualization practices were 

the focus of observation in the study. 

Based on an intricate perspective on information overload and data visualization, this study will look at 

how data visualization tools can help organizations prevent information loss, anxiety, underuse of 

information systems, issues with poor or lack of information access, negative impacts on productivity 

and business processes improvement 

mailto:tereza.merlo@unt.edu
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CONCEPTUALIZING THE INFORMATION OVERLOAD PHENOMENON 

 

Advances in Information and Communication Technologies (ICTs) over the past decade have resulted 

in massive data creation and processing, which has led to reduced usability and complicated the access 

and management of intricate datasets and information that are available via multiple applications at any 

time and in various formats. From handheld devices to cloud computing infrastructure, data is available 

everywhere, both on premises and in the cloud, based on intelligent machines and artificial intelligence 

programs. 

As data and information access proliferate, the problems with information quality and knowledge 

creation intensifies, resulting from the relatively new paradigm of technology expansion and the origins 

of knowledge production and information access and sharing responsibilities. Reviewing information 

overload and its impact on organizations and decision-making, Edmunds and Morris (2000) indicate 

that there are two approaches to be considered: boost in technology and intelligent agents, with the latter 

referring to the emerging set of solutions in Artificial Intelligence (AI) and Machine Learning (ML) and 

how they help businesses. 

Information Overload is the result of a combination of factors that impacts information processing 

capacity, causing real problems which are defined as “pathologies of information” (Eppler and Mengis, 

2004). Blair (2010) defends that the issues with information overload are rooted in medieval principles 

of information processing, arguing that information issues result from the inevitable process of creativity 

in information processing and knowledge creation, where the position of knowledge is the result of the 

“frame of reference” associated with the Renaissance period. Hiltz and Turoff (1985) advocate for 

structured communication systems as a strategy to avoid information overload. The authors claim that 

the use of computer-mediated communication systems (CMCS) and telecommunication networks are 

valuable in processing the information and communication flow, stressing that it presents as many 

solutions as potential problems. While the costs of automatization are lowered, behavioral problems 

with excessive automatization could become an underlying issue. 

Technological apparatuses increasing data production, processing, and consumption only accentuates 

information overload and the issues related to it. In business, individuals are exposed to multiple 

information systems applications with a demand for access and response to data that is unprecedented. 

From desktop computers to handheld devices and the ability to connect at anytime from anywhere both 

on-premises or in the cloud, individuals are exposed to a large amount of information and the sense of 

being overwhelmed that can be counterproductive and lead to inefficiency. In the study of Merlo and 

Hawamdeh (in press, 2022), the impact of information overload on productivity and how data 

visualization tools play a role in the maximization of data and information consumption was 

investigated, with the authors defending that excessive exposure to data and information negatively 

impacts employees’ consumption of information and their ability to innovate and collaborate in teams 

and actively engage in normal work-related tasks. The authors argue that data visualization is critical in 

minimizing the unfavorable effects of data overload and maximizing the use of knowledge management 

systems and the understanding of data by individuals in an organization, in particular those in leadership 

positions who rely on data to guide business strategies and operations. It is also suggested that data 

visualization can reduce information overload and maximize the effective use of information systems, 

data analytics and visualizations tools by individuals in organizations. 

 

THEORETICAL FRAMEWORK 

 

A growing rate of data generation imposes the need to reevaluate data and information consumption and 

management requirements. Data acquisition, processing, storage, sharing, and use are some of the 

critical aspects of data management and governance that guide knowledge processing in organizations. 

Efficiency in modern computer systems interfaces allows us to explore large and complex datasets that 

can make individuals feel exhausted and disengaged. Merlo and Al-Hawamdeh (in press, 2022) 

investigated a few critical questions that guided the work in this paper, which aims to contribute to the 

expansion of studies focusing on the question: How does data visualization help organizations dealing 

with information overload? The authors presented a series of arguments from respondents and some of 

the findings that inspired the development of a conceptual framework for information overload and data 

visualization impacting decision-making in organizations. Empirical analysis was utilized as a base 

model and main theoretical framework for this analysis.
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Throughout the research, analysis of certain dimensions of information overload and data visualization 

are clearly intertwined, while other aspects are perceived as complementary. Gaps in information 

overload and access are identified and the conceptual framework presented signals areas for further 

research in the field, resulting in information mismanagement and anxiety that is damning to a successful 

data management process and a fluid business process, and creates poor business outcomes and 

decreased productivity. From the perspective of practitioners, the findings of the literature review can 

be considered valuable as a conceptual framework where the independent variable is Information 

Overload and dependent variable is the Use of data analytics tools, supporting that data visualization 

tools are critical in managing issues with information overload and data management in organizations. 

For example, practitioners could first identify issues with excessive exposure to data and information 

via multiple information systems in organizations, as documented in the study of Merlo and Al-

Hawamdeh (in press, 2022), where participants expressed a high level of stress about the demand of 

organizational access to information as compared to personal information access. Participants also 

expressed anxiety with the amount, quality, and periodicity in which they are required to deal with a 

large amount of information in organizations. 

A second key aspect of this study aimed to demonstrate how data visualization tools assist users in 

collecting, organizing, representing, and consuming information, particularly large sets of information 

that are now being partially processed by artificial intelligence systems in many medium and large size 

corporations. 

Reflecting on how these results will help organizations and individuals avoid approaching data 

management and visualization superficially by instead prioritizing the foundation of information 

systems in data quality, effective use, and security, the presented conceptual framework provides a base 

to explore the issues with information overload in organizations and the misuse or under- use of data 

visualization tools, techniques, and systems for building a business process roadmap that will consider 

complex human factors, information systems availability, and processes guidelines in order to increase 

productivity and profitability. 

The investigation of Merlo and Al-Hawamdeh (in press, 2022), resulted from the survey research 

collecting data from 100 individuals in high tech and educational industries regarding information 

overload and data visualization, which reported that 45% respondents spend between 30 and 60 percent 

of their work time accessing information online and that: 

information overload and information fatigue on productivity and employees is well documented, we seek 

here to understand the level of awareness and knowledge of the organization's employees with data analytics 

tools and data visualization tools and technologies. Based on the theories presented and discussed in this 
study, and the analysis of data collected from participants, it is appropriate to conclude that data visualization 

tools can positively decrease the effect of information overload by mitigating the absorption of extraneous 

information and providing meaning for better data organization and presentation, and that individuals are 
struggling with the large set of unstructured and, considered, unvaluable, information in the workplace. (in 

press, 2022) 

Merlo and Hawamdeh (in press, 2022) state that survey findings corroborate the initial hypothesis, that 

information overload is a growing and pervasive process that negatively impacts workers and business 

outcomes and profitability. Conclusions also signaled that due to information fatigue, individuals (a total 

of 69.23% of respondents) stated that the exposure to such a large amount of information at work causes 

them stress and anxiety, a phenomenon that is described by Buchanan and Kock (2001) as Information 

Fatigue Syndrome, resulting from issues of information overload and its adverse effect on individuals 

and the decision-making process. Future research should provide an empirical study investigating the 

impact of information overload and access on individual performance in the workplace, highlighting the 

role of leadership and decision makers. 

An investigation conducted by Davis and Ganeshan (2009) sought to examine the causes leading to 

information overload by developing a causal model of information overload, building from research on 

cognitive psychology, marketing, and information systems and incorporating attributes related to 

aversion to loss and the tendency to hoard information and information input attributes such as 

redundancy and the volume of information processed and how it affects decision performance. Davis 

and Ganeshan (2009) build a model for decision performance that investigated decision accuracy in 

relation to the amount of information used in the decision making. The results of the study indicated 

that there is a “concern that information will become unavailable in the future leads to individuals 

holding on to more information than they would without the threat” and that holding of information 

leads to “a general hoarding type behavior when it comes to information that does not necessarily 

improve the quality of decisions and very often leads to delayed and poorer quality decisions in the real 
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world.” (p. 10). The authors concluded that the more anxious that individuals feel about acquiring and 

holding on to information (aversion to loss or information hoarding) the lower the level of satisfaction 

with decisions based on this information, while people with continuous access to information were more 

satisfied with the quality of their decision making. Therefore, the conclusions indicated that confidence 

in decision making is not directly correlated with the volume of information processed. 

Data Visualization Tools facilitating data and knowledge processing in Organizations: Business 

Intelligence 

Business Intelligence (BI) is defined as systems that combine data gathering, data storage, and 

knowledge management. It uses artificial intelligence for business, helping companies to make better 

business decisions by providing access to analyzed data (Negash and Gray, 2008). Based on that 

concept, it is supported that BI plays a critical role in supporting decision-making systems in 

organizations. Power (2002) elaborates that BI provides the framework for data-driven systems (DSS), 

emphasizing the processing of large volumes of both structured and unstructured data, allowing data 

availability in the time and format that is appropriate to users. Data Analytics and Business Intelligence 

reports indicate that data visualization software quality is ranked based on completeness and ability to 

execute, according to the Kronz et al. (2022) annual report, where Tableau is indicated as one of the top 

leaders in both categories for many years until the most recent Gartner report, dated March 2022, 

showing that Microsoft now leads the way for solutions in business intelligence (Gartner, 2022a). 

The Analytics Business Intelligence (ABI) platforms “enable less technical users, including 

businesspeople, to model, analyze, explore, share and manage data, and collaborate and share findings, 

enabled by IT and augmented by artificial intelligence (AI)” (Kronz et al., para. 2). The volume of and 

variety of data in the current market is driving vendors of ABI platforms to focus on cloud deployment 

companies looking to address scalability and performance needs. The platform functionality includes 

twelve critical capabilities: Security, Governance, Cloud-enabled analytics, Data source connectivity; 

Data preparation, Catalog; Automated insights, Data Visualization, Natural language query, Data 

storytelling, Natural language generation, and Reporting. 

According to Sarveswar (2021): 

 
Advanced Analytics refers to as data mining, forecasting and predictive analytics, which takes 

an advantage of statistical analysis techniques to predict certain measures on facts. Corporate 

Performance Management is a general form of category that usually provides a container for 

several pieces to get into so that the whole tells a story. For suppose Take an example of balanced 

scorecard that displays portlets for financial metrics combined with organizational learning. (p. 

87). 

Data visualization tools present a software solution for data visualization, allowing the input of data in 

a format that is easily manipulated. According to Gartner (2022b) (the world’s largest information 

technology research, developing rigorous research methodology to ensure independent and objective 

insights from advisory experts and clients), “Many platforms are adding capabilities for users to easily 

compose low-code or no-code automation workflows and applications. This blend of capabilities is 

helping to expand the vision for analytics beyond simply delivering datasets and presenting dashboards 

to delivering enriched contextualized insights, refocusing attention on decision-making processes, and 

ultimately taking actions that will deliver business value.” (Kronz et al., 2022, para. 4).
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Sarveswar (2021) supports that Business Intelligence provides superior tools that permit employees to 

“easily convert their business knowledge through analytical intelligence to solve many business 

problems and issues, like Internet delivered marketing campaigns, increase response rates from direct 

mail and much more.” (p. 90). There are a multitude of formats and applications for data visualization, 

with the most common including theta visualization formats in Figure 1 below: 

 

• Histograms 

 

 
 

• Gantt charts 

 

 
 

 

• Box-and-whisker plots 

 

 
 

 

 

• Waterfall charts 

 

 
 

• Area charts 

 
 

 
 

• Scatter plots 

 

 
 
 

• Infographics 

 

 
 

 

• Maps 

 

 
 
 

 

• Pie charts 

 

 
 

• Bar charts 

 

 
 

 

Figure 1: Most Common Data Visualization Formats. Source: Images from Stock Adobe 
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Data Visualization tools adopted by modern organizations: Tableau and Microsoft (Power BI) 

Power (2002) states that “managers and their support staff need to consider what information and 

analyses are actually needed to support their management and business activities” (p. 6). The author 

defends that most managers are not interested in large amounts of data or information, but rather in a 

summarized version that is represented in charts or graphs, sometimes with a few tables. Whether 

needing to access information periodically or daily, most managers prefer that information is available 

on demand. 

Data visualization will allow managers to better design strategies based on a simplified understanding 

of the data related to business processes and operations. Data visualization will enhance data processing 

and organization, in a visual format that helps individuals in the organization to absorb, handle, and 

manage complex information and data sets (Kopáčková and Škrobáčková, 2006). 

Tableau 

 

One of the most widely used data visualization tools, Tableau was recognized as the leader in 

visualization and Business Intelligence in the world, according to the Gartner report (2022). With the 

capability to convert raw data into a meaningful and structured format, it supports the creation of a 

simple chart with creative and interactive visualizations. Akhtar et al. (2020) state that: “tableau, a tool 

use for complex visualization and simplification of complex data. It was designed to help the user to 

create visuals and graphics without the help of any programmer or any prior knowledge of 

programming.” (p. 28). 

Tableau is reported to present a user-friendly interface with the capability to: integrate multiple sources 

of information in different formats, import data, output visualization, and allow users to present data in 

an interactive manner. Tableau offers desktop, web-hosted, and server versions, and since its acquisition 

by Salesforce was completed in 2019 (Tableau, 2019, para 1), it also offers integration with Customer 

Relationship Management (CRM). Another option for Tableau users is Tableau Public, a free, limited 

access version with basic data visualization features. 

Microsoft – Power BI 

 

Microsoft (2022) Power BI relies on business intelligence clouds that create and share interactive data 

visualizations across global datacenters (para. 1). It committed to the national cloud compliance 

regulations in its goal to provide an advanced business intelligence solution to help manage datacenters 

around the globe. According to the Gartner report (2022), Microsoft was named the leader in BI, taking 

the lead over Tableau by providing reliable performance that meets regulatory requirements for privacy, 

extending data loss prevention and governance, and providing efficient organizational data security by 

using the Power BI to support data analytics reporting and visualization, and the infrastructure based on 

AI to transform big data in a competitive and fast manner, connecting queries and data models for 

reporting in dashboards, allowing users to get
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access to real-time analytics and an automate workflows that allows a faster decision-making. Research 

indicates that Power BI is increasingly acquiring popularity due to its perceived advantages, such as 

intuitive and easy to use features for a much lower cost. (Gartner, 2022). 

 

Kokina, Pachamanova and Corbett (2017) investigated the role of data visualization and analytics in the 

performance management of a small e-commerce organization. The authors explain how the utilization 

of Tableau and Microsoft Excel helped organize data and draw analytics, allowing visualization that 

was able to help identify business problems, market penetration and expansion, and address the 

professional development of competencies in predictive analytics. The authors discussed metrics and 

key performance indicators (KPIs) and the benefits of data visualization and analytics to drive business 

strategy and increase profitability. 

 

Below is an example of how data visualization helps with data understanding. Figure 2 shows data in 

an Excel spreadsheet versus data cleaned and organized in Power BI dashboard in Figure 3: 

 

Figure 2: Data Organized in Spreadsheet – Excel 

 

 

 

Figure 3: Data Visualization of Sales metrics Dashboard on Power BI 

 

 

The International Data Corporation (IDC) Global DataSphere, a global market intelligence firm, 

reported that: “More than 59 zettabytes (ZB) of data will be created, captured, copied, and consumed in 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 106 

 

 

 

the world this year.” (Businesswire, 2020, para. 2). The IDC claims that by 2024 there will be a growth 

rate of 26% in data consumption, despite of the negative impact of COVID- 19 in new data creation. 

The key findings in data creation, per reports from the Global DataSphere forecast include the following: 

 

a) The amount of data created over the next three years will be larger than the 

amount of data created over the past 30 years 

b) Productivity/embedded data is the fastest growing category in data creation 

(40.3% CAGR for 2019-2024 forecast period) 

c) Sensors are being embedded into anything and everything, affecting the data 

contextualization process and increasing the amount of metadata. 

d) Data privacy and regulatory initiatives continue to intersect with video surveillance 

data, creating a conflict between security, privacy, and individuals’ rights. 

(Businesswire, 2020, para. 5- 9). 

 

Zhang and Melguizo (2022) discuss the Data 4.0 data-driven economy in the World Economic Forum 

stating that: “Institutions as well as the private sector play a huge role in the transition to a truly data-

oriented culture.” (para. 2). The authors discuss how the number of networked devices is projected to 

reach 125 billion by 2030, and how the explosion in data creation and consumption impacts the private 

sector and the organizational decision-making process. Zhang and Melguizo (2022) highlight the 

Forrester survey, with 4,036 high-level executives that demonstrated how 70% of data decision makers 

are gathering data faster than they can analyze and use, with more than 67% constantly needing more 

data (para. 6). 

 

In predicting how data can help address the world’s biggest challenge, King (2022) defends that “data 

can help us tackle our largest societal challenges, including climate change, inequality, global health 

and economic resilience” (para. 1), arguing that business leaders have the responsibility to use the 

limitless data power available to resolve the data challenges of 2022. King (2022) stresses that the value 

of data is well established in the private sector and that successful businesses have to capture this value 

through efficient product design and a global marketing data strategy, worth an estimated 52 billion 

dollars in 2021. (para. 3). 

 

As a result of the virtual meeting where leaders were invited to share perspectives on the power of data 

to business, the following slogans were shared: 

1- “Leverage predictive analytics” by Igor Tulchinsky, Founder, Chairman and CEO, 

WorldQuant - focusing on Big Data and IoT; “Developing a global talent pool”, stressing 

the power of AI and Machine Learning for faster business solutions, in particular 

healthcare with the COVID-19 emergency response, where enabling talents to contribute 

significantly is critical to harness opportunities. 

2- “Enable data to flow across borders” by Dr. Norihiro Suzuki, Vice President and 

Executive Officer, Chief Technology Officer, General Manager of the Research & 

Development Group and General Manager of the Corporate Venturing Office, Hitachi, 

Ltd. – advocating for the use of knowledge to accelerate solutions, stressing the importance 

of data flows and trusting relationships with stakeholders. 

3- “Inclusive and responsible solutions”, Crystal Rugege, Managing Director, The Centre 

for the Fourth Industrial Revolution (C4IR) Rwanda - where the importance of data and 

technology in problem solving was accentuated over the past two years because of the 

COVID-19 pandemic, which amplified the need for agile data governance that allows a 

framework for quick adaptability and response to an ecosystem that is constantly evolving 

and being affected by socio-economic developments, technological advances, privacy 

rights, and more (para. 26). 

4- “Change the fate of the ocean”, by Kimberly Mathisen, CEO, The Centre for the Fourth 

Industrial Revolution (C41R) Ocean - highlighting the Industry 4.0 and how new 

technologies allow limitless management and measurement of data, empowering 

collaboration. 

The importance of data and its possibilities based on the explosion of technological systems such as AI, 

ML, and BI tools to business is undeniable. The optimization of those technologies to drive competitive 

advantage, collaboration, innovation, and profitability is centered around a data-based decision-making 

process, which must rely on a data-driven economy and the capability to quickly respond to an 

ecosystem of factors. In a review of empirical studies investigating decision making and the use of visual 
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representations graphics, Padilla, Creem-Regehr, Hegarty and Stefanucci (2018) concluded that the 

effective use of data visualization tools is subject to a series of psychological factors that affect decision 

making. The authors present a model of visualization decision making that emphasizes memory and 

involves a variety of processes that influence the message and ultimately behavior. Padilla et al. (2018) 

argues that visual-spatial factors and working memory are examples affecting decision making and that 

knowledge-driven processes affect or override the effects of visualization methods, making the job of 

data and business analysts and visualization designers more complex as systems are designed, built, and 

implemented. As professionals work towards simplifying and representing data, factors of cognition 

interfere with data consumption patterns and decisions must be recognized and understood. 

 

 

FINAL REMARKS AND RECOMMENDATION FOR FUTURE WORK 

This study indicates a clear correlation between information overload and data visualization, indicating 

the impact of those variables on business performance. The focus of this paper is to urge the research 

community to recognize that there are benefits to using data visualization tools to minimize or eliminate 

the identified counterproductive and negative impacts of IO in organizations. Previous research by 

Merlo and Al-Hawamdeh (in press, 2022) was critical in the development of this study, as its findings 

resulted from a survey focusing on the impact of IO and the use of data visualization on productivity, 

providing relevant data on users’ perceptions and experiences. 

A number of studies focusing on data analytics have been published in recent years, with a few 

discussing data visualization and its impact on business processes, strategies, and operations, and, most 

importantly, how data visualization is a powerful tool in creating BI and a competitive advantage by 

enabling a fast and efficient response to customers’ needs and demands and market changes in the midst 

of a fast-paced knowledge-based society. Research on data visualization remains limited, with little 

literature and few comprehensive frameworks available to help guide decisions based on visualization 

tools. 

Businesses as social systems are constantly having to make decisions, and that task becomes 

complicated as factors influencing business processes and operations are changing rapidly, being 

impacted by big data, artificial intelligence, and multiple machine learning solutions in a competitive 

global market. This study reports the cases of Tableau and Microsoft as examples of Business 

Intelligence solutions, competing for innovation and leadership in the industry, with Microsoft Power 

BI taking the lead in performance and popularity in the market over Tableau over the past two years 

(Gartner, 2022). 

When discussing the science behind management decisions, Herbert (1960) argued that humans 

experience three phases in the process of making a decision: Intelligence, Design, and Choice. Although 

data visualization and analytics systems are critical in processing complex volumes of datasets, 

organizations must recognize that human factors and the approach to data consumption- behavior and 

leadership styles can impact the success of data visualization and information systems management 

applications that are still susceptible to data interpretation and decisions on how the data is managed, 

information is processed, and knowledge is shared and applied towards business solutions. 

Further, this theoretical study describes the importance of data visualization for decision-making, which 

aims to inspire future empirical work studying the impact of data visualization in the optimization of 

business processes, BI, and outcomes. It intends to offer guidance for future exploratory research for 

visualization tools based on cognitive theory and empirical findings, helping to advance the scope of 

knowledge in the field of data and business analytics and visualization and business intelligence. The 

presented study is socially relevant as it provides data to inspire researchers and practitioners focusing 

on any of the three highlighted areas, further helping with the advancement of studies and models for 

business processes improvement, the betterment of data visualization tools adoption and utilization, and 

the overall approach to data consumption with the goal of increasing organizational productivity and 

profitability.
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Developing, implementing, and managing metadata is crucial to successful knowledge management, 

and academic libraries have traditionally played a central role in these activities. The Arabian Gulf 

countries are underrepresented in the existing research into library metadata practices. This exploratory 

study used semi-structured interviews of metadata managers at 8 universities with the goal of 

developing understanding of the current state of metadata practices, including descriptive cataloging, 

identity management, and knowledge organization in academic libraries of three Arabian Gulf 

countries (Kuwait, Oman, and Qatar), as well as potential future developments to facilitate discovery 

of resources. Findings provide insights into this previously under-researched area and contribute to 

understanding of knowledge management and risks on a global scale. 

 

1. Introduction 

There is a need for providing adequate metadata to enable access to Arabic-language 

materials as Arabic is one of the top 5 languages of the Internet users (Internet World Stats, 

2020). Currently, the number of records representing Arabic-language materials in the 

largest database of metadata records, WorldCat union catalog, is over 3.3 million (Inside 

WorldCat, 2021). Most of WolrdCat metadata contributors are libraries, in particular 

academic libraries. According to Zehery (1997), academic libraries play the most important 

role in providing access to information in the Arabian Gulf region. Thus, exploration of 

academic libraries’ metadata practices is needed in the Arabian Gulf countries. This study 

examined the status of the organization of knowledge in the online catalogs (also known as 

integrated library systems) in academic libraries in Kuwait, Oman, and Qatar, analyzed 

similarities and differences in how information is organized and presented to the users in 

databases. In the following sections, brief review of relevant literature is followed by study 

methods description, findings, their discussion, conclusions, and ideas for future research. 

 

2. Literature Review 

In the second half of the 20th century, publications by Holloway (1959), Lemos (1981) and 

others reviewed the state of library services in the Middle East. According to them, many 

libraries in the region were business-owned, and their catalogs were often unavailable; for 

the state-operated public and academic libraries, participation in union catalogs that 

aggregate library metadata into a centralized environment for easier access and resource 

discovery was rare. As evidenced by Khurshid (1997) study, in late 1990s, libraries of the 

Arabian Gulf region did not yet actively participate in the cooperative cataloging efforts 

and databases such as global WorldCat that functions since 1971 or regional union catalogs.
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By the turn of the century, the integration of Middle Eastern library metadata practices 

with the ones used in other parts of the world was well in progress. Libraries were found to 

rely on commonly used tools and standards such as the Dewey Decimal Classification 

scheme and Library of Congress subject headings (LCSH) to provide subject access to 

materials in their collections (El-Sherbini, 2001). To minimize the Western-focused bias 

and improve discoverability of Arabic-language and other materials of interest to the users 

in the region, modified versions of these standards had to be developed: for example, 

Dewey Decimal Classification went through multiple regional revisions that were 

coordinated by the Jordan Library and Information Association since 1970s (Eid, 2019). 

Regional standards for organizing information and knowledge were also developed. One 

example is Maknaz expanded thesaurus consisting of subject and genre terms, personal, 

corporate, and geographic names (El-Sherbini, 2015). Arab Union Catalog was launched 

in 2006. Translations of international metadata standards were completed to provide 

region’s librarians with tools for creation of metadata that meets the latest requirements 

(Eid, 2019). 

The available research literature on knowledge organization, including metadata 

practices in the Arabian Gulf countries in the 21st century, is currently very limited. Osman 

and El-Masry (2016) reviewed experiences of catalogers of Arabic-script materials 

(including those working in Qatar, United Arab Emirates, and Saudi Arabia) with 

application of the international metadata standards. Their study revealed challenges such 

as lack of support by integrated library systems for the links between Romanized text 

metadata fields and their vernacular text counterparts in MARC 21 metadata records, 

synchronization issues between Arab Union Catalog and WorldCat databases, 

bibliographic records duplication in Arab Union Catalog, as well as lack of the way to 

import records into the library’s online catalog directly from Arab Union Catalog. As part 

of the study that examined application of information communication technologies, Al- 

Ansari (2011) found that 72% of the 25 Kuwaiti libraries were automated and used online 

public access catalogs. While 10 out of 18 libraries relied on Horizon Library Automation 

System, Al-Ansari also observed the trend for use of in-house systems for online catalogs, 

and their limited functionality, including incompatibility with international standards such 

as MARC, which complicated online sharing of resources. Similar to findings of Al- 

Ansari’s study, Verizon was the system used by most (5 out of 6) libraries in the Ur Rehman 

and Al‐Huraiti’s (2010) study of six academic libraries in Kuwait. They found that 

cataloging module implementations of the integrated library systems were almost complete 

in the surveyed libraries. A recent exploratory case study (Aljalahmah and Zavalina, 2021) 

examined metadata records and compared application of metadata schemes, controlled 

vocabularies for name and subject representation, classification systems etc. in a museum, 

an archive, and a library in the Arabian Gulf region for physical and digital collections. In 

addition to content analysis of a sample of metadata records, that study also used interview 

data. One of the observations made as part of that study was that the academic library 

metadata manager who participated in the interview did not separate in their answers 

information about metadata in the institution’s digital collections and online public access 

catalog (OPAC) otherwise known as Integrated Library System (ILS) that provided access 

through MARC 21 metadata to institution’s entire collection, that mostly includes physical 

analog items and digital resources obtained through subscription rather than digitization. 

Together with the fact that digital library development is an emerging trend, and most 

libraries in the Arabian Gulf region have not yet developed their digital libraries or 

repositories, this pointed out the need to separately investigate information organization 

and knowledge representation practices in online catalogs and compare the patterns across. 

The study presented in this paper begins to address this need. 

Education provided to catalogers and creators of metadata for digital repositories 

affects the metadata practices. Several studies have been published that looked at cataloging 

education in the Middle East: Egypt, Iran, Israel, and some Arabian Gulf countries. 

Khurshid’s (1998; 2006) reports focused on metadata education state in Saudi Arabia. One 

study focused on Oman (Al Hijji and Fadlallah, 2013). However, no studies
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have been published in the recent years about cataloging education of metadata creators in 

Kuwait and Qatar, and the study presented in this paper collected and analyzed some 

relevant data on this under-researched topic. 

 

3. Method 

This study focused on three Arabian Gulf countries -- Kuwait, Oman, and Qatar -- and was 

guided by the following research questions: 

• What are the current metadata (and broader information organization) practices used 

and what are the future perspectives? 

• What are the training and practical experience levels of metadata managers, and 

what guidance is provided to catalogers and users? 

• What risks and challenges to knowledge management are academic libraries facing 

now or expect to face in future projects? 

Interviews were used as the data collection method. Researchers selected academic 

libraries that have digital project(s) or collection(s). Given the standing of academic 

libraries in the region, these institutions have the strong potential to become major 

contributors to regional digital repositories, and some have already developed digital 

collections of their own. To obtain accurate data on local practices, only institutions with 

headquarters located in Kuwait, Oman, or Qatar were selected. The research sample was 

stratified by country: between 5 and 6 participating institutions from each of the three 

countries were selected. Then, potential respondents – metadata managers responsible for 

information organization (including metadata) decisions -- were selected from the lists of 

employees on their institution’s websites. The interview recruitment email was sent to 17 

potential respondents, and eight took part in the study, a response rate of 41%. 

Ongoing COVID-19 pandemic poses significant physical health risks and related 

uptake in mental health issues caused by prolonged social isolation. Other global risks 

brought on by the pandemic include labor shortages and difficulty in recruiting employees. 

Importantly, it continues to present risk to knowledge management by negatively affecting 

the processes of knowledge acquisition through education at all levels, as well as through 

research. For example, the ability of researchers worldwide to arrange with potential study 

participants for in-person or audiovisual (e.g., Zoom) interviews is significantly limited 

which requires adoption of alternative ways to collect rich qualitative data from human 

study participants. One solution is relying on email interviews which allow participants to 

find time in their schedule to provide more thoughtful, reflective responses to the interview 

questions (Meho, 2006). Previous studies found email interviews effective and resulting in 

relatively high response rate (e.g., Park and Tosaka, 2015). 

In this study, interviews were conducted by email, which allowed participants to 

respond whenever they can, considering the quarantine and work-from-home situations. 

The interview was semi-structured, with a set of main questions prepared in advance and 

follow-up questions as needed. The main interview questions were sent to the participants 

in both English and Arabic as a parallel text to help reduce participation barriers, and 

participants had the freedom to choose the language of their answers. Interviews included 

questions about integrated library systems, metadata schemes, controlled vocabularies for 

representing names and subjects, search options, search language interfaces enabled. 

Questions about whether and how the metadata creators and users are trained, what 

guidelines are available, how the academic libraries reach out to the users for feedback 

were also asked. Finally, interview instrument was designed to collect the data about 

educational background, length of experience, and sources of professional training received 

by metadata managers.
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4. Results 

Horizon integrated library system by Sirsi Dynix that had been reported by earlier studies 

as the most chosen ILS was only used by one institution participating institution in the 

study. Three other institutions used Sierra ILS by Innovative Interfaces. Two participants 

reported using EBSCO Discovery, and one of them customized the tool with EBSCO 

Admin and combined it with OCLC-hosted EZ-Proxy. One respondent’s academic library 

used open-source Koha library management system. Libero library management system 

and the older popular application VTLS (Virginia Tech Library Systems) were used by one 

respondent each. 

All 8 participants reported providing both simple and advanced search options for the 

ILS users. Only one participant reported providing a search interface with English as the 

single search language. One institution provides search capability in 4 languages (Arabic, 

English, French, and German), and remaining six academic libraries provide bilingual 

search interfaces in which users can search in Arabic and English. 

Six libraries reported using MARC 21, and one reported using Dublin Core metadata 

scheme. Five participants reported using controlled vocabularies to represent names: the 

Library of Congress Name Authority File (LCNAF) was used in all these cases. Two 

participants reported not using any controlled vocabularies for names. For topical terms in 

metadata records 6 participants reported using the Library of Congress Subject Headings 

(LCSH) alone or in combination with other controlled vocabularies that are customized for 

needs of local users. Those regional controlled lists of topical headings included List of 

Standard Arabic Headings and Alkhazindar Subject Headings List. They were used by 

respondents for representing Arabic-language materials only (with the LCSH used for 

English-language materials). One participant reported their academic library did not utilize 

LCSH at all but only used the regional Big Subject Headings List. Five participants reported 

using Library of Congress Classification (LCC) for classifying all materials. Two 2 

respondents use LCC for English-language materials and Dewey Decimal Classification 

(the version adjusted for Arab and Muslim world) for Arabic-language materials. 

When asked about which sets of metadata guidelines are used by catalogers in 

metadata creation, one participant each reported relying on MARC 21 standard 

documentation and EBSCO Discovery system guidelines and utilizing locally developed 

metadata creation guidelines. The remaining 4 respondents claimed their library catalogers 

use no metadata creation guidelines. 

Most (7 out of 8 participants) reported one or more kinds of training on utilizing library 

databases provided to the library users. Tutorials were provided by 2 participating 

institutions (one of which also relied on information literacy presentations). Online training 

was offered by 2 academic libraries, and one of them also offered face-to-face trainings. 

Online guidelines documents are utilized at two academic libraries. One institution relied 

on workshops for users. 

Six metadata managers reported that their institution also reaches out to the users to 

collect feedback. Most contact users in person (n=4) and/or via email (n=3). One institution 

each replied that they use the website, social media tools, surveys, and phone calls as one 

of the user contact methods. Three institutions reported using workshops as ways to connect 

with users. The units within the academic library that maintain contact with users varied 

and included cataloging (n=1), collection development (n=1), public relations (n=1), 

reference desk and social media department (n=1).
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Responses to questions regarding educational background revealed that metadata 

managers held academic degrees in areas relevant to the nature of the work. This included 

one participant majoring in computer science, three majoring in library science, and four 

majoring in library and information science. As to the level of degree, three respondents 

held a master’s degree, other three a bachelor’s degree, while one participant had an 

associate degree, and one did not specify the highest academic degree level. Among 

participants of this study, the total experience managing metadata and bibliographic 

databases ranged from 6 to 37 years, with the average of 19.88. All but one participant 
reported receiving additional training: colleagues provided training to 4 respondents, one 

other reported “personal training”, two participated in training workshops, and one reported 

online training. 

5. Discussion and Conclusions 

This study observed substantial similarities in the tools used for information organization 

and knowledge representation by academic libraries in Arabian Gulf countries. The 

findings of this study confirm the trend of reliance on international standards reported in 

recent years (e.g., Eid, 2019), despite the regional challenges with implementing 

international standards pointed out by earlier studies (e.g., Khurshid, 1997; Osman and El- 

Masri, 2016). All institutions whose representatives participated in this study use 

international metadata standards such as the classification system and the subject headings 

by the US Library of Congress. Seven metadata managers who participated in this study 

also reported using the MARC 21 metadata scheme. 

However, differences in the use of controlled vocabularies used would create metadata 

interoperability issues. Some institutions reported using different sets of subject headings 

for materials in Arabic language and those in English language. To meet the local needs, 

these academic libraries rely on subject headings lists developed in the Arabian Gulf 

countries, such as The Big Subject Heading List, Alkhazindar Subject Heading List, and 

Qa'imat Ru'us al-Mawdu'at al-Arabiyah al-Qiyasiyah lil-Maktabat wa-Marakiz al- 

Ma‘lumat wa-Qawa'id al-Bayanat (also called List of Standard Arabic Subject Headings 

for Libraries, Information Centers and Databases). Also, no integrated library system is 

used by more than three libraries, which contradicted the assumption that many institutions 

might be using Horizon system which is known to be very popular in Kuwait (e.g., Al- 

Ansari, 2011, etc.). This might mean that in choosing digital content management systems 

for digital collections, institution select systems that meet their local needs but might not 

be supporting interoperability in aggregated environment. 

Following metadata creation guidelines ensures higher quality of metadata through 

positively affecting it consistency, yet this study found that metadata creation guidelines 

are not being used in the Arabian Gulf countries academic libraries. A possible explanation 

for this finding is that most of these guidelines currently exist only in English and some 

other Western languages, which creates a language barrier to using them for majority of 

Arabian Gulf cultural heritage institutions employees who are not fluent in English. 

Our findings also reveal the knowledge management risks of potential metadata quality 

issues caused by reliance on older, no-longer-updated vocabularies: e.g., one participating 

institution used a seriously outdated version of Dewey Decimal Classification system, 

another relied on Alkhazindar Subject Heading List, a legacy list that has not been updated 

since the 1990s when its developer died. The main reason for this trend, as well as for 

reliance on older legacy ILSes or content management systems is the different levels and 

sources of funding and financial standing of the institutions that participated in this study, 

budgets of some of which are very limited.
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The trend among libraries in the Arabian Gulf countries to require and/or offer onsite 

training for their employees to prepare them to do their job according to that institution’s 

standards and needs was reported by earlier studies of Library and Information Science 

education in the region (e.g., Khurshid, 2006; Al Hijji, 2012). Our study’s findings show 

that this trend continues, which might indicate the lack of practical project-based learning 

in metadata education and the resulting lack of consistency in preparation of knowledge 

professionals. 

The study found that while users are consulted for general feedback on collections and 

services, institutions do not examine and consider the users’ needs when choosing 

information systems for content management, selecting existing or developing local 

metadata schemes and information organization standards, creating metadata records, etc. 

Overall, the main risks to successful knowledge management through information 

organization in physical and digital libraries in the Arabian Gulf region, as revealed by this 

study, are the lack of sufficient long-term dedicated budgets and the lack of practical 

training in the library and information science programs. Another risk is over-reliance on 

foreign workforce that is unsustainable, as demonstrated by the exodus of foreign 

workforce due to COVID-19 resulting in many Arabian Gulf cultural heritage institutions 

being closed for a long period of time. 

This study is exploratory in nature and has several limitations. One of the known 

limitations of the interview data collection method is that participants might provide 

inaccurate answers (e.g., Alshenqeeti, 2014). This phenomenon was observed in this study 

as well: one of the participants blended their experiences from their entire career with the 

experiences they had solely at their current position in their institution. While the overall 

benefit is getting useful contextual information, this raises some concerns regarding the 

accuracy of given answers. Another limitation was related to completeness of collected 

interview data as some participants left some questions unanswered. 

Future research is needed to closely examine the current status, risks, and perspectives 

of the organization of knowledge in other Arabian Gulf countries that were beyond the 

scope of this study: Saudi Arabia, Bahrain, and United Emirates. Also needed are studies 

that comparatively evaluate metadata records in the databases of academic libraries and 

other institutions and will provide more robust understanding of metadata quality in 

Arabian Gulf bibliographic databases. The patterns observed in metadata and metadata- 

related practices across the region will be useful for planning and implementation of 

effective knowledge management through metadata management in large-scale portals that 

include metadata records from academic libraries and other cultural heritage institutions in 

various countries of the Arabian Gulf region.
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Abstract. Managing flood-related data to assist in the disaster management is a critical process of high 

importance during a flood disaster. These data are heterogeneous and can be provided from different data 

sources, and integrating them is a challenging task which allows to infer new information that helps in 

limiting the consequences of a flood. In this paper, we propose a novel approach that manages 

heterogeneous flood-related data based on semantic web techniques and helps in limiting the damage 

caused by floods. We first propose an ontology that is used to formally describe the flood-related data, and 

we build our knowledge graph through integrating heterogeneous data using the proposed ontology. Then, 

we propose a reasoning approach using SHACL rules to infer new information that helps in managing the 

flood disaster or in anticipating future events. The experimental evaluations of our proposed approach are 

conducted on a real case study in the frame of flood disaster management with the aim of generating 

evacuation priorities. The results show that it succeeds in managing heterogeneous flood-related data and 

generating evacuation priorities in a very short time. 

Keywords: Flood disaster management ; Semantic web ; Flood ontology ; Reasoning ; SHACL rules 

1. Introduction

Natural disasters, such as floods, are known to be dangerous and adverse events resulting

from natural processes of the Earth. They could result in damage of properties, infrastructures 

and economy. In addition to the materialistic damage, they could most importantly lead to loss 

of lives, disruption of normal life of the population leading to food and water deficiency, 

disturbance of communication, displacement of victims, etc. From here comes the urgent need 

of disaster management processes in order to handle such situations of flood disasters. The 

disaster management process involves heterogeneous data collected from different sources, 

and they need to be integrated and used in different phases of the disaster management process. 

The disaster-related data are usually difficult to manage due to its large amount of diversity 

and heterogeneity of its nature. Extracting information and making accurate inferences from 

various data sources quickly is critical for natural disaster preparedness and response. Critical 

information about disasters needs to be provided in a structured and easily accessible way in 

a context-specific manner (Sermet and Demir, 2019). Therefore, the challenge lies in 

managing these data in an efficient way in order to help in the process of disaster management 

and decision making. 

Heterogeneous data can be structured and formalized in a knowledge graph that relies on 

a shared vocabulary represented in an ontology. An ontology is defined as a formal, explicit 

specification of a shared conceptualization (Studer et al. 1998). It allows a structuring and a 

logical representation of knowledge, expressing the explicit and implicit relations between 

concepts. The ontology is used to describe data in a knowledge graph which expresses the 

domain entities related to the considered data and their relations. This enables knowledge to 

be machine-processable for better information retrieval and analysis. Ontology-driven systems 

have gained popularity as they enable semantic interoperability, flexibility, and reasoning 

support (Schulz and Martínez-Costa, 2013), and they allow to overcome heterogeneity and to 

have a consistent shared understanding of the meaning of information (Elmhadhbi et al. 2019). 

Ontologies have been used in the domain of flood disaster management in order to integrate 

and share flood-related data as well as to infer new information from these data thus helping 

in the disaster management process. 

The disaster management has been described in the literature as a life-cycle, and it is 

categorized into four main phases: mitigation, preparedness, response and recovery (Franke, 

2011). This work is conducted in the frame of “ANR inondations” e-flooding project1. 

__________________ 
1 https://anr.fr/Projet-ANR-17-CE39-0011
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This project focuses on the mitigation and response phases where it aims at integrating several 

disciplinary expertises to prevent flash floods and to experiment the effects of decision making 

on two timescales: short-term and long-term. The short-term timescale aims at optimizing the 

disaster management process during the disaster, while the long-term timescale aims at 

improving the territories’ resilience for risk prevention from five years to ten years after the 

disaster. 

This paper aims at proposing a solution for limiting the damage caused by floods. The 

main contributions of this work consist of relying on semantic web techniques to manage 

heterogeneous flood-related data through proposing a flood ontology that formally describes 

the heterogeneous data. Using this ontology and reasoning rules, we then infer new 

information that can assist in the flood disaster management process or in anticipation 

concerning floods. A main advantage of our approach is that it can be reactive as well as 

predictive. It is reactive as it manages real data of an occurring flood, and the proposed 

reasoning rules can be activated or deactivated in the appropriate phases of the flood. In 

addition, the reasoning rules can also be executed on predictive data for the purpose of 

anticipating future events or information. For example, using our approach, we can generate 

evacuation priorities of the places containing victims to be evacuated, we can infer the number 

and types of vehicles needed for evacuation in different zones, or we can improve the 

resilience of a territory through identifying vulnerable stakes. In our work, we evaluate our 

approach using a case study which falls in the short-term timescale of flood management 

where it aims at helping in the process of evacuation of flood victims during a flood, as a 

disaster response, through generating evacuation priorities for the places impacted by a flood 

and containing victims. This paper is organized as follows. Section 2 presents the literature 

review about ontologies proposed in the domain of natural disasters and floods and their 

different uses. Section 3 presents our approach and our data and details our proposed ontology. 

Section 4 discusses the process of building our knowledge graph. The reasoning approach 

using rules is detailed in section 5, and the approach is evaluated in section 6. Finally, the 

conclusion and the future work are presented in section 7. 

 
2. Literature Review 

Ontologies have been widely proposed in the literature in various domains, including 

domains of natural disasters and floods. From the review of the literature in these domains, 

we notice that ontologies are proposed for different uses, integration of heterogeneous data 

provided from various sources, information management and sharing among different actors 

and reasoning to infer new information. We first discuss the different uses and the proposed 

ontologies; then, we analyze these works. 

One use of the ontologies is the integration of disaster-related data provided from various 

sources. Several approaches proposed ontologies for integrating homogeneous or 

heterogeneous data from one or more data sources. Scheuer et al. 2013 propose an ontology-

based risk assessment workflow that performs flood assessment based on a computational 

model and focuses on integrating and operationalizing “local knowledge” in the process of 

flood risk management, where they define the local knowledge as the knowledge comprising 

the preferences of stakeholders and decision makers. These preferences are expressed by 

describing the data through their proposed ontology. Their concepts include “hazard” that is 

reused from Monitor ontology (Kollarits et al. 2009) in order to define an event and “event” 

that is reused from SWEET ontolgy (Raskin and Pan, 2005) in order to define a flood. A 

“flood” is described by a “recurrence interval” and an “intensity”, and it describes an 

“inundation” and a “hydrospherePhenomena” that are reused from SWEET ontology. In 

addition, they define “population” that encompasses the most vulnerable age classes including 

children and elderly, “material infrastructure” as a subclass of “built environment” already 

defined in Monitor ontology. They define an “element at risk”, for example a residential 

building and they reuse the “vulnerability” of an element at risk from MONITOR ontology. 

They also reuse flood’s “duration”, “area” and “inundation depth” from SWEET ontology. 

The concepts defined in this proposed ontology are important for flood disaster management 

and evacuation including “population”, “elements at risk” and “infrastructure”. However, 

infrastructures in their ontology are managed in a separated manner and can’t be regrouped to 

describe an aggregation of the infrastructure, while this concept is important especially when 

no precise information about a specific infrastructure exists. Wang et al. 2018 propose a 

hydrological sensor web ontology to integrate heterogeneous data provided from different 

sensors effectively during periods of natural disasters. Their ontology is based on three 
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existing ontologies: Sensor, Observation, Sample, and Actuator (SOSA)2, Time3 and 

GEOSPARQL4. They use the concepts “sensor” and “observation” from SOSA ontology. 

They extend it using Time ontology for integrating temporal concepts including “Temporal 

Entity” class and “Instant” and “Interval” sub-classes. Then, they extend it using 

GEOSPARQL ontology to add geospatial dimensions using concepts including “covers”, 

“crosses”, “meets” and “within”. This approach is interesting when the data mainly concerns 

sensors; however, the objective of our work is to manage data that are not restricted to sensors 

but are heterogeneous and are provided from various sources. 

Another main use of the ontologies in the domain of natural disasters is information 

management and sharing among different actors involved in the disaster management process. 

Disaster-related data are usually of big amounts and are provided by different actors. In this 

context, ontologies are proposed with the aim of sharing data among different involved actors 

and solve the problem of interoperability of communication among them. Khantong et al.2020 

propose a flood evacuation ontology for the purpose of improving the efficiency and 

effectiveness of information management in a disaster response and solving the problem of 

information sharing among different responders, organizers or processes handled by different 

systems in organizations. In their proposed ontology, they have concepts describing both static 

and dynamic data. They use concepts from the unified foundational ontology (UFO) 

(Guizzardi, 2005) to describe static data; their static concepts include “organization”, “area”, 

“flood event”, “flood evacuation” and “victim”. They use concepts from the Design and 

Engineering Methodology for Organizations (DEMO) ontology (Dietz, 2010; Sprengel et al. 

2000) to describe dynamic data; their concepts describe production and coordination acts. It 

is an interesting approach as it allows managing static and dynamic data; however, the 

concepts describing the flood, victims and evacuation centers do not describe detailed data 

about them, and no detailed concepts are defined to describe the infrastructure that is important 

for flood evacuation. Yahya and Ramli, 2020 discuss that flood-related data may be inaccurate 

or unavailable if not regularly upgraded. Therefore, they propose an ontology for formally 

describing data provided from different actors involved in the disaster management process. 

They construct an ontology for each actor, and they aim at integrating all the ontologies in a 

global ontology. In their work, they propose only one ontology concerning evacuation centers 

for managing the flood victims. They reuse existing ontologies including SEMA4A for 

emergency notification systems accessibility (Malizia et al. 2010), a fire emergency 

management ontology (Nunavath et al. 2016), an ontology for accessible evacuation routes 

for emergencies (Onorati et al. 2014) and earthquake evacuation ontology (Iwanaga et al. 

2011). Their proposed concepts describe general data about victims such as age, gender, 

address and number of victims as well as data about evacuation centers such as location and 

capacity, while there are no concepts describing infrastructure, population in infrastructures 

or elements at risk, while these concepts are important for an efficient evacuation process. 

A third use of the ontologies in the domain of natural disasters is for conducting reasoning 

on knowledge graphs to infer new information related to the flood. Wang et al. 2018 propose 

an ontology (previously described in this section) and construct their knowledge graph and 

query it using SPARQL query language5. They then execute SWRL rules on the knowledge 

graph to infer flood phases from the precipitation of water level and observation data. Kurte, 

Durbha, King, Younan, and Potnis 2017 aim at understanding the dynamic spatio-temporal 

behavior of a flood disaster. For this aim, they construct an ontology that captures dynamically 

evolving phenomena. The ontology uses “SIIM” (Kurte et al. 2016) and “Time” ontologies to 

describe geospatial and time concepts. Geospatial concepts include “geospatial region” and 

time concepts include “time interval” and “time slice”. As a reasoning approach, they execute 

SWRL rules to retrieve image regions based on their temporal interval relations. The rules that 

are used in the literature for the reasoning have limitations including identification, execution 

order and activation. Therefore, we propose a reasoning approach that handles these 

limitations. 

__________________ 
2 https://www.w3.org/TR/vocab-ssn 
3 https://www.w3.org/TR/owl-time 
4 https://opengeospatial.github.io/ogc-geosparql/geosparql11/index.html 
5 https://www.w3.org/TR/rdf-sparql-query 

http://www.w3.org/TR/vocab-ssn
http://www.w3.org/TR/rdf-sparql-query
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The ontologies proposed in the literature provide concepts describing floods, victims, 

infrastructures, population, elements at risk and vulnerability. These are important concepts 

to be considered for flood evacuation; however, certain concepts are not detailed enough. For 

example, aggregating different categories of infrastructures to solve the problem of 

unavailable data is not considered in the literature. In addition, there isn’t an ontology that 

manages static and dynamic data with considering spatio-temporal dimensions. In our 

proposed ontology, we aim at handling these limitations through our defined concepts and 

relations. 

 

3. Approach presentation 

The general purpose of our proposed approach is to manage heterogeneous flood-related 

data provided from different sources to help in the flood disaster response. The main interest 

is to assist in the decision making process of evacuation of victims of a flood by generating 

evacuation priorities to the places impacted by the flood. Figure 1 displays the different steps 

of our proposed approach. We propose a flood ontology that formally defines the vocabulary 

that are used for describing these data through defining concepts and relations among 

concepts. Then, we build a knowledge graph using the proposed ontology to integrate all 

heterogeneous data. After that, we reason over this knowledge graph to infer new information. 

This information represents evacuation priorities to each place of the study area impacted by 

the flood. 

Fig. 1. Our proposed approach for generating evacuation priorities 

 
3.1 Ontology design methodology 

For the construction of our proposed flood ontology, we adopt a cyclic workflow that is 

proposed in NeOn design methodology (Suárez-Figueroa et al. 2015). This workflow is 

composed of four distinct phases: specification, conceptualization, formalization and 

implementation and finally evaluation. The specification consists of determining the domain, 

scope and purpose of the ontology as well as the use cases allowing to determine the role of 

the ontology. In the conceptualization phase, a glossary is built by adding definitions or 

common descriptions to each term. The terms are structured and then definitions of the basic 

concepts that are considered the most important and that align with the scope of the ontology 

are added. The relations are then modeled among concepts, which is the purpose of the 

formalization and implementation phase, during which a formal representation that is 

interpretable and computable by a machine is made. Finally, the developed ontology is tested 

against determined use cases in the evaluation phase. The results of these different steps are 

presented in the following sections. The ontology is written in OWL (Ontology Web 

Language)6, and it is developed using Protégé7, an ontology editor developed in Java that 

allows to load and save ontologies in most formal ontology representation languages, such as 

OWL. 

 

__________________ 
6 https://www.w3.org/OWL/ 
7 https://protege.stanford.edu 
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3.2 Description of our data 

The data available in our study concern the flood of Pyrénées that occurred in June 2013 

in Bagnères-de-Luchon, south-western France. It was a torrential flood particularly 

destructive and very dangerous for the population. The consequences of this flood include 

destructed houses, cut roads, flooded campsites and damaged farms. 240 people were 

evacuated from the areas impacted by this flood. Figure 2 shows our study area. 

The data of our study area are provided from various data sources. These sources include 

institutional databases such as BD TOPO8 and GeoSirene9. They provide data about hazards, 

vulnerability, damage and resilience. Certain data sources provide data about geographical 

locations of roads, buildings, companies and establishments in France that are represented in 

QGIS10, a cross- platform desktop geographic information system application that supports 

viewing, editing, and analysis of geospatial data. Other data are provided from various other 

data sources. These sources include data sensors providing data about water levels and flows, 

a hydrological model computing flood generation, a hydraulic model for flood propagation as 

well as other sources providing data about resilience corresponding to some actions taken 

from the past, socio-economic data and population data. Figure 3 shows the data used to feed 

our knowledge graph. 

 

Fig. 2. Study area for Pyrénées flood in Bagnères-de-

Luchon, France 

 

 

 

 

 

 

 

__________________ 
8 https://www.data.gouv.fr/en/datasets/bd-topo-r/ 
9 https://data.laregion.fr/explore/dataset/base-sirene-v3-ss/ 
10 https://qgis.org/en/site

http://www.data.gouv.fr/en/datasets/bd-topo-r/
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Fig.3. Data used to feed knowledge graph 
 

 

Part of the data are accessible using QGIS. These data are categorized in two different 

formats representing two types of QGIS layers: raster layers consisting of masters of pixels 

and vector layers representing two-dimensional tables of various attributes. In the available 

data, there are data representing water levels that are the result of a hydraulic model, danger 

index of the flood, stakes, vulnerability and risk indexes. The calculation of these indexes are 

determined by the domain experts. These data can be divided into two categories: static and 

dynamic. The static data are those that don’t change during the flood including number of 

floors, areas and geographic locations, while the dynamic data are those evolving throughout 

the flood including water level and population. 

 

3.1 Ontology content 

As our main objective is to manage flood-related data in order to generate evacuation 

priorities, we propose an ontology that contains the needed concepts, properties and relations 

that allow attaining this objective. The ontology representation is made through a hierarchy of 

classes (concepts) describing heterogeneous data involved in the flood phases, data properties 

which provide information about the characteristics of the classes and the relations which 

represent the object properties allowing to link the classes together. 

We describe infrastructures in our proposed ontology as follows. A material infrastructure 

class is decomposed in several sub-classes: facility, habitat, working place and other kinds of 

infrastructure. A facility represents a commercial area, educational facilities such as schools, 

healthcare facilities such as hospitals and retirement homes as well as transport facilities such 

as railroad, railway station, road and tunnel. A habitat represents apartments, camping 

dwellings, hotels and houses. A working place represents administration sites, factories and 

offices. Another sub-class is also defined to describe any kind of infrastructure that is not one 

of the above. We detail all these different types of infrastructure in our ontology because it is 

important for the further reasoning process concerning the evacuation. 

In addition to the material infrastructure class that allows managing each infrastructure on 

its own, we introduce a novel class, named infrastructure aggregation, which allows managing 

the different infrastructures in an aggregated manner by regrouping them in districts, buildings 

and floors. For example, we can describe that the district has buildings, the building has floors, 

and the floor has apartments by linking each two of them using the relation “has part”. Thus, 

we can define for a district all the infrastructure that it contains. This relation is useful 

especially for the further step that consists of assigning evacuation priorities using rules 

because in the case when we only have general information about a district, we can assign a 

priority for all the infrastructures in this district. 

The population class describes the population (number of persons) in all the 

infrastructures. It is divided into 2 sub-classes: fragile and non-fragile persons, and it is reused 

from the ontology proposed by Scheuer et al. 2013 with some additional details. The fragile 

population class is a defined class expressing that its instances are persons older that 65 years, 

children, and persons with disabilities, reduced mobility or illnesses. It represents the category 

of persons that need to have a high priority of evacuation when a flood occurs. Non-fragile 

population thus represents all the persons that are not fragile. The relation “is in” defines that 

a type of population is inside an infrastructure (or infrastructure aggregation). We define a 

demand point as a point that can be impacted by the flood and needs to be evacuated. It is 

similar to the class “element at risk” defined by Scheuer et al.2013 as a demand point can 
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represent an element at risk. We thus define in our ontology a class named demand point that 

is a union of the two classes: infrastructure and infrastructure aggregation. Each infrastructure 

or infrastructure aggregation is considered as a demand point and thus a priority should be 

assigned to it in a further step. The demand point class has 4 sub-classes describing different 

priorities of evacuation: evacuate immediately, evacuate in 6 hours, evacuate in 12 hours and 

no evacuation. These 4 priorities are used in a further step for assigning one of them to each 

demand point based on rules defined according to the domain experts knowledge. 

The data properties are divided into two categories, static and dynamic properties that add 

characteristics to the instances of demand point and population classes. The static properties 

concern the instances of the demand point class. They are usually determined before the crisis 

and allow to specify the structure of each demand point and its resilience to flooding. These 

properties represent building’s vulnerability index, construction year, area and whether it has 

a basement or not They also include the floor and the number of floors when a building 

contains several floors as well as a property describing whether the building consists of only 

one floor. In addition, they include an important property that describes the geographic 

coordinates of a demand point, represented as “x” and “y” coordinates. The dynamic 

properties that evolve throughout the crisis concern the class “demand point” and represent 

the following characteristics: number of population, danger index, submersion height, flood 

duration, flood phases, number of fragile persons, whether the demand point is inhabited or 

not, number of population as well as approximate number of population when the exact 

number can’t be determined. 

Our proposed ontology consists of 41 classes, 6 object properties and 23 data properties. 

An overview of the ontology is displayed in Protégé editor is presented in figure 4. The 

ontology is available online via the following URL: 

https://www.irit.fr/recherches/MELODI/ontologies/i- Nondations.owl

http://www.irit.fr/recherches/MELODI/ontologies/i-
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Fig. 4. Representation of our proposed ontology in Protégé 

 

4. Knowledge graph construction 

Building our knowledge graph represents integrating all the heterogeneous data using the 

ontology. In other words, it concerns integrating data through defining instances of the 

concepts and the properties of the ontology represented in the form of RDF triples. We recall 

that the heterogeneous data represent static and dynamic data. Therefore, we integrate static 

and then dynamic data to form our complete knowledge graph. Figure 5 presents the different 

steps of knowledge graph construction. First, we integrate static data by performing a joining 

process of these data from the different raster and vector layers containing them in QGIS as 

well as other sources such as BD TOPO. We then transform these integrated static data into 

static RDF triples that are added to the base ontology. In a further step, we integrate dynamic 

data by making a joining process for all the raster and vector layers containing these data in 

QGIS as well as other sources including a hydraulic model providing data about water level 

and flow speed and sources containing sensor and population data. We then transform the 

integrated dynamic data into dynamic RDF triples that are added to the base ontology and the 

rdf static triples, thus forming our knowledge graph that contains static and dynamic flood-

related data. These processes are performed using “PyQGIS” API, the Python environment 

inside QGIS as well as other processes of data extraction adapted to each considered source, 

and “rdflib” python library is used to generate RDF data. 
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The last step consists of storing all the RDF triples constituting our knowledge graph in a 

triplestore, also named RDF store, that is a purpose-built database for the storage and retrieval 

of triples through semantic queries. We have chosen Virtuoso triplestore for storing the triples 

as it proves its efficiency in storing a big number of triples in a short time. For example, the 

results of a benchmark show that Virtuoso is able to load 1 billion RDF triples in 27 minutes 

while other triplestores take hours to load them such as BigData, BigOwlim and TDB11. 

 

 
Fig. 5. Knowledge graph construction 

 

5. Semantic reasoning: generation of evacuation priorities 

We recall that our purpose is to assist in the decision making process of evacuation of 

victims as a flood disaster response. After building our ontology that formally describes the 

flood-related data and the knowledge graph that integrates the data using the ontology, the 

next step is to conduct a reasoning process that allows inferring new information in the form 

of evacuation priorities assigned to each demand point. Rules are used in the literature for 

inferring new information; however, they have certain limitations. They do not have 

identifiers, and thus a rule can not be well identified. It is also not possible to determine an 

execution order using these kinds of rules in case there is more than one rule. In addition, as 

long as the rules exist, they are automatically activated and can not be deactivated upon need. 

In our work, we use a more recent kind of rules, named SHACL rules12 that are used for the 

same purposes and overcome these limitations; in addition, they haven’t been used in the 

domain of flood disaster management yet. 

SHACL (Shapes Constraint Language)13 is a World Wide Web Consortium (W3C) 

standard language that defines an RDF vocabulary to describe shapes, that are collections of 

constraints that apply to a set of nodes. One focus area of SHACL is data validation; however, 

the same principles of describing data patterns in shapes can also be exploited for other 

purposes. One purpose is using SHACL rules to derive inferred RDF triples from existing 

asserted triples using SHACL rules engine. A SHACL rules engine is a computer procedure 

that takes as input a data graph and a shapes graph and is capable of adding triples to the data 

graph. A SHACL rule is identified through a unique Internationalized Resource Identifier 

(IRI) just like any resource in contrary to other kinds of rules. In addition, it can be activated 

or deactivated based upon its usage purpose where a deactivated rule is ignored by the rules 

engine and is thus not executed. An order of execution can also be determined for SHACL 

rules when more than one rule is executed. SHACL rules allow not only to infer new 

information but also to enrich the knowledge graph with this inferred information. There are 

different types of SHACL rules including SPARQL rules that allow writing rules in SPARQL 

notation. We use SPARQL rules in our reasoning process for generating evacuation priorities. 

We define a rule for each evacuation priority as follows. First, we define the node shapes 

representing the classes that describe the priorities and the property shapes representing the 

properties used to define the evacuation priorities. After that, we define our rules. Each rule 

contains the conditions that need to be satisfied for each property (detailed later). 

The rules are then executed on the knowledge graph to infer new triples. Each inferred 

triple consists of a demand point with an evacuation priority assigned to it according to its 

properties. The knowledge graph is then enriched by adding these inferred triples to it in the 

triplestore. 

 

__________________ 
11 http://wbsg.informatik.uni-mannheim.de/bizer/berlinsparqlbenchmark/results/V7/#exploreVirtuoso 
12 https://www.w3.org/TR/shacl-af 
13 https://www.w3.org/TR/shacl 

http://wbsg.informatik.uni-mannheim.de/bizer/berlinsparqlbenchmark/results/V7/#exploreVirtuoso
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Various priorities to be assigned to the demand points are determined. First, a set of 

properties that define each evacuation priority is determined; then, the conditions that need to 

be satisfied for each priority are set. The properties determining the evacuation priorities 

represent certain static and dynamic data. The evacuation priorities and the conditions defining 

them are determined by domain experts, that are the firefighters concerned in the evacuation 

process, as well as other factors including the study area and the available data. Although a 

specific set of properties define the evacuation priorities in this work, it is dynamic and can 

be changed as our approach is generic, and it is not restricted to a specific study area or data 

nature. 
 

6. Approach Evaluation 

In this section, we discuss the evaluation of our proposed approach using the available data 

of our study area starting from building our proposed ontology to constructing the knowledge 

graph until generating the priorities using SHACL rules and enriching the knowledge graph 

with the inferred triples. 
 

6.1 Our Knowledge graph construction 

As discussed in section 3, static data are first integrated and transformed into RDF triples. 

The processes of joining the static data and transforming them to RDF triples are executed in 

24 seconds. 245,644 static triples are generated and added to the triples representing the 

ontology. After that, the dynamic data are integrated and transformed to RDF triples in 174 

seconds. 225,766 dynamic triples are generated and added to those of the ontology and the 

static data thus forming our knowledge graph. 

After the knowledge graph construction, our next step is to conduct a reasoning process 

using SHACL rules to infer new information in the form of evacuation priorities. First, we 

determine the different types of evacuation priorities with the used properties and their 

conditions. Then, for each kind of evacuation priority, we define a SHACL rule that allows, 

when executed, to assign for each demand point an evacuation priority based on its properties. 

 

6.2 Determining evacuation priorities 

The domain experts involved in our project have determined four types of evacuation 

priorities: evacuate immediately, evacuate in 6 hours, evacuate in 12 hours and no evacuation. 

The definition of these evacuation priorities relies on several properties representing static and 

dynamic data. The properties representing static data are: number of floors and vulnerability 

index, while the properties representing dynamic data are: submersion height, danger index, 

duration of flood and number of population in a demand point. The vulnerability index is 

calculated by joining different topographic and social data such as population density, building 

quality and socio-economic conditions. The danger index is calculated by joining the speed of 

water flow and the level of water obtained from a hydraulic model. 
 

Each type of evacuation priority is defined through setting conditions on the considered 

properties, and each demand point that satisfies the conditions of a certain type of evacuation 

priority is then assigned this priority. For example, if a demand point represents an 

infrastructure of high priority, such as a school or a hospital, and if it contains population, then 

it is determined to be evacuated immediately as is thus assigned the priority “evacuate 

immediately”. On the other hand, if a demand point doesn’t contain population or has a danger 

index or a submersion height <= 0, then it is considered that there is no need to evacuate it 

and is thus assigned the priority “no evacuation”. An example of the priority “evacuate in 12 
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hours” with its properties and conditions is presented as follows. Similarly, the three other 

evacuation priorities are defined each having its own conditions. 

 

6.3 SHACL rules for generating evacuation priorities 

For each type of evacuation priority, we implement a SHACL rule that defines its 

conditions as follows. We start by defining the properties that are used in the rules. Then, we 

define 4 rules where each rule represents a type of evacuation priority and contains the 

conditions set for each property. An example of a rule defining the type of evacuation 

“evacuate in 12 hours” is as follows. 

 

The rules are executed using TopBraid SHACL API14, an open source implementation of 

the W3C SHACL based on Apache Jena15. We execute our rules on the knowledge graph and 

infer triples representing evacuation priorities assigned to every demand point in the 

knowledge graph according to their properties. The execution order of the rules is not 

important in our case as the interest is assigning priorities to every demand point in our study 

area. 

 

__________________ 
13 https://github.com/TopQuadrant/shacl 
14 https://jena.apache.org/ 
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There are 15,078 demand points in our study area; therefore, 15,078 new triples are 

generated with corresponding evacuation priorities for demand points. Table 1 shows the 

number of triples generated after each process in our approach. 

 
Table 1. Number of triples generated after each process in our approach 

 

Process Knowledge graph with 

static data 

Knowledge graph with 

static and dynamic data 

Complete knowledge 

graph with priorities 

Number of 

triples 

246,828 472,594 487,672 

The SHACL rules were executed in 9.96 seconds which represents the time of assigning 

priorities to all demand points. Figure 6 displays the execution time of various processes in 

our proposed approach. 

 

 
 

Fig. 6. Execution times of various processes 

An example of a newly inferred triple is as follows. 
 

This triple represents an evacuation priority “evacuate-in-12h” assigned to the demand 

point “DP_12345”. The properties of this demand point are as follows: 

 

 

 

 

 

 

 

 

 
 

As we can see, the properties of this demand point satisfy the conditions of the evacuation 

priority “evacuate in 12h”; therefore, this type of priority is assigned to it. 

These results show that our proposed approach succeeds in attaining its objective. The 

construction of the knowledge graph including all the static and dynamic data of our study 

area only takes 198 seconds, and the reasoning process generating evacuation priorities for 

each demand point in our study area only takes 9.96 seconds. Responding to the flood disaster 

in a short time is important especially concerning evacuating victims and saving lives. 

Therefore, our approach succeeds in assisting in the flood disaster response phase through 
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generating evacuation priorities to demand points in a short time and thus helping the 

firefighters in the decision making process concerning the evacuation. 

 
6.4 Visualization of evacuation priorities in QGIS 

As previously discussed, the reasoning process allows inferring new information in the 

form of evacuation priorities to demand points in our study area. The knowledge graph is then 

enriched by adding the newly inferred triples to it. Figure 7 shows the data visualization 

represented in QGIS after adding the evacuation priorities. As shown in the figure, the 

evacuation priorities of the demand points are displayed in different colors as follows: 

“Evacuate-immediately” is displayed in red, “Evacuate-in- 6h” is displayed in blue, 

“Evacuate-in-12h” is displayed in yellow and “No-evacuation” is displayed in green. In our 

study area, the number of demand points assigned an evacuation priority “Evacuation-in- 6h” 

is very small with respect to the others that are assigned other evacuation priorities (31 out of 

15,078 demand points). Therefore, in the figure, we only choose to display the three other 

evacuation priorities. The gray and black zones represent water levels; they are thus the zones 

where we have demand points represented in red and need to be evacuated immediately. 

 

 
Fig.7. Visualization of data layers in QGIS with evacuation priorities 

 

7 Conclusion 

In this paper, we have proposed a novel approach of managing heterogeneous flood-related 

to assist in the flood disaster management process When a flood occurs, there is an urgent 

need for a flood disaster response concerning victims’ evacuation to save their lives in an 

efficient manner. Therefore, we have proposed an approach that manages flood-related data 

and generates evacuation priorities of flood victims to help the firefighters in the decision 

making process of evacuation. We have thus proposed an ontology that formally describes 

heterogeneous flood-related data; then we have built our knowledge graph through integrating 

static and dynamic data available in our study area. A reasoning process have then been 

conducted on the knowledge graph to assign evacuation priorities for all the demand points. 

The reasoning process is performed using SHACL rules that are more recent and advantageous 

over other kinds of rules already used in the literature. The experimental results prove that our 

approach succeeds in generating evacuation priorities for all demand points of the study area 

in a short time. As a future, work, we aim at proposing an interface that helps domain experts 

to elaborate the reasoning rules according to available data during the different flood stages, 

to activate or deactivate them and to provide an execution order to the rules upon need. 

Furthermore, this interface would allow executing rules on past data to improve the flood 

disaster management, on real-time data to manage a current flood disaster and on predictive 

data to anticipate future events or actions.
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The psychiatric disorder rates among opioid dependents have alarmingly 
increased over the last decades, and these disorders are higher for women 

than men and higher for individuals in low socioeconomic groups. Previous 

knowledge asserted that opioids had no addictive or harmful effects that 
could lead to psychiatric disorders, but the recent discovery of opioid-related 

knowledge reversed the existing belief. The purpose of this research is to 

discover how the new knowledge has changed regarding psychiatric 
disorders from opioids between men and woman and across socioeconomic 

groups. In order to uncover these changes, the research data is obtained from 

the Treatment Episode Data Set (TEDS) in 2007 and 2017. While the 

percentage of psychiatric disorders among opioid dependents is higher for 

women than men, unexpectedly the growth rate of psychiatric disorders for 

men is much faster than women. As such, the socially constructed 
conventional knowledge that psychiatric disorders are women’s illness will 

change in the near future. Congruent with existing knowledge, psychiatric 

disorders in this dataset are higher for underprivileged brackets such as those 
with low education, unemployed, separated, divorced, and widowed people, 

and Medicaid recipients, and the growth rates for these groups are steeper 

than their counterparts. 

 
 

1. Introduction 

In 2016, approximately 9.8 million adults were diagnosed with a 

serious mental illness, and 1.6 million among them were opioid 

misusers (SAMHSA, 2017a). Statistics published in 2007 and 2017 in 

Treatment Episode Data Set Admissions (TEDS) show that the 

increase in whole substance users was only 2.02%, but the rate 

increased for opioid dependents during the same period is four times 

higher (5.0% in 2007 to 20.1% in 2017). The same source also 

reported that the psychiatric disorders among opioid dependents more 

than doubled during the same period (17.7% to 38.2%). Opioid 

dependence is defined as a manifestation of brain changes resulting 

from chronic opioid abuse (Kosten & George, 2002). Psychiatric 

disorder is defined as a co-occurring mental disorder (Department of 

Health and Human Services). Mental disorders include depression, 

anxiety, and bipolar disorder among many other mental issues, and 

they are directly linked to an increase in opioid misuse (SAMHSA, 

2017b; Davis et al., 2017; Wasan et al., 2015; Jones & McCance-Katz, 

2019; Sullivan et al., 2005). 

Individuals suffering from opioid use disorder (OUD) have 

significantly higher rates of mental illnesses than any other substance 

users (Davis et al., 2017; Rijswijk et al., 2019; Merrill et al., 2012). 

Adults with pre-existing mental disorders are four times more likely 
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to use opioids than those without mental disorders (Davis et al., 2017). 

Among people with mental disorders, individuals with OUD are three 

times more likely to have a mood disorder and four times more likely 

to have an anxiety disorder compared to those without OUD (Conway 

et al., 2006). This is partially because patients with mood and anxiety 

disorders experience a greater likelihood of receiving an opioid 

prescription, and consequently, they are more apt to develop problems 

with opioid use (Conway et al., 2006). This finding is confirmed by 

the review of four longitudinal studies, all concluding that depression 

and anxiety disorders were associated with problematic opioid use 

(Rijswijk et al., 2019; Merrill et al., 2012). 

Literature further shows that psychiatric disorders among individuals 

with OUD are disproportionally represented among lower 

socioeconomic statuses and women. This may be due to the reality 

that individuals in lower socioeconomic brackets often do not have 

access to the recent scientific knowledge developments pertaining to 

opioids, and women are socially perceived to have higher rates of 

mental issues, and doctors tend to prescribe women and men 

differently, resulting opioid prescription for women is higher than 

men (Serdarevic et al., 2017; Kim and Delen, 2015; Irwin, 2010). The 

common knowledge used to be that there were no addictive side 

effects or mental health disorders caused from opioid use; a stark 

contrast to the scientific knowledge that exists today. However, there 

has not been comprehensive research on how the new knowledge has 

changed opioid dependents’ psychiatric disorders. Therefore, this 

study aims to investigate how the opioid-related new knowledge has 

(1) impacted psychiatric disorders between men and women and (2) 

changed psychiatric disorders in varying socioeconomic brackets. 

2. Gender Differences 

Gender disparities for psychiatric disorders can be viewed from a 

socialization process perspective. Socially constructed knowledge of 

masculinity can result in health disparities (Kim & Delen, 2017). Boys 

and girls are generally socialized to express pain differently. Boys are 

often taught to be tough, tolerate pain, and sustain painful experiences 

while girls are socialized to be sensitive, careful, and to verbalize 

discomfort (Myers et al., 2003). The main attributes of masculinity are 

described as strength, endurance, and stoicism while femininity is 

associated with sensitivity and pain expression (Bernardes et al., 

2008). Since men often perceive pain as an ailment more frequently 

experienced by women, expressing or recognizing pain is commonly 

considered a threat to their masculinity (Lack et al., 2011). Since pain 

is subjective, a socialization process and an opposing gender 

knowledge influence a different pain perception and expression of 

pain, which eventually leads to variations in gender-specific illness 

symptoms, risk behaviors, and use of medical services (Samulowitz et 

al., 2018; Bartley & Fillingim, 2013; Stock et al., 2008). A meta-

analysis confirms that masculinity and high pain tolerance are 

correlated, as well as illustrating a correlation between femininity and 

high pain sensitivity (Alabas et al., 2012; Nielsen et al., 2011). 

Doctors prescribe men and women differently, and opioids are more 

likely to be prescribed for women than men (Serdarevic et al., 2017; 

Kim and Delen, 2015). As such, one can expect women to have higher 

rates of psychiatric disorders from opioids than their male 

counterparts. 
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3. Socioeconomic Groups 

3.1 Educational Level 

Education is directly related to income levels and substance abusers 

frequently lack education and professional training (Ellis et al., 2020; 

Atkinson et al., 2001). Patients with higher levels of education tend to 

have knowledge about the medical consequences of opioid abuse and 

are less likely to receive opioids during an emergency department 

(ED) visit compared to their counterparts (Platt-Mills, 2012). One 

study compared the educations of treatment-seeking opioid users and 

the US Census population of those 25 years or older between 2010 

and 2018 and found that the highest numbers of opioid treatment-

seeking patients are among those with high school/GED degrees 

(39.5%). Those with bachelors’ degree or higher (6.3%) show the 

lowest levels of opioid treatment-seeking (Ellis et al., 2020). Because 

educated individuals are more likely to search valid medical 

information online, and because the healthcare industry is increasingly 

sending out updated health information online (Kim, 2015), they are 

likely to read and understand the most recent opioid-related 

information on the psychiatric disorders from opioids and are thus less 

likely to suffer psychiatric disorders from opioid misuse than their 

counterparts. 

3.2 Employment Status 

Employment status also correlates to substance/opioid use (Altekruse 

et al., 2020; Svikis et al., 2012). As a county’s unemployment rate 

increases by one percentage point, the opioid death rate rises by 3.6%, 

and the opioid overdose emergency department (ED) visit rate 

increases by 7.0% (Green et al., 2003). Correlations exist between 

high rates of opioid consumption and lower labor force participation 

(Krueger, 2017). This may be due to the fact that opioid-dependent 

individuals often lose previously held jobs (Platt, 1995; Kidorf et al., 

1994), or they face obstacles in finding employment (Magura, 2003; 

Svikis et al, 2012). Furthermore, opioid-dependent individuals 

frequently experience decreased motivations to secure employment 

(Zanis et al., 2001). Because their employment situation affects their 

mental health, they turn to opioids to treat their depressive conditions 

(Conway et al., 2006). Since individuals with a secure job have mental 

and financial resources to rely on to protect their health, they are less 

likely to abuse opioids and thus present lower levels of psychiatric 

disorders. 

3.3 Marital Status 

Divorce is often a powerful factor in the onset of drug abuse, even 

after controlling for variables such as a family history of substance 

misuse (Scott et al, 2010; Edwards et al., 2017). Being previously 

married (versus stably married) was associated with the increased risk 

of all psychological disorders (Scott et al., 2010). This is because 

divorced or separated people sometimes lose their financial stability, 

placing them into a lower socioeconomic bracket (Kim & Delen, 

2017), and they experience significant stress and psychological 

instability, which often leads them to opioid misuse (Lanier et al., 

2012). On the other hand, stably married individuals will enjoy 

psychological stability and stable income to take care of their health, 
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and they may also feel responsible for a family. As such, the 

psychiatric disorders from opioids are expected to change depending 

on the marital status. 

3.4 Health Insurance 

Insurance types have high correlations with opioid prescriptions and 

misuses. An individual’s status as a Medicaid recipient, which are 

usually those in low socioeconomic brackets, is associated with a 

higher risk for prescription opioid abuse and overdose (CDC, 2019). 

This is related to insurance reimbursements, as Medicaid covers a 

disproportionate number of nonelderly adults with opioid addiction. 

Furthermore, Medicaid covers an even greater share of those with low 

incomes, higher dosages, and longer durations of prescription 

compared to other insurance types (Platt-Mills, 2012; Orgera & 

Tolbert, 2019; Whitmire & Adams, 2010; NIDA, 2017). As such, 

approximately 55% of nonelderly low- income adults with OUD were 

on Medicaid (Orgera & Tolbert, 2019). On the other hand, 

hydrocodone prescriptions for Medicare patients decreased from 

21.9% to 18.3% between 2013 and 2015 (Kuo et al., 2018). This 

source also reported that the risk of receiving prolonged opioid 

prescriptions decreased by roughly 7% for Medicare patients during 

the same period. It is clear that the insurance provided for low 

socioeconomic groups plays an important role for psychiatric 

disorders from opioids. Because different insurance types cover or do 

not cover their patients’ treatments using opioids, psychiatric 

disorders from opioids will be very different between these two 

insurance types. 

 
4. Research Methods 

4.1. The Sample 

Data are from the Treatment Episode Data Set (TEDS) 2007 and 2017. 

This dataset is ideal for this study because TEDS measures psychiatric 

disorders among opioid dependents using the same measurements 

over time. These data sets are a repository of treatment data collected 

by states in order to monitor substance use treatment systems 

(SAMHSA, 2017a). The total number of substance users in TEDS was 

1,965,194 in 2007 and 2,005,375 in 2017— approximately a 2% 

increase. From all the substance users in the data set, only opioid 

dependents (ICD-9: 304.00 – 304.09 in 2007; ICD-10: F11.2 – F11.23 

in 2017) 

were extracted. This number was 93,600 in 2007 and 388,008 in 2017, 

an increase of 314.5% during the ten-year period. 

When investigating psychiatric disorders and their relation to opioid 

dependence, gender plays an integral role in the data because of 

socially constructed knowledge about men and women. Since there 

are more opioid-dependent men than women, men will naturally 

exhibit a higher percentage of psychiatric disorders if not controlled. 

Because the purpose of this study is to investigate how psychiatric 

disorders are concentrated in a specific subgroup, the calculation of 

psychiatric disorders from opioids is controlled for gender difference 

and different socioeconomic strata. After controlling for gender 

difference, psychiatric disorder rates are higher for females than men 

in both 2007 and 2017, and their findings are statistically highly 

significant as shown in Table 1. However, the increase rate is slightly 
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higher for men than women during the research period. More 

specifically, the increase in psychiatric disorders over the ten-year 

period is 74% and 69% for men and women. 

 
Table 1: Sample distribution 

Year Men Women Sig. 

Psychiatric disorder ratio among opioid dependents 

2007 37,614+ 

(8,108, 21.6%) 

29,008+ 

(8,137, 28.1%) 

*** 

2017 214,926 

(80,836, 37.6%, 74.01% ↑) 

147,960 

(70,204, 47.5%, 69.0 % ↑) 

*** 

+ missing data for gender and psychiatric disorder removed. ***: p<0.000. 

 

 

4.2. Analytical Strategies 

 
The dependent variable is the psychiatric disorder, which is measured 

by whether or not the admitted opioid dependents experience any 

psychiatric disorders. The independent variables are the identified 

groups representing socioeconomic status (i.e., employment status, 

insurance type, marital status, and education level). Gender 

differences are also compared across the socioeconomic groups. 

Because the data were already collected, the operationalization of 

psychiatric disorders is based on TEDS’ measurement, using either 

the Diagnostic and Statistical Manual of Mental Disorders (DSM) 

from the American Psychiatric Association or the International 

Classification of Diseases (ICD), from the World Health Organization 

(2007, 2017). Because the independent and dependent variables are 

all categorical, analysis of variance (ANOVA) is employed. Gender 

and socioeconomic groups are controlled to directly compare opioid 

dependents’ rate within the respective group and the rate increase over 

the research period. The educational level is categorized into low and 

high in order to clearly compare the effects of education on psychiatric 

disorders from opioids. Insurance types included Medicaid and 

Medicare to compare the policy effects on psychiatric disorders from 

opioids. 

 

5. Results and Discussion 

 
The statistical findings of the comparison between male and female 

are highly significant across all the categories (p<0.001). As such, 

statistical significances are not reported in the appendix table.
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Table 2: Report of statistical findings 

Category Year Men Women 

Psychiatric 
disorder ratio by 
educational level 

8 and less 2007 29,018 (5,731, 19.8%) 20875 (5,219, 25.00%) 

13 and more 35,251 (7,545, 27.3%) 7,720 (2,741, 35.5%) 

8 and less 2017 161,896 (62,559, 38.6%, 95↑) 106,156 (49,948, 47.0%, 88% ↑) 

13 and more 38611 (15,906, 41.2%, 51% ↑) 35428 (18,133, 51.2%, 44% ↑) 

Psychiatric disorder ratio by employment status 

Employed 2007 5,709 (1,917, 31.5%) 2,470 (896, 36.3%) 

Unemployed 21425 (4,113, 19.2%) 17,081 (4,571, 26.8%) 

Employed 2017 31,668 (10,200, 32.2%, 2% ↑) 11,614 (5,073, 43.7%, 20% ↑) 

Unemployed 85,834 (33,348, 38.9%, 103% ↑) 60,089 (28,819, 48.0%, 79% ↑) 

Psychiatric disorder ratio by marital status 

Married 2007 5,729 (1,531, 26.7%) 4,726 (1,631, 34.5%) 

Separated, divorced, widowed 6,792 (1,598, 23.5%) 7,001 (2,358, 33.7%) 

Married 2017 23,557 (8,063, 34.2%, 28% ↑) 17,353 (7,914, 45.6%, 32% ↑) 

Separated, divorced, widowed 29,807 (12,303, 41.3%, 76% ↑) 28,000 (14,586, 52.1%, 55% ↑) 

Psychiatric disorder ratio by insurance type 

Medicaid 2007 3,190 (316, 9.9%) 4,499 (801, 17.8%) 

Medicare 1,183 (505, 42.7%) 818 (388, 47.4%) 

Medicaid 2017 76,821 (27,413, 35.7%, 261% ↑) 63,464 (28,996, 45.7%, 157% ↑) 

Medicare 8,921 (2,273, 25.5%, 40% ↓) 6,010 (2,105, 35.5%, 25% ↓) 
 

+This number is derived after removing the missing values for psychiatric problems. As such, there is a discrepancy between 

the opioid dependents and the total number of psychiatric problems calculation. 

Since all of the differences are statistically highly significant (p<.000), the statistical significance from ANOVA is not 

included in the table. 

 

5.1. Psychiatric Disorder Changes across Education Levels 

Table 2 reveals that psychiatric disorders from opioid use between low 

and highly educated groups present a more than two-fold difference. 

With regard to the percentage, low- educated people regardless of 

gender show lower levels of psychiatric disorders; however, 

psychiatric disorders in this group of individuals are rapidly 

increasing. More specifically, the most rapidly growing psychiatric 

disorders from opioids are observed among the educational level 8 

years or less, which increased by 95% for males and 88% for females. 

On the other hand, the highly educated groups (13 years and more) 

increased only by 51% for males and 44% for females. This finding 

supports the argument that highly educated individuals may be 

familiar with the opioid-related recent knowledge and mindful of the 

opioid-born psychiatric problems and thus reduce their consumption. 

This finding is also consistent with the finding that highly educated 

individuals are less likely to receive opioid prescriptions during an ED 

visit than their counterparts (Platt-Mills, 2012) and are less likely to 

have psychiatric disorders as a result. It is interesting though that 

females have higher rates of psychiatric disorders during the research 

period, but the rate increase is smaller than that of the male group. 

5.2. Psychiatric Disorder Changes across Employment Statuses 

Employment status is highly correlated with psychiatric disorders. 

When psychiatric disorder difference rates between employed and 

unemployed groups are compared, it does not appear to be serious at 

face value; however, the percentage increases between employed and 

unemployed groups are alarming. More specifically, the highest 

increase rate appears in the unemployed male group, 103%, during the 

research period, and the female group jumped 79% during the same 

period. Contrary, the employed male group shows the lowest growth 

rate, which is only 2%, but the rate is higher for the female group, 

which is 20%. Employed individuals regardless of gender show much 
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lower increase rates than unemployed people. It could be that because 

the top information seeking practices for the unemployed lie in job-

related information rather than their health, and the knowledge about 

opioids may not be efficiently disseminated to them. In addition, 

unemployed individuals often lack search skills (Kim, 2013), which 

may hinder the diffusion of the new knowledge related to opioids. 

Furthermore, individuals without a job may feel depressed and look 

for opioids to improve their mood more than their counterparts 

(Conway et al., 2006). In addition, the rate of psychiatric disorders is 

much higher for the female group than the male category. 

5.3. Psychiatric Disorder Changes across Marital Statuses 

Viewed from the percentage, a major variation is only captured in 

gender difference: regardless of marital status, women have higher 

rates of psychiatric disorders from opioids, and this finding is 

consistent with existing studies. The new discovery from this dataset 

is captured in the percentage increase. Table 2 illustrates that the 

separated, divorced, and widowed (SDW) males and females have 

higher rates of psychiatric disorders from opioids than married people. 

In other words, psychiatric disorders from opioids for the male SDW 

group increased by 76%-- triple the value of the married male group, 

which increased by 28%. The disparity gap for psychiatric disorders 

between SDW and married female groups is not as high as the male 

groups, but the SDW female group still has a higher rate of psychiatric 

disorders from opioid disorders (32% for married vs. 55% for SDW). 

This could be because single individuals may feel lonely and 

experience financial instability, while married individuals may feel 

responsibilities for the family and receive support from their spouses 

for the consequences of opioids, which will deter opioid misuse. 

5.4. Psychiatric Disorder Changes across Insurance Types 

This group of findings unambiguously reveals the importance of 

insurance with psychiatric disorders among opioid users. As noted, 

Medicaid covers a disproportionate number of nonelderly adults, and 

the recipients are individuals of low socioeconomic status with lower 

education and income. These individuals have less opportunities to 

learn new medical information due to their educational level. Among 

Medicaid recipients, psychiatric disorders for the male groups 

increased by 261%, and that of the female group increased by 157%. 

Contrary to these jumps, the recipients of Medicare for the male group 

decreased by 40%, which is a stark contract with a 261% increase for 

the male Medicare group. In the case of the female group, psychiatric 

disorders from opioids are down by 25%, and this is also a clear 

distinction with the female Medicaid group. While the female 

Medicaid group has a higher percentage of psychiatric disorders, the 

increase for the male group is higher by 104%. Additionally, the 

decrease rate of psychiatric disorders is higher for men than women. 

This is further evidence that male opioid users’ psychiatric disorders 

will soon surpass those of women.
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6. Conclusion 

The purpose of this research was to examine how recent knowledge 

about psychiatric disorders from opioids between men and women and 

across various socioeconomic groups has changed between 2007 and 

2017. 

 

The unexpected and surprising findings are from the gender 

differences. It is conventional knowledge that women have higher 

rates of psychiatric disorders, and it is supported in this finding: 

women’s psychiatric disorders from opioids are higher for all the 

subcategories. This might have been attributed to socially constructed 

knowledge about women. More specifically, doctors tend to prescribe 

opioids for women more often than men because they believe that 

women have higher levels of pain as they tend to express their pain 

more, which results in higher rates of opioid prescription and 

psychiatric disorders. However, what is unexpected is that the rates of 

increase for men are much steeper than women. This finding indicates 

that in the near future, opioid-related psychiatric disorders in men will 

surpass women, which will reverse our common knowledge about 

pain and psychiatric disorders. When the analysis simply compares 

the percentages across subgroups, this increase will not be captured, 

but this contrasting discovery is revealed when the growth rates are 

employed. 

 

Somewhat expected and congruent with existing literature, the 

findings from this dataset support that those psychiatric disorders from 

opioids are much higher for those of low socioeconomic status: low 

education, unemployed, SDW, and Medicaid recipients. The author 

surmises that individuals in low socioeconomic status may have 

opportunities to learn about the new knowledge compared to their 

counterparts. This finding suggests that opioid-born psychiatric 

disorder programs should be focused on low socioeconomic groups.
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Summary: Trauma, and its associated effects, can be conceptualized as a period of information 

uncertainty. The natural psychological response to trauma is a period of post-traumatic stress. Trauma 

occurs when an existing knowledge base has been challenged. Any event that challenges important 

components of an individual’s assumptive world is said to be traumatic. This post-traumatic period is 

akin to many theories and concepts in information science including uncertainty reduction, Everyday 

Life Information Seeking, Sensemaking Theory, Making Meaning and Anomalous States of Knowledge. 

One possible outcome after the post- traumatic period is post-traumatic growth. Researchers agree post-

traumatic growth primarily occurs across one or more of the following domains: personal strength, new 

possibilities, relating to others, appreciation of life and spiritual change. That is, people affected by 

trauma tend to grow when they find new or additional paths of information certainty. 

 

Method: To construct a preliminary theoretical framework for post-traumatic growth from an 

integrative literature review of knowledge management, social psychology and organizational 

development that can be used by organizations. 

 

Social Implication: Negative experiences can spur positive growth. Knowledge Management researchers 

are engaged in studying knowledge enhancement processes thereby providing assistance when information 

is uncertain. The authors propose developing a theoretical framework and practical knowledge 

management tool that creates certainty for the individual across one or more of these post-traumatic growth 

domains, thereby increasing the information certainty. This knowledge management tool can foster post-

traumatic growth after adverse experiences such as the death of a loved one, assault or war. During the last 

year, the world has experienced a global pandemic spurring economic impact, millions of deaths, 

unemployment and a global economy. A KM tool for fostering growth after trauma could help save lives. 

 

Keywords: Sensemaking, ASK, Trauma, Growth
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ABSTRACT 

Using technology and e-publication formats, Mobilizing Computable Biomedical Knowledge (MCBK) aims to promote 

learning health services and reduce time to get healthcare products to patients. This paper summarizes developing a 
community of practice (CoP) experts, providing educational activities, and plans for sustainable Open Educational Resource 

(OER) materials online as funded by an IMLS grant.* Activities were part of a pilot training for 20 knowledge managers, 

students and professionals in Library and Information Science (LIS) in December, 2021. The educational goal is to introduce 
MCBK concepts globally and and to promote KM and LIS leadership in designing healthcare repositiories and accessing 

information. 

Beyond text and graphics, CBK publications provide encodable prediction models and computable information in electronic 

media. It is “dynamic knowledge” in open access formats. Such computable knowledge allows readers to evaluate and 
validate data or tools that may, for example, compute a risk score for infection. Analysis and review by e-journal readers 

may reduce time to implementation in healthcare systems or K2P (knowledge to performance) from years with traditional 

peer- reviewed publications to months using electronic, open access. 

The summaries and exercises in this paper are from presentations during the pilot training, which were assessed and 
recommended by student participants. 

* Institute of Museum and Library Services, RE-250159-OLS-21. 

 

 

AUTHOR KEYWORDS 

biomedical knowledge; computable knowledge; learning health systems (LHS); open access; open educational resources 

(OER) 

 

INTRODUCTION 

The need for Learning Health Systems (LHS) is worldwide. Knowledge of computable systems is 

growing to fill the gaps in LHS and to reduce health disparities (Friedman & Flynn, 2019). Both cost 

reductions and faster development of effective, efficient systems analysis programs (SAP) seem possible 

from Mobilizing Computable Biomedical Knowledge (MCBK). Open access journals can make a difference. An 

example of an open access publication, the Learning Health Systems Journal, is edited and managed at the 

University of Michigan, School of Medicine, USA. As this paper will show, leadership in developing CBK 

by contributing researchers, authors, and editors can help knowledge managers, librarians, and information 

professionals be early designers and leaders in academics, government, and business. 

A systems approach is required for health care to improve across states, countries, and continents. 

With systems, the data, algorithms, and informatics programs can be generalized during a learning cycle 

that covers performance to data (P2D), data to knowledge (D2K), and knowledge to performance (K2P) for 

solving a health problem. Problems like heart disease and diabetes require system. 

The following figure from Charles Friedman (2021) illustrates the cycle going clockwise from the 

bottom (P2D) when medical practices can be captured as data, assembled and analyzed with external 
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evidence to become knowledge (D2K), and then the results are interpreted, and interventions can be 

designed for health care action (K2P) as the cycle starts again. 

 
Figure 1 

LHS: Continuous Cycles of Study and Change 

 

 
 

As the 2018 “Mobilizing Computable Biomedical Knowledge (CBK): A Manifesto“ illustrates, the effort 

will take time and dedicated support. 

It is no longer sufficient to represent knowledge in the form of printed words and static pictures. 

The increasingly rapid rate of scientific discovery needs knowledge representations that are more agile and 

amenable to scalability and mass action. This in turn can enable the continuous cycles of discovery and 

improvement envisioned as Learning Health Systems. (Manifesto, 2018) 

It will take public-private partnerships to sustain a CBK ecosystem. Dedicated to FAIR (findable, 

accesible, interoperable and resuable) principles (Wilkinson, et al., 2016), the growing community of 

MCBK and LHS supporters suggest that it is time for action on a global scale. This paper outlines 

opportunities for knowledge managers, information professionals, and librarians to participate in MCBK 

and to locate resources tolearn about aspects of CBK. In 2020, Friedman (2020) was the first keynote 

speaker at the ICKM 2020 conference and he provided details of the history and concepts defining MCBK. 

COMMUNITY OF PRACTICE (CoP): Partners, Presenters, and Planners 

 
As described in the 2021 grant proposal to the IMLS, a training pilot and follow-up research might 

capitalize on the wealth of knowledge available within the LIS academic world. So with collaborative 

partners, pilot presenters, and associated planners and mentors, our CBK team is building an online training 

curriculum with health informatics experts from around the world. The results of research from the grant 

will support the advancement of theory and practice in biomedical informatics while developing leaders in 

computable knowledge storage, access standards and tools across LIS disciplines. The team also hopes to 

address current information needs of the medical and healthcare community as well as future research 

development and data needs. Equipping LIS professionals with the skills to use tools in software and data 

management supports the LHS objective for every decision affecting the health of individuals and 

populations to be informed by the best knowledge available. 

Collecting that knowledge requires a collaborative team of partners to plan and support the pilot 

class and subsequent research. The authors, who are the project director and co-project director, invited 

MCBK and health informatics experts to be collaborative partners. The original list of partners who continue 

to support the CBK research and knowledge-based learning systems development are: 

• Dr. Charles Friedman, LHS department chair, Michigan School of Medicine 

• Dr. Rachel Richesson, Michigan School of Medicine; 

• Kathleen Young, Editorial Assistant, LHS journal; 

• Jerry Perry, Associate Dean for Unversity of Arizona Libraries, and inclusion researcher; 

• Feili Tu-Keefner, health informatics and health sciences librarianship expert at the University of South 

Carolina 

• Suliman Hawamdeh, Ana Cleveland and Jody Philbrick, professors and lecturer at North Texas 

University 

• Robin Ann Yurk, MD Yurk with healthcare and leadership experience 

• Shannon Jones, Director of Libraries for the Medical University of South Carolina. 
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Associate members of our growing CoP are health informatics, LIS, and data analytics consortium 

partners in North Carolina at Duke University, UNC-Chapel Hill, East Carolina University, UNC-Charlotte 

and Wake Forest University, including Javed Mostafa, Director of the Carolina Health Informatics Program 

(CHIP) at UNC-Chapel Hill and Drs. Ed Hammond and Vivian West, Duke Clinical Health Informatics 

(DCHI) at Duke University in Durham, NC. As described next, the CoP worked collaboratively to design a 

syllabus for the pilot training in MCBK held December 15, 2021 - January 6, 2022. Additional community 

partners presented modules and mentored the pilot class attendees, 20 professionals and graduate students 

from across the USA. 

Beginning in October, 2021, an invitation to participate was distributed by email and social media 

to the JESSE List, ASIS&T SIGs for HLTH and KM, the ICKM, and to faculty and students of LIS in NC, 

Washington, and other states. The MCBK pilot training was designed to be taught online using Zoom and 

to require 40 hours of interactive learning with mentors for 3 cohorts. Attendees (and mentors) would qualify 

for stipends. Space was originially limited to 15 students, but a supplementary grant from the NNLM and 

southern chapter added 5 students for a total of 20 training pilot participants. After the original invitations 

were distributed a USA federal grant restriction was noted, and it was announced that international students 

and librarians or IS professionals needed to be US students or workers in the USA with Visas. About 10 

international applicants applied and were informed that they would have access to Open Education 

Resources (OER) being developed online in 2022 based on the pilot training and additional research. 

Here is the text copy of the short invitation: 

Library and Information professionals are invited to apply for training on Mobilizing Computable 

Biomedical Knowledge (MCBK). Training will be online using Zoom over two weeks in late December 

2021 and early January 2022 (between traditional fall and spring semesters). As part of a grant from the 

Institute of Museum and Library Services (IMLS), the training will introduce how electronic journals can 

provide “dynamic knowledge” that readers can validate immediately. For example, for data, programming 

code or encodable prediction models in healthcare, readers can provide feedback and contribute to faster 

development of diagnosis treatments or tools to compute risk of coronavirus infection. 

A stipend of up to $1500 will be paid to students for attending class and providing feedback. The 40-hour 

interactive class with speakers and discussions are 2-4 hours: December 15, 16, 20, 22, 23, 27, 28, 30 and 

January 3, 5, and 6. Mentors will support groups of students, too. Please submit your letter of interest and 

resume to Dr. Deborah Swain, Project Director (dswain@nccu.edu) or Dr. Christopher Cunningham, Co-

Director (ccunni23@nccu.edu) by November 15. 

Professional librarians, technical professionals and students are invited. Interest in health informatics 

recommended but not required. 

 

Twenty participants were invited and accepted; the group included five particpants sponsored by 

the Medical Library Association (MLA) Southern Region Chapter of the National Network of Libraries of 

Medicine (NNLM) who lived in the southern region. Three applicants on the wait-list were sent copies of 

the schedule and invited to audit if interested without a stipend. Pilot participants ranged from a young pre-

med undergraduate to a Ph.D. with over 10 experience in health sciences libraries. Attendance, participation, 

and feedback on speakers, learning modules and issues was 100%. For examples, student participants 

reviewed sample materials, interacted with knowledgeable speakers, and provided feedback and suggestions 

about the open access publication, Learning Health Systems Journal, bias in CBK, doing systematic 

reviews, and interoperable, metadata infrastructure proposals. A pre- and post-assessment was available and 

completed by all participants. (Results of knowledge learning is summarized under “Learning Assessments“ 

below.)
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THE PILOT: Syllabus, Schedule, and Modules for Training 

 
From September to December, partners met, reviewed and revised the Syllabus. They agreed to 

these learning objectives and outcomes in Table 1. 

Table 1 

Pilot Training Learning Outcomes 
Goals and Objectives Student Learning Outcomes 

(Students will be able to…) 
Measurement 

Find tools and utilize searches 

for CBK: LIS professionals 

can help design more effective 

data archives and repositories 

to improve healthcare 

information 

accessibility for professionals, 
patients, and researchers. 

1. Design MCBK archive 

repository for healthcare 

papers or articles with 

code, data, algorithms. 

1. Present guidelines for an 

MCBK archive repository 

Review the technology and 

electronic publication format 

for CBK: Competency with 

electronic journals to provide 

“dynamic knowledge” that 

readers can validate 

immediately. For example, for 

data, programming code or 

encodable prediction models in 

healthcare, readers can provide 

feedback and contribute to 

faster development of diagnosis 

treatments or tools to compute 
risk of coronavirus infection 

2. Identify accessibility 

requirements for readers to 

evaluate code, data, 

algorithms. 

3. Document directions for 

authors and users to access 

data to evaluate healthcare 

device or procedures in 

electronic articles 

Provide feedback and 

suggestions for developing 

OER: Based on the pilot class 

and a community of practice 

(CoP) from universities, 

libraries, and medical schools, 

sustainable open educational 

resources (OER) will be 

developed with online materials 

for future use. (2022) 

4. Plan for OER resources 

based on pilot classes and 

MCBK: Cheryl Casey’s 

toolkit and guidelines 

(Arizona), Will Cross (NC 

State), and Josh Bullock 

(Kansas) 

5. Create CoP dist list from 

collaborative partners and 

pilot class 

6. Students provide feedback 

for dynamic, interactive 

learning resources OER 

(Open Educational 

Resources); pilot class 

reviews OER toolkit and 

recommends legal 

approach 

7. Test dist list with email; 
update webpage 

 
Students were expected to attend 2 orientations and 9 classes in Zoom meetings. The two 2-hour 

orientations were 10:30am-12:30pm (December 15 and January 6), and the nine 4-hour online classes 

were 12- 4pm EST for a total of 40 hours of training. An outline of the modules is in Table 2. 
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Table 2 
Pilot Training: Schedule by Subject 
 
 

Class Student Learning Outcome 
Subject 

Activities 

1- Thurs., Dec. 16 Open Access to Data, Research, and 

Scholarship 

Follow-up to orientation: slides and 

video 
Review Sample article Survey from 
UVa 

2- Mon., Dec. 20 Publishing Discuss Author Instructions and 

sample article 
Process for journal submission 

3- Wed., Dec. 22 Knowledge Bases and Repositories Review background articles and 

poster before 
Discuss CBK archive repository 
draft desiderata 

4- Thurs., Dec. 23 Bias in Machine Learning, 

Algorithms, AI 

View “Coded Bias” video before 

Read sample articles (including 
“Algorithmic Justice” guidelines) 

5- Mon., Dec. 27 Entrepreneurship and Application 
Development 

Read PATTIE article Discuss new 
tools for apps 

6- Tues., Dec 28 Systematic Project Review Scoping 

Review 
Librarian roles 

AHRQ Poster Video on PICO 
Selected reading (PRISMA, plus) 

7- Thurs., Dec 30 CBK Technical Infrastructure Review and summarize poster with 

partner or team 
Discuss principles for technical 
infrastructure to support CBK 

8- Mon., Jan 3 MCBK Metadata and research (data) 

networks 

Discuss metadata; website review 

exercise 
Example OHDSI slides 

9- Wed., Jan 5 NLM Update Attend review of NLM updates 
Discuss Covid-19 impact on CBK 

 
The invited speakers were experts in their field and the domain knowledge that they presented. 

Table 3 lists the speakers and their topics with some of the information resources used. 

 

Table 3 

Pilot Training: Presentations and MCBK Resources 
Session Learning Activities Resources 

Orientation, Dec. 

15 (10:30 – 12:30 

pm EST) 

Introduce MCBK 

Describe LHS (Learning Health 

Systems) background and “MCBK 

Manifesto” 

 
Meet mentors and partners 

 
Review pilot process, schedule, 

expectations, and webpage: 

https://www.nccu.edu/mcbk-home 

Speaker: Charles Friedman 

 
 
 
 
 
 
Assignment: Friedman slides on CBK. 

Zoom video (12/15/21) 

https://www.nccu.edu/mcbk-home
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1-Class, Thurs., 

Dec. 16 (12-4 pm 

EST) 

Complete pre-class assessment survey 

 
Open Access to Data to Knowledge 

(to application and practice) 

 
Describe library context for MCBK 

(open research and scholarship); 

complete survey from UVa 

 
Volunteer for Lib Guide dev 

Review cycle of learning from slides 

and video. 

 
LHS Article (invited early reading): 

https://doi.org/10.1002/lrh2.10244 

 
Speaker: Nancy Allee on “open 

science” and “open data” 

Interactive discussion with mentor 

(breakout sessions) Class discusses 

together (Lib Guide ideas) 

2-Class, Mon., 

Dec. 20 (12-4 pm 

EST) 

Evaluate article on immunization 

calculation engine 

 
Describe online LHS journal’s 

mission, challenges and growth and 

Author Instructions 

 
Process for manuscript submission, 

review, production, publication/open 

access/and indexing. 

Review CYCLE OF LEARNING to 

application and practice topic: Data to 

Knowledge (D2K), Knowledge to 

Performance (K2P) and Performance 

to Data (P2D) and Open Access 

 
LHS Article (how CKP manuscript 

differs): 

https://doi.org/10.1002/lrh2.10285 

 
Speaker: Kathleen Young 

(background on Learning Health 

Systems follow-up with Charles 

Friedman) 

 
Interactive discussion with mentor 
(breakout sessions) 

3-Class, Wed., 

Dec. 22 (12-4 pm 

EST) 

Trust for knowledge bases and 

repositories 

 
 
MCBK Trust and Policy (T&P) 

Workgroup 

Review assigned readings 

 
Speaker: Josh Richardson, T&P 

MCBK Workgroup 

 
Review preliminary survey results by 

T&P MCBK Workgroup 

 
Interactive discussion with mentor 

(breakout sessions) 

 
Discuss CBK archive repository draft 

desiderata 
 
Assignment for Dec. 23: “Coded 

Bias” documentary video (MIT) 

4-Class, Thurs., 

Dec. 23, (12-4 pm 

EST) 

Bias in Machine Learning 

(algorithms in AI and ML) using 

Ethics of Care framework 

 
Review “Thought Piece” and Call to 

Action 

 
Review inclusion guidelines and bias 

analysis, plus “Algorithmic Justice” 

 

Engaging different disciplines 

Discuss “Coded Bias” documentary 

video (MIT) 

 
Five (5) selected articles from 

annotated bibliography or lit review 

 
Speaker: Jerry Perry (S&I MCBK 

Workgroup) will review Sustainability 

and Inclusion issues and “mobilizing” 

aspect of MCBK 

 
Interactive discussion with mentor 

(breakout sessions) 

 

Full class discussion and follow-up 

with Jerry. 

https://doi.org/10.1002/lrh2.10244
https://doi.org/10.1002/lrh2.10285
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5-Class, Mon., 

Dec. 27, (12-4 pm 

EST) 

Entrepreneurship and application 

development 

 
New Tools for entrepreneurs. 

 
Prototype system called Publication 

Access Through Tiered Interaction & 
Exploration (PATTIE). 

Read article on PATTIE 

 
Speaker: Javed Mostafa (UNC-CH) 

Advancing research in new areas 

(CBK and DSS) Interactive discussion 

with mentor (breakout sessions) 

6-Class, Tues., 

Dec 28, (12-4 pm 

EST) 

Systematic Project reviews 

Librarians as reviewers and authors 

Evidence-based research 

Academy of Medicine stds, PICO, and 

PRISMA reviews 

Video on PICO: 

https://www.youtube.com/watch?v=I

HVO4FC2_Is Selected reading: 

https://guides.mclibrary.duke.edu/sysr

eview/types 

 
Speaker: Feili Tu-Keefer (U South 

Carolina) 
 
Interactive discussion with FULL 

CLASS (knowledge café) 

7-Class,Thurs., 

Dec 30, (12-4 pm 

EST) 

Review posters from MCBK Conf. 

2021 (Gabe Rios) 

 
Guiding Principles for Technical 

Infrastructure to Support 

Computable Biomedical Knowledge 

(White Paper) 

Select with team/partner poster or 

paper (Jan. 5). Note: AHRQ Poster 

 
Speaker: Chris Shaffer (UC-San 

Francisco) Interactive discussion with 

mentor (breakout sessions) 

Report out 

8-Class, Mon. Jan 

3, (12-4 pm EST) 

Overview MCBK metadata and the 

nature of different research (data) 

networks and how MCBK knowledge 

might connect with the available data. 

 
Example: Observational Health Data 

Sciences & Informatics (OHDSI). 

Overview of metadata. 

Activity on website identification. 

Speaker: Rachel Richesson 

Interactive discussion with mentor 

(breakout sessions) 
 
Background slides from Juan Banda 
(Georgia State) on OHDSI data 
collaboration 

9-Class, Wed.,Jan 

5, (12-4 pm EST) 

Update on NLM Tools and 

Resources 

 
 
Creating learning resources and videos 

 
Complete post-class assessment 

survey 

Discuss posters and papers from 

MCBK conference. Speaker: Kate 

Majewski, NLM 

NLM Resources: Research & 

Development and NLM Tools for 

Moving to Future with FAIR 

Principles 
 
Interactive discussion with FULL 
CLASS (knowledge café) 

Closing 

Orientation, Jan. 

6 (10:30 – 12:30 

pm EST) 

Share plans and LIS designs for OER 

(Open Educational Research) 

 
Human-Computer Interactions and 

Interface UX 

Deborah Swain (Grant project 

director) and Chris Cunningham 

(Grant co-project director) 
 
Creative designs for MCBK following 

pandemic impact and Impact of 

Covid-19 Pandemic on Data 
Science 

http://www.youtube.com/watch?v=IHVO4FC2_Is
http://www.youtube.com/watch?v=IHVO4FC2_Is
http://www.youtube.com/watch?v=IHVO4FC2_Is
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Note: Contact paper authors for details on speakers and resources. 

Reports from three groups of cohorts provided anecdotal evidence of learning by experienced 

librarians, developers, students, and information professionals interested in supporting CBK and 

encouraging researchers in their institutions to participate in sharing knowledge in computable formats for 

open access review and efficient systems implementation. Most learning was interactive and based on 

participation in cohorts; however, there were some pre-learning assignments, such as view a video or read 

an article. However, the learning was participatory and part of the training pilot‘s online meeting hours. 

Each class meeting had a speaker and/or discussion topic. There were breakout sessions with 2 mentors for 

each student cohort during most classes. On December 28 and January 5, a full class discussion or 

“knowledge café” replaced the breakout sessions. As the next section summarized, the assessments 

measured and showed quantitatively, several presentations were evaluated as knowledge-learning 

experiences. A focus group meeting and “class reunion” is planned for late June or July in 2022. 

 

LEARNING ASSESSMENTS: Student Learning Outcomes and Measurements for 

Recommended Modules 
 

The primary goal of the upcoming OER will be to support training and implementation of CBK 

developments for LHS through e-publications and collections or repositories with computable knowledge. 

Topics from the pilot that show promise for LIS learners include: developer entrepreneurship, trust and 

policy requirements to counter bias in AI or ML and support algorithmi justice, using NLM resources, 

supporting a technical infrastructure and metadata for interoperable CBK repositories, systematic reviewing 

by librarians/knowledge managers, and learning how to publish in open access media like the LHS journal 

(Friedman, et al., 2017). In this section, we outline the modules that will be based on the Pilot Training and 

reflect the feedback from participants about sessions through assessment surveys before and after the pilot 

(see Appendix A for questions). 

 

The sessions with high percentages of learning during the Pilot Training seemed to show student 

participants what new terms meant. The following terms (names and abbreviations had some of the highest 

% change in knowledge increases between the pre-test and the post-test; see Tables 2 and 3, and Appendix 

B: Spreadsheet on Pre- and Post-Assessments (Learning %): 
• PATTIE (class 5) – 130.56% change in perceived knowledge 

• AHRQ (classes 6-7; resources list in syllabus ) – 118.92% 

• FAIR principle (classes 4 & 9; resources list in syllabus) – 108.7% 

• OHDSI (class 8; slide presentation) – 100% 

• MCBK (opening orientation and background articles for class 3) – 94%. 

 
It should be noted that OER did not have a class session but was mentioned throughout the course, and it 

had a low 80% change. As a result, plans for the OER textbook and website include module about open 

education resources and example. Other recommendations for the high percentage terms reflect a business 

knowledge interest in entrepreneurship tools, such as the prototype system called Publication Access 

Through Tiered Interaction and Exploration (PATTIE) from UNC-Chapel Hill, which is a specialized new 

tool for building programs and using CBK. The desire to grow from no information to knowledge 

specifically will require a presentation about AHRQ (Agency for Healthcare Research and Quality); Pilot 

Training depended on the resource list of articles. Because FAIR (findable, accessible, interoperable, and 

reusable) is a basic MCBK principle, several OER learning modules will continue to emphasize it when 

describing how to build CBK and to avoid bias. The MCBK Manifesto (2018) is available at 

https://mobilizecbk.med.umich.edu/about/manifesto and states: 

Achieving this through evolution of an open Computable Biomedical Knowledge ecosystem dedicated to 

achieving the FAIR principles: making Computable Biomedical Knowledge easily findable, universally 

accessible, highly interoperable, and readily reusable.* The current interest in making data “FAIR” should 

be matched by equally intense interest in making knowledge “FAIR.” - October 17, 2018 (Wilkinson, et al., 

2016) 

 

OHDSI is Observational Health Data Sciences and Informatics, an more learning materials are 

recommended. An important learning module would cover MCBK metadata and the nature of different 

https://mobilizecbk.med.umich.edu/about/manifesto
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research (data) networks and how MCBK knowledge might connect with the available data. Already LHS 

researchers have published frameworks and data analysis for transmission dynamics and metadata for 

models based on knowledge commons, data sharing agreements, and standards (Foraker, et al., 2020). 

Definitely, research models will part of the OER. The post-assessment showed 100% improvement in 

learning about Observational Health Data Sciences and Informatics (OHDSI) and 93% improvement 

describe the nature of different research (data) networks, which are the heart of data infrastructure and 

successful sharing in a learning health system. The pilot learning module and research by Rachel Richesson 

can cover website identification, research networks for sharing, embedded research, and data standards 

(Richesson, 2020). Also, pilot slide presentations with examples of OHDSI as demonstrated by Juan Banda 

are recommended. OHDSI is already connecting almost 3000 users in 18 countries with a network of 

databases as presented to MCBK and LHS groups (Banda, et al., 2017). Guiding principles for a technical 

infrastructure to support CBK is being developed by MCBK workgroups and repository users; an updated 

learning module can be in the OER based on the pilot training. 

Finally, the term MCBK itself and “mobilizing computable biomedical knowledge” will remain an 

integral part of all lessons. Building on Charles Friedman’s orientation presentation and his participation in 

class 1 about the open access LHS Journal, learning modules will emphasize the Cycle of Learning and the 

systems required for successful learning health services. The concept of MCBK takes many lessons and is 

a dynamic movement. The 84.31% (middling) change indicates the need to repeat and continually give 

examples of Data to Knowledge (D2K), Knowledge to Performance (K2P) and Performance to Data (P2D) 

stages of learning in healthcare systems and change. 

Overall, student learning was shown to be strong from the Pilot Training assessment. After analysis 

of assessment data recommendations for more or new learning modules have been determined (see 

recommendations in Appendix C). For example, there was a 100% increase in knowledge about OHDSI and 

93% increase in understanding the nature of different research (data) networks from pre-workshop to post-

pilot classes. Students reponded “well” when asked to rate learning about both (questions #15 on data 

networks and #16 on OHDSI). See more about OER plans in the next section. 

 

FUTURE: OER, Standards for Data and Publication Repositories, and Research 

on Bias in CBK and AI 

Developing sustainable Open Educational Resource (OER) materials in 2022 is research-in-

progress intended especially for LIS professionals and students. The importance of developing CBK leaders 

from LIS is underscored by research that has found, "little attention has been paid to forecasting the 

information resources and services that researchers, specifically, will need” (Cain, et al., 2016). Whereas, 

LIS trained professionals seem to have begun to lose reference and knowledge management positions to 

more IT-based workers, MCBK training may provides an opportunity to bridge gaps and provide design 

partners from LIS to be part of a community of CBK developers in LHS. 

It is expected that the CoP, which will grow out of the grant and developed sustainable OER 

materials, to support healthcare community outreach projects and activities. As the pilot training 

demonstrated, trained mentors can be partners with novice CBK users (Figueroa, 2014) to have impact on 

multi-racial, low income urban and rural communities with health disparities. 

Among the processes to be learned, there is first the cycle of learning; however, equally important 

is systematic project reviews in which librarians and knowledge managers can lead reviewers to meet high 

level reviews so that CBK is peer reviewed and reader reviewed effectively. The PICO approach requires 

the patient, intervention, comparison and outcomes framework to focus clinical questions and produce 

quantitative reviews. Learning and practicing systematic reviewing was a module in the Pilot Training, but 

not part of assessment surveys. Nevertheless, it is an important aspect of leadership in CBK for librarians 

and information professional. 

Knowing about publishing in open access journals was covered in classes 1 and 2. Learning about 

author guidelines for the Learning Health Systems (LHS) journal received a 112.2% learning change score. 

Thus, there is evidence that librarians and information professional want to be able to teach or show 

researchers and programmers in healthcare how to publish using CBK. Resulting repositories of data and 

access to software and algorithms, will require data standards; however, the LHS results can be strong in 
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making research efficiently reach implementation or performance phases. 

Finally, learning how to identify “algorithmic justice” or bias in AI, is complex and may require 

many learning modules in OER. With the fairly extensive learning materials (video, 5 articles, and an 

annotated bibliography), the co-chair of the Sustainability and Inclusion MCBK work group, Gerald Perry, 

was able to introduce bias issues well in class 4. Students had active cohort discussions. Because of the 

assessment scores for bias (question #8) and algorithmic bias (#20) being 83.02% and 78.43% respectively, 

it is recommended that specific examples be presented for both and learners practice using an Ethics of Care 

approach to analyzing types of bias in the OER. 

Using the assessments and notes from students, slides, and recordings, the Pilot Training gives 

OER developers rich material to sort and organize into modules. Class, chapter, or presentation names may 

change in the production of an open textbook and online modules for the OER website, but the evidence 

from the Pilot Training shows that librarians and information professionals can prepare to partner with 

developers, clinicians, and data scientists to create CBK in open publications and CoPs. 

CONCLUSION: CBK in Libraries and Biomedical Institutions 

We feel that our paper is supporting the theme of the ICKM 2022 conference, “Knowledge and 

Risks: From individual to global scale” at different levels of analysis and agency. Individuals can learn to 

be leaders in the MCBK movement and support learning health systems on a global scale. But there can be 

risks with knowledge if you do not work to understand terms, processes (cycle of learning, systematic 

reviews and publishing in open access journal), standards, and how to identify “algorithmic justice” or bias 

in AI. Building on the Ethics of Care, FAIR principles, and knowledge commons, you an apply the level of 

analysis and personal agency you choose. Whether part of a library or biomedical institution, you can 

encourage and help manage CBK that will contribute to learning health services and practices at a systems 

level. 

As MCBK publications grow, the need for trained LIS professionals increases. As a recent 

example, research on rapidly translating clinical guidelines for Covid-19 promises systematic use of AI and 

knowledge engineering to create decision making models (Fox, et al., 2020) for LHS. Can there be a “second 

knowledge revolution” based on publishing and sharing computable information, not just text and graphics? 

Based on the MCBK Pilot Training and input from collaborative partners, who presented or mentored during 

the pilot, we agree with early MCBK promoters (Williams, et al., 2020) and add that knowledge managers, 

librarians, and information science professionals can be leaders in this revolution to improve healthcare 

globally. We hope you will utilize the OER textbook and website based on what we learned during the Pilot 

Training and applied to developing an LHS learning commons. New partners, such as Cheryl (Cullier) 

Casey, Open Education Librarian at the University of Arizona Libraries, and Will Cross, Director of the 

Copyright and Digital Scholarship Center in the NC State University Libraries, will join our efforts at NC 

Central University as our IMLS research team works with Danielle Colbert-Lewis, Head of Research and 

Instructional Services at James E. Shepard Library, and Racheal Brooks, Office of e-Learning. Join us and 

use OER in late 2022 via online, accessible textbook and learning resources at a webpage based on our Pilot 

Training website at https://www.nccu.edu/mcbk-home . 
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APPENDIX A: Pre- and Post-Assessment Questions (from Pilot Website) 
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APPENDIX B: Spreadsheet on Pre- and Post-Assessments (Learning %) 
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APPENDIX C: OER Recommendations from Assessment Spreadsheet 
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Organizations as quantum: 
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Quantum physics surpasses human imagination. It totally contradicts everyday experiences. Even 

literal and mathematical explanations cannot substitute for a non-intuitive behavior that puzzles many 

of us. Commercial quantum computers are in reach within this decade. History provides examples that 

the appearance of new technologies brought metaphors to life that may explain up to that point poorly 

understood knowledge domains (e.g., "brains are hardware while thoughts are software"). The author 

describes why the proliferation of quantum computers will be accompanied by the rise of metaphors 

that explain quantum effects. For one, those might help to better communicate about the best use and 

consequences of quantum computers. But those metaphors could also shed light on organizational 

performance at all. To show a practical example, the author proposes how the use of quantum 

metaphors could help organizations to prepare for the quantum computing era - without being exact in 

predictions about most likely technical implementation of quantum capabilities. 

 

1 Setting the Scene 

This paper proposes a possibly surprising argument: The closer we get to the commercial 

availability of quantum computers, the more “mental pictures” of quantum effects will 

offer us deeper insights into understanding organizations at all. We will see a close link 

between the physical characteristics of quantum effects (Drummond, 2019) and the use 

of quantum metaphors to communicate about organizational issues (Steen, Dorst, 

Herrmann, Kaal, & Krennmayr, 2010). This contribution makes an effort to build a case 

for surprising links between superficially different knowledge domains (Shibayama & 

Wang, 2020). 

 

1.1 Metaphors as Thinking Tools 

The metaphor is far wiser than its author and so are many things. 
Everything has its depths. He who has eyes sees [everything] in everything. 

Georg Christoph Lichtenberg 

In 1980, linguists George Lakoff and Mark Johnson released their seminal publication 

Metaphors We Live By which transformed into a classic for the field of metaphorology 

(Lakoff & Johnson, 1980). They argue that metaphors help us to make sense of abstract 

concepts like work, time, mental activity, and emotions by letting one draw on what s/he 

already knows from physical and social experiences. When humans want to express 

complex and abstract issues, they unconsciously revert to the linguistic structure of 

metaphor. Metaphors can help to reason about and get an understanding of difficult, fluffy- 

described knowledge domains. But they even shape our thinking in ways we would not 

expect. 

A study found that a metaphor presented as a single word in an otherwise identical text 

(“monster” or “virus”) had impact on how individuals approached social issues and 

collected knowledge to make “informed” choices (Thibodeau & Boroditsky, 2011). And 

the framing effect in this study had been even more subtle: Reflecting on their answers the 

participants did not identify the metaphor as a factor in their decision-making, instead they 

referred to “objective” data like numbers and statistics. These and other studies show that 

mailto:f_author@university.com
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language metaphors create deep frame-consistent knowledge structures and inferences. 

Metaphors can play a malign influence on thinking and decision-making. 

But metaphors may even play a beneficial role. Studies have shown their persuasive 

effects over the use of literal language (Sopory & Dillard, 2006). Some known application 

areas for such effects are found in such different areas ranging from business, medicine, 

organizational research, to understanding religious meanings (Ashford, 1989): 

LEGO© Serious Play© (LSP) is a method to guide meetings, facilitate group 

communications, and moderate problem-solving (Kristiansen & Rassmusen, 2014) (Idle, 

2018). By help of LEGO bricks participants are pushed through a series of questions that 

probe deeper into dedicated issues. Each participant creates three- dimensional LEGO 

models out of a small set of pieces. The models serve as metaphors to facilitate discussion 

and information exchange. By using metaphors, the group can solve problems more 

effectively. It leverages human senses to teach and listen and offers everyone his own voice 

by leveraging visual, aural, and kinesthetic abilities. LSP is a lingua franca for people of 

many backgrounds and different socioeconomic status. 

• Psychotherapist Stefan Büchi invented Pictures of Illness and Self-Measure (PRISM), 

a straightforward visual tool that acts as a “metaphoric language” of human mental 

states (Büchi & Sensky, 1999). Partly by chance he stumbled upon its larger potential 

and proved its reliability and validity as a quantitative measure of human pain. Within 

a couple of years, PRISM use cases beyond health care have sparked interest. Research 

is ongoing to define general conceptualizations of PRISM that uniforms different 

realms (Holtel, 2013) (Sensky & Büchi, 2016). 

• With his seminal book Images of Organization economist Gareth Morgan published a 

serial of metaphors with the stated desire to introduce instruments that shed light on 

organizational issues (Morgan, 1986, 2006). His metaphors range from obvious 

“Organization as Machines” and “Organization as Brains” to more surprising ones 

like “Organizations as Flux and Transformation” or “Organizations as Psychic 
Prisons” (Morgan, 1986, 2006, S. 11pp, 73pp, 251pp, 215pp). Morgan wanted to 

introduce metaphors as an analysis framework. But he even did not deny the 

predicaments of his approach: “Images or metaphors only create partial ways of 
seeing, for in encouraging us to see and understand the world from one perspective 
they discourage us from seeing it from others.” (Morgan, 1986, 2006, S. 27). 

These examples provide a glimpse that metaphors can be customized to different 

purposes thereby serving in different knowledge domains and usage scenarios. The next 

chapter will focus on a dedicated category of the metaphors’ body, those emerging from 

technologies. They play a dedicated role in appearance and further use. 

 

1.2 The Emergence of Technology Metaphors 

New technology is not good or evil in and of itself. 
It's all about how people choose to use it. 

David Wong 

Science tools push the boundaries of our knowledge. They bounce between discoveries and 

their justification, and range from oscillators to grounded theory. If science widely uses a 

new academic tool, it is more likely that even new theories emerge from daily use and will 

ultimately be adopted by the scientific community (Gigerenzer, 1992).
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A similar dynamic happens for the greater in technology realm. History shows an 

impressive record of continual technological progress. A General Purpose Technology 
(GPT) characterizes a ground-breaking technology of creation and innovation that leaves 

large footprints in the long-term in economy, society, and politics. GPTs are important 

because their proliferation is often followed by strong economic growth (Jovanovic & 

Rousseau, 20065). Steam engines (in wide use ca. 1770-1920), electrification (since ca. 

1880), automobiles (invented 1886), computers (available from the 1940s), or artificial 

intelligence (first mentioned 1956) can be considered as such GPTs. All emerged within 

the last two centuries. 

Since the invention of quantum computing (first hypothesized 1982 by physicist 

Richard Feynman (Feynman, 1982)) we see more interest from different industries to 

exploit quantum physics (McKinsey & Company, 2021, S. 24-25, 33). But the deployment 

of a GPT usually unveils another pattern: The ubiquitous presence of a technology makes 

it a valuable metaphor that helps to explain phenomena in science and knowledge domains 

not well understood at that time (i.e. in lack of sufficiently working metaphors). 

The history of cognitive science presents famous examples that bring evidence for this 

assumption. For example, respected academics have repeatedly utilized the current state of 

contemporary technologies as metaphors to describe and explain cognitive and mental 

processes of the brain (Radman, 1996): 

• Polymath Gottfried Leibniz (1646-1716) asserted that purely material objects are 

incapable of thinking or seeing. He compared the brain with a mill (known as the “Mill 

Argument”) to argue that brains cannot be explained in terms of their biological 

properties alone. He states: “Moreover, we must confess that perception, and what 
depends on it, is inexplicable in terms of mechanical reasons, that is, through shapes 
and motions” (Leibniz, 1714, S. §17). 

• Psychologist Sigmund Freud (1856-1939) borrowed notions from contemporary 

technology to understand the human brain. Before becoming the founding father of 

psychoanalysis, he worked as a neurologist. He conducted research and contributed to 

neuroscience as a new field of research. Freud detected the effects of electricity on 

nerves and muscles. He proved that grey matter in the spinal cord include cells that 

form the origin of sensory nerve roots. Another important discovery made by him was 

that white matter pathways link the spinal cord and the cerebellum (Lothane, 1998, S. 

50). That living things differ from inanimate objects by presence of a non-physical 

entity was elaborated by Freud in his idea of psychodynamics (Bob, 2015). 

• Philosopher John Searle was born in 1932 (roughly half a century after the invention 

of the telephone and its infrastructure). In his seminal work Minds, Brains and 
Programs he reflects on his understanding of brain functions: “In my childhood we 
were always assured that the brain was a telephone switch-board. ('What else could it 
be?')” (Searle, 1984, S. 44). 

• Physiologist Edgar D. Adrian (1889-1977) accumulated knowledge of the nerve fiber 

in the 1920s (which brought him a Nobel Prize in 1932). He also influenced the 

invention of the vacuum tube as an amplifier to intercept coded signals. The vacuum 

tube analogy advanced into the idea that brains might be units that process information 

(Garson, 2015). 

 

Taking these anecdotes into account it is plausible to consider that quantum computing 

mechanics will also provide new metaphors. Before jumping into these, we will take a 

closer look into the relationship of technology and organizations that put it into use. 

 

1.3 Making Sense of Technologies in Organizations 

“It is only when they go wrong that machines 
remind you how powerful they are.” 

Clive James 
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When it comes to improving business processes, information technology plays a crucial 

role. But it can either help or hinder progress. The impact of information technology on 

business processes and its elements are not entirely known. That is because technology is 

not an objective fact but a product “socially created” (Orlikowski, 1992). Organizational 

theorist Wand Orlikowski examines information technology and business development with 

her concept of “technological duality”. She considers an interdependence between human 

and machine affordances. Depending on the context, many factors enable or restrict the use 

of technology - which illustrates this duality. Looking into a technical environment, several 

elements may either enable or prevent organizational change. Technology and organizations 

are in permanent negotiations of their interdependent relationship and influence each other. 

Project Cybersyn can be considered as an example to understand the duality of 

technology in play. It is part of historic events in Chilean politics (Medina, 2015): After a 

socialist transition, Salvador Allende became president of Chile, and a couple of young 

scientists built a complex computer- and telex-based infrastructure with the goal to control 

the Chilean economy. The plan included a holistic system design, controlled through a 

decentralized administration, advances in building rich human-computer interactions, and 

had been implemented on a national-wide telex network. Allende's government was 

violently overthrown and Cybersyn had never been fully implemented. But it left lessons 

for political and organizational leaders on the very close links between technology, 

economy, society, and politics. 

What we can learn at the advent of quantum computing is that we will likely see a 

change in our understanding of processing power as compared to the first decades of 

computing history. The term “Quantum Supremacy” indicates the time when quantum 

computers are capable to resolve problems in reasonable timeframes that classic computer 

architecture cannot do. Once this goal is accomplished the sheer presence of more and more 

quantum computing power will shape and change our way to think and act in interaction 

with these machines and everything we experience around us. 

 

2 Quantum Mechanics in a Nutshell 

I, at any rate, am convinced that He [God] does not throw dice. 
Albert Einstein 

Not only does God play dice, but […] he 
sometimes throws them where they cannot be seen. 

Stephen Hawking 

Before we look at quantum metaphors, it is helpful to at least get a general understanding 

on how they work. Otherwise, we will not detect and match attributes of the source domain 

under consideration (quantum physics) to those of the destination domain (organizations). 

In this chapter the author makes an effort to explain the evidence made from physical 

experiments, also known as quantum effects, in simple metaphors. 

Linguists Lakoff and Johnson state: “In general, abstract concepts are defined 
metaphorically in terms of concepts that are more concrete and more clearly structured on 
their own terms – concepts like SPACE, MOTION, FOOD, OBJECTS, etc.” (Lakoff & 

Johnson, 1980). Quantum mechanics can be considered as such a general, abstract concept. 

It is a catch term that describes physical phenomena that uniquely occur at atomic levels. 

Nevertheless, they leave impact in the macroscopic world - which is the world humans 

experience with senses. 

The first ideas to make use of quantum effects arose from theoretical thoughts 

theoretical physicist Richard Feynman outlined decades ago. He made the proposal to build 

computers that should make use of quantum effects to simulate quantum effects (sic!) 

(Feynman, 1982). His ideas were of hypothetical nature and he did not directly consider 

the development of all-purpose quantum computing architectures. Nevertheless, today we 

await commercial quantum computers in the late 2020s or early 2030s (National Academy 

of Sciences, 2018, S. 7-13pp) (McKinsey & Company, 2021, S. 38).
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The far-reaching consequences of quantum physics can be considered as a late 

response to “Laplace’s demon”, a thought experiment about determinism: According to 

determinism, if someone (the demon) knows the precise location and momentum of every 

atom in the universe, their past and future values for any given time can be predicted; they 

can be calculated from the laws of classical mechanics (Laplace, 1814, 1902). But in 1925, 

physicist Werner Heisenberg proved that uncertainty is an inherent quality of quantum 

mechanics which disproved the possibility of a Laplace demon (Heisenberg, 1925). 

Different technical approaches to quantum computing coexist and currently compete to 

realize useful architectures. But all share common denominators: Classical hardware works 

on the dichotomy of 0 and 1 where an information unit is called Bit and is coded as the 

dedicated difference between two states (von Neumann, 1945) (Hally, 2006). In contrary, 

quantum computing systems work with Qubit which is to handle a bunch of logical states at 

the same time (Rieffel & Polak, 2011). 

 

2.1 Superposition 

Qubits are the building blocks of quantum computers. But they are kind more sophisticated 

than Bits in storing much more information. A Bit may only hold dichotomic values, either 

0 or 1, while a Qubit may contain “any value” between 0 and 1. Those Qubits are made up 

from controlled particles as well as the methods of controlling them. 

 

 

Figure 1: Quantum superposition can be explained by positions on the sphere of a soccer ball 
 

The state of superposition describes a Qubit that may exist in two distinct states at the 

same time, and it is conceivable for it to exist in both states. In physical terms, an electron 

may exist in two different quantum states, a spin-up and spin-down state. In case this 

electron is in superposition, it is both up and down simultaneously - a mystic mix of two 

states. It is only when this electron is measured that it falls out of its superposition and 

determines in one of two positions. Quantum algorithms make use of this superposition to 

harness its inherent calculation power. 

A simple metaphor can explain this phenomenon: The sphere of a soccer ball is a good 

metaphor to present all weird states of a Qubit (Figure 1): Myriads of points on its surface 

represent possible states of a Qubit (at the same time before measurement). Only the top 

of the soccer ball (north) would be a clear 1 (after measurement!), the down of the soccer 

ball (south) would be a clear 0 (after measurement!). 
 

2.2 Quantum Entanglement 

If one knows, then no one knows. 
Ludwig Wittgenstein 

There is another weird phenomenon in quantum systems that is far beyond human 

imagination. It is called “Quantum Entanglement” and describes something known as the 

“nonlocality” that is the ability of two objects to instantaneously know about the state of 

each other – independent from their distance.
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This surprising "distant connection" and "faster than light" relationship of partners 

appear to contradict Einstein relativity. But theoretical and experimental studies have 

proven this fact. There is a correlation of measurements between twins that are separated. 
 

 
Figure 2: "Spooky action at a distance" demonstrated by two cars 

We can model this phenomenon by a metaphor presents two cars (Figure 2). Both have 

been somehow linked to each other (“entangled”). Every time a car tinkerer makes a tune 

to his car (left), by magic another tune will somehow appear at the car of his friend (right). 

Even more weird: This happens instantly. And totally independent from distance. One car 

might parks in a garage in downtown Munich, the other might have traveled to Mars on a 

rocket and just arrived in Mare Erythraeum. 

Physicist Albert Einstein couldn’t make sense of this strange effect of quantum 

mechanics where two particles instantaneously interact over a distance because this 

contradicts his calculated limit of speed of light. In a letter to Max Born he coined it “spooky 
action at a distance” (spukhafte Fernwirkung) (Einstein & Born, 2004). 

 

2.3 Quantum Instabilities 

What is greatest challenge to build a quantum computer? It is the engineering puzzle to 

purely keep a quantum state long enough to make sense of it - and produce correct answers 

before it is destroyed. Storing a quantum state (particles in superposition) is very difficult. 

Any interaction with the universe disrupts it and can cause errors. That is why quantum 

computers are shielded electro-magnetically. That is why quantum computers are cooled 

down to almost absolute zero (which is minus 273 degree Celsius). The chandelier-like 

computing device is an expression of this problem: In fact, it is a refrigerator hanging from 

a ceiling (Figure 3). The tube of its cooling system makes its outer shape. The core 

computing unit is chip-size and sits at the bottom of the whole structure. This special 

structure is meant to guarantee at least microseconds to store information necessary for 

calculations. But even these precautions and preparations are not enough to guarantee valid 

measures. 

 
 

Figure 3: IBM Quantum Computer (IBM, 2017)
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In a real sense, quantum calculations must be repeated many times to make them highly 

reliable. Doing them once would deliver uncertain results. The major caveat from quantum 

algorithms is its results are only correct in a statistical sense. That is every single result 

from a quantum computing algorithm can be wrong (if only within probabilities). It is of 

importance that quantum computers can never provide unambiguous answers. Results can 

be considered as “statistically correct”. One major step in quantum computing technology 

will be the availability of self-correcting quantum algorithms to marginalize that source of 

failure (The Wall Street Journal, 2021). 

Now that we have at least a rough idea of evident quantum effects we will switch over 

to the use of its metaphors in an organizational context. 

 

3 Looking at Organizations as Quantum 

We can notice increasing efforts to utilize a better understanding of quantum states as 

means to increase insights in other realms like economy (Orrell, 2019), human language 

(Aerts & Beltran, 2022), or even the simulation of life itself (Rasetti, 2017). The author 

now makes an effort to use quantum effects as a metaphor to better understand 

organizational dynamics. 

Quantum mechanics challenges an assumption: “It undermines scientific determinism, 
implying that human knowledge about the world is always incomplete, uncertain and 
highly contingent.” (Das, 2012). Inexactness ultimately challenges logical causality on a 

very basic level. Thus, this pattern holds a lesson that sheds light on organizations. 

Three archetypical issues of organizational relevance can show that case. Each either 

possesses a long track in the history of organizational sciences, or companies are facing 

them today or will do likely in the future. All topics share a plethora of ongoing academic 

dispute and are often high priority at levels of corporate decision-makers. 
 

3.1 Quantum Metaphors in Organizational Control 

respice finem (look to the end) 
Latin phrase 

We are living in a world of uncertainty which students of an US military academy after 

the Cold War coined “VUCA” which is Volatility, Uncertainty, Complexity, and 

Ambiguity (Barber, 1992). But long before, economist Frank H. Knight already 

reconsidered the human perception of risk awareness. “The key to the whole tangle will be 
found to lie in the notion of risk or uncertainty and the ambiguities concealed therein.” 
(Knight F. H., 1921). Knight distinguished between uncertainty (which is not predictable), 

and two variants of risks (either insurable or not insurable). The quantum effect of principle 

uncertainty to predict an outcome creates a valuable metaphor that reenacts the 

understanding of unpredictability in the business world. 

Economist Saras D. Sarasvathy made the idea of unpredictability as a starting point to 

better understand entrepreneurship (Sarasvathy, 2001): In business, choices and actions are 

done on a regular basis. She therefore asked: What is the secret of success whenever a 

decision must be made? By performing a research with 27 successful entrepreneurs who 

founded firms ranging in size from USD 200 million up to USD 6.5 billion she listened 

intently when those entrepreneurs were faced with working through a problem set. This 

approach allowed her to learn more than just what participants decided. Sarasvathy learned 

about the way they did. She built a conceptual framework called “effectual action” which 

she described as a thought pattern experienced serial entrepreneurs utilize to thrive. She 

recognized two quite different ways to create business value: causal (or predictive) thinking 

and effectual thinking (or effectuation). There is merit in both views since they address 

quite distinct issues (Sarasvathy, 2009). Causal reasoning entails deciding on a goal and 

then securing the funding and personnel necessary to accomplish it. In contrast to mere 

forecasting, effectuation emphasizes to create circumstances on the resources someone has 

just currently available. The concept of effectuation is a strong challenge to conventional 

thinking of corporate planning. To be really effectuative an organization has to accept that 

it cannot control the future, but it can anticipate it (Sarasvathy, 2009). Such, smart 

organizations might be capable to profit from huge ambiguities they face (Wilkinson, 

2006).
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The quantum effects of principle unpredictability (i.e. presence and future) provides 

another way how to convey quantum metaphor to organizations. The next chapter 

elaborates this idea. 

 

3.2 Quantum Metaphors in Organizational Cultures 

Culture performance has a significant influence on business performance: According to a 

Deloitte poll, 82 percent of respondents agreed that culture may provide an edge over 

competitors (Deloitte , 2016). But decision-makers often consider cultural issues as a 

vague, mysterious hard-to-model relationship between cultural foundations and business 

impact. 

The culture of organizations can be better understood by looking beyond "visible 

artifacts". It is to unveil essential beliefs that shine through them (which is related to the 

fact that quantum effects can only be observed by indirect measures because otherwise 

measures break down). 

Economist Edgar Schein claimed that only digging beneath the surface of an 

organization reveals assumptions that lie at its very heart (Schein, 1984). He distinguished 

three levels to interpret an organizational culture: artifacts, espoused values, and 

assumptions (Figure 4) (Schein, 2004). 

1. Artifacts: Visible artifacts of an organization are architecture, technology, office 

layout, dress codes, or visible behavior patterns like praise and blame. But this level 

of analysis is superficial. And there is some difficulty to interpret the results. How a 

group produces its environment and what patterns of behavior are evident among its 

members may be easy to define. But why a group operates in a specific manner can 

be sometimes difficult to interpret. 

2. Espoused values: At the second level, Schein finds values that govern an 

organization’s behavior. It helps to understand why members behave the way they 

really do. But values may only be deduced via interviews or by content analysis of 

press releases, reports, or marketing campaigns. Additionally, values take into 

account people's justifications of their behavior. Underlying reasons may still remain 

hidden from them, either conscious or subconscious. 

3. Assumptions: There is more work to be done if someone wants to get down to the 

core of a culture. It is to learn more about beliefs and behaviors of the organization 

under consideration. Unconscious assumptions must be explored because they guide 

how members perceive the organization and interact with each other, customers and 

clients. The more employees adapt to those assumptions, the less all are aware of 

them. Assumptions become a “second skin” to everyone who joins the organization. 

Schein’s framework is a good example that “things are not how they shine”. We must 

accept that an organizational culture cannot not be planned, controlled, and outplayed in a 

simple way – even on an abstract level. 

 

 
Figure 4: Three levels of interpreting organizational culture (according to (Schein, 2004)) 
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In quantum-related terms, the “cultural state of a company” can be measured in terms 

of statistical likelihoods that specific attributes of this culture are enacted over the long 

run. At the same time, all attributes (here: artifacts, espoused values, assumptions) create 

momentum at the same time with no clear chance to snap into a static image. Everything 

remains in permanent “superstition” and might change at any given time – depending on 

everything that might penetrate the organizations from outside. 

Only after important decisions are made by someone (i.e. a quantum measurements 

taken) an outsider gets an insight into the culture of an organization. Only by looking at a 

dedicated incident (e.g. a scandal shuttering the espoused values while a C-level manager 

get ousted due to political responsibility) shows whether an organization lives by its values. 

 

3.3 Quantum Metaphors in Organizational Performance 

 

You get what you measure 

Proverb 

Organizations follow the unwritten rule that performance management is a prerequisite to 

successful management. Fundamentally, this entails evaluating progress, reporting on it, 

and controlling performance constantly both at individual and corporate levels. Key 

performance indicators and metrics are used to measure performance. They pretend to 

represent how well enterprises are doing with respect to strategic goals and business 

objectives. But that comes with a flaw. When managers look at numbers and diagrams they 

look at a solely data-driven model of reality. It is impossible to measure reality in any 

detail, it remains feeding a model that more or less mirrors reality to a specific degree 

(Podniecks, 2010). 

This problem becomes even larger if human beings are objects of measurement. They 

will most likely change behavior because they are monitored (which is the same 

phenomenon physicists experience in measure quantum states: any effort to measure a 

quantum state destroys it). The outcomes of the famous Hawthorne experiments is an 

example for such an analogy in organizational context (Gillespie, 1993): Researchers 

consulted Western Electric factory employees that built electrical relays at Hawthorne 

Works. The researchers carried out the now renowned “Lighting Research”. A group of 

five women participated in a series of adjustments in work organization (such as alterations 

in rest intervals, changing lightning conditions) (Figure 5). The uncontrolled and 

methodologically weak research prevented clear conclusions for the primary goals. 

 

 
Figure 5: Participants of the Hawthorne Experiments 

 
But it left a surprising insight: When people became aware that they were being 

watched, they changed their behavior. The later coined “Hawthorne Effect” says that 

researchers' novelty and the attention these women got had contributed to gains in 

employees' productivity. 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 170 

 

 

 

Scientific Management made an argument for a growing body in need and purpose of 

organizational measurements (Taylor, 2003). Again, a quantum effect lends us a helping 

hand to look at the Hawthorne outcome: It is impossible to measure states without 

destroying them, and we must carefully consider the purpose and limits of measuring 

organizational performance. Or as psychologist Warren Thorngate once stated: “It is 
impossible for a theory of social behaviour to be simultaneously general, simple or 
parsimonious, and accurate.” (Thorngate, 1976, S. 406). 

 

4 Discussion 

The author reflected on two relevant issues to utilize quantum metaphors for the 

analysis of organizations, namely their general usefulness for this purpose. 

 

4.1 The Usefulness of Quantum Metaphors 

Within Images of Organization, Morgan introduced eight different metaphors to 

communicate about organizations, one dedicated chapter for each (Morgan, 1986, 2006). 

All metaphors are means to create a kind of social and cognitive congruence, a concept that 

arose in the wider context of education (Lockspeiser, O'Sullivan, Teherani, & Muller, 

2008). The last paragraph Morgan devotes to a reflection on the “Strengths and 

Limitations” of each metaphor introduced. This chapter is the copycat to do the same for 

the quantum metaphor. 

The biggest benefit of quantum metaphors is that “principle uncertainty” brings 

insights to the chances and risks of managing organizations beyond precise measurements. 

Accepting the categorial impossibility to “make precise measurements without destroying 

states to be measured” leaves managers relieved from making another effort but just pursue 

more promising methods. Once we have been deprived from certainty on measurement this 

could open new ways not yet gone in better dealing with uncertainty (Knight F. , 1921, 

2014). 

Quantum metaphors could become enablers to better accept and ultimately learn how 

to thrive in a world of strong uncertainty and weak predictability (Sarasvathy, 2001). They 

can serve as helpful cognitive maps (although not precise) to develop sensemaking and 

might provide new common ground of understanding in organizations (Weick, 1995). 

Traditional methods like project management could profit from a different understanding 

of complexity and the way to accomplish outcomes (Holtel & Heinen-Konschak, 2018). 

A big disadvantage in the use of quantum metaphors lies in the fact that they scratch 

at the limits of human imagination and overwhelm our cognitive capabilities. This will 

become an even bigger challenge once from a multitude of quantum metaphors those 

particularly catchy ones will establish as instruments of discourse and everyday language. 

That is because for human it is challenging to switch between verbal and numerical 

presentations of probabilities (Witteman, Renooij, & Koele, 2007) (Figure 6). But sharing 

the same language is important in the ups and downs of organizations to achieve e.g. 

mastery in their efforts of digital transformation processes (Hay, Redman, Yonke John, & 

Zachman, 2020) (Hay, Redman, Yonke, & Zachman, 2021). 
 

 
Figure 6: The probability scales: The verbal-numerical (a), the verbal 

(b )and the numerical (c) probability scale (Witteman, Renooij, & Koele, 2007)
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Another challenge is that although quantum technology might be available in a few 

years there remains a plethora of organizational situations where causal planning is 

rationale, effective, and makes utmost sense. It would be too much of a good thing if 

principle inexactness in the world would wipe out its causal counterpart where planning 

and monitoring remains meaningful with measurable outcomes (e.g. to plan and maintain 

large long-term infrastructure projects). 

 

4.2 Towards Practical Applications of Organization Quantum Metaphors 

As business leaders navigate and co-create the "New Normal" at the end of the COVID 

pandemic, they expect a world of ongoing and even increasing uncertainty (Harvard 

Business Review, 2021). The challenge remains and even increases to navigate a 

corporation through unchartered territory. The chances and risks emerging from the 

commercial availability of quantum computers is a business issue many organizations 

must address in time. Quantum computer capabilities might improve classic algorithms 

which increases general data processing speed (Grover, 1999). But quantum computers 

are poised to turn upside down some areas of businesses with a high impact on 

technology, economy, politics and society (e.g. cryptography) (Goel, Girma, & Garuba, 

2007). 

Can companies prepare for quantum computing more than a decade before it ferries 

across from academic islands to commercial mainland? 

To grasp the future of quantum computing it is not mandatory to predict it. It is much 

more critical to take an active role in molding its appearance (Sarasvathy, 2001). 

Forecasting techniques to write scenarios about the future are valuable to gain insights into 

possible futures (Schwartz, 1991) (Lindgren & Bandhold, 2009). Well-written scenarios 

prepares an organizational environment by coming up with plausible but very unlikely 

(sic!) scenarios for what an enterprise’s future might hold. This can be regarded as already 

preparing (at least mentally not after the fact) for a breadth of possible future outcomes in 

advance of quantum proliferation. Another advantage of quantum computing scenarios lies 

in the fact that they are based on key factors that could be easily overlooked and forgotten 

if not maintained well in advance. For example, there is less academic or business discourse 

about the undisputed mismatch between prompt demand of quantum-related talent 

(McKinsey & Company, 2021, S. 37). 

It may seem not worth time and effort but developing a set of plausible assumptions is 

the only thing corporations can do for the long run. At the moment, writing scenarios seem 

to be best option available to prepare for a future of quantum computing without making 

big bets. Their benefits are rather obvious within acceptable cost and time: Preparing for a 

worst-case situation in a quantum computing world could make the difference between life 

and death. Preparing for best-case scenarios could exploit its opportunities as quickly as 

possible. 

But scenario planning brings an inevitable caveat: On one hand it takes time and effort 

to create quality-rich scenarios. But more important, they only blossom through a stream 

of unique perspectives and from many angles. Experts from different domains contribute 

and their answers must finally put together. That might be the reason we only see scattered 

efforts to leverage the power of scenario writing for a better understanding of a world of 

quantum computing (McKinsey & Company, 2021, S. 42-44). 

With the help of scenario writing we might even catch a glimpse of a possible 

symbiosis of two general-purpose technologies that are under way at the moment, namely 

quantum computing and artificial intelligence. We might not call this era “Quantum 

Revolution” in the end but nevertheless will likely experience progress and breakthroughs 

that lie beyond our imagination today. 
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We discuss the engineering of so-called ‘humanoid’ socio-technical settings mimicking cognitive and 

social skills. We discuss the influence of Artificial Intelligence (AI) on digital selves. We introduce 

relevant approaches to awareness and the emergence of consciousness in artificial agents. We define 

mandatory properties of digital selves so that digital societies can be modeled and we present our 

thoughts on the role of KM in a trans-humanist world. 

 

1. Essential Concepts and Background 
 

We start out explaining some fundamental concepts and raising fundamental questions 

with respect to artificial intelligence. 

 
1.1. Digital Twins, Digital Selves and the Cyberspace 

 

Grieves, who had raised the term digital twin in 2003, in his white paper introduces 

the concept of a “Digital Twin” as a virtual representation of what has been produced 

(Grieves, 2014). Given the background in industrial production twins developers aim to 

increase transparency, and trigger efficiency gains, mostly in terms of faster process 

execution times, increased flexibility of organizing processes, and higher levels of security 

and safety. Gartner analysts assume that half of all industrial companies use digital twins 

by now. 

As such, digital twins do not only designate a new technology, but rather stand for the 

methodological integration of heterogeneous components (cf. Perno et al., 2022, Stary, 

2021), requiring protocols for exchanging even large amount of data between various 

technologies. Originally designed as virtual double of physical products, digital twins are 

increasingly becoming digital replicas of cyber-physical systems. Not only the simulation 

of processes over the entire life cycle of a product, but also envisioned architectures become 

core activities when cyber-physical systems evolve (cf. Zhuang et al., 2017, Grieves, 2019). 

A digital twin is consequently a virtual representation of a process, service or product with 

parts of it in the real world. There are no predefined limits to what developers transform by 

digital means and represent in the virtual world: Objects like planes including all kinds of 

operation characteristics, regions or urban infrastructures, or biological processes copying 

the human organism. Developers simulate functional behavior with the digital twin in order 

to determine how capabilities can be changed depending on different parameters. This 

information helps to modify any product or service in a purely virtual manner before 

instantiating it for operation.
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Fig.1: Digital Twin - Evolvement and variants 

Figure 1 reveals the development of the concept in terms of its origin in product design 

towards digital threads allowing controlling of the behavior synchronized between digital 

and physical appearance based on data analytics, both for operation and further 

development (simulation of behavior). 

 
 

 
Fig.2: Systems of Systems Architecture propagating to components 

 
Figure 2 shows the various layers including design and manufacturing in model-based 

engineering environments. The top layer comprises multi-systems contractual architectures 

and services. The digital twin-based engineering can be seen as a variant of model-based 

engineering. In the middle layer cross-discipline solution architecture and functions are 

addressed. The bottom layer comprises components of the real world. 

A crucial aspect to digital twins concerns accessibility and persistence in terms of 

active sharing of model and real-time information. They feature what could be termed Open 

Economy. Digital twins operate in a transparent way. Due to their virtual representation, 

any digital twin enables everyone involved in the development process or concerned 

ecosystem evolvement - for the product, for example, manufacturer and buyer –to 

simultaneously access the current development or operational status. These insights can 

have immediate effects on connected actors or network partners.
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Following the original concept, essential building blocks of a digital twin are physical 

products or elements that are equipped with Internet-based sensors. These sensors record 

numerous data from construction and operation in real time once the product is in use. A 

collector component records all behavior data and stores it in a centralized repository, 

mainly using cloud services and some digital platform for processing these data. Intelligent 

actors contain AI algorithms to evaluate the data. Actors could be equipped with interactive 

access, e.g., in product design with 3D technology or virtual reality, to visualize data and 

to facilitate simulating certain product properties. 

Developers build digital twins for the entire life cycle of a product and all roundtrips 

of a product or service. These digital representations can accompany as a mirror a product 

or service over its entire life cycle. It thus provides valuable information about the way in 

which consumers use products. When such monitoring runs throughout operation the 

lifecycle of a product, massive information becomes available. 

In addition to the continuous optimization of the product during operation, the 

feedback of the usage data to the producer manufacturer - often also called digital thread - 

enables important findings for further development and the concerned designers and 

engineers. This knowledge is helpful, e.g., when it comes to adapting product features 

better to the needs of the users and costumers. 

The great potential of digital twins can be illustrated by various examples. Most cases 

focus on virtual models created on the basis of existing operational and construction data 

to study the behavior of certain parts at different conditions. Due to virtual prototyping, 

engineers and designers are to work much closer together across departmental boundaries. 

Consequently, workflows can be streamlined before put to operation. 

A digital self by definition is an intelligent digital twin mimicking cognitive and social 

skills. In the literature we talk about humanoids, trans-humans or intelligent agents. In its 

last consequence it is a digital replica of a human being. 

A tri-partite framework has been developed to capture human-related issues, 

organizational elements, and technologies including their mutual relations. We adopt this 

well-established conceptualization for complex system analysis and development (cf. Oppl 

et al., 2019) for digitalization of work (processes), and Ackerman et al., 2018) for socio- 

technical transformation of relevant systems for the society. 

The adoption of the framework extends the human perspective to the individual 

perspective on trans-human developments enabled by technology. The technology 

perspective recognizes the cyber-physical nature of upcoming ecosystems. The collective 

perspective includes the socio-technical structuring of individual elements towards a 

systemic whole (see Figure 3). 
 

 
 

Fig.3: Digital twin development as socio-technical endeavor
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It depends on progress in Artificial Intelligence (AI) to what extend digital twins might 

evolve to digital selves mimicking cognitive and social skills. 

 

1.2. The Role of AI 

 

In the year 1950 Allen Turing (Turing, 1950) posed a fundamental question: “Can 

machines think?”. This question inspired numerous scientists and the competition trying to 

solve the Turing test has begun. This was the advent of Artificial Intelligence (AI). 

Although Joseph Weizenbaum (Weizenbaum, 1976) was convinced that a computer 

will never gain wisdom he implemented one of the first AI programs, the ELIZA program. 

The rule-based program, implemented in the year 1966 used pattern matching to the written 

statements of patients to figure out its replies. Although very simple, the program delivered 

astonishing results. Users had the feeling as if they were talking to a genuine 

psychotherapist. However, after a while the program ended in loops because there were 

only a limited number of rules which were able to identify limited numbers of different 

words of the sentences entered via a console. 

In the nineteenth we implemented a version of ELIZA in our lab using the forward 

chaining production system language PAMELA (Barachini, 1991). The more rules we 

added to our knowledge base the longer the user believed that he was talking to a 

psychotherapist. However, after a while the game came to an end. Experts assert that 

today’s chat-bots are not better than the rule-based programs written in the seventieth. 

Cognitive architectures like GPS (1972) by Allen Newell and Herb Simon (Newell & 

Simon, 1972) or SOAR from John Laird et al. (Laird et al., 2012, 1987) used production 

systems1 to implement means-ends analysis so that more general problems could be solved. 

The reinforced learning algorithm in SOAR, which dynamically modified the weight of 

rules, and the chunking mechanism, which enabled primitive learning were able to solve 

planning problems. A Truth Maintenance System guaranteed the consistent status of the 

working memory. The architecture is still used as a basis for cognitive simulations. 

For rule-based programs applied to a very limited scope of application the computer 

pioneer Edward Feigenbaum (Feigenbaum, 1981, 1982) coined the word expert system. 

The first expert systems were applied to medical problems before they were broadly used 

in industry. Expert systems as a whole were very successful. Nevertheless, cognitive 

learning had its limits. 

In parallel to the above described developments search algorithms have been 

developed. They are able to prune huge search spaces. In combination with heuristics and 

high-performance supercomputers they are able to solve complex problems. Some 

computer scientists believe that playing chess or Go is a good measurement for the 

effectiveness of Artificial Intelligence. In the year 1997 IBM’s deep blue computer has 

beaten the chess champion Kasparov. However, Go turned out to be a harder nut to crack. 

In this case just speeding up the hardware and the implementation of search algorithms was 

not sufficient since the search spaces are much more complex than in chess. 

Another paradigm, namely artificial neural network processing, helped to solve the 

problem. Google’s AlphaGo Zero program used self-training reinforcement learning. 

AlphaGo Zero played itself in hundreds of millions of games such that it could measure 

positions more intuitively and collect its knowledge in neural networks. In a way the 

network masters the game without teaching the rules. The so called deep neural network 

was implemented on a single machine with 4 tensor processing units. In May 2017, the 

program could beat the world champion. 

 

 

 

 

_______________ 
1Production systems consist of rules, a working memory (facts) and an inference engine
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Many other applications are being developed with similar kinds of neural networks. 

Among them is AlphaFold which was able to predict the 3D structure of proteins in the 

year 2020. There are approximately 10300 possible combinations for a single protein. It 

would therefore not be possible to solve this protein-folding problem with brute force 

algorithms in a reasonable time period, except for quantum computers which are in the 

experimental phase right now. 

Similar good results were presented by IBM’s Watson supercomputer in 2011. This 

computer was doing better than any human when playing the jeopardy game. 

Encyclopedias, dictionaries and thesauri were stored in local memory. The machine 

used different paradigms, among them neural networks during problem solving. Numerous 

commercial and medical applications are currently on its way. 

According to our observations, artificial neural networks were the last cornerstone for 

artificial learning. They go back to Frank Rosenblatt (Rosenblatt, 1958) and to Hebb’s rule 

(Hebb, 1949). The rule explains human learning, in which simultaneous activation of cells 

leads to pronounced increases in synaptic strength between those cells. Much later, Teuvio 

Kohonen and others (Kohonen et al., 1982, 1984, 1991) presented forward and backward 

propagation algorithms for artificial neural networks. Having a closer look to the near 

future, autonomous cars, robots and drones rely on this technology as well. 

Whenever an article about a new AI driven product is published, one can be confident 

that in most of the cases neural networks are part of the game. However, the application of 

neural networks follows no cooking recipe. It is rather an experimental try- and error 

procedure until an appropriate network consisting of the right number of nodes, layers and 

propagation functions is working properly. Furthermore, engineers need to figure out, how 

to present the data to the network and how to get the right sort of output that can be 

translated back into the real world. 

Undoubtedly, deep learning with neural networks has brought new insights. AlphaGo 

Zero was able to produce strategies which were not known and applied from humans 

before. The same is true for radiological AI programs. They interpret pixels in different 

way than humans. Therefore, we suspect that artificial intelligence deviates from human 

intelligence. However, if AlphaGo Zero would be confronted with a change of the board 

size during the game, the program would fail to deliver meaningful strategies. Thus, 

robustness is still a challenge for neural network applications. But there is no doubt that 

artificial intelligence can produce better and other results than human intelligence in limited 

domains. 

Today’s implementations combine neural networks with rule-based, object oriented, 

procedural and functional approaches. However, the mix of the paradigms and the 

increasing architectural complexity makes software vulnerable and error prone. Gödel has 

shown that the set of Gödel numbers of functions whose domains belong to a class of 

recursively enumerable sets is either empty or contains all recursively enumerable sets. In 

other words, only trivial properties of programs are algorithmically decidable. Thus, the 

logical correctness of a program can be guaranteed only for very simple code pieces. 

Therefore, we need to implement redundancy in our architectures, similar as it is 

provisioned in our natural brains. 

When we come back on Turing’s question if a machine can think then the answer is 

ambivalent at the moment. Additional research in neuroscience is necessary. As long as 

neuroscience is not able to isolate the process that gives rise to consciousness in human 

brains, it will not be possible to create machines that have consciousness and mind, unless 

consciousness is a result of the thinking process.
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John Searle’s (Searle, 1980) Chinese room experiment clearly underpins our position. 

On the other hand, the Chinese room experiment encourages us to simulate understanding 

on computers in the sense of a weak AI. There is a difference whether the computer 

simulates a property or whether the machine understands what the simulation is about. In 

the latter case we speak about strong AI. 

The Turing test requires that a machine must be able to execute all human behaviors, 

regardless of whether they are intelligent or not. That means that a machine that mimic 

thinking must include emotions, cheating, lying etc. Mind, understanding and 

consciousness are elemental properties of thinking. 

 

2. Consciousness of Digital Selves 
 

If we try to model the human brain on a digital machine is this copy identical to the 

real brain? Is the digital self capable of thinking? Does it have its own personality? Will 

consciousness emerge as a consequence of thinking or is it rather an illusion? Is there even 

a free will? 

We can only speculate about the answers to these questions since to our best 

knowledge there is no commonly approved theory of mind existing yet. However, 

neuroscientists are making progress in brain research. We know today that the human brain 

is organized in a hierarchy. Dehaene and Changeux (Dehaene, 2011) investigated the 

transition from unconscious to conscious perception. They showed that according to Baar’s 

theory (Baar, 1988) this what we experience as perception is caused through the 

intensification of a single information entity which is then simultaneously transferred in 

different parts of the cerebral cortex. By applying functional MRT and EEGs Dehaene 

discovered that the transformation process triggers certain synchronized rhythms of 

electrical activities. Presumably these rhythms stimulate consciousness by activating a 

network of pyramid neurons located in the parietal and frontal brain regions which in turn 

cause top-down amplification. Dehaene discovered this phenomenon while experimenting 

with the picture recognition process of the human brain. Similar results were obtained 

during experiments with the tactile sense. It can be concluded that there is a threshold 

between unconscious data processing and conscious data processing. 

Libet (Libet, 2005) also discovered that a lot of the brain activities are not conscious 

at all. Based on his experiments Libet concluded that our awareness of decision making 

appears to be an illusion. According to Libet there is also no free will. 

Neurobiologists suspect that changes in the hormone level not only influence feelings 

and spirit but also the function of the brain. Obviously, parts of the hippocampus are 

changing its structure and its activity during specific hormone cycles of women. The 

implications of these observations are not yet well understood. 

Eric Kandel (Kandel, 2018) presents a good overview how art is interpreted by the 

human brain. As computer scientists, we also find Kurzweil’s (Kurzweil, 2012) 

elaborations about the creation of a mind promising. 

In order to mimic the hierarchies of the human brain, Kurzweil proposes the 

implementation of Hidden Markov models in combination with self-learning neural 

networks. He is convinced that before 2050 or even earlier, we will bring the full power of 

human brains on silicon substrates. In contrast to our brain artificial neural networks will 

learn much quicker. This is due to the fact that during the learning process the human brain 

takes time to grow new dendrites. Technologically we are able to construct artificial neural 

networks consisting of more neurons and synapses than the human brain. Humans cannot 

expand the size of brains on biological level in a short time. But thanks to exponential 

technological growth we might do it with artificial neural networks in the farer future. 

Kurzweil has certainly a point there.
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The question above, whether consciousness is an emergent property is still not solved. 

It might be emergent if we follow Deahene’s observations. If we consider e.g. hormones 

as important influencers then we need to understand also their behavior. As soon as we 

understand their influence, we can design an algorithm which can be executed as a Turing- 

machine on a real computer. 

If consciousness follows an algorithm somewhere in the neo-cortex, what has not yet 

been proven then we can simulate also consciousness. If consciousness emerges 

automatically as a result of low-level perception processes than we will wait and see the 

results of virtual humans (humanoids) or virtual agents in a few decades. 

We believe that Kurzweil’s ideas will bring substantial progress in that sense that a 

good percentage of a brain will be simulated in silicon substrate in a few decades. And it 

could easily be that this brain might outperform average brains in certain general tasks due 

to quicker expansion options. Much more artificial neurons and synaptic connections yield 

more brain capacity and the presentation of several millions of examples in a short time 

period yield faster learning cycles. However, as long as the influence of electro-chemical 

processes on synaptic circuits is not fully understood the silicon brain might probably lack 

certain high-level functionalities. At the moment robots can simulate the behavior of 

approximately 4 years old children. 

Since a digital self is a simulation, digital selves are different from one self, similar as 

human twins differ from each other. There is a difference whether the computer simulates 

a property or whether the machine understands what the simulation is about. It is therefore 

an illusion to think that we can replicate ourselves and thus exist for eternity. 

Artificial neural networks are producing other and sometimes better strategies for 

problem solving, as explained when addressing the AlphaGO Zero program. Consequently, 

we will face an artificial intelligence which deviates from human intelligence. Thus, a 

digital self might develop its own artificial personality, at best. 

 

3. Properties of Digital Selves 
 

Trans-humanism is about evolving intelligent life beyond its currently human form 

and overcoming human limitations by means of science and technology. Albeit claims to 

guide trans-human development by life-promoting principles and values (More, 1990), 

advocating the improvement of human capacities through advanced technologies has 

triggered intense discussions about future IT and arte-fact developments. In particular, 

Bostrom (2009, 2014) has argued self-emergent artificial systems could finally control the 

development of intelligence, and thus, human life. 

As explained above, an essential driver of this development is Artificial Intelligence. 

Digital arte-facts, such as robots have increasingly become autonomous, allowing them to 

reproduce and evolve under their control. Key is their capability of self-awareness (cf. Amir 

et al., 2007). According to McCarthy (2004) it comprises 

 
• knowledge about one’s own permanent aspects or of one’s relationships to others 

• awareness of one’s sensory experiences and their implications 

• awareness of one’s beliefs, desires, intentions, and goals 

• knowledge about one’s own knowledge or lack thereof; awareness of one’s 

attitudes such as hopes, fears, regrets, and expectations 

• the ability to perform mental actions such as forming or dropping an intention.
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Some forms of self-awareness have been considered useful for digital arte-facts, in 

particular 

 
• reasoning about what they are able to do and what not, 

• reasoning about ways to achieve new knowledge and abilities 

• represent, how they arrived at its current beliefs 

• maintain a reflective view on current beliefs and use this knowledge to revise 

their beliefs in light of new information 

• regard their entire ‘mental’ state up to the present as an object, and have the 

ability to transcend it and think about it. 

 
The recognition of the social aspect of self-awareness (cf. Amir et al., 2004) seems to 

be crucial, as a digital arte-fact may have a system theory of itself that it can use to interact 

with others. Originally thought of a property to be used in multi-agent systems for dealing 

with errors in communication, argumentation, negotiation etc. it could be useful for 

reflecting on one’s own development state, and articulating meaningful inputs to co- 

creative processes. 

 
Amir et al. (2004) have considered several types of self-awareness: 

 
• ‘’Explicit Self-Awareness. The computer system has a full-fledged self-model that 

represents knowledge about itself (e. g., its autobiography, current situation, 

activities, abilities, goals, knowledge, intentions, knowledge about others’ 

knowledge of its knowledge) in a form that lends itself to use by its general 

reasoning system and can be communicated (possibly in some language) by a 

general reasoning system. 

• Self-Monitoring. The computer system monitors, evaluates, and intervenes in its 

internal processes, in a purposive way. This does not presuppose that the 

monitored information lends itself to general reasoning; in fact, there may be no 

general reasoning (e.g., operating systems, insects). 

• Self-Explanation. The agent can recount and justify its actions and inferences. In 

itself, this does not presuppose a full-fledged self-model, or integration of 

knowledge needed for self-explanation into a general reasoning capability.” (ibid, 

p.1) 

 
Cognitive architectures such as ACT-R, SOAR or CLARION take these properties 

into consideration. However, social cooperation does not always need the agent’s 

understanding. There are forms of cooperation that are evolutionary self-organizing and 

unaware. Such cooperation forms do not require joint intentions, mutual awareness or 

shared plans among cooperating agents. In order to investigate intra-agent behavior of 

crowds regarding emotions we used more simplistic agents in our simulations (Barachini 

et al., 2022). Nevertheless, awareness of the self and other actors can be considered as one 

of the important factors of trans-human (system) developments. As explained, whether self-

awareness (consciousness) can be artificially created or will automatically emerge remains 

open.
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4. KM for Socio-Technical Capacity Building – An Opportune Advancement 
 

We finally put the development of digital selves into a KM-relevant methodological 

context, applying Design Science-based research (Hevner, 2007, Peffers et al., 2007). This 

approach aims at building a respective knowledge base while targeting scientific rigor. 

 

 

Fig. 4: Capacity Building through Design Science-based research 

(according to Hevner, 2007) 

 

Design Science-based research is an established solution-oriented approach to system 

development that can be applied in various contexts and domains. It aims continuous and 

non-disruptive development of artefacts that include technology and other elements, such 

as ethical guidelines and deployment principles. Its dual nature addresses concrete designs 

as well as theories driving solution developments. System development and theory 

advancement play a crucial role in the 3-partite architecture shown in Figure 4. The 

Relevance Cycle connects the environment of a system development (project) with the 

core development activities. The Rigor Cycle relates these activities to a knowledge base 

informing the development project. The Design Cycle iterates between the core activities 

and targets building and evaluating artefacts. 

Digital selves refer to the people dimension as stakeholders of different kinds are 

engaged in socio-technical system development, operation, and management. They can 

be researchers, digitalization developers, providers of system services, and producers of 

technologies. As already known from digital twin development they do not only act 

according to functional roles, but are part of some networked organization representing 

system components and services for operating a system. Digital selves can be composed 

of elementary components enabling trans-human behavior. These components could be 

sensors and actuators or twin elements adapting and synchronizing services for system 

operation. They can capture intelligent behavior resulting from prediction algorithms or 

be designed to perform tasks in a straightforward way. Consequently, the relevance cycle 

is driven on design issues involving different kind of agents or actors, targeting their 

interaction in some organizational or societal setting.



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 184 

 

 

 

Design Cycles allow to focus on dedicated design options and digital-self components 

to meet specific requirements, e.g., checking environmental conditions to operate in a 

certain mode. The knowledge base is built along these design cycles. It captures not only 

requirements for system components and behavior, but also how they could or could not 

be met (cf. Documented Knowledge Base proposed by the Knowledge Life Cycle by 

Firestone et al., 2012). The knowledge is a timely and aligned collection of findings with 

respect to an artefact developed along design cycles. Concerning digital selves, it contains 

all ‘generations’ that evolve through Design-Science based research. 

Design-Science-based development and its KM activities needs to be structured for 

compiling a knowledge base. A widely used framework has been proposed by Peffers et 

al. (2007). Its 6 core elements correspond to development that can be applied for the 

development of digital selves: 

 
1. Problem identification: It comprises describe the specification of a specific 

research problem, such as enriching digital twins with socio-emotional behavior, 

and the justification of a solution providing some value for solving the research 

problem. 

2. Definition of Objectives of a Solution: It includes analyzing the addressed 

problem, and deriving feasible requirements that can be argued for fitting to a 

solution. For instance, expressing socio-emotional behavior in transhumanist 

systems could be achieved by embodying algorithms that have been elaborated 

on in social sciences. 

3. Design and Development: This phase is dedicated to create some artefact in a 

functional way. For instance, any digital-self artefact should be able to be 

synchronized in real-time with its physical environment the way digital threads 

operate. The artefact itself can be considered a socio-technical instrument for 

accomplishing domain-specific tasks. 

4. Demonstration: When executing this step, the created artefact is put into its 

context of use. It should be utilized to solve one or more instances of the 

addressed problem. This task can be achieved either through experimental 

settings, use cases, or simulations. For digital selves the demonstration should be 

enabled by technological artefacts as they allow interactive validation at runtime. 

5. Evaluation: In this step designers check whether the artefact supports a solution 

of the problem. Depending on the problem and the artifact, different evaluation 

methods, including surveys and feedback can be used. Once the data from the 

evaluation are available it needs to be decided whether another Design and 

Development cycle has to be performed, or the requirements could be met or have 

to be adapted for another design cycle. 

6. Communication: The result of each design cycle can be stored and contextualized 

in the knowledge base. It allows developers and designers not involved to trace 

each step of evolving solutions. 

 
The operational framework can be adopted for various instances of digital selves, and 

underpinned by various theories and concepts, as provided by transhumanists or complex 

adaptive system thinkers. KM activities need to be adopted to knowledge generation and 

sharing capabilities of involved actors. KM techniques need to be applied for encoding not 

only results, but also meta-information on how the results stored in the knowledge base 

have been achieved. The consideration of that meta-knowledge will become crucial in 

trans-human settings, since the origin matters when decisions need to be grounded on 

specific type of actors or events.
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ated. 

5.  KM in a Trans-humanist World – Dystopian Thoughts 
 

Kahneman (Kahneman, 2011) describes two different ways the human brain forms 

thoughts. System 1 is the unconscious system which is active most of the time. System 2 

1
is the conscious system which needs much more attention and energy when activ 

System 1 represents facts and “learned” mental models. 

Such models can be digitally presented as facts and rules of a knowledge base. System 

2 is activated in our brains when deeper reflections are needed. The digital counterparts for 

System 2 are cascaded neural networks (deep learning) or simulations. 

Since Knowledge management (KM) is the collection of methods relating to creating, 

sharing, using and managing the information of an organization we think that all these 

methods will also be applicable to digital selves. Thus, single-, double-, and deutero-loop 

learning in the sense of Argyris and Schön (Argyris, 2000; Argyris & Schön, 1996) will be 

possible also for digital selves. 

 

Fig. 5: The Perception Ladder 

 
Like humans, digital selves (agents) will apply the loop represented in Figure 5. Based 

on presented data they select data, they assert meaning to data and take assumptions, they 

derive conclusions and consequently develop beliefs. Based on those beliefs, which 

represent mental models they act and select new data. The digital System 1 and System 2 

are permanently active during these cycles. It is therefore extremely important which kind 

of data is presented to digital agents. 

By applying simulation techniques based on game theory different modeling 

techniques and different algorithms can yield deviating results for one and the same 

property (Barachini et al., 2020, 2022). Thus, the phrase “what you see, you will be” is 

valid for humans as well as for agents. 

It is therefore in our hands whether the future of artificial humans (humanoids) will be 

bright or rather dark in the Leviathan’s sense. This reminds us on the old Indian allegory 

where a father tells his child that there are 2 animals fighting in his breast. One animal is 

full of negative emotions like hate and jealousy, the other animal is obliging and friendly. 

On the child’s question which one is going to win the fight the father’s answer is “the 

animal which you feed is going to win”. 

Consequently, the data and the world which we are presenting to the programs and 

the algorithms we are implementing do have impact to the behavior of artificial agents. The 

same relation holds for humans – experience, education and epigenetic on one hand side, 

and inherited properties on the other shapes our behavior. But in contrast to rational 

computer programs, humans often act in an irrational way, since they are driven by 

emotions as well.
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Very relevant seems to be the question how humans can coexist with digital selves. 

Today humans understand the underlying computing methods but in some cases they 

cannot explain why AI programs already produce better results in certain domains. In the 

farer future the interpretation of big data might equip digital selves with an intelligence 

which deviates increasingly from human intelligence. 

This is due to the fact that a digital System 2 is capable to access and interpret more 

and more data whereas the human brain capacity is limited. In its last consequence humans 

might neither understand the underlying methods nor the results of the actions performed 

by digital selves. This poses some risks for humankind. 

Imagine a combination of fully autonomous cars and conventional cars in our traffic 

system. Autonomous cars need to understand that a human driver could violate certain 

traffic rules due to emotional overload. Thus, for a peaceful and frictionless coexistence it 

seems to be crucial that digital selves can “understand” human behavior and reactions. 

Therefore, digital selves need to “understand” ethics, morale and emotions of human 

beings through model appropriation. It seems to be crucial that human-centric AI is 

implemented in our human-technology-organization framework. Thus, the incarnation of 

human-like behaviors as digital selves seems to be mandatory. Vice versa it will be 

important that digital selves can explain their actions and decisions to humans. This is 

an even bigger challenge since digital selves might develop complete other personalities 

which might enslave humans. 

Anyhow, digital selves need electricity like humans need food. In its last consequence 

humans can unplug the socket and thus gain full control again. But what if the 

transformation of humans to digital substrates will already be too far elaborated at that 

time? If such a tipping point is exceeded it may cause serious control problems. 

Whether a complete digital transformation of humans is achievable in due time 

depends on the survival of humankind and on technologies yet to be invented. Some 

dystopian thoughts might be in vain if global warming, starvation, a pandemic crisis, 

atomic wars, an extraterrestrial impact or simply human stupidity cannot be stopped. In 

this case our species will be extinguished before it can transform to computational 

substrates. 

However, as suggested, to start building a knowledge base with scientific rigor helps 

structuring and sharing experiences that are collected from and for digital-self 

developments. We suggest grounding them on design science-based research integrating 

knowledge management capabilities as central element of socio-technical progress.
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ABSTRACT 

This workshop is presented by members of a University of North Texas research team. First, 

the team will overview their experience as members of the research team and share experience 

in areas such as trust formation, team roles, productivity, work-life balance, faculty-students 

interaction, peer and faculty mentorship, dissertation preparation, and job seeking. Second, the 

workshop will discuss and brainstorm how this format can be implemented for organizations 

both with faculty-student teams and with peer-directed teams. Finally, successes and 

challenges are openly discussed with audience. 

KEYWORDS 

faculty team; research methods; student team; program development, scholarship; pedagogy 

GOALS 

This panel session is presented by members of a University of North Texas research team 

(faculty, students, and alumni). First, the panel will overview their experience as members of 

the research team and share experience in areas such as trust formation, team roles, 

productivity, work-life balance, faculty-students interaction, peer and faculty mentorship, 

dissertation preparation, and job seeking. Second, the panel will discuss how this concept can 

be implemented for organizations both with faculty-student teams and with peer-directed 

teams. Finally, the thorns and roses are openly discussed with audience. 

OVERVIEW 

The SageResearch Tribe was formed in the Department of Information Science at the 

University of North Texas in Fall 2018 with an open call for participation to current doctoral 

students. Criteria for membership was bounded by four criteria: 1) general interest in 

information literacy/behavior 2) willingness to learn from others; 3) willingness to work within 

a team of talented scholars; 4) ability to meet deadlines; and 5) interest in producing content 

for distribution. 

Beyond the four criteria that serve as a price of admission on the team, the SageResearch Tribe 
builds resilience in its members through navigating open and direct feedback with poster, 

paper, and article submissions. The team fosters interdisciplinary education through 

collaboration of varied research interests to find intersections of skills that together contribute 

to the information science body of research. 

This team is an example of how LIS education can modify the instructional environment with 

unique collaborations between faculty, students, and alumni. Doctoral research teams change 
faculty-student dynamics, depart from standard curriculum practices, and innovate how we 

prepare resilient information scholars with practical skills needed for the future.
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The SageResearch Tribe builds leadership skills through both team leadership appointments 

and leaders of individual proposals. Members build confidence by learning to accept or reject 

feedback from peers and established academic reviewers. Graduate students forming the initial 

team, in 2018, had a variety of backgrounds and the initial five students were a variety of stages 

within their doctoral program (coursework to dissertation defense). Students’ research interests 

included culture and information literacy, training and development, veterans and the 

workforce, smart cities, and information behavior in social media with the faculty director 

studying workforce wisdom. During the first year, the tribe worked to develop trust, negotiated 

common research interest, determined venues for scholarly dissemination, and created a first 

annual workplan to be conducted over the next 12 months. 

As exciting as the first year was, the second (2019) year brought dynamic changes in team 

members. The team worked to integrate new students while gradually phasing out others - 

relationships and trust are key. The team also began building one of its strongest assets – grit in 

the form of receiving constructive feedback from peers, accepting and implementing critiques 

of rejected peer-reviewed papers, and navigating difficult conversations between members to 

brainstorm and develop important and innovative research. With the development of new skills, 

the second year exhibited team productivity growing with papers and posters accepted at major 

international conferences and a chapter submission. 

The third year (2020) continued the trend of change with three members graduating and a new 

member joining. However, in this instance the three graduating members shifted their roles on 

the team (as alumni) but continued a full commitment to team goals. With fewer members 

exiting the team, productivity continued with papers and posters being accepted at major 

international conferences and a published book chapter. Though dynamics and membership 

continue to change, the team was normalized and poised for a fantastic fourth year. 

The 2021 team is composed of the four doctoral students, three alumnae, and a faculty mentor. 

The team’s annual schedule now includes 12 papers, panels, or papers for national and 

international conferences, four journal articles in development, two under reviews, and two in 

press. At this time, four previous team members have completed their Ph.Ds. 

SESSION STRUCTURE 

There are tremendous lessons to learn from a tribe of scholars with common goals. We propose 

an innovative and interactive workshop format. 

Part 1: Story of development, normalization, and performance. Part 1 will provide lessons 

learned, thorns and roses that are part of being a member or a collaborative high performance 

knowledge team. 

Part II: Implementation. Part II will provide an opportunity for participants to create a plan for 

implementation in their organization (corporate or university). 

WORKSHOP LEADERS 

Dr. Jeff M. Allen is an internationally recognized scholar in the area of workforce innovation 

for the knowledge economy. He serves as a Regents Professor of Information Science at the 

University of North Texas. Together with his colleagues, he prepares students for jobs that are 

not yet created. 

Malak Khader is a Ph.D. Candidate at the University of North Texas, where her field of study 

is broadly Information literacy, in collaboration with cultural and religious literacies. She has 

also done research with Information Behavior, Information Seeking, and Data Ethics. 

Millicent (Milly) Njeri is a currently pursuing her Ph.D., at the University of North Texas, in 

Information Science with a concentration in Consumer Behavior and Experience Management 

and minor in Research, Measurement and Statistics. Her research interests include smart 

tourism, data analytics, consumer experience and behavior management, and tourism 

destination management. 

Dr. Amy Rosellini is a knowledge management strategist currently working as Chief People 

Officer for a national investment real estate group. She received her PhD in Information 

Science with the University of North Texas. Her research focuses primarily on knowledge 

management systems, corporate culture and knowledge measurement.
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Goal: This paper seeks to identify factors that contribute to improving the way the Asian Development 

Bank (ADB) understands and responds to the knowledge needs of its developing member countries (DMCs). 

The COVID-19 pandemic and continuing uncertainties highlighted the importance of knowledge 

management in helping governments in DMCs make well-informed decisions to respond to the crisis and 

work for recovery. As ADB’s DMCs are at various stages of development, it is essential to identify, 

differentiate and manage knowledge that can advance these countries to achieve development objectives 

and part of that the Sustainable Development Goals (SDGs). ADB’s Strategy 2030 aims to strengthen its 

country-focused approach using the Country Partnership Strategy (CPS) as the main platform to provide 

lending and knowledge to its DMCs. An important part of the CPS is the country knowledge plan (CKP) 

that outlines how ADB is supporting the country’s knowledge needs over the CPS period. This paper 

discusses the significant enhancements introduced to make the CKP process ‘dynamic’, client-driven while 

supporting national knowledge agendas. From ADB’s perspective, knowledge is an investment and an asset, 

and it is important to ensure that its DMCs are getting the most return from this capital. 

 

Design / Methodology / Approach: A participatory approach was employed in determining improvements 

to the country knowledge programming. Consultations were held with various resident missions to 

understand better the challenges of the current process and point areas for improvement. A common pain 

point is that in the previous CKP, the link between upstream knowledge, national knowledge agendas, and 

future lending is not clear. The goal is to ensure that ADB’s knowledge portfolio is balanced between 

government demand and the bank’s proposed knowledge support, as well as aligned with ADB’s strategic 

objectives for that country. This requires improved collaboration within ADB, and with the Government. 

The dynamic CKP process was piloted and co-developed with country directors that lead ADB’s operations 

in countries such as the Philippines, Viet Nam and Indonesia. To ascertain clients’ needs, ADB tested 

various instruments and approaches including quick survey of governments’ knowledge demand, discussing 

clients’ requirements during country programming missions for lending, or separate knowledge 

consultations with government agencies who are involved in implementing ADB’s projects in that country. 

To inform what ADB is supplying these countries in terms of knowledge, a rigorous quantitative analysis 

of the bank’s knowledge portfolio was developed and validated across the bank.
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Results: The results of the CKP pilots in 3 developing member countries indicated that there is scope to 

reallocate resources for knowledge to ensure these are relevant to the government’s national development 

priorities as well as with ADB’ strategic objectives for that country. This can only be surfaced through 

collaboration within ADB and in consultation with the clients. The end goal of the process is to better 

understand how ADB’s knowledge is helping its DMCs solve development challenges along key knowledge 

result categories of (i) increasing awareness and use of evidence-based information for policy making; (ii) 

improving program/project delivery and, (iii) enhancing capacities and skills among policy makers. 

 

Limitations of the research (if applicable): The dynamic CKP process can inform where ADB can improve 

its process of programming for a country’s knowledge needs. It does not yet guide where ADB should 

identify its niche or in which content or focus areas, knowledge resources should be allocated. The process 

does not make any judgement on ADB’s knowledge portfolio for its DMCs, but instead, suggests how to 

structure that knowledge supply to better respond to the country’s requirements. 

 

Practical implications: The most appropriate way to understand what the clients need, is to ask the clients 

themselves. Hence, a consultative process for knowledge was added to the way in which country knowledge 

programs are prepared. The exercise also emphasized the need to collaborate and explore integrated 

approaches across ADB sectors and themes to develop knowledge solutions for countries to avoid redundant 

outputs. 

 

Social implications: This initiative aligns with ADB’s current efforts to transform the bank’s culture along 

the lines of being client- centric and trustworthy. The selection of the most appropriate interface to 

understand and respond to clients’ needs will guide how well ADB can package its knowledge offerings 

and interventions and move from being a financial product provider to a knowledge solution provider. 

 

Originality / value: ADB’s total knowledge portfolio based on technical assistance it provides to countries 

such as the Philippines, Viet Nam and Indonesia is almost $300 million. The most important questions to 

ask ADB’s resident missions in these countries are that with this investment, are we doing the right things 

and are we doing things right. Knowledge is an investment that has benefits that can spill across many years 

and across different areas. Understanding where clients need knowledge the most will help guide ADB’s 

resource allocation for more development impact.
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Track – Deutsche Gesellschaft für 

Information und Wissen 

 

 
Intercultural perspectives on Information 

Literacy - a report on a transnational 

project to foster information literacy 

 
Joachim Griesbaum, 

Stiftung Universität Hildesheim, Institut für Informationswissenschaft und Sprachtechnologie, Germany 

 

 

 

Semantic networks and knowledge 

management – context does the trick 

 
Johannes Munk, 

Klarso GmbH, Germany 

 

 

 

In the end, it’s about people – knowledge 

organization at Lilly Pharma 

 
Ingrid Weber, 

Lilly Deutschland GmbH, Germany 

 

 

 

The DikoLa Project - Examples of 

innovative formats of knowledge transfer 

in teacher education 

 
Katharina Heider, 

Martin-Luther-Universität Halle-Wittenberg, Zentrum für Lehrer*innenbildung, Germany 

 

 

 

 

 

 

 

 

Presentations will be made available for download.
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Workshop I 
 

Workgroup KM 

Certification (ISO 

30401/DIN SPEC 

91443) 
 

 

Facilitated by 

 

Kay Alwert, 

alwert GmbH & Co. KG, Germany 

 

Manfred Bornemann, 

Intangible Assets Consulting GmbH, Austria 

 

Holger Kohl, 

Fraunhofer Institute Fraunhofer-Institut für Produktionsanlagen und Konstruktionstechnik IPK, Germany 

 

Ronald Orth, 

Fraunhofer Institute Fraunhofer-Institut für Produktionsanlagen und Konstruktionstechnik IPK, Germany 

 

Markus Will, 

Fraunhofer Institute Fraunhofer-Institut für Produktionsanlagen und Konstruktionstechnik IPK, Germany 

 

 

 

New standards (ISO 30401 and DIN SPEC 91443) provide new momentum for knowledge 

management initiatives. Certification becomes a priority to demonstrate KM-proficiency on an 

organizational level to external partners (customers, suppliers, future employees) as well as to 

create a sense of urgency within organizations, in particular among organizational leadership. 

 

In this workshop, a joint working group of two independent communities and a research 

organisation, the Association of Knowledge Management for German speaking countries and the 

Federal Association of Intellectual Capital Statements e.V. presents the framework of DIN SPEC 

91443 which was designed specifically for SMEs to operationalize the KM requirements of ISO 

30401. 

 

The general objective of the workshop is to reflect on suitability of various instruments of KM, in 

particular the Intellectual Capital Statement – Made in Germany, to deliver on the standards 

requirements. Looking at some practical cases, an early-stage concept of auditing structures and 

procedures will be discussed. As a result of the workshop, the organizers aim to propose an 

auditing framework to certify knowledge management systems as a follow up. 
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Poster Session 
 

Knowledge Management System 

Innovation: From Global Needs over 

Decentralized Individual Devices and 

Affordances towards a Shared 

Transdisciplinary Knowledge Heritage 

Repository 

Ulrich Schmitt, 

University of Stellenbosch Business School, South Africa / Botswana 

Health disparities across native American 

communities: a knowledge sharing 

perspective 

Yong-Mi Kim, 

University of Oklahoma, United States of America 

 

David Steinmann, 

Access Family Care, United States of America 

 

Don McBride, 

Access Family Care, United States of America 

Consteladev: an innovative platform based 

on systemic methodologies to support 

teams and project management 

Simone Perazzoli, 

Constela Digital Company, Brazil 

 

Wagner Sousa Santos, 

Federation of Industries of the Santa Catarina - School System, Brazil 

 

José Pedro de Santana Neto, 

University of Geneva, Switzerland 

Uncovering Disruption of knowledge 

dissemination in the context of global 

scholarly communication - An analysis of 

scientific Editorials using an Text Mining 

approach 

Anna Cunningham, 

Technische Universität Dresden, Germany 

 

Alina Praun, 

Technische Universität Dresden, Germany 

 

Martina Pieperhoff, 

Technische Universität Dresden, Germany
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Library Collection Development and 

Branding: An Exploration of Ranganthan's 

Fifth Law That "A Library Is a Growing 

Organism" 

Patrick Roughen, 

North Carolina Central University, United States of America 

Elicitation of tacit knowledge inside a 

clinical process using the FRAM 

Carmen Aschwer, 

FOM University of Applied Sciences, Aachen, Germany 

Thomas Mühlbradt, 

FOM University of Applied Sciences, Aachen, Germany 

Helga Unger, 

FOM University of Applied Sciences, Aachen, Germany 

Knowledge Surfacing - Expert created 

knowledge connections 

Bart Verheijen, 

Guruscan, The Netherlands
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Track – KM Practitioner 
 

BOSCH Experts Organization: 

Experiences & Perspectives 

 
Juergen Ebmeyer, 

Bosch Experts Organization (BEO), Germany 

 

Lothar Maier, 

Bosch Experts Organization (BEO), Germany 

 

 

The Bosch Group is a leading global supplier of technology and services. It employs roughly 

402,600 associates worldwide (as of December 31, 2021). 

The company generated sales of 78.7 billion euros in 2021. Its operations are divided into four 

business sectors: Mobility Solutions, Industrial Technology, Consumer Goods, and Energy and 

Building Technology. At 128 locations across the globe, Bosch employs some 76,100 associates 

in research and development, of which more than 38,000 are software engineers. 

 

Juergen Ebmeyer joined Bosch in 2005 and is the Corporate Process Owner of the Bosch Experts 

Organization. He managed change projects to create divisional Centers of Competence and 

coordinates the Bosch-wide Centers of Competence. 

 

Lothar Maier works for Bosch since 2005 and is the IT Infrastructure Application Owner of the 

Bosch Experts Organization. He additionally supports the Bosch organization with further KM 

tools and methods as e.g. Expert Debriefing moderation. 

 

 

Fit to collaborate in the Otto Group: 

Experiences and Perspective 

 
Juliane Dieckmann, 

Otto Group, Germany 

 

Juliane Dieckmann, Head of Knowledge Management in the Otto Group Holding, is responsible 

in the Digital & Consulting division for the group-wide transfer of knowledge and the 

development of KM products specifically aimed at collaboration in organisational units. She 

focuses with continuing enthusiasm on the task of making Knowledge Management in the Otto 

Group fit for the path to digital transformation and putting people at the centre of this. 

 

The Otto Group is a globally active trading and services group with around 52,000 employees and 

a turnover of 15.6 billion euros. With 30 major corporate groups it is present in more than 30 

countries. Global group activities and strategic partnerships provide the Otto Group with excellent 

conditions for know-how transfer and the use of synergy potential. Every day, in the course of its 

business activities, it deals with the core issues of a modern society, including the future of work, 

value-oriented action, and the opportunities and challenges of the present.
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Knowledge Management enables the 

transformation from a global steel supplier 

to a technology service provider 

 
Hubert Fratzl, 

voestalpine HPM Division, Austria 

 

Sven Plenkers, 

voestalpine HPM Division, Germany 

 

In 2018, voestalpine High Performance Metals decided to significantly invest in Knowledge 

Management to foster their strategy to expand into new markets. 

 

After conducting a thorough global feasibility study involving different stakeholders at multiple 

locations, a hybrid KM strategy was proposed creating networks of experts and identifying 

valuable content for re-use supported by a KM Service Portfolio. Members of pilot “communities 

of Practice” (CoP) were involved in the co-design of KM Services and testing of IT platforms. 

Once the global IT platform was established, the global roll-out of the CoP’s started. 

 

Simultaneously, a global governance structure was designed and implemented as well as a 3-tier 

measurement approach conceptualized and tested. Today, CoP’s focusing on different topics, are 

conducting dozens of meetings every month and have identified about a thousand documents to 

be accessed via their electronic “home base” on Sharepoint. A training program to raise awareness 

and enable understanding of KM has been initiated on a global scale. The implementation of the 

KM board brought an important boost in participation and professionalism. To further foster and 

sustain the world-wide participation in the knowledge-network is the challenge we are facing until 

knowledge management has become an integral undisputed part of the corporate culture of 

voestalpine. 

 

Conversation about KM at NASA 

 
Ed Rogers, 

former CKO at NASA, USA 

 

Ed Rogers served as Chief Knowledge Officer with NASA Goddard Space Flight Center from 

2003 to 2020. He holds a PhD in HRM from Cornell University and teaches a different universities 

like University of Alabama, George Washington University and Indian School of Business. Since 

2020 he is the principal owner of Mayjer Enterprises (Palmyra, Virginia).
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Intellectual capital management in an 

engineering company 

 
Christian Mühlbauer, 

Zilch + Müller Ingenieure, Germany 

 

Engineering offices are knowledge companies. Systematically maintaining and developing the 

existing knowledge in and as a company is therefore an essential task of corporate management. 

Knowledge management at ZM-I includes a training system (ZM-I Campus), a digital knowledge 

database (intranet) and workshops. For a systematic analysis and evaluation of the company's 

intellectual capital, a bi-annual certified intellectual capital report is carried out. For this purpose, 

employees from all divisions and locations come together to systematically analyse and evaluate 

the intellectual capital in the company. The intellectual capital statement is thus a fundamental 

management tool at ZM-I. 

ZM-I is an independent, medium-sized civil engineering company organised as a partnership for 

demanding projects. Based in Munich, the group has grown continuously and is now active 

throughout Germany. As a structural engineering company with a focus on statics, ZM-I offers 

consulting, planning, testing and assessment services in the field of civil engineering. 

 

Dr.-Ing. Christian Mühlbauer is managing partner at ZM-I in Munich. He has a doctorate in civil 

engineering and specialises in the field of structural engineering and building in existing structures 

and is part of the ZM-I intellectual capital report team. 

 

KM Practices - Motivational Structures 

within Tax and Legal Knowledge 

Management 

 
Katharina Otto, 

PricewaterhouseCoopers, Switzerland 

 

This presentation deals with motivational ideas and initiatives for knowledge sharing in the field 

of tax and legal consulting. Sharing knowledge at all levels and in all formats is often difficult or 

even impossible due to the need to respect confidentiality and data protection laws. However, the 

example of PwC Switzerland shows how it is still possible to be a knowledge organization, to 

create a lively and popular exchange between employees and not to reinvent the wheel every day. 

We will also shed light on what a well-positioned knowledge management can enable in a crisis 

situation and how it has moved from behind the scenes to the stage. 

 

PwC Switzerland is the leading audit and advisory company in Switzerland. We’re a network of 

firms in 156 countries with over 295,000 people who are committed to delivering quality in 

assurance, advisory and tax services. PwC Switzerland has over 3,380 employees and partners in 

14 locations in Switzerland and one in the Principality of Liechtenstein.
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Track – Knowledge Management & 

Learning 
 

Value exchange exploration supporting 

project-based learning 

 
INIGA ANTONIA BAUM * 

Institute of Business Informatics – Communications 

Engineering, 

JKU Knowledge Management Competence Center, 

Johannes Kepler University, Linz, Austria 

E-mail: i.antonia.baum@gmail.com 

 

CHRISTIAN STARY * 

Institute of Business Informatics – Communications 

Engineering, 

JKU Knowledge Management Competence Center, 

Johannes Kepler University, Linz, Austria 

E-mail: christian.stary@jku.at 

 

SUMMARY 

 

Goal: Collect and harvest knowledge for enhancing project-based learning (PjBL) from the perspective of involved stakeholders to 
design user-centred digital learning support. 

Design / Methodology / Approach: Design Science Research / Value Network Analysis 

Results: Identification of relevant roles and value exchanges in PjBL processes; design requirements for digital learning support; 
Consolidated stakeholder interaction for learning management recognizing the need for (informal) knowledge sharing and learning 
loops. 

Limitations of the research: Macro-level results require refinement for operational implementations on the micro-level, in particular 
for digital learning support. 

Practical implications: Facilitators and learners can utilize explicated knowledge in a context- sensitive way; developers and 
researchers can advance building PjBL artefacts. 

Social implications: Knowledge explication appreciating individual mental models is enabled; Stakeholder-driven consolidation for 
organizational development is facilitated. 

Originality / value: Implicit knowledge with respect to PjBL could be externalized for (further) developing stakeholder-centred support 
in digital contexts. 

 
Abstract 

Project-based learning (PjBL) allows learners to focus on a topic of their interest and apply the presented and acquired knowledge in 

their current (work) practice. When applied in institutional contexts, these particularities have to be recognized for stakeholder-centered 

learning support. In this paper we report on identifying and designing value exchanges between concerned stakeholder groups by 

methodological deployment of the Value Network Analysis. The individual and collective perception of PjBL experiences could be 

externalized and design inputs of involved and addressed stakeholder groups could be developed in a non-disruptive way. The results 

give way for increasing self-efficacy of knowledge acquisition and skill development in (digital) learning environments. 

 

Keywords: Project-Based Learning (PjBL). Stakeholder-centered design. Value Network Analysis (VNA). Knowledge 

generation. Knowledge sharing and co-creation. (Digital) learning management.
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INTRODUCTION 

Project-based learning (PjBL) has been identified key to develop 21st century skills [cf. Chu et al. 2012]. 

It is “a systematic teaching and learning method, which engages students in complex real-life tasks that 

result in a product or presentation to an audience, enabling them to acquire knowledge and life-

enhancing skills.” [Barron and Darling-Hammond 2008, Thomas et al. 1999, in Chen and Yang 2019] 

While conventional instruction and learning approaches have increasingly difficulties to succeed in 

general and especially in remote didactic settings [Adedoyin and Soykan, 2020; Meskhi, 2019; 

Weichhart et al. 2018; Sumarni, 2013; Ngereja, 2010], PjBL yields a major benefit in generating 

practical competencies and expertise - the prerequisite of so called “21st century skills” [Abuhmaid, 

2020; Aldabbus, 2019; Chen and Yang, 2019; Kakalejčík and Paľová, 2019] - on a high level: “Meeting 

the principles of learning effectiveness (…) will require significant change from established practice in 

the majority of educational settings available for young people in most of our systems. (…) naturally 

international in scope.” [OECD, 2018] At the same time, Self-efficacy as vital component for scholarly 

and professional success is provably fostered by deployment of PjBL in academic technological contexts 

[Suastra and Ristiati, 2019; Amini, 2019; Mannila et al. 2018; Bilgin, 2015]. Therefore it becomes more 

and more important for institutions of higher education to consider it in increasingly enforced digital 

contexts. 

As PjBL’s central activities involve the transformation and construction of new knowledge, it is closely 

related to constructivist learning theories [Dewey, 1938; Piaget, 1929, 1970, 1971; 

Ütanir, 2012; Oguz-Univer and Arabaciouglu, 2014; Thomas, 2000 in Chen and Yang, 2019; Kakalejčík 

and Paľová, 2019], justifying to investigate PjBL from a Knowledge Management (KM) perspective. In 

this work we address PjBL stakeholders’ self-efficacy along learning processes, in particular along the 

exchange of values in academic education. It concerns both, maturing in terms of organizing learning 

processes as well as competence development in the concerned learning subject. For eliciting, 

representing, and sharing of knowledge we utilize Value Network Analysis (VNA) [Allee, 2009]. This 

technique also supports eliciting implicit knowledge that can be deployed for scaffolding and supporting 

learner-centered PjBL processes taking into account organizational context [Stary, 2014]. The latter 

requires the specification of roles and content framing didactically grounded interventions (cf. 

[Weichhart et al. 2018]). The presented exploration therefore focusses on the following research 

questions; (i) Which role understanding do stakeholders have when being involved in PjBL?, and (ii) 

Which value exchanges as perceived by role carriers contribute to the effectiveness of PjBL? 
 
The findings lay ground to develop features promoting self-efficacy for stakeholder-centred (digital) PjBL 

support systems. Involving two academic institutions with Business Informatics programs having 

implemented PjBL differently, the individual VNA-interviews could capture particularities, distinct 

benefits, and risks as perceived by the stakeholders, both on the facilitators’ and on learners’ level. Business 

Informatics programs provide an ideal context for investigating PjBL, as the high demand reveals for skilled 

workforce in that field [Candrlic, et.al. 2020; Geng, 2019; Meskhi, 2019; Mannila et al. 2018; Weichart et 

al. 2018]. We assume, that an insight into the specific perception of tangible and intangible value exchanges 

will help co-creating a common understanding of value-based learning management and learner support. 

The paper starts with sketching the addressed concepts, PjBL, self-efficacy, and Complex Adaptive Systems 
(CAS) framing the learning and thus, KM activities. The methodology section introduces the applied Design 
Science-based Research (DSR) approach for the deployment of the VNA. Subsequently, the field study is 

detailed and the results are presented. Finally, we discuss the answers to our research questions and 

consolidate the findings for practical use and research. 

 

CONCEPTUAL UNDERPINNING 

In the following we sketch the main concepts addressed in the study, namely Project-based Learning (PjBL), 

Self-Efficacy, and Complex Adaptive Systems (CAS). Their direct encounter enables considering a focused 

organization of knowledge construction (i.e. PjBL) while both mostly concerned stakeholder groups (i.e. 

project-based learners and facilitators) are active participants in a system of complex relations, meaning, 

they affect themselves and each other through their behaviour – see Figure 1. 
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Fig. 1: Facilitator and learner cooperate in Project-based Learning settings (by authors) 

 

PROJECT-BASED LEARNING AND SELF-EFFICACY 

As a general concept self-efficacy is known since Bandura in the 1970ies to “define a person's opinion to 

his/her competency to achieve expected performance levels” having “effective, cognitive and motivational” 

repercussions. [Bandura, 1977] 40 years later Mannila et al. still identify self-efficacy crucial to problem 

solving endeavours in computing and self-regulated learning, when referring to the necessity to foster skills 

required to teach technological content [Mannila et al. 2018]. Recently, Shin relates self-efficacy as motor 

for successful achievement in the context of individual learning to students’ participation in project-based 

learning. [Shin, 2018] While various studies in different fields indicate the need for (future) research on the 

effects of PjBL on students' motivation in learning and on self-regulated learning [Mahasneh and Alwan, 

2018], KM work has acknowledged that there is a “perceived influence of factors that are beyond the 

teacher's control”, with most research focusing exclusively on learning or teaching processes, neglecting the 

organisational role and environment involved [Gibson and Dembo, 1984; Woolfolk et al. 1990; Tschannen-

Moran et al. 1998, in: Mahasneh and Alwan, 2018]. The presented study takes into account this context, 

when it aims to leverage answers concerning the actors’ perspectives on the effectiveness of experienced 

PjBL processes while examining the organisational point of view on learning efficacy. 

COMPLEX ADAPTIVE SYSTEMS 

Since PjBL stakeholders are part of the systems they investigate and change, Complex Adaptive Systems 

(CAS) theory helps structuring understanding the current situation and developing PjBL support: Is it not 

the individual agent description that is pivotal, but a holistic view as in the “sum of the agents and their 

interactions” - since it is “by identifying the correlated feedback that we find a richer, and therefore more 

interesting, description of the system." [Carmichael and Hadzikadic, 2019, p.11] At the same time, macro-

level behavior depends upon the standardised exchanges of agents at the micro-level. [ibid, p.12] Addressing 

the latter, Ryan and Deci have revealed “three needs that are critical for facilitating optimal functioning of 

the natural human tendencies for growth and integration and for constructive social development and 

personal wellbeing: the need for competence, relatedness (also defined as: non-controlling positive feedback 
and acknowledgment of the other‘s perspective; insert by authors) and (support for; insert by authors) 

autonomy” [Deci and Ryan, 2000]. Hence, not only tangible rewards but also threats, deadlines, directives, 

pressured evaluations, and imposed goals diminish intrinsic motivation because, like tangible rewards, they 

conduce toward an external perceived locus of causality. In contrast, choice, acknowledgment of feelings, 

and opportunities for self-direction were found to enhance intrinsic motivation because they allow people a 

greater feeling of autonomy [Deci and Ryan, 1985]. 

 

METHODOLOGY 

In this section we sketch the Design Science framework, framing the Value Network Analysis (VNA). The 

VNA serves for making explicit the driving factors and/or hindrances of collaboration, affecting self-

efficacy, whereas the Design Science-based research allows for stepwise investigating each factor from 

different perspective in a structured and balanced way with respect to theories and concrete design artefacts. 

DESIGN SCIENCE-BASED RESEARCH 

“Given the aim to generate prescriptive knowledge, DSR contributes to both the theory and practice of 

solving real-world problems.” [Winter et al. 2020] Design Science-based Research (DSR) enables 
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structuring KM activities while making use of its results for generating a problem solution. Design serves 

an Artefact construction1, applying the artefact for the Problem Solution (3. Design & Development) into a 

suitable context (4. Demonstration) observing its effectiveness and efficiency (5. Evaluation), and iterating 
it back to the design level until a final Scholarly or Professional publication can be placed within phase 6. 
Communication [Peffers et al. 2007]. “Design science (..) creates and evaluates IT artefacts intended to solve 

identified organisational problems.” [Peffers et al, 2008] In this study – after having identified the problem, 
i.e. the need to position PjBL values for (digital) learning support, we focused on phase 2 of the operational 

framework, defining the Requirements for the Solution, asking “What would a better artifact accomplish?” 

[ibid, p. 54] In order to clarify the respective objectives for an amended and concrete concept of PjBL 

including (digital) learning support, the VNA has been deployed. It examines how the roles and value 

exchanges of the PjBL stakeholders can be best integrated to develop support features engendering the self-

efficacy of all role carriers involved. 

 

 
Fig. 2: Simplified DSR cycle “Project-based learning within digital environments” (by authors, according to Peffers et al, 2007) 

 

VALUE NETWORK ANALYSIS 

The VNA, as “analysis of the health and vitality of a value network” [Allee, 2003], addresses the overall 

patterns of interactions in a specific CAS, and how well a value moves through the system [ibid]. By looking 

at the impact of each value transaction between participants they can co-create the best way for them to 

extend and leverage value in the system at hand [ibid]. The method requires identifying all networked actors 

(roles) in the respective PjBL setting, and specifying the tangible2 (or contracted) and intangible (or 

informal) value streams between them, according to the perception of each stakeholder. While a thorough 

picture of all roles and relevant transactions helps to identify regular Sources and Sinks in the Exchange 
Analysis by drawing a Holomap, the Impact Analysis requires each stakeholder to reflect upon the 

consequences of issued and received deliverables by identifying triggered activities, costs, risks and 

benefits. In the subsequent Value Creation Analysis several aspects are considered for developing a CAS 

further (i) Assumed perceived value of recipient, (ii) General tangible asset utilization, (iii) Tangible costs 
of the deliverable, and (iv) Risk of providing the input. Finally, those value exchanges are analysed according 

to the utilization of intangible assets and costs or benefits. With respect to changing the value stream each 

deliverable is checked for potential additional value creation, including its overall costs, risks and benefits. 

The peculiarity of this methodological approach is to be found in the retention of very detailed information 

from a micro-level stakeholder perspective which at the same time can be classified into a larger macro-

level setting. Since it always depicts the individual view onto a specific context it does not claim to levy 

issues which can be validated or generalized - moreover its objective is to spawn so far undetected aspects 

of a certain situation for possible transferability to similar circumstances [Allee, 2002]. For this reason the 

method provides a contextual while and detailed overview about possible requirements for a solution when 

applying DSR. 

____________________ 
1 In this section all terms and expressions originating from [Peffers et al. 2007 and Peffers et al. 2008] are denoted in Italics. 
2 In this section all terms and expressions originating from [Allee, 2003] are denoted in Italics.
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VNA-DRIVEN DEVELOPMENT OF PjBL: THE FIELD STUDY 

We introduce the setting of the performed field study and detail how the VNA has been applied to meet to 

the objectives of this research and check the methodological feasibility of this mainly qualitative approach 

in the context of PjBL. We also report on the collected data and analysis results. 

SETTING 

The VNA was conducted as part of a cooperation between 2 departments of a German (UNI1) and an 

Austrian university (UNI2), both involved in Business Informatics study programs. When starting to study 

value exchanges that (can) enable PjBL, in order to create benefits for facilitators and learners, the initial 

phase of the Design Science framework can be addressed by the VNA. It then provides insight into already 

institutionalized PjBL processes. The outcome was consulted in order to extract the requirements for PjBL 

in a future (digital) setting in the Design Phase 2: Define Objectives of a Solution [“Artifact construction”, 

Peffers et al. 2007], as it provided a thorough basis sketching relevant and valuable roles and transactions. 

The study program at UNI1 has a setup in which students work within a designated partner company 85% 

of their working time over 24 respective 36 months planning, developing, executing and documenting a 

business-driven project. Seminars which make up the other 15% of time conduce with their content to the 

handling of those projects. In addition, students are supervised and coached singularly in their projects by a 

business supervisor and an academic project coach with methodological and professional input. The thesis 

is written about the project-specific task and linked research necessity and presented to an exam board. 

The study program at UNI2 on the other hand provides that full-time academic students evolve a project 

assigned by their lecturer within a team of at least two members (one of them as project lead) over a semester 

period. In this time, they hand out the project contract to the lecturer and present milestone results in class 

to receive feedback and discuss their achievements. 

PARTICIPANTS 

The interviewed parties were two program representatives (Chief Scientists of Business Informatics) of 

UNI1 and UNI2 as well as three students of the Master course Master of Science in Business Informatics 
(M.Sc.) at UNI1 with aspired graduation in 2022 and two students of the Bachelor course Bachelor of 
Science in Business Informatics (B.Sc.) at UNI2 with aspired graduation in 2021/2022. Both institutes and 

the interview partners were selected according to their PjBL experiences. The VNAs with the chief scientists 

were completed between December 2020 and February 2021, those with the students between January and 

September 2021. 

PROCEDURE 

All VNA sessions started with explaining the purpose of the study, the setting and the number of 

participants. Each participant also was asked for consent with respect to video recording and documentation 

(validated by the participant afterwards). After acquiescence was obtained, a short presentation was given 

by the interviewer explaining why the combination of PjBL and digital learning support will play a larger 

role in education in the future. Next, the practical effect and procedure of the VNA as instrument to go 

deeper into the details and implicit knowledge of the specific stakeholder of a subject matter were 

expounded, before the interview started with the stakeholder-specific questions about the PjBL content and 

process at their institute according to their own experience and cognizance. Quality checks were provided 

by an experienced researcher in VNA as well as an assistant providing feedback on each session. 

CAPTURING THE PERSPECTIVE OF UNI1 CHIEF SCIENTIST 

Knowledge elicitation started with the chief scientist of UNI1. In order to set the context right, introductory 

items were asked and guided the VNA: 

a) What is the motivation of your institute to offer or work with project-based learning? 

b) Which of its characteristics justify this approach? 

c) How can these be found in tangible and intangible value exchanges within in the specific roles 

and their interactions? 

Research question 1 (Which role understanding do stakeholders have when being involved in PjBL?) has 

been addressed in the created Holomap and subsequent Exchange Analysis with focus on the role of the 

interviewee. Research question 2 (Which value exchanges as perceived by role carriers contribute to the 

effectiveness of PjBL?) was referred to individual deliverables on the micro-level in the Impact Analysis, 

and to the value chain on the macro-level in the Exchange Analysis. The Value Creation Analysis led to 

offers dedicated to digital learning support including the anticipated impact on self-efficacy.
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Holomapping / Exchange Analysis. The Holomap with the most relevant roles of the specific PjBL 

implementation at UNI1 as perceived by the chief scientist of UNI1 is given in Figure 3a. The Exchange 

Analysis revealed the role of the chief scientist as an essential source of information, with a missing link to 

the networked PjBL actors, in particular the students. Students and student supervisors were considered 

central with plenty of valuable interactions. Impact Analysis. It focused on the tangible and intangible value 

exchanges shown in Table 1. When taking a closer look on the activities triggered by received deliverables 

and their influence on further intangible assets including Human Competence, Internal Structures and 

Business Relationships, the perception of the chief scientist revealed a high impact of the value exchanges 

on human competence regarding the enhancement of didactic expertise and know- how in the field of project 

management as well as a general improvement of project management competences and practical skills. 

Furthermore, an effect on the internal structures was noted by him in two areas: for once as change demands 

within the organisation of teaching (e.g., in terms of group or cluster building), but mostly in an 

augmentation of administrative efforts. Both aspects already showed the potential of the implemented 

method to foster competences of program participants and facilitators in new areas as well as a shift within 

teaching structures in this second phase of the VNA. 

 

 

Fig. 3a: Holomap of Exchange Analysis – Chief Scientist UNI1 (translated into English)
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Table 1: Extract of Impact Analysis of Chief Scientist UNI1 (translated into English) 

 

 
 

Source: Authors (2021) 

 

Looking closer at the 8th column of the Impact Analysis the main outcomes as overall benefits of the valuable 

interactions from the perspective of the chief scientist can be summarized: Enhanced expertise of lecturers 

about PjBL; potential and risk of the project are detected in advance; potential benefit of a successful project 

as constituent part of the study program; advancement of student and project; further fielding in company 

and best practice; (intangible) Focus on practical problems as input for docent; (intangible) existing 

expertise becomes vivid: improvement of project execution. 

Again, all aspects named above serve as recognition that PBjL is apt to spawn the expertise and benefits of 

all stakeholders within its construct. The Impact Analysis also allowed evaluating each interaction on a 

monetary basis. Simultaneously, the implicit knowledge of the chief scientist was externalized in his 

estimations of the overall cost and risk for this input. 

Value Creation Analysis. Additional possible transactions from the sender perspective creating onward 

value focused on what is done already in order to yield the best possible PjBL experience for both learners 

and facilitators (docents, coaches, supervisors, and companies) rather than what could be done on top to 

outperform the actual status. A new role and novel value exchanges were added to the Holomap and marked 

accordingly (see also Table 2a): 

• Selection of lecturers matching PjBL requirements (chief scientist to docents) 

• Retrieval of new PjBL ideas in a digital environment (chief scientist to docents) 

• Building of clusters between students with similar projects (chief scientist to school administration) 

– including newly defined role of school administration 

• Inquiry of relevant teaching content at companies in order to handle projects ideally (chief scientist 

to employer company) – newly added importance of employer company 

• Query of Best Practices in PjBL (chief scientist to selected students) 
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Table 2a: Value Creation Analysis of Chief Scientist UNI1 (Extract) 

 
Source: Authors (2021) 
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Together with the findings of the Exchange and Impact Analysis, the outcomes of these reflections on value 

creation according to their overall benefit as well as overall cost and risk inform building an artefact for 

PjBL and evaluating a possible later realization: 

Table 2b: Value Creation Analysis of Chief Scientist UNI1 – Reflections on overall benefit, costs, and risks 

 
 

CAPTURING THE PERSPECTIVE OF UNI2 CHIEF SCIENTIST 

The research questions were answered following the same procedure as before and described for UNI1 chief 

scientist above. Due to space limits we will focus on the value creation results. 

Holomapping / Exchange Analysis. The Holomap (Figure 3b) depicts all perceived roles and their value 

exchange in the context of PjBL. The Exchange Analysis revealed the Facilitator (Chief scientist in his role 

as organizer and supporter of PjBL at the institution) as source of value exchanges, in terms of process 

attendance, high responsibility, high didactic qualification, highly developed skills for mentoring and 

empowerment of project staff. 

 

 
 

Fig. 3b: Holomap of Chief Scientist UNI2 (translated into English) 
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Impact Analysis. This analysis focused on essential deliverables, including the tangibles Project Contract 

and Project Lead Requests, and the intangible Support for constructive feedback on PjBL from Curricula 

developers. The main outcomes as overall benefits of the valuable interactions from the perspective of the 

chief scientist were: 

(1) Structural assistance for autonomous conduct of teaching assignments 

(2) Insight into the project from an operational and a responsible perspective 

(3) (Intangible) Insight into the development of the curriculum regarding PjBL 

At the same time the implicit knowledge of the chief scientist became evident in his estimations of the 

overall cost and risk for this input, as he explains in the following extract of the data: 

(1) Cost: 10 hrs / Risk: (Medium) given structure in the project contract 

(2) Cost: 5 hrs / Risk: (Medium) communication problems from time to time 

(3) (Intangible) Cost: 6 hrs / Risk: (low) 

Value Creation Analysis. Here, the interviewee decided to look upon the following transactions: 

• Feedback & release (from Facilitator to Project team) 

• (Intangible) Information about PjBL (from Facilitator to Project team) 

• Technical material (from Facilitator to Project leader) 

• (Intangible) Input to perception of leadership role (from Facilitator to Project leader) 

• Formal evaluation (from Facilitator to Chief scientist) 

• (Intangible) Briefing about PjBL (from Facilitator to Chief scientist) 

• (Intangible) Stimulus for improval of PjBL (from Facilitator to Curricula development) 

When reflecting on overall benefit / overall costs and risk, he could identify (like his counterpart from UNI1) 

several opportunities: Possibility to establish feedback culture as inherent part of the curriculum / no cost or 

risk; Facilitation of content-related processing of project / effort of allocation while additional value and 

quality is not ensured through respective checks; Constructive support of leadership / effort of knowledge 

transfer, lack of quality management (critical); Feedback may be deployed for personal advancement / effort 

of evaluation, validity is not ensured due to lack of survey data; Knowledgeability / effort in knowledge 

transfer and preparation, universal validity questionable; Prompt incorporation of feedback and ideas for 

PjBL into curriculum / effort of integration and quality assurance, volatility of PBL approaches. Again, 

these discovered values and critical points require refinement for PjBL artefact design. Addition, 
enhancement and extension of value. Asked about possibilities to amplify the merits which had been 

detected so far, the chief scientist of UNI2 came up with suggestions, among them the emendation of 

curriculum that might profit from regular feedback loops, material deployment for quality assurance, and 

mutual reflection on leadership with others. 

CAPTURING THE PERSPECTIVE OF STUDENTS 

3 students of the Master class Business Informatics at UNI1 and UNI2 students of the Bachelor course at 

UNI2, all involved in PjBL, were interviewed following the same procedure as presented above. The items 

the learners had to answer within the VNA were slightly reformulated in order to meet their personal 

situation and interest in the study program: 

a) What is your perception of the project-based study program at your institute? 

b) Which of the characteristics of this specific learning support technique are typical regarding your 

own experience with it? 

c) Where can those characteristics be found in tangible and intangible value exchanges within in the 

specific roles and their interactions? 

 

Evaluating the data of the 5 VNAs led to the following insights for each of the research questions: 

Role understanding when being involved in PjBL: The Holomaps of the students (see Appendix) diverge, 

as the students of UNI1 position their (single) role as central for all value exchanges (according to the UNI1 

study program), while the students of UNI2 perceive themselves as part of a network of project team 

members on the one hand and academic facilitators on the other hand with no further contact to stakeholders 

outside of the university.
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Value exchanges contributing to the effectiveness of PjBL: 

• Very strong impact on motivation for students through input and feedback from colleagues and 

their student colleagues/team members 

• Very strong demand by students to receive more professional and “insider” input for their 

projects by lecturer 

• Provenly best results by operating through trustful, flexible, and fast cooperative teamwork 

without given guidelines 

• For developing (digital) learning support targeting the self-efficacy of PjBL, the value could be 

created by multiplication of feedback by colleagues in business and other lecturers. 
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FINDINGS 

In this section we discuss the collected data for stakeholder-centred PjBL learning support, consolidating 

the acquired holomaps and deriving implications for practising PjBL. 

HOLOMAP CONSOLIDATION 

Combining the holomaps referring to the perceived value exchanges of all interviewed PjBL stakeholders 

provides a rich picture on all roles involved in PjBL processes. It reveals an embedding of the student learner 

in a strong community of learning supporters and supplements the original singular relationships to 

supervisor and coach with further ones as lecturers and colleagues. Furthermore, the outer circle of 

institutional supporters as the chief scientist and the project coach are completed by the role of the company 

employer on the one and the role of the facilitator on the other hand. Therefore, it supplies a compound 

picture of all relevant roles from the perspectives of the involved stakeholders allowing for the design of a 

role concept for a thoroughly remote and offline PjBL support in the next DSR phase. 

Particular attention within the Definition of objectives for the Artefact construction should be paid to 

possible weak spots discovered by this study: 

 

• At UNI1 the demand for more contact to students, to school administration and to the company 

employer by the chief scientist was identified with the desire to gain more information about Best 
Practices, availability of teaching content, and to be able to support the structuring of learning 

clusters. 

 

Fig. 4: Combined Holomap for PjBL from the perspectives of facilitators and learners (UNI1 and UNI2) 

• At UNI2 the role of the facilitator was found to be very valuable once being integrated 

permanently, supporting all processes while students had the main responsibility in the project. 

• Master students at UNI1 would appreciate more qualitative and institutional contact, promoting 

PjBL in their specific context through tangible interaction with lecturers. 

• Bachelor students at UNI2 would prefer presenting their results to multiple lecturers, to receive 

fruitful feedback in addition that from their coaching lecturer to improve their learning processes.
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IMPLICATIONS FOR PjBL PRACTICE 

Several suggestions for implementing PjBL in (digital) learning settings could be derived: Informal and 

formal space for exchange and cluster building. Especially the VNAs of the students revealed the necessity 

for successful PjBL to place at the disposal time, spaces and platforms in order for the students to interact 

and exchange ideas, problems and results of their projects with each other in an informal and safeguarded 

way. The VNAs reveal the need of regular and tangible contact with experts, colleagues, and academic 

teachers. The importance, benefit and need of asking students to present their project results and experience 

to various audiences at the academic institution are evident. Especially the value exchanges of “delivering 

and receiving feedback” need to be considered more thoroughly as refined for implementing effective 

learning support. For instance, facilitators seem to profit similarly from questions and input by involved 

participants as the learners or their company contacts. Further studies appear imperative to set up the 

suggested learning clusters possibly supporting self-efficacy of PjBL. Moreover, specifically one chief 

scientist vividly sensed in fact two value nets or streams on different levels, which is retrieved in the 

Combined Holomap (Figure 4) merging all stakeholders’ perspectives: the inner value network takes its 

starting point from the student as project leader in contact with all operative stakeholders (business 

supervisor, academic project coach, docents, colleagues, and student teams members or fellow students), 

while the outer net stretches along the institutional layer including chief scientist, facilitator, company 

employer, and project coach. This insight requires in-depth studies as such understood by Allee [Allee, 

2009], in particular in digitally supported PjBL environments. 

New role definitions for facilitator, docents, professional colleagues, school administration and project 

team 

• The role of a facilitator has been found within the VNA of the chief scientist of UNI2 who merely 

concentrates on supporting PjBL in all directions by giving stimulus for optimization of PjBL to 

the chief scientist, agreeing upon a project contract with the students, letting them present their 

milestones and giving specific feedback to them and briefing the project coaches and docents 

about PjBL while receiving constructive feedback about operative PjBL from them. According 

to his perception the placement and assigning of a person in charge of facilitating PjBL within a 

PjBL institution seems to be prevailing capturing three different perspectives: content-wise (in 

regard to project), technical (in regard to curriculum) and formal (as in regard to learning targets, 

e.g., field placement). 

• Colleagues are discerned to hold a quite important part in PjBL and have “gained” new 

deliverables by value creation of the interviewed Master students at UNI1 as: receiving transfer 

presentations of study content and being assigned to grade students as well to feedback the 

practical value of their academic project work. Furthermore, here the aspect of intangible trustful 

exchanges is rated very high and considered productive by the stakeholders in regard to PjBL. 

• The project team as well was addressed by the Bachelor students at UNI2 as an extremely 

supporting and inspiring role especially by sharing results and ideas with each other. The benefit 

of these exchanges for PjBL in their view cannot be underestimated and is understood to help 

institutions featuring team learning in different modes. 

• The role of the school administration was defined as relevant in order to organise cluster learning 

by both chief scientists. Nevertheless, it is striking that in the consolidated Holomap of Value 

Exchanges this role is not of major importance for PjBL, whereas it might be seen as the 

“backbone” of a classic learning setting. In the sense of Verna Allee this could either mean that 

it is – as a role – rather redundant, or – as another possibility 

• that it needs to become a more visible role concerning its usefulness for all learners. Here, we 

suggest further research in order to define more in detail which deliverables could foster the value 

of the role. 

CONCLUSION 

When aiming to establish Project-based Learning (PjBL) as 21th century education format and skill, we 

need to elicit and utilize knowledge from the perspective of involved stakeholders, in particular for the 

design of effective digital learning support. The selected methodological approach, namely Value Network 

Analysis framed by Design Science Research, structures knowledge acquisition and subsequent 

development processes, taking into account implicit knowledge and multiple perspectives on PjBL. We 

could collect design requirements for (digital) learning support through consolidating elicited stakeholder 

interactions in the course of PjBL and its management processes. Featuring (informal) knowledge sharing 

and learning loops seem to be crucial for effectively supporting PjBL facilitators and learners. Since we 

started with validated PjBL knowledge on the macro-level, further studies for refinement operational 

implementations on the micro-level focusing on self-efficacy need to be performed.
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APPENDIX 

The Holomaps are original (in German) to provide insights into the various interaction patterns. 
 

Fig. 5: Holomap of Exchange Analysis of Master student no. 1 at UNI1 
 

Fig. 6: Holomap of Exchange Analysis of Master student no. 2 at UNI1 
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Fig. 7: Holomap of Exchange Analysis of Master student no. 3 at UNI1 

 

 

 

Fig. 8: Holomap of Exchange Analysis of Bachelor student no. 1 at UNI2 
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Fig. 9: Holomap of Exchange Analysis of Bachelor student no. 2 at UNI2 
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Neo-learning was developed as a teaching and learning methodological platform for the Networked 

Corporate University (NCU) model, in order to promote experiential and expansive learning for the 

development of competences and facilitate the transfer of learning to work practice. The purpose of 

this article is to present the neo-learning as a methodological support of the Networked Corporate 

University model to facilitate the transfer of learning into practice. To achieve this objective, a 

qualitative approach was chosen for exploratory and descriptive purposes, through a narrative 

literature review and multiple case studies of the application of the methodology. This article presents 

the main approaches and theories that underlie the NCU model and the neo-learning methodology. 

The neo-learning cycle and the applications that validate the methodology are also presented. It is 

concluded that the neo-learning methodology was developed in accordance with the NCU model to 

support the teaching and learning processes. The methodology can be considered validated, since it 

has been applied in several research and extension projects, in academic and corporate, public and 

private universities, in undergraduate and graduate programs, for initial training, for the developing of 

teachers and tutors of the presential, online, and remote modalities. 

 
1. Introduction 

The digital transformations allied to the context of the knowledge society demand from 

individuals a continuous learning for the development of new competences resulting from 

these transformations. In this sense, organizations also need to develop digital, technical, 

and socio-emotional skills in their employees for the competent performance of 

organizational changes (Antonelli et al., 2013; Freire et al., 2016; Rhéaume & Gardoni, 

2015). 

These transformations encourage the development of new university models, which 

are distinguished from traditional training and education centers, since they incorporate the 

human and organizational qualification and development, in order to promote continuous 

and multi-level learning, also involving the stakeholders of organizations' internal and 

external networks (Freire et al., 2016). 

In this context, the contemporary model of the corporate education system emerges, 

called the Networked Corporate University (NCU) model. The model was defined by 

Freire et al. (2016) as an intelligent environment of continuous education, physical or 

virtual, that manages and institutionalizes a culture of networked learning. As a networked 

model, it promotes integration, collaboration, and co-creation between organizations, 

employees, academic universities, scientific and technological institutes, suppliers, 

consumers, and other participants in social productive arrangements for the development 

of human, social, and relational capital.
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Developing a model to act in a learning network requires an open innovation approach 

to establish partnerships between the stakeholders of the value chain. Consequently, 

organizations that adopt this approach to innovation obtain external competences from 

their network, sharing their knowledge, and integrating competences with the network's 

stakeholders (Rhéaume & Gardoni, 2015). As a result of the expansion and diversification 

of the network's stakeholders, there is an increase in the transfer of knowledge and the 

creation of an environment of sharing, collaboration, and co-production with the 

organizational ecosystem, enriching the learning network (Chen et al., 2019; Rhéaume & 

Gardoni, 2015). 

The NCU model promotes, through the network, continuous, experiential, and 

expansive learning with the objective of co-creation and co-production of essential 

knowledge for competent performance. In this way, the NCU manages the learning 

processes, where both the learner and the teacher have the opportunity to create new 

knowledge during the experience, and this knowledge is expanded when co-created with 

the network stakeholders (Bresolin, Freire & Silva, 2021; Engeström & Sannino, 2010; 

Kolb & Kolb, 2017). 

To meet this complexity, neo-learning was developed as a methodological platform 

for teaching and learning of the Networked Corporate University model. It is an innovative 

way of creating learning environments to develop skills and motivate the transfer of 

learning to practice. 

According to the context presented, the objective of this article is to present the neo- 

learning, as a methodological support of Networked Corporate University model, to 

facilitate the transfer of learning to practice. To achieve this objective, a qualitative 

approach with exploratory and descriptive purposes was chosen, through a narrative 

literature review and multiple case studies. 

 
2. Theoretical Foundations 

This section presents the results of the literature review on the Networked Corporate 

University model and the neo-learning methodology. 

 
2.1. Networked Corporate University Model (NCU) 

From a historical point of view, Margherita and Secundo (2011) and Freire et al. (2016) 

explain that the evolution of the Corporate Education System includes six different stages: 

Training Department, E-learning Platform, Corporate Education, Corporate University 

(CU), Stakeholders University (SU), and Networked Corporate University (NCU). 

The last stage, the Networked Corporate University, was developed by Freire et al. 

(2016). Comparing this model with the previous models, it stands out for expanding the 

focus of its education programs beyond the development of human and social capital, also 

covering relational capital. 

In this model, learning is seen as a strategic organizational process, since it includes 

the integration of different areas and stakeholders of the organization, adopting 

collaboration and networking as a new paradigm (Freire et al., 2016; Margherita and 

Secundo, 2011). The organizational learning strategy is aligned with the organization's 

strategy and objectives, and knowledge creation is based on the relationships between the 

different stakeholders in the network. There is extensive use of new Knowledge 

Management (KM) technologies, methods, techniques, and tools to expand and develop 

dynamic innovation capabilities. 

Besides, the NCU can be considered a strategic model to support Knowledge 

Governance and Organizational Learning Governance, and the development of new 

competencies required by the transformations of the global context (Bresolin, Freire & 

Silva, 2021; Freire et al., 2016).
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The NCU model is defined as an intelligent environment of continuous learning, 

physical or virtual, that manages and institutionalizes networked learning (Freire et al., 

2016), in addition to mobilizing and improving competent performance at multiple levels. 

In its application, the NCU is established as a business unit that promotes, through 

networking, continuous, experiential, and expansive learning of essential knowledge for 

the competent performance of the organizational ecosystem. 

Therefore, the NCU is based on the theories of Social Constructivism (Vygotsky, 

2007) and Organizational Learning (Crossan et al., 1999; Crossan et al., 2011), 

Andragogical (Knowles et al., 2015) and Heutagogical (Blaschke, 2012) approaches and 

takes into account the Theory of Experiential Learning (Kolb, 1984; Kolb & Kolb, 2017) 

and Expansive Learning Theory (Engeström, 1987; Engeström & Sannino, 2010), in 

addition to using methods, techniques and tools of Knowledge Management (Nonaka & 

Takeuchi, 2008). 

Social Constructivism (Vygotsky, 1978) offers the methodological basis for the 

construction of a learning environment centered on communication, collaboration, 

commitment, and awareness of the social arrangements and constituents of the 

organization's ecosystem. This theory emphasizes the importance of human experience in 

the learning process, which establishes mutual interfering relationships in the environment, 

as well as the environment that interferes with the development. 

In this perspective, teaching and learning methods and strategies are based on the 

principles of andragogical and heutagogical approaches, and on theories of experiential 

learning and expansive learning. These approaches and theories consider the adults’ prior 

knowledge and bring their experiences and work context into the learning environment, 

while expanding the learning object to encompass the organization's learning network 

(Blaschke, 2012; Engeström, 1987; Engeström & Sannino, 2010; Knowles et al., 2015; 

Kolb, 1984; Kolb & Kolb, 2017). 

Regarding multi-level learning, Crossan et al. (2011) consider Organizational 

Learning (OL) theory as a phenomenon that occurs in levels, so that organizational 

learning is composed of three levels (individual, group, and organization), and four 

processes, called 4Is (intuiting, interpreting, integrating, and institutionalizing). 

To this end, the NCU model encourages the creation of networked learning, which 

involves all the organization's internal and external stakeholders. For learning to take place 

at all three levels, the knowledge created and shared must be managed to expand the reach 

of the target audience and promote learning for all participants (Freire et al., 2016). 

Knowledge Management (KM) methods, practices, techniques, and tools (Nonaka & 

Takeuchi, 2008) are used for the creation, transmission, and enhancement of inter- 

organizational and intra-organizational knowledge (Rhéaume & Gardoni, 2015), in order 

to contemplate the cycle of knowledge and the combination of tacit and explicit knowledge 

(Antonelli et al., 2013; Nonaka and Takeuchi, 2008). Education programs use different 

KM methods, practices, techniques, and tools to avoid the loss of knowledge and promote 

the construction of organizational memory, retain knowledge, and compose a knowledge 

observatory to identify gaps in knowledge and skills to be developed by NCU to generate 

knowledge assets. 

In addition to the theoretical foundation, the model is composed of eight guidelines 

(Knowledge Management, Knowledge Governance and Organizational Learning 

Governance, Reach, Stakeholder Recognition, Interconnection, Educational Technology, 

Focus, and Level) that guide training, development, and education programs (T, D & E) 

and support individual, group, intra-organizational, and inter-organizational learning 

processes (Bresolin, Freire & Silva, 2021; Freire et al., 2021). The model also describes 

the macro-process for its implementation, composed of nine distinct, but sequential, 

interactive, and complementary steps, called: the model also describes the macro-process 

for its implementation, composed of nine distinct, but sequential, interactive, and 

complementary steps, called: reception; selection; prioritization and proposition; planning; 

pre-production and logistics; execution; certification; multi-level evaluation (Freire et al., 

2021).
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During the planning, execution, and evaluation steps, the NCU proposes the 

application of neo-learning as a methodological support to teaching and learning, in order 

to meet the cultural and socio-emotional transformations imposed by the skills of the new 

digital generation and to distribute responsibility and autonomy among the educational 

triad, learner-teacher-university (Bresolin, Freire & Silva, 2021). 

The neo-learning methodology is considered a new motivating mechanism for the 

learning process of young adults, and its transfer into practice. The methodology 

establishes guidelines and strategies for the use of active and agile methods, through the 

application of andragogical, heutagogical, experimental, and expansive principles. These 

theories provide the basis to promote an environment of dialogue, exchange of roles 

between teachers and learners, and sharing of knowledge for collaboration and co- 

production of the educational triad and the stakeholders of the learning network. 

Furthermore, it provides elements that facilitate multi-level planning, effective execution, 

and evaluation levels of learning trails, which are crucial for closing knowledge gaps 

essential to organizational development (Bresolin, Freire & Pacheco, 2021). 

 
2.2. Neo-learning Methodology 

The Networked Corporate University (NCU) model needs a methodology consistent with 

its theoretical foundations to support the teacher in the planning, execution, and evaluation 

of the learning experience and the education programs, in a way that respects the 

characteristics of digital native learners, motivating them to take a leading role in the 

learning process and to develop their ability to transfer learning into social and work 

practice. 

Thus, neo-learning emerges as a methodological teaching and learning platform of the 

NCU. It represents an innovative way of creating learning environments that facilitate the 

development of competences and the ability to transfer learning into practice. Neo-learning 

provides a theoretical and practical foundations for applying andragogical (Knowles et al., 

2015) and heutagogical (Blaschke, 2012) principles and the theories of Experiential 

Learning (Kolb, 1984; Kolb & Kolb, 2017) and Expansive Learning (Engeström, 1987; 

Engeström & Sannino, 2010). 

From the studies on andragogy and heutagogy, emerged the categorization of the 6S 

of neo-learning (self-direction, self-identity, self-concept, self-motivation, self- 

management, and self-determination) that need to be managed during the macro-processes 

of planning, executing, and evaluating education programs for the development of the 

digital native learner (Bresolin, Freire & Pacheco, 2021). 

The Experiential Learning Theory provides neo-learning with the basis for the process 

of learning by experience, identifying the learners’ different learning styles and the 

different roles played by teachers. For, according to Kolb's (1984) perspective, individuals 

are able to learn from their experiences, and these experiences are the basis for knowledge 

creation. The experiential learning cycle is composed of four modules called: concrete 

experience, reflective observation, abstract conceptualization, and active experimentation. 

Thus, for this theory, knowledge creation results from the combination of experience that 

is grasped and transformed by the learner throughout the cycle (Kolb & Kolb, 2017). 

The contribution of Expansive Learning Theory to neo-learning is found in the 

expansion of the learning object to include the relationships between the university context 

and the context of practical application because learning goes beyond the classroom 

environment and expands into learning networks (Engeström, 2002). 

The expansive learning cycle is formed by a sequence of seven actions: questioning 

some aspects of the practice; analyzing the situation; modeling a new solution; examining 

and testing the new model; implementing the new model; reflecting about the process; and 

evaluating the consolidation process in the new practice, so that it becomes stable and 

belongs to the new system. This implies the formation of a theoretical concept of the new 

activity, based on the apprehension and modeling of an initial simple process, which gives 

rise to the new activity and generates its various concrete manifestations (Engeström & 

Sannino, 2010).
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The theory of expansive learning subsidizes networked learning, proposing co- 

production projects and complex problem solving, together with the network stakeholders, 

both internally (between units or between different areas and departments) and externally 

(with other universities, institutions, organizations, or society). 

Besides the theoretical elements, neo-learning proposes constitutive elements that 

guide multi-level planning and evaluation; development of learning and knowledge trails; 

interdisciplinary composition of the curriculum; application of active and agile methods; 

selection of teaching and learning strategies; choice of educational technologies; creation 

of collaborative and co-productive knowledge environments; different roles played by the 

teacher, and; respect and consideration for the learner's characteristics to contemplate the 

different learning styles. 

 
3. Research Methodology 

This research is considered to have a qualitative approach (Creswell, 2010), as the objective 

is to present neo-learning, as a methodological support to the Networked Corporate 

University model, to facilitate the transfer of learning into practice. The research is 

classified as exploratory and descriptive (Triviños, 2015), using bibliographic research and 

multiple case studies of the application of neo-learning. It is exploratory because it 

addresses the theoretical foundations of the Networked Corporate University model and 

the neo-learning methodology. It is also considered descriptive, because it describes the 

neo-learning cycle, which facilitates the transfer of learning, and the application cases, 

which validate the methodology. 

Regarding the methodological procedures, a narrative literature review was chosen 

on the theories and approaches that underlie the Networked Corporate University model 

and the neo-learning methodology. The multiple case studies were chosen because it 

constitutes, according to Yin (2014), an empirical research strategy that allows the 

understanding of a phenomenon in its context. For this purpose, a summary of the cases of 

neo-learning application is presented, validating the elements and cycle of the methodology 

since 2018. 

Data collection and analysis were conducted in academic and corporate universities 

that applied the methodology. The authors participated in the planning and execution of the 

application of neo-learning to the cases presented, recording in a field diary the 

applications, best practices, and lessons learned. To validate neo-learning, assessments 

were also carried out on the satisfaction of teachers and learners with the methodology 

applied, recording of feedback from learners and teachers, interviews with teachers and 

tutors who were capacitated to apply the methodology, and verification of the competences 

developed by the learners. 

 
4. Neo-learning Methodology Applied to the NCU Model 

This section discusses the neo-learning cycle that can be applied in education programs, 

courses, classes, training, and development of learners, to facilitate the transfer of learning 

into practice. It also presents some cases of application of the neo-learning methodology. 

 
4.1. Neo-learning Cycle to Facilitate Learning Transfer 

The andragogical (Knowles et al., 2015) and heutagogical (Blaschke, 2012) approaches 

and the theories of experiential learning (Kolb, 1984; Kolb and Kolb, 2017) and expansive 

learning (Engeström, 1987; Engeström & Sannino, 2010), provide the theoretical 

foundations for the different moments in a class, that is called the neo-learning cycle. The 

cycle consists of five modules, which are integrated, dynamic, and fluid, for the 

development of technical, digital, and socio-emotional competences of digital learners. The 

five modules of neo-learning cycle are nominated: retrieve, reflect, know, test, and apply, 

as Figure 1 demonstrates. 
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Figure 1. Neo-learning cycle. Prepared by the authors (2022). 

 

The description of the principles and application guidelines for each module of neo- 

learning cycle is presented in Table 1. 

 
Table 1. Principles and guidelines of the neo-learning cycle 

 
Module Principles Application guidelines 

Retrieve The simulated experiential 
activities recover the learner's 

previous knowledge and 

experiences, providing a 
confrontation with what they 

already know about the object 
to be studied 

Value, respect, recognize, and use the previous experience of 
learners in the learning process; Create meaning for learning 

from existing and learned knowledge and mental processes; 

Encourage questioning about some aspects of existing practice 
and knowledge and possible applications; Promote divergent 

knowledge so that the learner perceives the different types of 
possible solutions to the same problem 

Reflect An open space for reflection, 

observation, discussion, and 

analysis on the lived 
experience, without criticism 

and without determination of 

right and wrong, provides the 
necessary freedom to identify 

the gaps to be filled and the 

motivation to discover 
something new 

Provide space for learners to share their experiences and express 

their thoughts and reflections on the object of study; Promote 

moments of reflection, individually and then in groups, on 
shared experiences; Ask questions, encourage questioning, 

generate discussions, and share opinions about events 

(experienced in the previous module); Develop the ability of 
learners to observe their experiences from different perspectives 

to develop a critical reflection on aspects of the context; 

Highlight elements of practice associated with the fundamentals 
and theories that will be worked on later, without 
judging right and wrong; Motivate for what is still to be known 

Know Understanding concepts, 

theories, and models provide 

the background  for 

generalizing knowledge to be 

applied in different experiences 

Request the research of concepts, theories, and models on the 

subject to be worked on, in bibliographic and documentary 

references; Present the theoretical foundations; Relate the 

theories with the experiences and analysis shared in the 

previous modules; Encourage logical and justified conclusions 
about the experience; Facilitate the development of assimilative 

knowledge, using deduction to solve problems, making use of 
the logic of an idea to create theoretical models, organize ideas, 
and transform them into coherent explanations 

Test Experiential activities for 

practical application of 

knowledge make it possible to 
test new ideas and concepts in 

situations closer to reality 

Create group activities to apply the concepts, theories, and 

models learned to case studies, simulations, workshops, or 

laboratory experiments; Promote space that facilitate the 
development of creativity and the generation of multiple ideas, 

during the attempts to apply knowledge in the search for solving 

problems and testing solutions; Promote the creation of 
convergent knowledge, allowing the finding of a more 
appropriate solution to a specific problem, with collective 
decision-making 
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Apply Experiential practices, 

supervised or monitored, 

provide the opportunity to 
expand and overcome the 

controlled environment and 

elevate learning to social and 
work practice 

Invite experts, in the area of application of the knowledge 

worked, to participate as teachers in this module; Create 

learning networks between learners and collaborators related to 
the practice environment, breaking the boundaries of the 

simulated learning environment; Expand the learning object to 

the relationships between the simulated context and the 
practical application, projecting the application to the possible 

social or professional practices; Allow observation, reflection, 

and evaluation of the consolidation process of new knowledge 
in practice; Encourage the development of new models for the 

practice experienced, so that new knowledge can be 

institutionalized; Create space for discussion after the practical 
experience, so that it is possible to accommodate and internalize 

the new knowledge; Question the lessons learned and good 
practices to be shared from the experience 

Source: Prepared by the authors (2022), based on Engeström (1987), Engeström and Sannino (2010), Kolb 

(1984), Kolb and Kolb (2017). 

 

These principles and guidelines assist in the planning and execution of classes, courses, 

and education programs aligned with neo-learning for the human and professional 

development of digital native learners. In addition, they support the creation of learning 

environments that encourage discovery, collaboration and coproduction with the network, 

the testing and application of knowledge, considering the learner's previous knowledge and 

motivation to learn, apply, and transfer. 

Transfer of learning is a critical factor for any education program. Learners must 

acquire knowledge, skills, and attitudes and then apply them in a context other than the 

acquisition context. Transfer reflects the effectiveness of the learning process and 

application of knowledge in the organization (Baldwin and Ford, 1988; Ford et al., 1998). 

It demonstrates the extent to which learning can be applied effectively and continuously in 

the work context (Fauth & González-Martínez, 2021). 

In this regard, Dolmark et al. (2021) point out that learners obtain knowledge through 

multiple pathways, such as observation, experience, or acquisition. Individuals also acquire 

knowledge due to the difficulties they encounter, in their personal or professional lives, and 

the challenges they intend to solve. Consequently, individuals choose their learning path, 

and the degree of assimilation and understanding of learning is related to the absorptive 

capacity to confront these challenges. 

Also, according to Takeuchi and Nonaka (2008), both organizations and universities 

need to develop methodologies that enable the creation of knowledge, not only acquired 

through texts, standards, books, manuals, dialogues, and knowledge sharing or other 

materials made available, known as explicit knowledge. It is also necessary to create tacit 

knowledge using active methods and strategies focused on the application of knowledge in 

practice to develop skills. For, according to the authors' perspective, knowledge is created 

through the interaction between tacit and explicit knowledge. 

The different methods and strategies used during the learning process provide 

opportunities for practice (Blume et al., 2010) and directly influence the acquisition of 

skills and their subsequent application (Garrido et al., 2017), as well as learning active and 

learner-centered learning favors effective transfer of learning (Dowson, 2019; Garrido et 

al., 2017). Providing an improvement in learning and a better adaptation and application in 

the work context (Fauth & González-Martínez, 2021). 

Therefore, for each module of the neo-learning cycle, it is suggested the use of different 

teaching and learning strategies, the support of educational technologies, and the 

application of active and agile methods to innovate in experimental and expansive 

practices. These suggestions facilitate the transfer of learning into practice, because 

learners will be more motivated to apply the acquired competences in their social and 

professional practice.
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In this perspective, the transfer of learning is related to the ability to transfer and apply, 

in an effective and continuous way, the knowledge, skills and attitudes acquired, 

consolidating a competent performance in their work practice. Thus, the purpose of creating 

the neo-learning cycle is to facilitate the immediate application of learning into practice, 

because each module includes different activities that promote learning and, specifically, 

the last two modules allow testing and application in an environment, simulated or closer 

to the reality, that will be found at the work environment. 

4.2. Applications of the Neo-learning Methodology 

In some cases, are evident, where education programs, courses, and classes planned and 

executed based on the neo-learning methodology have allowed the development of 

competences for a creative but also resolutive professional career, with more pragmatic and 

applied thinking. Moreover, involve learners in the co-production of knowledge and 

learning, because teaching and learning practices in the network are based on the theory of 

experiential and expansive learning, which considers their previous knowledge and brings 

experiences from the work context into the learning environment. 

The neo-learning methodology emerged to attend to this purpose. And, therefore, it 

has been developed since 2015 by the Laboratory of Integration of Engineering and 

Multi- level Governance of Knowledge and Organizational Learning of the Graduate 

Program in Knowledge Engineering and Management at the Federal University of Santa 

Catarina (ENGIN/EGC/UFSC) in Brazil. The methodology has been validated in 

empirical research since the year 2018, both in undergraduate and graduate courses, in 

research and extension projects, in the development of young professionals in Networked 

Corporate Universities. The neo-learning was applied for the first time in the pilot project 

named Alexandria. 

The pilot project was developed by the Federal University of Santa Catarina (UFSC), 

between 2018 and 2019, with the participation of universities, institutions, and 

organizations that belong to the innovation ecosystem of the city of Florianópolis, in Brazil. 

This initiative aimed to promote co-production among the different stakeholders of the 

innovation ecosystem, in the creation of human capital and innovative and sustainable 

ventures, providing opportunities for the development of technical, digital, and socio- 

emotional skills. 

In this pilot project eight graduate teachers were capacitated to apply the neo-learning 

cycle to the development of fifty digital native learners. These learners were divided into 

ten groups composed of five learners. Each group represented an organization and had to 

develop sustainability solutions and a product that would generate an impact business. At 

the end, rounds of Pitch presentations were conduct for continuous improvement of the 

solutions until the final presentation. The groups with the most innovative solutions had 

their projects validated by the organizations for future applications and adaptations. As a 

result, teachers and learners who participated in the project approved the methodology 

applied. With feedback it was possible to improve some elements of the neo-learning and 

create the neo-learning canvas (Bresolin, Freire & Pacheco, 2021) to facilitate the 

application of the cycle and elements in the class. 

Also, since 2018 neo-learning has been applied in two undergraduate disciplines of 

Idea Generation and Entrepreneurship, and Creativity and Innovation at UFSC. Since 2020, 

due to the COVID-19 pandemic, these two disciplines were also transferred to the remote 

modality. Because of this, it was possible to validate the methodology in both, presential 

and remote modalities. The disciplines also enabled the application of the neo-learning 

cycle related to the innovation process, to promote innovation and entrepreneurship 

projects arising from real problems experienced by undergraduate learners.
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The Graduate Program in Knowledge Engineering and Management of the 

Technology Center in the Federal University of Santa Catarina developed, during 2020 and 

2021, a committee with the participation of teachers, learners, and guests, with the purpose 

of developing the new curricula of the master's and doctoral degrees, aligned with the new 

competencies for digital transformation. To this end, neo-learning is the methodology 

adopted by the program to innovate in class practices and promote research and extension 

projects in partnership with the organizations in the ecosystem, enabling the creation of 

theses and dissertations with practical applications for solving problems in society and 

organizations. 

The neo-learning methodology was applied to specific disciplines of an initial training 

course for the development of more than 650 new professionals in a public security 

organization in Brazil. It was also applied to an online course on the Sustainable 

Development Goals (SDGs) of the 2030 Agenda for development of municipal agents. 

Specifically, in this course, twelve tutors were also capacitated to develop activities and 

apply the neo-learning in the online learning environment. 

The results of data collection and analysis of these different applications confirmed the 

satisfaction of teachers and learners with the neo-learning methodology, especially with 

the application of the neo-learning cycle. All the cases presented enabled the application 

and validation of the methodology in public and private organizations, Networked 

Corporate Universities, and academic universities, developing teachers and tutors to act as 

disseminators of neo-learning. In addition, several learners were developed based on the 

methodology, being able to transfer the learning to their practices. 

 
5. Conclusion 

In summary, the Corporate Education System is challenged to expand to reach the stage of 

a Networked Corporate University, focusing on the development of people to self-manage 

their professional trajectory aligned with the organizational development. This requires the 

application of the neo-learning methodology for planning and executing experiential and 

expansive learning into organizational outcomes. 

This paper presented the neo-learning methodology and the main approaches and 

theories that support it. It also presented the neo-learning cycle and the cases of applications 

and validation. Thus, it can be observed that the neo-learning methodology was developed 

in accordance with the Networked Corporate University (NCU) model to support the 

teaching and learning processes in a way that enables the transfer of learning into practice. 

The application of neo-learning involves learners in solving problems that are part of their 

routines, and they analyze, share, discuss, and reflect on their actions. Moreover, neo- 

learning brings significant improvements in the learners' memory, develops autonomy, 

responsibility, and self-determination about the learning process, and proposes group work, 

collaborative, and co-production environments for the development of competences. 

With the research and applications of the methodology carried out so far, it has been 

possible to validate the elements and cycle of neo-learning in undergraduate, graduate, and 

initial training courses, both in academic and corporate universities, public or private, in 

the presential, online, and remote modalities. The methodology has also been applied to 

the training of tutors of online courses and of teachers of presential courses. The 

applications confirmed the satisfaction of teachers and learners with the methodology, 

especially with the application of the neo-learning cycle, obtaining better learning results 

than the traditional methodologies. 

For future work, it is suggested continued practical applications, in various areas of 

knowledge, in public and private organizations, and empirical research to validate the 

cycle, the elements, and the competencies developed with the application of the neo- 

learning methodology. Also, the validation of neo-learning for programs, courses, and 

classes in hybrid models of teaching and learning.
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SUMMARY 

 

Goal: In Nova Scotia, the marginalization of African Nova Scotian learners in the public education system has led to an 
achievement gap, where their performance in terms of literacy and numeracy in annual assessments is often below the provincial 
average. This research aims to use machine learning to analyze student data collected by the Nova Scotia Department of Education 
and Early Childhood Development to provide evidence-driven insights into the schooling outcomes of African Nova Scotian students. 
We expect that these insights would enable the development of an equitable education system where African Nova Scotian students 
are able to achieve their maximum potential and overcome the barriers that they face at school. 

Design / Methodology / Approach: Through collaboration with the Regional Centers of Education, the Nova Scotia Department 
of Education and Early Childhood Development has been collecting data to track students’ education experiences. We aim to analyze 
this data using machine learning algorithms to identify learning patterns and promising school characteristics that would provide 
an understanding of how we can reduce the achievement gap that exists among African Nova Scotian students. 

Results: This research is work in progress. 
 
Practical implications: This research is important for parents, educators, policy makers, school counselors, community leaders, 

and other professionals who work to maximize the educational experiences of African Nova Scotian students. We expect our findings 
to inform evidence-based policy decision-making and implementation in Nova Scotia schools. 

Originality / value: We take the novel approach of using machine learning algorithms within social science research to 
provide evidence-driven insights that can inform policy-making. 

Keywords: educational experiences. African Nova Scotians. machine learning. data analytics.
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INTRODUCTION 

 
Extant research has identified an achievement gap amongst Black Canadian students as compared to their 

peers. Codjoe (2007) states that this issue of disproportionate achievement of Black Canadian learners has 

garnered a lot of interest in educational research as researchers attempt to understand the underlying 

reasons for the same. Extant research has also established the fact that Black Canadian students struggle 

in public schools (Shizha, 2016). Factors identified include absence of Black teachers and top school 

administrators, an Eurocentric approach to school curriculum that lacks representation of African 

perspectives, social labeling of Black Canadian students as trouble-makers, inherent racism, identity 

concerns for students born to mixed parents, being stereotyped as foreigners with cultures that do not value 

education, perceptions of a dysfunctional family structure, etc. (Dei, 1995; Henry, 1993; James, 2012; 

James & Turner, 2017), that have created barriers to the achievement of positive learning outcomes in the 

students. Consequently, researchers are consistently identifying different ways by which the pattern of 

school failures among Black students can be addressed. 

In Nova Scotia, the marginalization of African Nova Scotian learners in the public education system 

has led to an achievement gap, where their performance in terms of literacy and numeracy in annual 

assessments is often below the provincial average (Province of Nova Scotia, 2015). African Nova Scotians 

constitute the largest multigenerational Black Canadian community, with 400 years of presence in Atlantic 

Canada (Jean-Pierre, 2021). African Nova Scotians make up the largest racially visible group in Nova 

Scotia, with 4.2% of P-12 students self-identifying themselves as being of African descent. Despite several 

initiatives in place, the annual provincial assessment of African Nova Scotian students’ academic 

performance indicates a significant and persistent achievement gap. These results demonstrate the 

challenges that schools and the Nova Scotia education system in general is facing in helping a substantial 

number of ethnic and culturally diverse students to reach their potential. Through collaboration with the 

Regional Centers of Education, the Nova Scotia Department of Education and Early Childhood 

Development (EECD) has been collecting data to track students’ education experiences. We argue that a 

detailed data analysis will provide insights into understanding the schooling outcomes of African Nova 

Scotian students and what kind of data needs to be collected in the future to continue with the monitoring 

and measuring of learning outcomes. Taking a machine learning approach, we will analyze the EECD data 

to identify learning patterns and track promising school practices - practices that provide opportunities for 

all students, irrespective of their cultural backgrounds to succeed. This research is important for parents, 

educators, policy makers, school counselors, community leaders, and other professionals who work to 

maximize the educational experiences of African Nova Scotian students. 

 

DEVELOPMENT 

 
Cummins (2001) highlighted two reasons why educational reforms implemented to improve academic 

performance among culturally and linguistically diverse students are not yielding the results as expected: 

“(a) empirical data relating to the patterns of educational underachievement that challenge the current 

ideological mindset are systematically ignored or dismissed; (b) there is a deep antipathy to acknowledging 

that schools tend to reflect the power structure of the society and that these power relations are directly 

relevant to educational outcomes” (p. 650). He contends that current reform efforts selectively focus on 

research that links individual student characteristics to their underachievement while ignoring much 

stronger relationships identified between student achievement and social & educational inequities (e.g., 

unequal distribution of school funds). He further contends that the assumption on which these reforms are 

based is that teaching or instructional interventions can remediate for the incompetencies of students and 

do not take into consideration the larger prevailing socially unjust practices. Hence, focusing on data that 

can identify such patterns becomes important. As Banks (2009) noted though evidence and analysis can 

never fully play a decisive role in informing policy-makers’ judgements, they can however condition the 

environment in which those judgements need to be made. Such evidence can provide a reference for policy 

makers when policies are being designed. Thus, analyzing the data systems in place and the application of 

machine learning will provide a further understanding of the link between policy initiatives and student 

achievement.
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Education for Sustainable Development 

 

We utilize the Education for Sustainable Development (ESD) as an overarching theoretical framework for 

our study. The focus of ESD is to build a sustainable system that integrates the principles, values, and 

practices of sustainable development into all aspects of education and learning (UNESCO, 2012). ESD 

recommends the consideration of societal and cultural aspects while designing learning environments to 

create a more sustainable future and a just society for present and future generations. According to Tilbury 

(2011) “ESD gives attention to not only specific learning approaches and techniques used within education 

but also to the professional and management processes adopted across educational systems themselves” 

(p.16). This means that ESD takes a holistic approach focusing not only on curriculum or pedagogy, but 

even on the processes and data systems in place in educational institutions. This research study will enable 

us to “inform and inspire future policy and programming to help bridge links between cultural, socio-

economic and environmental learning for sustainability” (Tilbury & Mulà, 2009, p. 7). 

 

Data and Analysis 

 

Through the collaboration with the Regional Centers of Education (RCE), the EECD has been collecting 

data to track students’ education experiences. The data includes: 

■ students’ demographic characteristics 

■ students’ performance in literacy and mathematics 

■ the designation of students in special education programs 

■ students’ attendance, engagement and suspension records 

■ school characteristics 

■ teacher characteristics 

■ others 

The data also includes the identification of students’ cultural background characteristics that provides 

opportunity to assess the achievement gap in relations with other education experiences. We are 

particularly interested in the link between the achievement gap and schooling experiences of African Nova 

Scotian students. 

The research team will be accessing EECD data in conjunction with a data-sharing agreement made 

with the EECD to ensure privacy and confidentiality. The researchers will not have access to any 

identifying information in the database. The EECD data specialists will be taking measures to de-identify 

the data. i.e., remove identifying information and apply numerical identifiers to ensure the student’s and 

school’s anonymity and confidentiality is maintained. 

Machine Learning 

 

Machine learning algorithms allow you to automatically identify relationships between data and show the 

best patterns based on that data, without having to be explicitly programmed (Witten & Frank, 2005). 

Identifying such learning patterns that ensure academic success is critical because they will enable schools 

to understand the deviations in the learning patterns of students with low academic success. Best patterns 

identified can then be emulated in the school environment to ensure successful learning outcomes for all 

students. To identify such patterns that are critical to the positive schooling outcomes of African Nova 

Scotian students, an experiment will be designed and unsupervised machine learning will be applied to the 

data (Lingras & Peters, 2011). Unsupervised machine learning algorithms infer patterns from a dataset 

when there are no output categories available on which the algorithm can try to model relationships. These 

algorithms try to use techniques on the input data to mine for rules, detect patterns, and summarize and 

group the data points, which help in deriving meaningful insights and describe the data better to the users 

(Fumo, 2017). Firstly, temporal unsupervised learning will be used to create profiles of learner using the 

data in hand. Temporal unsupervised learning will help us divide students into different groups based on 

the kind of family-school-community partnerships they have experienced, that have impacted their 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 232 

 

 

 

learning outcomes (Lingras et al., 2011). Unsupervised machine learning algorithms will then be used to 

identify the learning patterns amongst the groups. This exercise will enable us to identify the best 

partnership-related strategies that ensure positive schooling outcomes amongst students. 

 
FINAL REMARKS 

 
This research study focuses on policy implementation and education achievement gap issues of African 

Nova Scotian students that we are studying in conjunction with the EECD. We intend to be able to use the 

findings of this research to provide a basis for policy analysis that informs policymakers, educators, parents 

and the general public on how to best improve educational opportunities and outcomes for Nova Scotian 

learners of African descent. This research will augment the existing literature on the schooling outcomes 

of Black Canadians and provide data-driven insights that would further enable policy makers in Canada to 

implement appropriate policies to improve the academic success of Black Canadian learners. 
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Structured Abstract 

 

Purpose: Risk management is generally characterized by identification, assessment, and mitigation. In the literature on knowledge 

risk management (KRM), there appears to be much emphasis on taxonomies - which primarily focus on identification - and mitigation 

strategies, without particular attention to the evaluation phase of KRM. To address this gap, the present paper aims to systematically 
evaluate potential knowledge risks common at the operational level of small and medium-sized enterprises (SMEs). More significantly, 

in SMEs, due to their flat structure, the majority of risk is borne by operational functions. 

 
Design/Methodology/Approach: This study adopts a quantitative approach by utilizing the grey-DEMATEL technique. 

 

Findings: The results of this study reveal outsourcing risks are the most critical of all operational knowledge risks followed by 
communication risks and improper knowledge application. Furthermore, it is observed the risks could be categorized into effect-risk 

(e.g. relational risk, espionage knowledge waste, continuity risk) and cause-risk (e.g. knowledge waste, risks related to knowledge 

gaps, risk of using obsolete/unreliable knowledge) 
 

Originality/Value: To the best of the authors’ knowledge, this is one of the first studies to use the grey-DEMATEL technique to 

evaluate knowledge risks. 
 

Keywords: grey-DEMATEL technique, operational knowledge risk, knowledge risk management, KRM, SMEs 

 
Paper Type: Academic Research Paper  
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1. Introduction 

 

Disruptions in operations have been cited as a major threat to many organizations, large and small. The 

Allianz Global Corporate & Specialty (AGCS) reported in the latest Barometer 2022 survey, business 

interruption as the second most significant business risk after cyber incident. In light of this, there appears 

to be substantial interest shown by academics and practitioners with respect to this topic as described by 

Cruz and Pinedo (2008). Al-Hussaini and Karkoulian (2015) point out that risks incurred at the operational 

level affect reputation, customer satisfaction, and owner value. As a result, managing operational risks 

serves as a key component of any management strategy (Todinov, 2007). Due to the fact that each and every 

risk is unique and has its own probability of occurrence and severity, it is critical to perform a rigorous 

evaluation process in order to identify the important risks that need to be addressed. Analyzing risks 

holistically can uncover hidden relationships, unique characteristics, and categories they belong to, thus 

helping develop tailored-made countermeasures that address each risk individually. 

Research on knowledge risk management (KRM) is still underdeveloped (Massingham, 2008; Durst et al., 
2019). Most studies are of a conceptual nature and have often focused on the identification of knowledge 

risks and proposal for mitigating these risks (e.g. Durst and Zięba, 2019, 2020; Tsang and Lee, 2018). In 

this regard, to show the relevance of KRM for small and medium-sized enterprises (SMEs) considering their 

limited resources (Durst and Ferenhof, 2014), research needs to take next steps and propose methods and 

tools that can be used to evaluate whether the knowledge risks identified are worth to be addressed due to 

the costs and time involved in risk management in general (Callahan and Soileau, 2017). 

Against this background, the aim of the paper is to enrich the KRM research by comprehensively evaluating 

potential knowledge risks that SMEs face in their operations. It uses grey-DEMATEL technique by building 

upon Temel and Durst’s (2021) work title “Knowledge risk prevention strategies for handling new 

technological innovations in small businesses”, focusing on some of the operational risks outlined by the 

authors. 

There are few studies that have examined the causal relationship among knowledge risks by using taxonomy 

(Durst and Zięba, 2018; Temel and Durst, 2020; Hammoda and Durst, 2022) and other types of Multi-

Criteria Decision Analysis (MCDA), such as total interpretive structural modeling (TISM) (Foli, 2022) and 

analytic hierarchy process (AHP) (Tsang et al., 2016). For, example, Foli (2022) establishes the inter-and 

multi-relationship among potential knowledge risks within an ICT-supported collaborative project. The 

TISM identify the structural relationships among risks, but they do not indicate the prominence of those 

relationships (Sufiyan et al., 2019). By using DEMATEL, we can assess relationships and their strength 

(Bakir et al., 2018; Biswas and Gupta, 2019; Vishvakarma et al., 2019). However, it has some limitations 

regarding the subjectivity and impreciseness of experts’ inputs. By integrating the grey theory with 

DEMATEL, these limitations can be eliminated (Haleem et al., 2019). 

The paper is structured as follows. The next section provides an overview of the knowledge risks SMEs are 

exposed at the operational level. This is followed by the method used for this study with a clear step-by-step 

application of the grey-DEMATEL technique. Presentation of the results and discussions follows. Last, the 

paper terminates with a conclusion and future research avenues. 

 

2. Theoretical background 

 

There is great variation in how risk is perceived according to culture, context, and discipline (Zheng, 2017). 

The varying understanding makes it difficult to establish a unified definition. In this study, the authors adopt 

the definition commonly used in discussions related to knowledge management which defines risk as "a 

measure of the probability and severity of adverse consequences" (Haimes, 2009, p. 1648). Even so, the 

definition clearly identifies risk as negative, although this might not always be the case. In addition, it shows 

that risk can be assessed or evaluated in terms of its ability to result in an undesirable outcome. For Manab 

et al. (2020), the importance of risk evaluation cannot be overemphasized when it comes to pursuing 

business survival and success; therefore, across any organization type, risk assessment is recognized to be 

a key element of their strategic plan. According to knowledge based-view (KBV) theory, knowledge is the 

most strategic resource a firm can possess (Grant, 2003), which makes knowledge an enviable asset.
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Therefore, when the firm's knowledge is lost or exposed, several consequential effects are experienced, such 

as loss of reputation and competitive advantage, which often succeed knowledge risk or knowledge being 

at risk. 

Several scholars (Bratianu, 2018; Durst and Zięba, 2020; Massingham, 2010) have demonstrated the 

connection between the concept of risk and firms' knowledge. According to Durst and Zięba (2020), 

knowledge risks are classified into three major categories: human, technological, and operational. In their 

study, the authors clearly showed that knowledge risks under the operational category are much greater than 

those under the other categories (i.e. human and technological). Therefore, it shows that firms are exposed 

to several risks related to their knowledge in their operational activities. Specifically, the authors identified 

twelve distinct types of operational knowledge risks such as knowledge waste, knowledge gaps, relational 

risks, outsourcing risks, obsolete knowledge risks. 

A similar study by Durst and Zięba (2020) explored the impact of knowledge risks on the three dimensions 

of sustainability in an organization (environmental, economic, and social). Operational knowledge risks 

accounted for a significant share of risks faced by organizations in the quest for sustainability, for example, 

knowledge waste, knowledge gaps, communication risks, and risk of knowledge acquisition are among 

those that have the potential to affect all three pillars of organizational sustainability. A study conducted by 

Temel and Durst (2021), specifically focused on small businesses, identified, and classified risks associated 

with new technological innovations, and recommended countermeasures. The study found that at the 

operational level, common knowledge risks include knowledge waste, knowledge gaps, continuity risks, 

improper application of risks, and espionage. Thus, the present paper analyzes operational knowledge risks 

based on Temel and Durst's (2021) work (see Table 1). 
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3. Method 

 

This study employs a quantitative approach to assess operational knowledge risks using a grey-based 

DEMATEL technique. The grey-based DEMATEL technique encompasses the grey theory and decision-

making trial and evaluation laboratory (DEMATEL) technique. The grey theory is effective in dealing with 

ambiguities in judgments (Fu et al., 2001). Whereas the DEMATEL is an essential tool to establish causal 

relationships among complex variables using matrices and graphs (Shao et al., 2016). Hence, a grey-based 

DEMATEL technique is a combined methodology that enhances judgmental decisions using cause-effect 

diagraphs (Rajesh and Ravi, 2017). As Lee et al. (2021) suggest that most risk evaluation is governed by 

judgmental opinion and choice, so it is appropriate to use a grey-based DEMATEL technique in this study. 

In addition, this technique helps resolve complex issues (Govindan et al., 2016; Khan et al., 2020; Seker et 

al., 2017) such as dealing with knowledge risks, which are typically dynamic (Bratianu, 2018). 

 

Concrete steps using grey-DEMATEL technique 
 

● Step 1: Develop a grey direct-relation matrix 

 

To develop the grey direct-relation matrix, an initial direct relationship matrix is formulated using the 

evaluation of risk r = {ri |i = 1, 2, …, n} by k through pairwise comparisons using the linguistic scale. Table 

2 shows the 5-point linguistic scale and their associated grey numbers. This initial direct relationship matrix 

is converted into a grey initial direct relationship matrix by transforming the linguistic terms into the 

corresponding grey numbers. Hence, the k number of the grey direct relationship matrix Z1 is obtained, i.e., 

from one expert. The element of the grey direct-relation matrix is represented as ‘⊗Zij’ (i.e., risk i influence 

j by an expert). 

 

 
 

● Step 2: Formulate the normalized grey direct-relation matrix 

 

The overall grey relation matrix is transformed into the normalized grey direct-relation matrix (see Table 

A1) N using Equations (1) – (3). 

 

 
 

● Step 3: Compute the total relation matrix 

 

The total relation matrix T (see Table A2) is determined by using Equation (4): 
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Where I if the identity matrix 

 

● Step 4: Compute the causal parameters 

 

The causal parameter is determined using Equations (5) and (6): 

 

 
 

⊗Ri represents the direct and indirect influence of the risks i over the other risks, and ⊗Cj represents the 

influence received by risk j by the other risk. 

 

● Step 5: Calculate the prominence (Pi) and net effect (Ei) 

 

The prominence (Pi) and net effect (Ei) of the risks are determined using Equations (7) and (8): 

 

 
 

The causal relationship diagraph is developed using the net effect value (shown in Table A1). A positive 

value of ⊗Ei shows the net effect (cause) of the risk on the system and a negative value represents the net 

effect on the risks caused by the system. 

 

4. Findings and discussions 

 

This section discusses operational knowledge risks within SMEs from two angles: the net cause/effect 

values and degree of prominence. 

According to the computed net cause/effect values (Table A3), knowledge waste (K01), risks related to 

knowledge gaps (K02), outsourcing risks (K04), risk of using obsolete/unreliable knowledge (K05), and 

communication risks (K09) are grouped under the cause category and are deemed relevant to be considered 

while constructing risk management strategies. 

Businesses, typically SMEs, are often at risk of losing knowledge when they transfer part of their operations 

to third or external parties (Durst and Ferenhof, 2014; North et al., 2020; Temel and Durst, 2020). Despite 

outsourcing being a good initiative, it can create a conducive environment where partners share ideas and 

knowledge openly and freely without bearing in mind not all knowledge should be shared. Further, 

outsourcing can contribute to the emergence of other risks, such as relational risk, which allows partners to 

take advantage of their position (Durst and Zięba, 2019). Therefore, establishing or building of trust is 

important to ensure risks associated with outsourcing could be minimized (Galati et al., 2019; Sharif et al., 
2022). 

The risk of using obsolete knowledge also poses threat to a firm's knowledge stock, in that, it could trigger 

the risk of improper application of knowledge. This risk is of major concern since it has a ripple effect on a 

firm’s reputational damage if its consequence is realized (Durst and Zięba, 2020). It is advisable for SMEs 

to ensure their knowledge is continuously updated. 

The effect group is categorized as follows: relational risk (K03), risk of improper knowledge application 

(K06), espionage (K07), continuity risk (K08), knowledge acquisition risks (K10), and knowledge transfer 

risks (K11). 

These risks are theoretically viewed as the outcomes of the causal risks. In other words, they arise from 

existing risks and as all risk their relevance can vary from time to time, which underlines the need for a 

holistic approach to risk management (Smallman, 1996; Smith and Fischbacher, 2009)
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Figure A1 shows the degree of prominence of each operational knowledge risks in terms of its priority in 

addressing them. The importance order of operational type of knowledge risk within SMEs is as follows: 

outsourcing risks (K04) > communication risks (K09) > risk of improper knowledge application (K06) > 

continuity risk (K08) > knowledge waste (K01) > risk of using obsolete/unreliable knowledge (K05) > 

knowledge transfer risks (K11) > risks related to knowledge gaps (K02) > espionage (K07) > relational risk 

(K03) > knowledge acquisition risks (K10). 

The finding suggests that outsourcing risks are the most critical of all operational knowledge risks. The main 

reason for this is the fact that SMEs have a very low ability to be self-reliant in comparison with large firms. 

For SMEs to maintain their business and remain competitive, they are indirectly positioned to outsource 

majority of their business functions. According to Zięba and Durst (2018), outsourcing can lead to over-

reliance on partners. Thus, when outsourcing ceases, SMEs will be unable to generate value internally for 

themselves, resulting in a temporary or permanent shutdown of their operations. 

 

5. Conclusion 

 

As mentioned earlier, the objective of the study is to holistically evaluate knowledge risks at the operational 

level of SMEs. Based on the operational risks identified by Temel and Durst’s (2021), the DEMATEL 

technique shows: 

 

- Risks coded K01, K02, K04, K05 and K09 are classified cause-risk 

 

- Risks coded K03, K06, K07 and K08 are classified effect-risk 

 

- Risks coded K04 > K09 > K06 > K08 > K01 > K05 > K11 > K02 > K07 > K03 > K10 in this order, 

the operational knowledge risks are ranked from the most to the least prominent 

 

Findings from the study have implications for both theory and practice. From a theoretical perspective, the 

paper contributes to the underdeveloped body of knowledge about knowledge risks and KRM. More 

specifically, it introduces a new technique for knowledge risk assessment known as grey-DEMATEL; a 

rigorous analytical technique of analyzing risks (Seker et al., 2017). 

In addition, the study may be of interest to practitioners (e.g. directors, owners and managers) as it can help 

them evaluate knowledge risks at the operational level in a more holistic manner and provides them with 

information regarding the priorities in terms of the specific risks to address at a certain point in time. Since 

SMEs have limited resources, a priority scale will help them address the most relevant risks. In this study, 

the grey-based DEMATEL technique is clearly and systematically applied, offering practitioners a means 

of easily implementing it in their own organizations. Practitioners can benefit from this technique since it 

will prevent them from committing judgmental errors when conducting risk assessments. As indicated by 

Yazdani et al. (2020), such a technique is expected “to increase the quality of final decision and to reduce 

human judgmental errors” (p. 970). 

All studies have limitations, and this one is no exception. Since the operational knowledge risks identified 

in this study may not be exhaustive, future research could use the Delphi- interview approach with more 

emphasis on KM experts to identify risks that might have been overlooked in this study. Additionally, future 

research should incorporate inputs from these KM experts during the risk assignment process for a more 

robust assignment of the identified risks according to the grey-linguistic scale. 
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Appendix 

 

 
 

 
Risk 

s 
K01 K02 K03 K04 K05 K06 K07 K08 K09 K10 K11 

K01 [0.028,0.043] [0.019,0.062] [0.031,0.04] [0.134,0.146] [0.141,0.149] [0.039,0.084] [0.16,0.16] [0.163,0.18] [0.018,0.022] [0.02,0.037] [0.124,0.132] 

K02 [0.164,0.165] [0.021,0.035] [0.031,0.038] [0.187,0.179] [0.046,0.087] [0.169,0.176] [0.104,0.122] [0.218,0.218] [0.018,0.022] [0.166,0.164] [0.051,0.053] 

K03 [0.017,0.025] [0.006,0.019] [0.022,0.033] [0.109,0.119] [0.013,0.026] [0.103,0.12] [0.156,0.153] [0.058,0.066] [0.01,0.012] [0.021,0.058] [0.075,0.095] 

K04 [0.032,0.077] [0.021,0.042] [0.169,0.17] [0.079,0.085] [0.03,0.082] [0.099,0.134] [0.185,0.185] [0.21,0.219] [0.095,0.104] [0.118,0.136] [0.179,0.178] 

K05 [0.177,0.173] [0.096,0.114] [0.017,0.027] [0.058,0.063] [0.046,0.056] [0.164,0.171] [0.051,0.058] [0.154,0.167] [0.051,0.07] [0.038,0.076] [0.035,0.039] 

K06 [0.153,0.148] [0.02,0.031] [0.008,0.044] [0.039,0.044] [0.115,0.124] [0.031,0.043] [0.073,0.095] [0.138,0.151] [0.008,0.012] [0.097,0.109] [0.026,0.032] 

K07 [0.002,0.01] [0.005,0.039] [0.013,0.046] [0.034,0.041] [0.002,0.01] [0.008,0.021] [0.007,0.016] [0.15,0.15] [0.003,0.004] [0.005,0.013] [0.093,0.102] 

K08 [0.004,0.009] [0.003,0.005] [0.022,0.021] [0.141,0.132] [0.004,0.01] [0.013,0.016] [0.024,0.022] [0.027,0.026] [0.012,0.013] [0.015,0.016] [0.023,0.022] 

K09 [0.19,0.191] [0.039,0.089] [0.173,0.178] [0.17,0.183] [0.184,0.193] [0.208,0.22] [0.214,0.21] [0.139,0.179] [0.023,0.028] [0.171,0.183] [0.198,0.194] 

K10 [0.035,0.04] [0.095,0.104] [0.005,0.01] [0.028,0.032] [0.06,0.084] [0.112,0.122] [0.019,0.025] [0.082,0.106] [0.005,0.008] [0.025,0.03] [0.009,0.011] 

K11 [0.02,0.037] [0.049,0.075] [0.115,0.123] [0.178,0.174] [0.013,0.058] [0.076,0.108] [0.048,0.054] [0.182,0.184] [0.016,0.019] [0.031,0.043] [0.036,0.039] 

 

Source: Compiled by authors 

 

 

Table A3. Prominence and Net Effect of the Risks 

Risks Ri Ci Ri+Ci Ri-Ci Cause/Effect 

K01 [0.877,1.055] [0.822,0.918] [1.699,1.973] [0.054,0.137] Cause 

K02 [1.174,1.26] [0.373,0.617] [1.547,1.877] [0.802,0.643] Cause 

K03 [0.59,0.725] [0.607,0.729] [1.197,1.454] [-0.016,-0.003] Effect 

K04 [1.216,1.41] [1.157,1.197] [2.373,2.608] [0.059,0.213] Cause 

K05 [0.886,1.014] [0.652,0.879] [1.538,1.894] [0.234,0.135] Cause 

K06 [0.707,0.833] [1.021,1.216] [1.728,2.049] [-0.314,-0.383] Effect 

K07 [0.322,0.451] [1.04,1.1] [1.362,1.551] [-0.719,-0.649] Effect 

K08 [0.289,0.292] [1.52,1.646] [1.809,1.938] [-1.231,-1.354] Effect 

K09 [1.708,1.85] [0.259,0.314] [1.968,2.164] [1.449,1.536] Cause 

K10 [0.476,0.572] [0.707,0.866] [1.182,1.438] [-0.231,-0.293] Effect 

K11 [0.764,0.915] [0.851,0.896] [1.616,1.81] [-0.087,0.019] Effect 

Source: Compiled from authors 
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Figure A1. Causal relationship 

between operational knowledge 

risks 
 

 
Source: Designed by authors (Note: ●Effect ●Cause) 
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KM is the process through which organizations generate value from their intellectual and knowledge-based 

assets 1. Implementation of Knowledge Management (KM) is an important issue for all types of nuclear organizations 

and in particular for Radioactive Waste Management (RWM) organizations. Thus, the fundamental objective of RWM 

is to manage the radioactive waste without adverse impact for human health and the environment during its radioactive 

waste lifetime. Considering the life cycle of the radioactive waste it is obvious that KM accompanies Safety 

Management (SM). The management of radioactive waste affects future generations and covers pretreatment, treatment, 

conditioning, storage and disposal. At all mentioned stages operators are dealing with information such as take the 

records, use the standards & templates, prepare the reports. Without adequate knowledge it would be impossible to carry 

out this work and conclusively safety will be under risk. It is clear, that managing the knowledge must be implemented 

at all stages of RWM with the integration of knowledge processes concentrating on the following four core activities: 

 
• To generate the knowledge 

• To store the knowledge 

• To share the knowledge 

• To distribute the 

knowledge and will be focused on 

• Information and Document Management 

• Human Resource Management 

• Knowledge Organizational Structure 

 

However, depending on the organization (Regulatory, Operations, R&D organizations) involved in RWM the used 

KM methods & tools will be different. Nuclear R&D organizations can be categorized into seven types oriented on 

types of functions undertaken by the respective organization. In 2012 IAEA2 has classified them as follows: (1.) Basic 

research functions, (2.) Applied research functions, (3.) Design R&D functions, (4.) Functions utilizing nuclear R&D 

facilities, (5.) Functions utilizing non-nuclear R&D facilities, (6.) Educational R&D functions and (7.) Technical 

support & service functions. 

Referring to R&D functions it becomes obvious that out of seven known Knowledge levels3 R&D organizations 

mainly use four (i.e. Organizational memory, Knowledge in Processes, Knowledge in Products & Services and 

Knowledge in People). An example for this is the KM initiatives in the Institute of Resource Ecology. 

The Institute of Resource Ecology is one of eight institutes of the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) 

where many administrative tasks are centralized. For example the human resources (HR) department, the financial 

department, the international department and the IT department are all administrated centrally by the HZDR. The 

HZDR has an internal platform which is used for administrative work, data & information management, 

communication and keeps employees updated with ongoing and upcoming activities in their institutes. Beside this 

platform, HZDR employees use different IT tools, e.g. Outlook, Mattemost, etc, for close cooperation. The employees 

skill development program is administrated by the center. This program follows the requirements collected from all 

HZDR employees. 

Continuous education and training programs for the HZDR employees and students, well organized in cooperation 

with partner organizations (TU-Dresden etc) do also support the knowledge capturing & sharing process. 

The centralized library has more than 40.000 books in hard copy and 16.300 e-books & journals and all are available 

for employees of the center. The repository of HZDR’s publications has more than 36.000 scientific papers. In 

addition, each institute has also an internal scientific database for employee’s needs.

mailto:d.abbasova@hzdr.de
mailto:t.arnold@hzdr.de
mailto:c.franzen@hzdr.de
mailto:Gunnar.Hoefer@bge.de
mailto:Peter.Wellmann@bge.de
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There are several formats of information and knowledge exchange in the Institute. To convince the employees of the 

importance of knowledge-sharing the institute provides series of different workshops regularly e.g. monthly seminars, 

workshops, department meetings, strategy and jour-fixe meetings in hybrid formats. 

Obviously, the critical knowledge in the institute is linked to research works. The critical knowledge here is defined 

as knowledge which is needed to meet the objectives of the Institute. The critical knowledge holders are well known. 

There are several practices applied in the institute for maintaining the knowledge and transfer it. First of all to mention 

here is the supervision & mentoring program for the PhD students by critical knowledge holders. Another one is the 

procedure for uploading publications and records to the internal repository. There are also two inhouse scientific 

databases at the IRE available for internal and external users: (1.) RES³T - Rossendorf Expert System for Surface and 

Sorption Thermodynamics and database and (2.) the Thermodynamic Reference Database (THEREDA). However, 

there is still a high demand for the development of Knowledge Preservation programs. The loss of knowledge in 

association with the retirement of knowledge holders is still an issue in the institute. This is true for all nuclear 

organizations. 

Different approaches have been used in industry. As an example, the approach applied by the Federal Company for 

Radioactive Waste Disposal (BGE) is described. 

Due to the restructuring of the nuclear waste-management landscape in Germany, BGE is since 2017 the national 

competence centre in Germany and responsible for the disposal of radioactive waste. 

For many decades, Research &Developement-work for this subject has been performed in Germany with an enormous 

stock of knowledge (topical and quantitative), but an overview is impaired due to the diffuse and local organisation of 

knowledge of the nuclear waste-management landscape. 

Research reports for example can be found in many archives, but no archive is complete and „Old stock of 

knowledge“(old documents, grey literature) has to be embedded in the new stock of knowledge. 

At the same time the imminent loss of expertise due to phasing out of nuclear energy production and mining in 

Germany must be considered as a limiting and partially critical factor, especially while reflecting the age structure of 

the BGE-staff and the restart of the new site selection procedure for disposal of highly radioactive waste products. 

Facing these prerequisites the newly formed internal department for knowledge management (KM) of the BGE is 

establishing an infrastructure for KM and generates a connection between KM platforms and knowledge holders in 

the company to make explicit, implicit and tacit knowledge available. 

The approach for the explicit knowledge is the provision of a digital information basis, into which current results from 

research and development are entered as a knowledge store. This knowledge store currently consists of more than 

16.000 documents, mainly research reports and scientific publications, which are concerned with diverse topics for 

the final disposal of radioactive waste. 

The total stock of available internal company documents can be accessed with a browser-based text analysis software. 

Intelligent search algorithms render the textual contents accessible, combine them with synonyms and dictionaries 

deposited in the system and make the resulting hits of the search queries available for the user in order of importance 

in summarized and full text versions. 

Using specific query terms the software analyzes the available documents of the digital information basis and provides 

a brief description of the contents, the naming of relevant keywords, the identification of sources, compilers, 

institutions, knowledge carriers and an extended optimized information analysis of hits, as well as the possibility to 

access the complete document. The search options can be combined with established internet search engines as well 

as with queries of incorporated information or databank catalogue of national and international scientific institutions 

or libraries, which are concerned with research programs relevant for repositories4. The content volume of the digital 

information basis, as well as the amount of externally connected research sources is permanently growing. 

To further increase and optimize the information possibilities for employees of the BGE and to make implicit 

knowledge partly available, a variety of general and demand-oriented interactive knowledge maps have been and will 

be implemented in the intranet, which enable specific queries on topics, expert information, etc. 

To capture the tacit knowledge of persons who are leaving the company due to retirement, concerted concepts, e.g. 

interviews including transcriptions are used to make this individual knowledge available to the BGE-staff using the 

BGE internal tools for capturing and distributing implicit and explicit knowledge. 

Additional actions contain, e.g. the initiation and organisation of technical and professional talks on various topics and 

to establish them as a permanent and important exchange possibility in the company. 

While “How to use” seminars for the use of the broser-based text analysis software are already established and a 

permanent and reoccurring part in the company, further seminars and videos with “How to use” approach e.g. for 

demand-oriented interactice knowledge maps are in the implementations process as well as a Podcast series about 

Knowledge Management in the BGE. 

For the further development of person-related and further group-related knowledge, the BGE Knowledge Management 

group/department is compiling concepts, which can only be implemented together with the employee in the company 

and its own guiding principles as they border on certain interfaces in the organization/company, taking into account 

that all measures to share and distribute knowledge can only be a permanent success if it is voluntarily process without 

compulsion. 

By writing this paper we tried to illustrate the practical difference between KM initiatives in R&D and 

industry. However, the overlapping of the approaches at some certain stages are visible. The information management 

has been considered as an essential part of the knowledge management in both of organizations. The capture of the 

critical knowledge in both organizations remains a main issue even if the selected methods are different. The coaching 

& mentoring program which are well implemented at the IRE (HZDR), are may be difficult to realize/accomplish at 

the BGE. However, the pilot coaching program is planned at the BGE, but currently not available due to the “young” 

founding date in 2017. One of the main concerns of the BGE as an implementer, is the motivation and encouragement 

of all employees to share and distribute their knowledge and benefit from each other.
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The iMapping technique is a visual knowledge mapping approach that is based on deep zooming and 

nesting and that unites the essential benefits of virtual whiteboards, mind maps and concept maps. To 

achieve that, it breaks the physical page metaphor and introduces an infinitely zoomable, nested 

canvas, to create large scalable knowledge spaces. It has been originally developed and scientifically 

evaluated in the context of personal knowledge management only. Infinity Maps is the state-of-the art 

successor of the iMapping Tool: A cloud based visual knowledge and productivity platform. It not 

only fully implements the visual iMapping approach but takes it to the next level, by adding real-time 

collaboration and sharing functionality – thus also adding the benefit of wikis. This has enabled 

knowledge workers to create shared knowledge spaces with hitherto unseen depth. Nested Maps with 

thousands of individual cards, 10 and more levels of hierarchy and zoom-factors of one to several 

thousand are normal.  

With this paper, we want to introduce Infinity Maps to the knowledge management community and 

showcase some real-life examples of visual Knowledge Management, from personal research over 

teaching and learning to corporate knowledge management. 

 

1. Motivation 

In nowadays complex world, knowledge workers are frequently confronted with their 

cognitive limitations. We are overwhelmed by complexity, by the sheer amount of material 

or by getting a grasp of the structure and interrelations of topics. 

One major cognitive limitation is, that our human brain can only represent around 4 

concepts / items in working memory at any instant (Cowan, 2001). This, of course makes 

it hard for us to tackle complex interconnected problems. The only way we can still 

approach these is by rapidly switching concepts and picking up other combinations of them 

from long term memory, which causes a high amount of cognitive load.  

Using visualizations to aid orientation in the information space relieves some of that 

cognitive load and allows relevant or at least related concepts to be easily at hand and to 

swap the corresponding concepts into working memory.  

Experience in practice and research over the decades have shown that certain 

visualization techniques are beneficial to understanding and learning. The most prominent 

representatives of the most common structural approaches being mind maps, concept maps 

and what is intuitively used on pinboards and labelled “spatial hypertext” by some 

researchers of the field. Unfortunately, however, all of the established approaches have 

their specific strengths and weaknesses (Haller 2003).  
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2. Combining the Benefits of Visual Approaches with the iMapping Technique 

To unite the core benefits of these most commonly used visualization approaches, the 

“iMapping” technique has been designed, evaluated and published by the author and his 

colleagues (Haller, Kugel and Völkel, 2006; Haller and Abecker, 2010; Haller, 2011).  Here 

is a short overview over the basic structures, their most prominent representative and how 

the benefits are realized in iMapping: 

 

Whiteboards: Simplicity  

The way most pin boards, white boards, walls with sticky notes etc. are intuitively used, is, 

to use to spatial distance to group items together that belong together – without any formal 

graph structure. This approach has been examined under the label of “spatial hypertext” 

(e.g. Shipman and Marshall, 1999a,b). The two main benefits of this very widespread 

approach to visualization are: 

• Its simplicity requires very little cognitive effort. 

• User-chosen spatial positions remain constant, so that items can easily recognized and found 

again through visual sense of orientation. 

 

 

Fig. 1. Example of a spatial hypertext, like whiteboards are commonly used. 

In iMapping, items / “cards” can be placed freely, to enable these benefits. 

 

Mind Maps: Hierarchy 

Mind maps, org charts, fishbone diagrams etc. all boil down to tree-like visualizations of 

hierarchical structures. Since we use hierarchy to break down content structures in any 

domain (from geography over book chapters to file spaces), visualizations of hierarchy are 

ubiquitous. Their main benefit is to visualize a relationship of context and detail. 

In iMapping, hierarchy is represented through nesting, as can be seen in Figures 4 and 

later. 
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Fig. 2. Example of a mind map. 

 
Concept Maps: Interrelations 

Concept maps and other network-like graph diagrams are common to display all sorts of 

interrelation structures. Like mind maps they have been well evaluated for learning and 

other purposes. Their main benefit is also their main burden: If these graphs contain too 

many interrelations, they become hard to read. 

 

Fig. 3. Example of a concept map. 

iMapping adopts the node-and-arrow way of displaying interrelations. However, usually 

not all arrows are shown simultaneously, but only the ones connected to the cards currently 

selected or hovered upon. 

 

Hypertext: Scalability 

The visual approach of hypertext (like in wikis, the WWW or the pre-digital zettelkasten) 

is, basically, to only highlight reference points (hyperlinks) to other nodes or resources and 

to not further visualize their interrelations at all. This however enables hypertext systems 

to scale infinitely, because their visual complexity does not grow with the amount of 

content. 

Unlike the three approaches described above, the iMapping technique achieves 

scalability through its concept of deep nesting and zooming, as can be seen from Fig. 4 on.  
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3. Creating Shared Knowledge Spaces with Infinity Maps  

While the original iMapping Tool served well as a proof of concept and found a small 

enthusiastic fanbase, it never really found widespread use. This is partly due to its nature 

as an old-school single-user offline app, that was originally designed as a cognitive tool for 

individual knowledge workers. 

With Infinity Maps, we have on the one hand essentially rebuilt the functionality of 

the original iMapping Tool. On the other hand, it is now a state of the art, cloud-based 

software-as-a-service. And with the new technical basis came the capabilities for real time 

collaboration, effortless sharing, and various ways of integrations – in both ways: 

Interactive Maps can be transcluded in other online systems from MS-Teams to weblogs. 

But also other online resources can be shown inside Infinity Maps, from uploaded files to 

previews of linked webpages. 

These collaboration and sharing features have made Infinity Maps suitable to a range 

of new use cases in the domain of (not only personal) knowledge management. 

 

4. Usecases 

To illustrate, how Infinity Maps are being used by individuals, teams and organizations, 

here are some of the use cases. Some use pictures with real content, others have been rebuilt 

because the real examples contain confidential business information of Infinity Maps 

clients. 

 

Personal Knowledge Management 

This is where Infinity Maps comes from. Its predecessor, the iMapping Tool, has been 

designed and used mainly as a tool for personal knowledge management, serving individual 

knowledge workers as a thinking aid and personal knowledge base. Most long-term users 

have started with such personal knowledge maps. Some of them, over the years have grown 

to more than 10,000 cards and more than 12 levels of hierarchy deep. 

 

Fig. 4. Zoomed-out view of the author’s personal map, containing > 10.000 nested cards. Most contents are 

nested in so deep that they are not visible from here. 
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In personal maps, that are highly familiar to their users, like the ones in Fig. 4 and 5, 

orientation and navigation mostly happens based on visual recognition of the map’s layout. 

Like personal notes, they are not necessarily easy to understand by others. 

 

Visual Wiki 

In teams and organizations, instead of a classical wiki, Infinity Maps are used as a visual 

knowledge base that is maintained collaboratively. As in a wiki, space is unlimited. And as 

in a wiki, results are best, when people take up ownership of certain areas and clean them 

up regularly to maintain overview and useful structures. 

Other than with wikis though, information is always visually embedded in a context. 

Like this, in addition to text-bases search and navigation, visual orientation can be used to 

find contents. 

Shared maps like the one from Fig. 6, need to be structured in a plausible way, so that 

newcomers can easily find their way through unknown parts. 

 

 

Fig. 6. Top-level view of a company knowledge space. Contents are deeply nested in a structure of areas and 

sub-areas. 
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Knowledge (Resources) Map 

Instead of maintaining most of the actual content visually in the map, some organizations 

use Infinity Maps for the overview of knowledge areas only and then link to existing 

knowledge repositories like wikis and shared file systems. For implicit knowledge, expert 

maps are useful, to help colleagues find the right person to approach for their needs. 

These kinds of maps are usually referred to as “knowledge maps”, however it is not 

the only use case under that label: 

Knowledge (Transfer) Map 

Another way, “knowledge maps” are used is for knowledge transfer (from a person leaving 

the company to a successor) – a need that is currently increasing a lot due to demographic 

change. Hereby, the areas (not the actual contents) of relevant knowledge and expertise of 

the parting coworker is charted in a knowledge map. These maps serve a twofold purpose: 

First, they help to plan and track the knowledge transfer process – like a travel plan 

through the territory: Which areas need deliberate training, which can be handed over 

gradually after a period of shadowing? Which stakeholders should be introduced? What 

has already been covered? And which areas can be learnt later, on the job? For this, mind 

maps have already proven useful over the years, however they are limited in size, can 

hardly depict interrelations and thus are not suitable for the second purpose. 

Secondly, a knowledge transfer map based on Infinity Maps can serve the newcomer 

as a visual scaffold for personal learnings, notes and other resources during the onboarding 

and transfer process. According to user reports, Infinity Maps are perceived most useful as 

personal aids, in periods of orientation and familiarizing with new topics. 

Project Management 

Depending on the nature of a project, there are various areas, in which visual overview has 

proven useful to project managers. These three however seem to be among the most 

common: Stakeholder Maps, IT System Architecture Maps and Work package 

breakdowns. Often, they are interwoven and benefit from living in a common map.  
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Fig. 7. A project management map with several interrelated areas like IT system landscape and stakeholders 

(anonymized example of an industry project). 

 

Stakeholder Maps (like the one bottom left of Fig. 7,) can give an overview over the 

people involved in a project, their roles, responsibilities as well as their organizational and 

social relations. Especially in larger projects, where participants, responsibilities and even 

scope change over time, it is helpful, to have a medium that allows to adapt these structures 

as they evolve and as they are understood. 

IT System Architectures on their own are often hard to grasp without visualizations. But 

in larger projects, an essential part of project management is to understand, who exactly is 

responsible for which aspect of a sub-system and how they communicate with each other. 

For that, it is beneficial to have both stakeholder and IT structures in one map, to see how 

they are interwoven. In Fig. 7, all these interrelations are displayed. However usually, they 

will set to be visible on demand only, to reduce visual complexity. Then, only interrelations 

of those cards are shown, that are currently selected or hovered upon. 

Project Work Packages and their Dependencies – especially during planning phases of 

projects, Infinity Maps’ hierarchical structure helps to break down work into packages. 

And interrelations help to visualize the dependencies between them, thus aiding the design 

of project roadmaps. 
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Process Documentation 

Business processes are on the one hand often embedded in superordinate processes 

themselves. On the other hand, they consist of steps, each of which is a sub-process on its 

own that can be broken down to many single steps and tasks. To reduce complexity, most 

process visualizations only concentrate on one level of abstraction, leaving the others to 

other diagrams, tools or checklists, that live a life on their own, disconnected from one 

another.  

Infinity Maps’ approach of nesting and zooming however allows to smoothly 

transition between a macro view to descriptions of the single phases and right down to the 

very details. 

 

Presentation and Teaching  

Presenting topics in context and having the ability to transition between sub-topics through 

showing them in bedded in the big picture, makes Infinity Maps appealing to teachers, 

lecturers and trainers – much like the presentation tool Prezi. 

We have also seen cases where pupils were given assignments buy a school teacher, 

to create a map about a given topic instead of an essay. Pupils reported to find this an 

engaging approach while liking the idea to learning to use a tool, that they may use for 

future, more challenging cases. 

Other cases of school use include workshops, where pupils collaboratively fill and 

reorganize maps to collect research results, discuss them, collect problems and solution 

ideas, rank them in two dimensions, elaborate solutions and finally present them to a larger 

group by walking them through the map. Asked to contrast their working experience to 

working together on a paper canvas, some reported to prefer the electronic way of 

collaboration because it made it easier for them to control their flow of work – especially 

when other more dominant participants were occupying the auditive space. 

 

Learning 

Looking at the side of self directed learning, we have seen cases from pupils, who build 

maps on their own to organize their learning content and personal notes from vocabulary, 

to project material, as shown in Fig. 8 and 9. 

 

 

Fig. 8. Part of a 14 year old pupil’s map showing a pro and contra analysis (left), a vocabulary map (middle) 

and an overview of project material (right). 

 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 254 

 

  

 

 

 

Fig. 9. Detail of the same map as Fig. 8, showing graphical learning material spatially arranged. 

 

A learning practice seen in university students was to take a lecture’s slides and 

spread them out on a map, where they could be arranged in a spatial layout that 

represents the content structure (similar to Fig. 9 and the right part of Fig. 8). 

This allows to see models, figures and charts in context rather than one by one 

only, which they reported to help their learning process. 

 

Research 

Finally, a strong use case that our user research has revealed, is research – both in the sense 

of scientific research, where, typically, many results are collected, evaluated and 

interrelated over a longer period of time, as well as web research in general, where many 

people report to get bogged down with up to 100 open browser tabs overwhelmed with the 

loss of overview and the inability to remember which of the intermediate results need 

further scrutiny. 

 

 

Fig. 10. Part of a research map about the topic of cyber punk. 

 

 

 

5. Vision and Outlook 

Unfortunately, since the initial evaluation of the iMapping technique (Haller, 2011), there 
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has been no formal research on the effects and benefits iMapping and Infinity Maps, so all 

evidence reported is anecdotal only. Any scientific research is highly welcome to 

complement our current more pragmatic user research. 

On our long road map to the future of visual knowledge work, some steps will be 

• the introduction of mirror-cards to allow content to appear in more than one location 

• the integration of infinity maps with more third-party systems to enable the use of more 

and more existing knowledge artifacts inside infinity maps 

• efforts to ease the maintenance of certain structural layouts without the need of manual 

tweaking in order to further release cognitive load from the user. 

 

It is our aspiration, to not only create a cognitive tool for individual knowledge workers 

and problem solvers but to provide a visual operating system for collaborative knowledge 

work of many kinds. 
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Theses and dissertations, as a means to accumulate concepts, innovations, and implementations, are 

the main building blocks of the creative learning organization. In this research, we focus on a digital 

media-oriented graduate program in Architecture, where young researchers often derive their theses 

from various disciplines and encounter difficulties when exploring unfamiliar research areas. The 

aim of this paper is to provide a new way to explore the thematic map of knowledge generated in 

theses. The study proposes a bibliometric analysis method with a visualizing workflow embedded 

with focus+context visualization to support wayfinding in theses networks. In this study, we 

extracted terms from 95 design research theses across 2002 to 2022 in an applied knowledge base of 

a creative institution, and conducted automated data pre-processing to apply the co-occurrence 

analysis for thematic clusters. We present a framework around 3 abstract processes to design the 

interactive visualization for exploring multivariate information based on top-down and bottom-up 

perspectives. The results reveal that digital media-oriented theses papers cover 3 main topics and 

highlight the shifting pattern of the research interest. The integrated workflow can be applied to 

different academic works, such as syllabus, and projects, given the possibility to expand the 

knowledge and explore a more comprehensive graduated research landscape in the future. 

1. Introduction

The multidisciplinary fields of research in the creative disciplines are changing 

dynamically (Gaona-García et al., 2017), especially in the context of theses and 

dissertations, which is a challenge for students and researchers to understand the 

contextual overview. The current search system normally handles lookup search tasks 

with an insufficient visual perspective. Researchers have to switch back and forth in the 

system repeatedly to gradually form an overview of different topics, rather than 

developing academic achievements that lead to the evaluation of new knowledge (Börner 

et al., 2005). 

The techniques to visualize knowledge have been widely used in academic networks 

(Dur, 2014). However, with the evolving disciplines in digital architecture programs, 

users could traverse the information space without prior knowledge of the domain. 

Whereas theses and dissertations produce various representations in nodes and edges, thus 

forming the multivariate network (Shi et al., 2020). It is a challenge to examine the 

relationships between different entities in multivariate research networks. Furthermore, 

the decision- making pattern in a real-life wayfinding task could be similar to applying 

information- seeking strategies in the information space, which require navigators to 

conceptualize the space as a whole. An understandable structure that matches the state of 

knowledge of users can help them navigate within an unfamiliar concept of documents 

and investigate the core research topics.

mailto:chihchien@arch.nycu.edu.tw
mailto:jhou@arch.nycu.edu.tw
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Science Mapping Analysis (SMA) is an important technique in bibliometrics and has 

attracted scholars to analyze academic productions (Morris & Van der Veer Martens, 

2009; van Eck & Waltman, 2017). However, many focus on collaborations and 

performances through large-scale documents, rather than analyzing conceptual maps from 

theses and dissertations in graduate schools (Chaparro & Rojas-Galeano, 2021), especially 

for multidimensional research papers with unstructured data and diverse concepts, making 

it difficult to organize them into meaningful clusters. Although most SMA tools allow to 

conduct many analysis results, those graphs are mostly static, which fails to interact with 

multivariate networks. How to improve usability to develop user-friendly interfaces that 

support different exploratory behavior remains an important challenge (Dattolo & 

Corbatto, 2022). 

This study proposes an integrated framework focused on digital media-oriented 

programs in Architecture to make interdisciplinary themes easy to explore. Our goal is to 

design a knowledge representation that effectively supports students and researchers in 

exploring multiple facets of theses networks between overview and detail perspectives. 

We offer three exploration views shown in Fig. 1. Users can learn different thematic 

knowledge through an interactive dashboard, which allows users to: 

● Explore and lookup different attributes in topics to identify the central entities in the 
network. 

● Compare different topics or advisors' networks to analyze the similarities and 
differences between clusters. 

● Analyze the trends of keywords in papers to examine the evolutions and major 
themes for future works. 

 

Fig 1. Dashboard overview. (a) A hierarchical overview of theses papers categorized in each topic from the perspective of 

time. (b) An exploratory network view to investigate the relationships between papers and keywords. 
(c) A keyword ordered list present in a stacked bar chart that shows frequency of keyword appearances.
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2. Design Framework

2.1. Overview 

The framework is summarized based on the classic visualization model and the workflow 

of science mapping analysis (Card et al., 1999; Cobo et al., 2012). We focus specifically 

on multivariate based representations which categorize the workflow into different stages 

(Fig. 2) including data processing, derived data from analysis, visual representation, and 

user interaction. We further systematically organize workflows into three abstraction 

levels to design for theses explorations. 

Fig. 2. The overall framework with three abstraction levels. 

2.2. Data Abstraction 

The data abstraction produces a scientific workflow from data cleaning, wrangling to data 

analyzing (Fig. 3). The study analyzed the master’s theses in architecture published 

between 2002 to 2022, 328 papers were obtained from the digital library of theses and 

dissertations. To support exploring multi-dimensional research papers, our analysis then 

focused on 95 theses papers in digital media-oriented programs, which apply 

interdisciplinary knowledge and the systematic approaches to design research. 

Fig. 3. Data abstraction framework.
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2.2.1. Data Preprocessing 

The process aims to improve the accuracy of the science mapping analysis and clustering 

results. The workflow is built within Google Sheets and Google App Script1 for 

automatically cleaning data and enables future collaboration and management. After 

extracting results from SMA tools, we build the data processing pipeline using Tableau 

Prep Builder2, which provides flexible connection to different data sources and can be 

used by various visualization software for implications. 

 

2.2.2. Categorical attribute: Hierarchical clustering 

We focus on co-word analysis to reveal the intellectual structure. We selected CATAR3 

for detecting thematic research topics with its multi-stage clustering (MSC) algorithms 

(Tseng & Tsay, 2013) which generate the effective cluster labeling extracted from titles, 

abstracts, and keywords. The results also enable us to associate clusters with the original 

theses datasets, which can be applied for more interactive approaches. 

 

2.2.3. Quantitative attribute: Network coordinates 

2D map is generated to illustrate the relative positions of the topics. We extract the x and 

y coordinates to further create an interactive node-link graph that visualizes the 

bibliographic networks. 

 
2.3. Task Abstraction 

In the framework, we design the information architecture to assist both lookup and 

exploratory tasks, which involve cognitive mechanisms based on how people fill the 

knowledge gaps. The task abstraction framework (Fig. 4) is inspired by the task-based 

information-seeking model (Kim, 2009) and can be divided into three stages: involve 

prior knowledge, conduct the task, and perform information seeking strategy. 
 

Fig. 4. Task abstraction framework. (a) Task based information seeking model for academic search. (b) 

Sensemaking processes with action-target pairs. 

 

 
1https://developers.google.com/apps-script 
2https://www.tableau.com/support/releases/prep 
3https://web.ntnu.edu.tw/~samtseng/CATAR/

http://www.tableau.com/support/releases/prep
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According to wayfinding taxonomy (Schwering et al., 2017; Wiener et al., 2009) and 

sensemaking mechanisms (Battle & Heer, 2019; Zhang & Soergel, 2014), we assume that 

people will perform top-down or bottom-up processing sequences to explore theses 

networks based on their prior knowledge of different design-related fields. Fig. 5 

describes four scenarios and indicates that people will take approaches to fill their 

knowledge gap. 
 

Fig. 5. Prior knowledge for exploring theses networks. 
 

Past researches provided a systematic approach for multivariate network tasks (Nobre 

et al., 2019; Pretorius et al., 2014). We synthesize the tasks as clusters, paths, and nodes 

for academic networks and propose hierarchical ordering as the key information when 

exploring thesis papers (Fig. 4(b) and Fig. 7). Two different tasks are presented in Fig. 

4(b), starting from different information processing, high-level hierarchical structures, 

and the behaviors of action-target pairs (Brehmer & Munzner, 2013). 

 
3. Design Solution 

Visual abstraction (Fig. 6) helps choose an appropriate encoding and interaction method 

that supports users to complete their task. 
 

Fig. 6. Visual abstraction framework, adapted from (Munzner, 2014; Nobre et al., 2019). (a) 

Encoding channels and chart layouts. (b) Multiple views. (c) Navigate in multivariate networks.



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 261 

 

  

 

In the visual encoding stage (Fig. 6(a)), we select the effective visual channels 

(Munzner, 2014) to identify and magnitude different attributes. The other guidance on 

designing multivariate network visualization can refer to Nobre et al (Nobre et al., 2019). 

One of our charts is topology-driven node-link layout to represent a co-word network. We 

also provide an attribute-driven facet and adjacency matrix to encode numerical attributes. 

The design considerations of the dashboard views (Fig. 6(b)) and interaction techniques 

(Fig. 6(c)) are followed by the information-seeking mantra (Shneiderman, 2003). Our 

approach is to juxtapose multiple views that visually compare variables within networks 

to see the information from different perspectives. We also provide small multiples to 

analyze the evolutions of theses networks. The dashboard offers brushing and linking 

techniques, which enable users to recognize data points across multiple views. This 

approach can refer to the focus+context visualization (Hauser, 2006), for example, 

highlighting the results while preserving context in grayscale to aid exploration (Fig. 

7(b)). Tooltips are embedded to provide details-on-demand information when hovering 

over data. 

To this end, we designed an exploratory dashboard shown in Fig. 1. Three linked 

views are built around the hierarchical structure (Fig. 7), which provides users with 

seamless navigation between the overview and local views to better understand research 

topics and focus on details of interest before reading the papers. 

 

Fig. 7. The main structure to design our dashboard interface. (a) The hierarchical ordering on paper exploration 

views. (b) The focus+context visualization to explore theses networks. 

 

Fig. 8. Interaction across views. (a) Topic-aper comparison and advisor-paper relations. (b) Activate/deactivate 

the landscape view or the node-link diagram as well as filter the network with co-occurrence values threshold. 
(c) Stacked bars show topic-keyword for part-to-whole comparison.



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 262 

 

  

 

3.1. Topic-Paper Beeswarm Plot 

The beeswarm plot shows the overall theses papers across years clustering by their main 

research topics, which serve as the tables-of-contents (Fig. 8(a)). The topic menu is placed 

above the beeswarm plot as a navigation tool with the text to indicate the overall dominant 

topic. Brush selecting the topics will filter out irrelevant papers for comparison. We also 

list the advisors on the floating sidebar menu where users can hover over each advisor to 

highlight the advised papers. The count of papers will change dynamically to indicate the 

main research area for the advisor. 

 
3.2. Node-Link Theses Networks 

Two network views to capture the context of hierarchical relationships between papers 

and keywords, or switch layers to focus on keywords co-occurrence (Fig. 8 (b)). 

Paper-keyword hierarchical topology network. We display only the paper nodes in the 

initial view with the contour-map overlayed on entities which enhances the correlation 

between each paper. The position channel shows the relations based on their author- 

specified keywords. Frequencies are size- and color-coded to indicate highly used 

keywords as well. Once the user clicks on a node/links, the corresponding nodes/links 

will be highlighted to enable users follow the paths and lookup the features. 

Keywords co-occurrence network. The view enables users to analyze aggregation over 

many usages and investigate more application of each keyword. An additional selection 

menu is provided for users to lookup the keyword of interest. Hovering over keyword 

node opens a tooltip with the co-occurrence keyword lists juxtaposed with a bar chart 

showing the number of the target keyword appearing on different topics. Apart from the 

single view, we allow users to compare and analyze keyword trends using small multiple 

views with the selected matrices. 

 
3.3. Keyword Bar Chart 

When the user selects papers in other views, the corresponding keywords are counted, 

sorted, and encoded as the darker bar stacked on top of the bar chart (Fig. 8(c)). By 

interacting with the stacked bar graph, which clearly provides part-to-whole information, 

users can analyze the keyword distributions and compare the composition of the selected 

clusters. 

 

4. Discussion and Future Work 

In this paper, we proposed a conceptual framework built around three abstraction 

workflows that help designers transform theses networks into structural visualization. 

This framework addresses the problem of exploring and analyzing the thematic 

knowledge of multidisciplinary research. 

The research topics are developed with a general approach, using only titles, 

abstracts, and keywords in bibliometric analysis. An in-depth analysis of the semantic 

scheme for making sense of scholarly knowledge will benefit researchers investigating 

specific aspects of research. Our integrated workflow could support this approach by 

extracting from other text fields, while automated processing and semantic technologies 

are needed to effectively derive the high-quality knowledge graph (Jaradeh et al., 2019). 

Furthermore, incorporating additional thematic overlays on the scientific community 

enables users to identify cutting- edge research, the evolution of cross-disciplinary 

knowledge, and to apply a more comprehensive knowledge landscape to explore in the 

future.



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 263 

 

  

 

References 

 
Battle, L., & Heer, J. (2019). Characterizing Exploratory Visual Analysis: A Literature Review 

and Evaluation of Analytic Provenance in Tableau. Computer Graphics Forum, 38(3), 

145–159. 

Börner, K., Chen, C., & Boyack, K. W. (2005). Visualizing knowledge domains. Annual 
Review of Information Science and Technology, 37(1), 179–255. 

Brehmer, M., & Munzner, T. (2013). A Multi-Level Typology of Abstract Visualization Tasks. 

IEEE Transactions on Visualization and Computer Graphics, 19(12), 2376– 2385. 

Card, S. K., Mackinlay, J. D., & Shneiderman, B. (1999). Readings in information 
visualization: Using vision to think. Morgan Kaufmann Publishers. 

Chaparro, N., & Rojas-Galeano, S. (2021). Revealing the research landscape of Master’s 
degrees via bibliometric analyses. http://arxiv.org/abs/2103.09431 

Cobo, M. j., López-Herrera, A. g., Herrera-Viedma, E., & Herrera, F. (2012). SciMAT: A new 

science mapping analysis software tool. Journal of the American Society for Information 
Science and Technology, 63(8), 1609–1630. 

Dattolo, A., & Corbatto, M. (2022). Assisting researchers in bibliographic tasks: A new usable, 

real-time tool for analyzing bibliographies. Journal of the Association for Information 
Science and Technology, 73(6), 757–776. 

Dur, B. I. U. (2014). Data Visualization and Infographics In Visual Communication Design 

Education at The Age of Information. Journal of Arts and Humanities, 3(5), 39–50. 

Gaona-García, P. A., Martin-Moncunill, D., & Montenegro-Marin, C. E. (2017). Trends and 

challenges of visual search interfaces in digital libraries and repositories. The Electronic 
Library, 35(1), 69–98. 

Hauser, H. (2006). Generalizing Focus+Context Visualization. In G.-P. Bonneau, T. Ertl, & 

G. M. Nielson (Eds.), Scientific Visualization: The Visual Extraction of Knowledge from 
Data (pp. 305–327). Springer-Verlag. 

Jaradeh, M. Y., Oelen, A., Farfar, K. E., Prinz, M., D’Souza, J., Kismihók, G., Stocker, M., & 

Auer, S. (2019). Open Research Knowledge Graph: Next Generation Infrastructure for 

Semantic Scholarly Knowledge. Proceedings of the 10th International Conference on 
Knowledge Capture, 243–246. 

Kim, J. (2009). Describing and predicting information-seeking behavior on the Web. Journal 
of the American Society for Information Science and Technology, 60(4), 679– 693. 

Morris, S. A., & Van der Veer Martens, B. (2009). Mapping research specialties. Annual 
Review of Information Science and Technology, 42(1), 213–295. 

Munzner, T. (2014). Visualization analysis and design. CRC press. 

Nobre, C., Meyer, M., Streit, M., & Lex, A. (2019). The State of the Art in Visualizing 

Multivariate Networks. Computer Graphics Forum, 38(3), 807–832. 

Pretorius, J., Purchase, H. C., & Stasko, J. T. (2014). Tasks for Multivariate Network Analysis. 

In A. Kerren, H. C. Purchase, & M. O. Ward (Eds.), Multivariate Network Visualization 
(Vol. 8380, pp. 77–95). Springer International Publishing. 

Schwering, A., Krukar, J., Li, R., Anacta, V. J., & Fuest, S. (2017). Wayfinding Through 

Orientation. Spatial Cognition & Computation, 17(4), 273–303. 

Shi, L., Liao, Q., Tong, H., Hu, Y., Wang, C., Lin, C., & Qian, W. (2020). OnionGraph: 

Hierarchical topology+attribute multivariate network visualization. Visual Informatics, 

4(1), 43–57. 

Shneiderman, B. (2003). The Eyes Have It: A Task by Data Type Taxonomy for Information 

Visualizations. In B. B. Bederson & B. Shneiderman (Eds.), The Craft of Information 
Visualization (pp. 364–371). Morgan Kaufmann. 

Tseng, Y.-H., & Tsay, M.-Y. (2013). Journal clustering of library and information science for 

subfield delineation using the bibliometric analysis toolkit: CATAR. Scientometrics, 

95(2), 503–528. 

van Eck, N. J., & Waltman, L. (2017). Citation-based clustering of publications using 

CitNetExplorer and VOSviewer. Scientometrics, 111(2), 1053–1070. 

Wiener, J. M., Büchner, S. J., & Hölscher, C. (2009). Taxonomy of Human Wayfinding Tasks: 

A Knowledge-Based Approach. Spatial Cognition & Computation, 9(2), 152– 165. 

Zhang, P., & Soergel, D. (2014). Towards a comprehensive model of the cognitive process and 

mechanisms of individual sensemaking: Towards a Comprehensive Model of the 

Cognitive Process and Mechanisms of Individual Sensemaking. Journal of the 
Association for Information Science and Technology, 65(9), 1733–1756.

http://arxiv.org/abs/2103.09431


Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 264 

 

  

 

Exploring Knowledge Graphs 

 

 
JOHANNES HERCHER 

Freie Universität Berlin, University of Applied Sciences Potsdam, Germany 

 

PETER HEISIG 

University of Applied Sciences Potsdam, Germany 

 

GÜNTHER NEHER 

University of Applied Sciences Potsdam, Germany 

 

 

Conference abstracts and project reports can be a valuable source for access to information on 

possible risks or experiences to build on. However, these collections are often not accessible in a 

convenient manner. This work explores the usage of knowledge graphs to support document 

discovery with an automated indexing approach. Therefore, an RDF/SKOS graph is built, 

consisting of nearly 1400 tagging labels manually extracted from literature on knowledge graphs 

and organized in a thesaurus structure. The feasibility is demonstrated with a small collection of 

texts from the domain of library IT. The graph is published online for further use 

(cf. https://w3id.org/kgcm/ ). This method may be usable to explore other knowledge domains. 

On the other hand, the graph-building process is both intellectually and technically demanding 

and needs support by an interplay of cooperative and mechanical processes in the future.
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Text summary has become a vital and more popular domain to preserve and highlight the core purpose 

of textual information as the amount of online information and resource texts has grown. Text 

summarization is the task of extracting key information from a text document. Text summarizing 

research in Afaan Oromoo is still rare and hasn't been thoroughly assessed. This study's primary goal 

was to evaluate the performance and method of extractive models on automatic extractive text 

summarization for Afaan Oromoo. Automatic Text summarization approaches can be classified as 

extractive or abstractive. Automatic abstractive text summarization was not included in this study. 

Existing automatic extractive text summarizing algorithms take key sentences from the source 

manuscript and provide a summary without changing the data. This paper examined and assessed some 

studies on the Afaan Oromoo Language Text Summarization system with a focus on methods and 

performance. In addition, the automatic extractive text summarization domain's challenges in Afaan 

Oromoo’s were also discussed. This paper used a systematic literature review method to examine the 

most recent literature in automatic extractive text summarization as it relates to the Afaan Oromoo 

language. We used a search engine, Google Scholar, ResearchGate, CiteseerX, peer-reviewed papers, 

and Academia to gather papers. After the papers were selected, the performance and automatic text 

summarization methods were evaluated. 

  
Keywords: automatic text summarization, extractive summarization, abstractive summarization, 
afaan oromoo language 

  
1.     Introduction 

  

1.1.     Background of Text summarization 

In the past, humans were used to summarizing the text in a different language in their own 

way, but in recent days because of the increasing volume of data, it is difficult for human 

beings to navigate the huge amount of data. To control this problem, text summarization is 

needed. Text summarization is extremely active in the field of machine learning and 

generates clearly expressed forms of large documents keeping most of the original 

information. It is carried out on single or multiple documents of a similar kind. Text 

summarization has attracted the attention of researchers from 1950 to today. Luhn was the 

first researcher of computer science and information science who made an automatic text 

summarization system. Luhn, (1958) specified the advantage of words depends on their 

frequency measures. He claimed that words that appear frequently in a text give a good 

notion of the document's content, even if there are terms that appear frequently but are not 

content bearing. 

Text summarization is the practice of distilling the most significant information from a 

source (or sources) to produce a condensed version for specific users and tasks (Lin & 

Chen, 2010). It is a tool that can assist users in sorting through a large amount of data and 

can be carried out by human experts on a certain topic, but it is time-consuming and costly 

(Regassa, 2017). In today's fast-growing information era, text summary becomes a crucial 

and timely instrument for assisting and taking text information (Jezek & Steinberger, 

2008).
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Condensing the original text into a shorter version while keeping the original message of 

the content is known as text summarization. Manually summarizing massive amounts of 

text is extremely challenging for humans (Gupta & Lehal, 2010). 

Automatic textual content summarization has been considerably utilized in numerous fields 

like science, medicine, law, engineering, etc. One example is researchers have targeted 

producing summaries of doctors' prescriptions, and that has proved very beneficial to 

patients. Similarly, lengthy information articles have been summarized and readers can 

consume multiple records on numerous subjects inside a brief span. 

Different text summarizations depend on the form of summary we need to be produced 

from sources. There are two categories of techniques: extractive and abstractive. Extractive 

summarization is a method that identifies important text and reproduces the summary from 

original documents. The summary produced from this approach is completely selected 

from the sentences or sequence of words in the original document (Alguliev & Aliguliyev, 

2009) In addition to the complete sentences, extractives can have paragraphs and 

paraphrases. The problem with the extractive approach is that it produces incoherent 

summaries from original text or lacks a sense of balance and consistency. In this approach, 

the extraction of sentences can be out of the context meaning and anaphoric references can 

also be broken (Rejhan et al., 2009). 

When we come to abstractive summarization, it can compose novel sentences which are 

even unseen in the original sources or original document. This approach is usually built 

from the existing content but uses advanced methods. However, abstractive approaches 

require deep natural language processing such as inference; semantic representation, and 

natural language generation (Alguliev & Aliguliyev, 2009). When the abstraction approach 

is used for text summarization in deep learning problems, it can solve the grammar 

inconsistencies of the other approach or extractive method. 

Afaan Oromoo is a prominent African language that is widely spoken and utilized in much 

of Ethiopia, as well as some sections of neighboring Kenya and Somalia (Abera, 1988). It 

is spoken by the Oromo, Ethiopia's largest ethnic group, accounting for 34.5 percent of the 

country's population. A few individuals of other ethnicities, who come into contact with 

the Oromos, like the Omotic-speaking Bambassi and the Nilo-Saharan-speaking Kwama 

in northwestern Oromia, speak it as a second language. Currently, Afaan Oromoo is the 

official language of the Oromia Regional State. 

  

1.2.     Problem Definition 

The history of research work on text summarization started in the 1950s using the extractive 

system approach (Luhn, 1958). He proposed that words existing many times in a text 

provide a good idea about the content of the document though there are words that appear 

very frequently but are not content bearing. As a result, he cut off these words by 

determining a fixed threshold. The idea of the researcher was recognized and used in many 

automatic information processing systems. The system uses properties like term filtering 

and word frequency. Luhn carefully observed that the location of a sentence in a text gives 

some hint about the importance of the sentence. Thus, he suggested word frequency, cue 

phrases, title and heading words, and sentence location as extraction features. 

Digital information in Afaan Oromoo is growing since Afaan Oromoo became the official 

language of the Oromia regional state. Currently, there are several newspapers, articles, 

printed media, and other news releases in Afaan Oromo. There are sources of newspapers 

like Bariisaa, Kallacha OromiyaA, and radio broadcasts in Afaan Oromoo by Ethiopian 

Radio, Radio Fana, OBN, and VOA Afaan Oromoo. Also, magazines, judiciary documents, 

and office reports constitute some portion of the documents produced in the language. 

Currently, some study in an automatic artificial text summarization has been conducted for 

Ethiopian languages, mainly for Amharic text in many areas using various methodologies, 
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and a few contributions have also been made for the Afaan Oromoo language on plagiarism 

detection, sentiment analysis, disambiguation, and extractive automatic text summarizer 

using traditional analysis (traditional algorithm). Few studies have compared extractive 

 

and abstractive document summarization (Carenini et al., 2006). Findings indicate that 

extraction and abstraction worked roughly as well as in other languages. The current effort 

is a contribution to the development of Ethiopian language natural language processing 

applications, and it expands the area of text summarizing study by looking into its 

applicability to the Afaan Oromoo language. Therefore, the objective of this paper is to 

review the literature on the performance, methods, and challenges of extractive automatic 

text summarizers for Afaan Oromoo. 

  

1.3.     Research questions 

In the end, this research project will attempt to answer the following study questions: 

What is the performance of automatic extractive text summarization for Afaan Oromo? 

What are the challenges in Afaan Oromoo automatic extractive text summarization? 

What are the methods used in automatic extractive text summarization? 

  

2.     Methodology 

A systematic literature review was conducted in automatic text summarization for Afaan 

Oromoo Language. We used a search engine, Google Scholar, ResearchGate, CiteseerX, 

peer-reviewed papers, and Academia to gather papers. Only studies published after 2013 

were considered in the review of papers on Afaan Oromoo text summarization. After the 

papers were selected, the performance and automatic text summarization methods were 

evaluated. 

  

3.     Literature Review 
  

3.1.     Text Summarization 

Text summarization research may be traced back to the 1950s when the first extraction 

system was created (Luhn,1958). He claimed that words that appear frequently in a text 

give a good notion of the document's content, even if there are terms that appear frequently 

but are not content bearing. As a result, they attempted to eliminate these terms by 

establishing a defined threshold. Many automatic information processing systems 

recognize and use Luhn's concept. It is a technical article summarizing system with a 

domain-specific single document summarization system. Term filtering and word 

frequency are among the features used by the algorithm (low-frequency terms are 

removed). Sentences are weighted according to the significant terms in them, and sentence 

segmentation and extraction are conducted. He meticulously defined the human extraction 

principles, noting that the placement of a sentence in a text provides some insight into its 

relevance. As an extraction feature, he offered word frequency, cue phrases, title and 

heading terms, and sentence location. Edmundson's system (Edmundson, 1969), like 

Luhn's, is a single document that is domain-specific (that deals with technical articles). 

Different text summarizations depend on the form of summary we need to produce from 

sources. There are two categories of techniques: extractive and abstractive. 

  

3.1.1.    Extractive Text Summarization 

The extractive summarization method selects important sentences from the original text 

document and connects them into a shorter form without changing or altering the main text 
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(Shivangi & Rachana, 2018). According to Kylmenko et al. (2020), extractive 

summarization methods create summaries by concatenating numerous sentences (text 

units) from the text to be summarized in the exact order in which they appear. The 

fundamental goal of these systems is to figure out which sentences are essential enough to 

include in the summary. For many years, extractive methods have been the primary focus 

of text summarization researchers. Many recent approaches treat extractive summarization 

as a sequence labeling task, with each label indicating whether a sentence should be 

included or excluded from the summary. 

  

3.1.2.    Abstractive Text Summarization 
 

According to Pai (2014) natural language processing, semantic representation and 

modification, text interpretation and production are all topics covered by abstraction 

summarization. The goal of the abstractive method is to extract essential sentences as a 

type of computed document summary. This can be accomplished in several ways. 

Structured and semantic-based approaches to abstractive text summarization are examples. 

Structured approaches use a variety of schemas to encode important aspects of documents, 

such as a tree, ontology, lead and body phrases, and template and rule-based schemas, 

whereas semantic-based approaches are more concerned with the text's semantics and thus 

rely on the document's information representation to summarize the text. The multimodal 

semantic method, information item technique, and semantic graph-based method are all 

semantic-based methodologies (Suleiman & Awajan, 2020). 

  

3.2.     Single Document Summarization 

Single document text summarization is a summary from a single source document, using 

single document text summarization (Shivangi & Rachana, 2018). This sort of text 

summarization technique takes only one document as input, then employs several 

techniques to extract relevant sentences from the source document, after which a summary 

is constructed from the retrieved sentences. Summary generation is more comprehensible, 

syntactically, or semantically correct, and, most importantly, in a reduced form. To 

minimize repetitions when summarizing various papers, one must identify and locate topic 

overlaps. It is also required to decide what to do with the rest, deal with potential document 

contradictions, and, if necessary, arrange events from diverse sources along a single 

timeline. 

  

3.3.     Multi-Document Summarization 

The goal of multi-document text summarizing is to create a summary from multiple source 

documents. The goal of multi-document text summarizing is to extract useful information 

from each source document and then create a summary that meets the needs of humans 

(Modi & Oza, 2019). To create the new summary, extractive text summarization involves 

selecting terms and sentences from the base text. Procedures entail rating the importance 

of phrases to select only those that are most relevant to the source's implication (Asawa et 

al., 2020). 

  

3.4.     Extractive Summarization Methods 

The goal of extractive summarizers is to pull out the most important information by 

highlighting the most important sentences in the document while also keeping the 

summary's repetition to a minimum. 

  

3.4.1.    Term Frequency-Inverse Document Frequency (TFIDF) method 

According to Zhang et al. (2005), the term frequency-inverse document frequency (TF- 
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IDF) of scores of words is used to denote documents. In this instance, the term frequency 

refers to the average number of occurrences (per document) across the cluster. The IDF 

value is calculated using the complete corpus. The summarizer accepts texts that have 

previously been clustered as input. Each cluster is referred to as a theme. Words with the 

highest term frequency and inverse document frequency (TF-IDF) scores in that cluster 

represent the theme. 

The conventional weighted term-frequency and inverse sentence frequency paradigm are 

used to build the bag-of-words model at the sentence level, where sentence frequency is 

the number of sentences in the document that contain that term. These sentence vectors are 

then ranked according to their closeness to the query, with the highest-scoring sentences 

being selected for inclusion in the summary. This is a straightforward application of the 

information retrieval paradigm to summary. 

Nonstop words that occur most frequently in the document(s) can be used as query terms 

to build a generic summary. These words provide generic summaries since they describe 

the document's theme. For sentences, term frequency is usually 0 or 1, because the same 

content word does not present frequently in a sentence. If users create query words in the 

same way they do for information retrieval, query-based summary production will become 

generic. 

3.4.2.    Cluster-Based Method 

According to Shiva Kumar and Soumya (2015), documents are often constructed in such a 

way that they address several themes one after the other in a logical order. They are usually 

divided into sections, either expressly or implicitly. This categorization should be applied 

to summaries as well, which should address various "themes" that arise in the texts. Some 

summarizers use clustering to add this feature. Document clustering becomes almost 

required to build a coherent summary when the document collection for which the summary 

is being prepared is of completely distinct themes. 

The graph-theoretic approach combines related sentences using both sentence ranking and 

clustering, which are both employed in graph models. Singular nonmatrix factorization is 

used to cluster sentences in the text. Finally, while clustering and ranking sentences in a 

document, the weighted graph model technique utilized in this approach examines the 

discourse relationship between sentences. Hariharan and Srinivasan, (2009) studied a way 

of summarizing news stories using a Graph-Based approach 2009. An adjacency matrix, 

which is the cornerstone of Graph-Based methods, is used to represent the measure of 

similarity between phrases in this method. In this work, two different strategies are studied. 

The authors' first suggestion was the cumulative sum approach. The second strategy studied 

was the degree of centrality, which was a previously existing method. A novel way for 

evaluating the adjacency matrix was proposed in this paper using the aforementioned two 

techniques, which add two metrics: Effectiveness 1 and Effectiveness 2. These are useful 

for comparing system summaries to human summaries. Comprehensive studies have shown 

that this method is superior to traditional methods and that there is still room for 

advancement in this field of text summarization. 

3.4.3.    Latent Semantic Analysis Method 

According to Ozsoy et al. (2011), Latent Semantic Analysis (LSA) is a statistical-algebraic 

method for extracting latent semantic structures in words and sentences. It is an 

unsupervised method that does not necessitate any training or prior knowledge. LSA 

gathers information from the context of the input document, such as whether words are 

used together, and which common terms appear in different phrases. The presence of a 

large number of common terms between sentences implies that they are semantically 
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connected. The meaning of a sentence is determined by the words in it, and the meanings 

of words are determined by the sentences in which they appear. The interrelationships 

between sentences and words are discovered using Singular Value Decomposition, an 

algebraic approach. In addition to being able to model links between words and phrases, 

single value decomposition can also reduce noise, which helps to increase accuracy. 

  

3.4.4.    Machine Learning Approach 

According to Sirohi et al. ( 2021), these methods transform the unsupervised summarizing 

task into a supervised classifying task that works on the text. The sentence from the inputted 

document is categorized as "instant" (summary) or "non-instanced (non-summary)" using 

an algorithm trained from examples and a document with training sets (i.e a set of 

documents and their numerous summaries generated by humans). The goal of the machine- 

learning-based summarization method is to score the sentence Query-based 

  

3.4.5.    Query-based based extractive text summarization 

According to Rajendran and Shravan (2020), the sentences in a given document are graded 

based on the frequency counts of the query-based text summarization system (words or 

phrases). The sentences that contain query phrases receive a better score than those that 

only contain single query terms. The highest-scoring sentences are then included in the 

output summary, together with their structural context. Text fragments can be taken from 

various parts or subsections. The resultant summary is the result of combining these 

 

extracts. The number of extracted sentences and the extent to which their context is 

displayed is determined by the summary frame size, which is set to the maximum screen 

size that can be viewed without scrolling. When a sentence is chosen for inclusion in the 

summary by the sentence extraction algorithm, some of the heads in that context are also 

chosen. 

  

4.     Related Work in Afaan Oromoo Language 

Dinegde and Tachbelie (2014) tried constructing an Open Oromo Text Summarizer 

(OOTS). The reference summary was created and used to assess the system output's 

performance (system summary). An intrinsic technique was used to accomplish the 

evaluation. They built three approaches for summarizing Afaan Oromoo news material and 

examined their performance both objectively and subjectively in this study. S1 is a 

summarizer that uses term frequency and position methods without using the Afaan 

Oromoo stemmer and other lexicons (synonyms and abbreviations), S2 is a summarizer 

that uses a combination of term frequency and position methods with the Afaan Oromoo 

stem specific language language-specific lexicons (synonyms and abbreviations), and S3 

is a summarizer that uses improved position method and term frequency as well as 

(synonyms and abbreviations). Its summarizing mechanism is based on sentence 

extraction. It was utilized for the phases of processing, sentence ranking, and summary 

generation. Two evaluation types were used: subjective and objective. For a summary 

derived using three distinct methodologies, subjective and objective evaluations were 

undertaken. Both evaluations' findings are consistent; in every example, the S3 summary 

outperformed the other techniques. 

The average in formativeness of the summary is (34.37%, 37.5 %, and 62.5 %) for the three 

methods (S1, S2, and S3), respectively; the average language quality is (59.37 %, 60 %, 

and 65 %), and the average coherence and structure are (21.87 %, 28.12 %, and 75 %). The 

objective assessment result, on the other hand, demonstrates that the average f-measure 

score for (S1, S2, and S3) is (34 %, 47 %, and 81 %). Dinegde and Tachbelie (2014) 

concluded that the results of the study's summarizers, like those of previous extraction- 

based summarizers, lack consistency. Based on the result they recommended abstract 
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summarization more advanced way of avoiding such an issue. 

Kannaiya Raja et al. (2019) tried to create Afaan Oromoo Text Summarization by 

Frequency and Sentence Position Methods. To determine the most significant sentence for 

extracting a summary, the summarizer combines term frequency and sentence position 

algorithms with language-specific lexicons. The extraction technique for single news text 

is the technique proposed for this study. The most significant sentences from the document 

are extracted and shown to the reader using the extraction process. They aimed to create an 

algorithm that can summarize a document in the Afaan Oromoo language based on its 

performance, both objectively and subjectively. The technique proposed for this study was 

the extraction technique for single news text. Using the extraction technique most important 

sentences from the document are extracted and displayed to the reader. Term frequency 

and sentence position algorithm language-specific lexicons were employed in this paper to 

provide weights to the sentences to be extracted for the summary. An intrinsic method was 

used to accomplish the evaluation. It included subjective (qualitative) as well as objective 

(quantitative) evaluation techniques. The four human subjects (expert journalists) are 

involved in both measurements. The linguistic quality, informativeness, and coherence of 

the automatically generated summaries were assessed using subjective judgment. 

The recall and precision criteria were used to assess its performance. It compares the 

extracts to the reference summary given an input text, a human's (reference) summary, and 

a summarizer's extract. Tokenizing, stop-word elimination, stemming, and parsing are all 

part of the preprocessing steps (breaking the input document into a collection of sentences). 

Following the formatting and stemming of an input document, the document is broken 

down into a series of sentences, which are then rated based on two key characteristics. 

Sentence position and term frequency (TF). This paper missed the finding or its 

performance and recommendation for the prospects. 

 

Based on the user's inquiry, Jilo et al. (2021), developed a document summary for the Afaan 

Oromo language. The TF-IDF word weight methodology was employed in the 

development of the query-based architecture. For morphological analysis, development 

tools such as HornMorpho are used, whereas, for text processing, Natural Language 

Processing Toolkit is used. The system has experimented with different extraction rates of 

10%, 20%, and 30%. For objective analysis, recall, precision, and f-measure were 

evaluated; subjective analysis was evaluated by language consultants. At a summary 

extraction, the proposed system registered f-measures of 90%, 91%, and 93%, according 

to the results of the evaluation. The performance of the system improved to 91.3% F- 

measure by applying a morphological analysis tool, even though the additional study is still 

required to improve the Afaan Oromoo text summary. 

Gemechi (2021) attempted to make at Afaan Oromo News Text Summarization Using 

Sentence Scoring Method. The researcher conducted experiments on ten selected topics 

from a total of 30 gathered topics using the extractive approach. The natural language tool 

kit (NLTK) created the system using the Python programming language. The developed 

approach computes the sentence's score by summing the scores of each word and then 

computing the sentence's score. The method creates the summary by extracting top-scoring 

sentences at three different extraction rates: 20%, 30%, and 40%. Automatic summary 

performed 74%, 78%, and 86% in terms of informativeness at 20%, 30%, and 40% 

extraction rates. The system performed 86.1 % of the objective evaluation with the three 

metrics recall, precision, and F-score generated. As a result, a summarizer with better 

performance in this work. However, evaluating the three metrics of precision, recall, and 

f-measure during a summary review objectively is difficult. The author recommends new 

features and future research prospects.
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Table 1. Comparison of research performance in Afaan Oromoo 

  

S/N Author/s Extractive Method/s P R F 

1 (Dinegde & Tachbelie, 

2014) 

preprocessing, sentence ranking, 

and summary generation 

0.54 0.54 0.54 

2 (Kannaiya Raja et al., 

2019) 

Frequency and Sentence 

Position Methods 

missed missed missed 

3 Jilo et al. (2021) TF-IDF term weight Method missed missed 0.93 

4 (Gemechis,2021) Sentence scoring Method 0.861 0.861 0.861 

  

5.     Challenges and Future Research Directions for Extractive Text 

Summarization 

It is difficult to evaluate summaries (either automatically or manually). The fundamental 

issue with assessment is the inability to create a standard against which the findings of the 

systems can be compared. Furthermore, determining a proper summary is difficult due to 

the possibility that the system will provide a superior summary that differs from any human 

summary that is used as a rough approximation to correct output. According to Lalithamani 

et al. (2014), the problem contents elections has not been solved. Because people are so 

different, subjective authors may choose completely different sentences. Paraphrasing is 

the process of combining two or more sentences expressed in different languages to 

represent the same concept. There is a method for evaluating summaries automatically 

using paraphrases (para Eva). 

Extractive summarizing (selecting and replicating lengthy sentences from professional 

publications) is used by the majority of text summarization s systems. Even though humans 

may cut and paste important material from a text, they frequently rewrite sentences or 

combine similar facts into a single statement. The low levels of inter-annotator agreement 

reported during manual evaluations suggest that the future of this field of research is heavily 

reliant on the ability to develop efficient methods for automatically evaluating systems. 

  

6.            Conclusion 

This review has revealed a variety of mechanisms for extractive text summarizing. The 

 

process of extractive summarization is highly coherent, less redundant, and cohesive 

(summary and information-rich). The goal is to provide a thorough examination and 

comparison of various methodologies and strategies for extractive text summarization. 

Even though summarization research has been going on for a long time, there is still a long 

way to go. In large-scale applications, simple sentence removal has shown satisfactory 

results. Some trends in automatic summary system evaluation have been highlighted. 

However, in the context of time and space difficulty, the work has not fully focused on the 

various issues of extractive text summarization. Extractive text summarization work carried 

out in Afaan oromoo language is very limited when we compare it with other languages 

spoken by more than 40 million similar to Afaan Oromoo.
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Abstract: WeChat group-based online medical community (WGMC) is increasingly accepted by the public because of its high 

efficiency, convenience, and shared advantages in seeking medical resources. However, the problem to separate a complete 

dialogue relationship from the chat records is arising because efficient online community management is based on clear dialogue 

relationships and clear topics. To solve the problem, we proposed a hybrid three-stages BERT method to recognize the dialogue 

relationships in "Home of Love" --- a central nervous system tumor online healthy community WeChat group. First, based on the 

social support theory, a multi-layer BiLSTM model is proposed to classify the conversation scenes into five classes. Then, two 

domain adaptation methods for transfer learning are designed to optimize the BERT pre-training model for specific tasks using 

the "Haodaifu" as the training corpus. Finally, a hybrid BERT method based on the text scene information and the pre-training 

model is proposed to recognize the dialogue relationships, and its feasibility is verified by manual labeling. The results show that 

adding more prior knowledge to the dialogue recognition model by extracting the social support scene information can effectively 

improve the classification ability and stability of the model. 

 
1. Introduction 

Online medical communities are garnering increasing social and scholarly attention. It meets 

patients’ medical needs for specific knowledge and social needs for interpersonal relationships and 

empowers patients to search for and produce information on their own. As is known that these 

traditional online medical communities are usually in the form of a forum with predefined settings, 

which makes it difficult to spread and fit the new situation. To this end, some instant-messaging-

software-based (WeChat, QQ) online medical communities are emerging recently in China. In 

particular, WeChat has become a channel for users to conduct information and social supporting 

interactions. WeChat group- based medical communities (WGMC) have not only the core sharing 

function of traditional forums but also a casual and natural communication style, which is more user-

friendly. Specifically, in a WGMC, messages from any user can reach all members immediately through 

a “broadcasting” way. Such real- time reminders in WGMC yield a harmonious atmosphere of mutual 

help that can largely meet the needs of patients with major or chronic diseases. Patients not merely need 

specific medical information such as treatment plans or rehabilitation guidance, but also emotional and 

mailto:chaochehe@whu.edu.cn


Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 275 

 

  

 

psychological comfort and encouragement to against their illness and increase their aspirations for a 

better life after recovery (Umefjord, Petersson et al. 2003). In short, WGMC is not only conducive to 

the integration of medical resources, but also makes the patient-doctor relationship and patient-patient 

relationship closer. 

Nonetheless, in a WGMC, there are usually multiple evolving topics being discussed and multiple 

users sharing information simultaneously. On the one hand, concerning new users, it is difficult to 

integrate themselves into the community because of insufficient context information. On the other hand, 

regarding community managers or researchers, the massive but semi-structured data in the WGMC 

makes it impossible to manually label and efficiently utilize the data. Hence, it’s essential to recognize 

the latent dialogues behind the massive but semi-structured messages in WGMC. 

There are extensive studies involving dialogue recognition covering various topics and methods 

(Li and Choi 2020, Liu, Sui et al. 2020). However, when concerning the dialogue recognition in 

WGMC, there are still some limitations. First, the existing literature is merely based on text features, 

ignoring the scene information (Xu and Ren 2020), thus failing to utilize the prior knowledge. Second, 

the existing complex deep learning models tend to converge too quickly in small samples of labeled 

data, yielding problems of overfitting or underfitting (Esteva, Robicquet et al. 2019). Third, due to the 

lack of sufficient textual information for domain adaptation, it is hard to get better recognition 

performance even if the text representation model or pre-trained model is trained by a large amount of 

text in the whole domain (Devlin, Chang et al. 2018). 

To against this background, we focus on a typical WGMC, “Home of Love”(HOL), and propose 

a dialogue recognition method using prior knowledge of medical conversation scenes coupled with a 

small number of labeled data. Specifically, first, we propose a text classification model based on social 

support theory, which can complete the training with only a small number of manually labeled samples. 

This can address the dilemma that simple models are difficult to extract features while complex models 

tend to overfit. Second, based on the idea of full-word masking models in a Chinese context, we further 

propose two domain adaptation methods for pre-trained models. This can address the problem that pre-

trained models trained with large-scale samples in the whole domain can’t perform well in specific tasks 

and verifies the feasibility of transfer learning. Third, we add more prior knowledge to the model 

through fusing text semantic information and dialogue scene information. 

 

2. Related works on the online medical community 

The online medical community improves the medical resource sharing capability, alleviates the 

scarcity and unequal distribution of high-quality medical resources to a certain extent (Lieberman, 

2007). Also, it improves the overall level of national medical services and promotes the healthy and 

benign development of the whole medical industry. It’s verified that there is mutual social support 

among users in the online medical community, including three types of social support: information 

support, emotional support and accompany (Keating 2013). The online medical community can meet 

the multi-level needs of users. From the perspective of patients, it can not only provide sufficient 

medical information but also alleviate their negative emotions through keeping company with other 

patients. Information support among participants in the community can affect users' perceived empathy 

(Nambisan 2011). 

From the perspective of doctors, existing studies have figured out why doctors participate in the 

online medical community and how they use it by using a questionnaire or obtaining more real feedback 

through interviews (Colineau and Paris, 2010). Some scholars also used econometric methods to 

explore the influencing factors of doctors' active social support in the online medical community, and 
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verify the impact of different incentive methods on users' social support (Narayanan and Onn, 2016). 

From the perspective of platform, literature has studied the dynamic evolution of user relationship 

network and knowledge sharing network and knowledge interaction behavior in the online medical 

community (Ma and Agarwal, 2007). With the continuous improvement of in-depth learning, especially 

the rapid progress of natural language processing technology, many scholars can conduct more accurate 

research through the text content generated by users in the community (Vydiswaran, Zhai et al., 2011; 

Chen, 2012). 

 

3. Model Construction 

To address the problem of confusion of dialogue topic crossing WGMC, we propose a dialogue 

recognition model based on BERT, which integrates the semantic information and scene information 

of 

each text. In specific, the model can be divided into three parts, as shown in Figure 1. In the first part, 

we use the Multi-BiLSTM model to conduct scene classification of text based on social support theory. 

In the second part, we extract semantic features of the two texts leveraging the BERT model. In the 

third part (colored in green), we concatenate the semantic information vector and the scene information 

vector of the dialogue and input it into a fully connected neural network to conduct the dialogue 

relationship prediction. 

 

Figure 1: A dialogue recognition model based on BERT 

3.1 Scene classification of text via Bi-LSTM 

 

The social support theory posits that there are usually three main types of social support in online 

medical communities: information support, emotional support, and company (Lieberman, 2007). The 

information support includes consultation, communication of disease-related information. Emotional 

support refers to the emotional mutual help between patients or the mental support and encouragement 

of doctors to patients. Company denotes topics or activities that are unrelated to the disease but can 

activate the atmosphere. We subdivide information support and emotional support from the perspectives 

of provision and acquisition. Accordingly, the text information of participants is divided into five 

categories: information support providing(ISP), information support acquisition(ISA), emotional 

support providing(ESP), emotional support acquisition(ESA), and company(COM). Table 1 lists some 

typical instances of the five categories. We can see from table 1 that one text can be categorized into 

multiple scene categories. The text “怎么会这样呢？孩子几岁了，手术前怎么样？” not only 
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expresses the demand for information acquisition but also expresses a concern for other users, thus can 

be categorized into both ISA and ESP. Hence, we adopt five binary classifiers for each text. For 

example, the above text can be expressed as: (0, 1, 1, 0, 0) according to five scene categories: (ISP, ISA, 

ESP, ESA, COM). Specifically, we propose a multi-layer Bi-LSTM classifier with the same structure 

but independent partial parameters to complete the task of scene classification of text. 

Table 1: Instances of the five scene categories 

 

For the binary classifier, to trade-off between a small number of labeled data, the complexity, 

stability, and generalization of the model, we propose a multi-layer Bi-LSTM classifier, as shown in 

the blue part of Figure 1. In specifically, the model is composed of three parts. The first part is the input 

and word embedding. The second part applies the multi-layer Bi-LSTM to extract text features. We 

adopt multi-layer Bi-LSTM for the trade-off between model depth and the small number of training 

samples. The third part is a fully connected neural network. 

In the binary classifications, data sets will suffer a serious imbalance in the proportion of samples 

in the real scene. As such, for cross-entropy loss, the relatively high sample weight will be virtually 

enlarged, which will deviate from the optimization direction of the model and cannot be well fitted with 

the training data. Based on this, Lin et al. (2017) proposed the concept of Focal Loss based on the cross- 

entropy loss function, in which the weight of easy to classify samples is reduced by adding modulation 

coefficients, making the model focus more on samples that are difficult to classify, as shown in equation 

(1), 

 
We can adjust the parameter 𝛼 according to the proportion of positive and negative samples, which 

plays the role of adjusting the parameter 𝐶𝑙𝑎𝑠𝑠 𝑊𝑒𝑖𝑔ℎ𝑡 in the training of a deep learning model. 𝛾 refers 

to the modulation coefficient of Focal Loss. The larger 𝛾, the lower the weight for the easily classified 

samples. When γ = 0, Focal Loss is the same as cross-entropy. Considering the imbalanced distribution 

of the five social support classifications, we use Focal Loss as the loss function, by setting different 

values of 𝛼and 𝛾 to achieve the best classification training effect.
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Finally, we apply five such multi-layer Bi-LSTM classifiers with the same structure but independent 

partial parameters to classify the text in terms of the five scenes. 

 

3.2 BERT-based Dialogue Recognition Model 

3.2.1 Domain adaptation of pre-training model 

We can integrate all domain information to pre-train a model utilizing a huge heterogeneous 

corpus. However, when it comes to some specific domains or specific scenarios, there is still 

considerable room for improvement. To this end, we adopt the domain-adaptive pre-training method, 

by pre-training again the original pre-trained model, utilizing a more specific domain corpus. 

Accordingly, the corpus adopted in pre-training a BERT in Chinese comes mainly from Wikipedia in 

Chinese. However, it’s not targeted at the text content of the online medical community. 

To better perform dialogue recognition, we propose two similar pre-training models, according to 

the pre-training of BERT. And we adjust one model to adapt the text content of Chinese WGMC. For 

the first pre-training model, we follow the line of Whole Word Mask (WWM) to adjust the MLM (Cui, 

Che et al., 2019). Note that in Chinese texts, the word and words are yet to distinguish. Consequently, 

when training Chinese texts, MLM only masks the word granularity and ignores the existence of words 

in Chinese, resulting in semantic bias. To address this, WWM will first judge whether the current word 

belongs to certain Chinese words. If so, it will mask the related words according to semantic meanings, 

to realize masking words’ granularity. However, the MLM alone can’t learn all the features. Here, we 

set the masking proportion, wherein each word has a probability of 15% to be masked. In the masked 

words, each word will be masked by “MASK” with a probability of 80%, and be replaced with a 

probability of 15%, and remain unchanged with a probability of 5%. Table 2 shows an example of the 

masking language model. 

The second pre-training task is the same adjacent sentence prediction task (NSP) as the BERT 

model. To obtain a better domain adaptation in the online medical community, we adopt the data of 

doctor-patient dialogue from an online diagnosis and treatment platform, “Haodaifu”1, an online 

medical consultation platform that is similar to WGMC. The platform, “Haodaifu”, has the same 

fragmented structure and colloquial characteristics as WGMC. In addition, doctor-patient Q&A data is 

well structured. 

 

Table 2 An example of MLM 

 

By incorporating both the data of WeChat and “Haodaifu”, we can perform the pre-training tasks 

of MLM and NSP, to adapt the all-domain-information-based model to the online medical community 

domain, to better capture the semantic relationships between dialogs. 

 

_______________________ 

1 https://www.haodf.com/ 

http://www.haodf.com/
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3.2.2 BERT-based Dialogue Recognition Model 

To address the problems of confusion of dialogue topic crossing in the online medical community, 

we propose a dialogue recognition model based on BERT, which integrates the text’s semantic 

information and scene information. We extract semantic information of the two texts pair leveraging 

the BERT model, as shown in the orange part in Figure 1. And the scene information of each text is 

generated by the scene classification in section 3.1, as shown in the blue part in Figure 1. Furthermore, 

we concatenate the semantic information and scene information of two texts and input them into a fully 

connected neural network to obtain the final prediction of the dialogue relationship prediction, as shown 

in the green part in Figure 1. Specifically, the input can be divided into scene information and semantic 

information. For the scene information, we assign a 5-dimensional vector to each text’s scene according 

to the social support theory. Regarding the training process, we concatenate the vectors of the two texts 

into a 10-dimensional vector, as the dialogue’s scene information. For the text information, we first 

extract the semantic features using the pre-trained BERT model. It’s noted that the text needs to be 

preprocessed according to the input rules. Specifically, the special symbol "[CLS]" is added at the 

beginning of the text as the mark of the beginning of the text, and the special character "[SEP]" is added 

between the two dialogue texts as the mark of the distinction between the two texts. After the 

preprocessing, the text also needs to be word embedded. Figure 2 illustrates the BERT embedding. 

 
Figure 2: An illustration of BERT embedding 

BERT embedding contains three parts: (1) token embedding, (2) segment embedding, and (3) 

position embedding. The token embedding refers to dividing words into limited common subword units 

(Wu, Schuster et al., 2016) through WordPiece’s segmentation method, to control the size of the 

dictionary and effectively reduce the number of unregistered words. We encode each word with a 

unique ID, and each ID can be mapped to a 768-dimensional word vector. As for the position 

embedding, it adopts a position embedding method that is similar to the token embedding method. 

Specifically, the model will assign a unique id according to the word’s position in the whole text. 

Furthermore, we can 

concatenate the semantic features with the scene information of dialogues as the input of the classifier 

to obtain the final probability 𝑝𝑖𝑗 of whether the two texts can form a dialogue as follows in equation 2, 

For WGMC, the intervals among dialogues are commonly short. Hence, here we don’t consider 

matching all texts before the focal text. Instead, we set a number threshold, 𝑁𝑢𝑚𝑏𝑒𝑟, and time threshold 

𝐺𝑎𝑝 to obtain the potential dialogue set of the focal text. In specific, when the distribution of the text 

before the focal text is sparse in terms of time, we adopt the time threshold 𝐺𝑎𝑝. In contrast, we adopt 

the number 
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threshold, 𝑁𝑢𝑚𝑏𝑒𝑟, if the distribution of the text is dense. 

After obtaining the potential dialogue set of the focal text 𝑗, we can calculate the probability 𝑝𝑖𝑗 
of text 𝑖 and 𝑗 to form a dialogue. We filter the probability that is higher than 0.5 as equation 3. 

 

 

Finally, we select the text 𝑗 with the largest 𝑝𝑖𝑗 as the dialogue text of the focal text 𝑖, using the softmax 

function in equation 4. 

 

The overall research line of this paper is shown in Figure 3 

Figure 3: The whole structure of research 

 

 

4. Experimental Results 

4.1 Scene classification of text via Bi-LSTM 

We collect the data from a WGMC, HOL. This community is mainly composed of the families of 

patients with glioma, medulloblastoma, germ cell tumor, and so on. HOL is responsible for the 

operational support of the whole community. We collected 23 groups before March 14, 2019, with a 

total of 510843 records. 

In WGMC, a large number of text messages are short. Text messages within 10 words account for 

39.13% and chat messages within 30 words account for 83.91%, which also proves that the 

communication of WeChat groups is mainly short texts. After preprocessing the raw data, this paper 

finally selects some dialogue data of two groups (code: 5007452012 and 5556417190) for the manual 

label.
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In the labeling process, each data will be labeled three times, the results with the same results are 

selected, and a total of 13313 data are obtained. To avoid mutual influence, separate labeling is adopted. 

To better represent the information contained in the dialogue text and obtain a better classification 

effect, we adopt two ways to obtain the word: Tencent word vector (Song, Shi et al., 2018) and self-

training word vector of user-defined text. Tencent word vector is a large-scale and high-quality Chinese 

word vector opened by Tencent AI Lab. However, for specific text processing tasks, when there is 

sufficient corpus, it is also a common way to train self-training word vectors for specific fields. This 

paper will use all dialogue text information to train word vectors suitable for WGMC with CBOW 

model. 

After acquisition the text representation model, to compare and verify the classification efficiency 

of the BiLSTM model, this paper selects Logistic Regression (LR), XGBoost, TextCNN, single-layer 

LSTM, and BERT model for comparative experiments. The specific parameters of each model are 

shown in Table 3. 
 

 

Table 3: The parameters of the training model 

 

 

The above parameters are the optimal parameter configuration obtained after multiple tests of each 

model. After fixing the parameters, we use the same labeled corpus for training. In the training process, 

k-fold verification is used, in which K is set to 5. 

Because there is a serious imbalance between positive and negative samples in ESA in the 

classification task, the probability threshold for completing the classification is changed according to 

the model, so the 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 can not be completely used as the evaluation standard of the model. It is 

necessary to add an auxiliary evaluation index ROC curve as the evaluation standard of the model 

training effect. 

After 50% discount verification, the effect of the classification model is shown in Table 4. The 

values in the table are 50% discount verification training and corresponding standard error. From five 

different classification tasks, we can see that the model with balanced classification training has a higher 

fitting degree and relatively good stability to the data. On the contrary, the fitting effect of the model is 

poor, and the deviation of the results obtained from many experiments is large.
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Table 4: Model comparison 
 

Models index ISP ISA ESP ESA COM 

LR Accuracy 0.6604 0.6887 0.7385 0.8621 0.6721 

  -0.0106 -0.0064 -0.0126 -0.0085 -0.0046 

 AUC 0.6483 0.6169 0.6355 0.5532 0.5267 

  -0.0092 -0.0103 -0.0123 -0.0253 -0.0062 

XGBoost Accuracy 0.7231 0.8048 0.8529 0.9726 0.7832 

  -0.0088 -0.0083 -0.0072 -0.0024 -0.0092 

 AUC 0.6928 0.5875 0.612 0.6091 0.5915 

  -0.0066 -0.0085 -0.0109 -0.0052 -0.0061 

TextCNN Accuracy 0.7862 0.8476 0.7349 0.9529 0.7951 

  -0.0997 -0.0406 -0.0261 -0.0421 -0.0107 

 AUC 0.8153 0.7353 0.7319 0.6491 0.5506 

  -0.0579 -0.0907 -0.0294 -0.0373 -0.0302 

Base Bert Accuracy 0.7396 0.7963 0.8468 0.9465 0.7926 

  -0.0079 -0.012 -0.0096 -0.0053 -0.0048 

 AUC 0.7816 0.772 0.758 0.6972 0.5904 

  -0.0044 -0.0159 -0.0076 -0.0109 -0.0144 

Multi BiLSTM_t Accuracy 0.8172 0.82 0.8318 0.8975 0.7463 

  -0.0186 -0.0224 -0.077 -0.0975 -0.0747 

 F1 0.8557 0.6083 0.5952 0.3198 0.4883 

  -0.0119 -0.0201 -0.0779 -0.1289 -0.1042 

 AUC 0.8738 0.8557 0.85 0.8378 0.7851 

  -0.0079 -0.0077 -0.0126 -0.0121 -0.0224 

Multi BiLSTM_c Accuracy 0.8354 0.869 0.9034 0.9565 0.8431 

  -0.0044 -0.0156 -0.0057 -0.0094 -0.0165 

 F1 0.8637 0.6922 0.7064 0.4161 0.6216 

  -0.006 -0.0259 -0.0149 -0.0387 -0.025 

 AUC 0.879 0.8723 0.871 0.8043 0.8152 

  -0.0069 -0.0111 -0.0116 -0.0312 -0.0096 

 

The comprehensive comparison shows that the multi-layer BiLSTM model has achieved the best 

accuracy and the highest AUC value in the five classification tasks. Compared with the Tencent word 

vector with richer content, the self-trained word vector has achieved better results in four models such 

as ISP, ISA, ESP, and COM. In ESA model, the AUC is slightly lower than the Tencent word vector, 

but the accuracy and F1 are higher. 
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Using multi BiLSTM_C predicts all 470 thousand WeChat group chat texts and gets the proportion 

of various social support types, as shown in Figure 4. 

 

 
Figure 4: text classification 

Except for ESA category, the distribution differs from the actual label is approximately within 5%. 

However in ESA, due to the serious problem of sample imbalance, the two parameters of Focal Loss 
are increased to correct the deviation of the model during training, which also leads to the problem of 

too many parameters in the real prediction of the model. The multi-layer BiLSTM model proposed in 

this paper can maintain a good classification effect and generalization ability even in the case of a small 

number of labels. 

4.2 Results of domain adaption of the pre-training model 

To improve the capability of the pretraining model to understand the semantic features in the 

WGMC, we propose two pre-training tasks before the dialogue recognition. (1) whole word masking 

(WWM) language model pre-training task, and (2) adjacent sentence prediction task (NSP). 

For the whole word masking language model pre-training, we also use the "Haodaifu" doctor- 

patient Q&A information to supplement the current 370 thousand text data from the WGMC. The 

“Haodaifu” data was collected in 2018 and has been preprocessed such as removing sensitive 

information, gift-giving information, voice information, and other non-text information, yielding 11 

billion online interrogation records as pre-training corpus. We pre-trained the model for three epochs to 

obtain a stable loss as shown in Figure 5. 

 

Figure 5: Whole word masking language model pre-training process
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In the adjacent sentence prediction task, to avoid overlapping with the subsequent dialogue 

recognition training, we only trained the "Haodaifu" doctor-patient Q&A record. After data cleaning 

and short text screening, 5.5 billion doctor-patient Q&A dialogue text records are sorted out as the 

positive sample of NSP task. We further use all 11 billion original corpora to randomly generate the 

same amount of negative samples to form a training corpus with balanced positive and negative 

samples. 

The training environment of NSP task is the same as that of the domain adaptation task of the 

whole word masking language model. The model training process is shown in Figure 6. After 

completing the first generation training, the basic accuracy rate of the model is stable at 93.5% and the 

loss value is stable at 0.163. Therefore, this paper finally selects the model after training a whole 

generation. 

 

 
 

 
Figure 6: Whole word masking language model pre-training process 

 

In addition, we randomly select 1000 dialogue texts from WeChat group chat texts as the test 

corpus and performs two operations on each text: single word masking and whole word masking. By 

comparing the accuracy and loss of multiple models for single word masking language model and whole 

word masking language model and evaluating the semantic understanding ability of the pre-training 

model for the online medical community, the results are shown in Figure 7 below. 
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Figure 7 : Comparison of the semantic understanding ability of pre-trained models in the online medical field 

 

In Figure 7, the base BERT model represents the BERT pre-training model published by Google. 

without any processing, the accuracy of single word prediction can reach 59.2% and the accuracy of 

whole word prediction can reach 38.6%. The BERT WWM model is a BERT pre-training model 

released by Harbin Institute of technology. The whole word masking language model pre-training is 

added based on the original BERT, which does not improve the semantic understanding ability of the 

Chinese online medical community. The Adp BERT WWM half represents the pre-training model 

obtained when the whole word masking language model is used to complete 1.3 iterations. The output 

of the model will be marked with "##" for the first word of the phrase and all subsequent words. After 

five generations of domain adaptation model training, the accuracy is further improved to 53.5%, and 

the loss value is further reduced. 

After the model pre-training of the two domain adaptation tasks, the BERT model has a stronger 

semantic understanding ability for the WGMC than the original base BERT. 

4.3 Results of the dialogue recognition 

In this section, we perform dialogue recognition in WGMC. We label dialogue relationships on 

the dataset from two WeChat groups. After cross-validation, a total of 9196 dialogue relationships were 

obtained as positive samples. In the meantime, we also randomly select the same number of texts with 

lengths larger than 3 as negative samples. It’s noteworthy that during the process of labeling, we set the 

number threshold to 30 and the time threshold to 24h. In other words, the potential dialogue set of the 

focal text is the texts that are posted less than 24 hours before or later than the focal text or are posted 

less than the 30 texts earlier or later than the focal text. 

After constructing the dataset, we select various models as baselines, including Multi-layer 

BiLSTM, the Base-BERT(Chinese) of Google (Devlin, Chang et al., 2018), the BERT-WWM(Chinese) 

(Cui, Che et al., 2019). The implementation details are shown in Table 5.
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Table 5: Model parameters 

 

We split all the sample data with 80% as the training set and 20% as the test set. Table 6 provides 

the results. 

Table 6: Model comparisons 

 

Experiments show that the BERT model based on attention mechanism is much better than other 

models in dialogue recognition, and the recognition accuracy and F1 value can reach more than 80%. 

However, the multi-layer Bi-LSTM model is not in good performance in dialogue recognition tasks. 

The horizontal comparison is shown in Figure 8. The two models adapted in the field have better 

performance, and the accuracy, recall, and stability of the F1 value are significantly higher than those 

of other models. Through the domain adaptation of the whole word masking language model, the 

accuracy of using only text features is 85.90%. After integrating text scene features, the accuracy is 

slightly improved to 86.25%, and the F1 value is stable at 0.8595. Because the domain adaptation of 

sentence critical prediction task is similar to dialogue recognition task, the improvement effect is more 

obvious, and the best effect is achieved. The accuracy rate is 87.15%, and the F1 value can also reach 

0.8732. 

Figure 8: Whole word masking language model pre-training process3
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In terms of vertical comparison, for the pre-training model after domain adaptation, the effect of 

classification and recognition has not been significantly improved, but in terms of stability, recall rate, 

accuracy, and F1 value have been significantly improved. 

5. Conclusions and future works. 

WeChat group, an important online medical community in China, has become a medium for many 

patients and even their families to obtain disease information and exchange ideas. However, the cross 

topics and complex conversation threads make the managers and users struggle to acquire useful 

information. 

We focus on the Wechat-group HOL as our dataset, and collected communication text data from 

multiple Wechat groups. First, we classify the dialogue texts into five scenes according to social support 

theory. Meanwhile, we compare the performances based on the whole field training corpus and the 

medical field training corpus. In specific, during the process of semantic features extraction, we adopt 

the domain adaptation approach in transfer learning to implement the pre-training of BERT in learning 

the semantic feature of the online medical community, to enhance the semantic understanding of the 

pre- trained BERT model. Therefore, we can further construct the dialogue recognition model to 

incorporate the text semantic features coupled with scene information. 

The experimental results reveal that by properly adjusting the model structure, we can still obtain 

good fitting results even if given a small labeled sample set. And the model trained can outperform many 

complex pre-trained models. In addition, the model pre-trained with whole field training corpus also 

yields competitive performance, manifesting the excellent generalization ability of the large word 

vectors. In the dialogue recognition model, we pre-trained BERT model, coupled with proper adaption 

approaches, to advance its’ semantic understanding ability in special domains. Furthermore, the scene 

information based on social support theory can enhance the extraction of semantic features for the pre- 

training model, and extensively improve the dialogue recognition performance. 
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ABSTRACT 

Understanding trends is helpful to identify future behaviors in the field, and the roles 

of people, places, and institutions in setting those trends. Although traditional clustering 

strategies can group articles into topics, these techniques do not focus on topics over limited 

timescales; additionally, even when articles are grouped, the generated results are extensive and 

difficult to navigate. To address these concerns, we create an interactive dashboard that helps an 

expert in the field to better understand and quantify trends in their area of research. Trend 

detection is performed using the time-biased document clustering introduced in Behpour et al. 

(2021) study. The developed and freely available web application enables users to detect well-

defined trending topics in financial journals by experimenting with various levels of temporal 

bias - from detecting short-timescale trends to allowing those trends to spread over longer times. 

Experts can readily drill down into the identified topics to understand their meaning through 

keywords, example articles, and time range. Overall, the interactive dashboard will allow experts 

in the field to sift through the vast literature to identify the concepts, people, places, and 

institutions most critical to the field. 

 

 

AUTHOR KEYWORDS 

 

Interactive dashboard; journal trends; time biased clustering; data visualization; trend analysis. 

 

1. INTRODUCTION 

One of the most effective methods for visualizing data is creating interactive dashboards. 

Interactive dashboards are useful since they enable users to edit data across multiple dimensions and 

choose the analytics focus (Wu et al., 2019). In recent years, many businesses and organizations have 

turned to data visualization and interactive dashboards to analyze data and spot trends or patterns so 

that they can better serve their customers. 

Trend analysis is a method that examines data over time to spot patterns or trends. It has 

several benefits, such as the ability to compare, forecast, and identify research gaps. Research related 

to trend analysis is carried out in various areas. For example, Twells et al. (2014) used historical data 

on the prevalence of adult obesity in Canada from 1985 to 2011 to detect the prevalence pattern and 

make future projections. Yu et al. (1993) examined surface water quality data to determine if any 

patterns of the water composition emerged. Velvizhi et al. (2021) studied trends in poly waste 

management in India by collecting and analyzing research papers and studies. 

In 2019, the National Institute of Health had a 20% research grant acceptance rate while the 

Fulbright U.S. Student Program had a 18% research grant acceptance rate (Aswell, 2020). Most 

research proposals were rejected for funding because the research topics seemed inappropriate for the 

funding agency (“Getting Grants - Common Reasons Proposals Are Rejected”, 2021). The two 

potential reasons that contribute to the low research grant acceptance rate are: 1) research topics do not 

align with the current trends, and 2) the trend for the research topic may become obsolete within a few 

years. Therefore, it is critical to examine the research topics to comprehend their trends. This will aid 

in determining how research topics have changed over time and how they may change in the future.

mailto:ngocphan@my.unt.edu
mailto:Sahar.behpour@unt.edu
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Extensive research related to trend analysis, journal trend analysis, and interactive dashboards 

have all been carried out, however there has not been much work on combining all of these techniques 

into one. This study is the outcome of a collaborative effort to bring all of these approaches together 

and develop an interactive dashboard that automatically detects journal trends. The study extends 

Behpour et al. (2021) research on automatic trend detection by utilizing their time-biased document 

clustering model to detect trends in financial journals and offer an interactive web-based dashboard that 

provides thorough insights into raw data and the detected journal trends. Our study extracts additional 

features from the raw data and the results provided by Behpour et al. (2021) research for conducting a 

comprehensive temporal analysis of the raw data and the detected journal trends. The features are 

derived from the existing features of the raw data and temporal clustering model’s output results. These 

features include abstract length, keyword frequency, keyword timeline, topic timeline, and topic unique 

terms. 

The key contribution of this research paper is the interactive dashboard which offers a variety 

of information about journal trends. The trend detection application, which was built using Python, 

Plotly and Dash, provides a lightweight application that can be easily deployed to a Flask-based server. 

The interactive dashboard has three tabs: the journal trends tab, the dataset tab, and the vocabulary tab. 

While the journal trends tab provides information about the topics and their trends, the dataset tab 

provides a quick overview of the data. The vocabulary tab is included to enhance the user's 

understanding of terms used in the application. There are three sub-tabs under the journal trend tab: 

simple UI, advanced UI, and diagnostics. For the scope of our study, we report the findings for trending 

topics in financial journals. 

Figure 1 provides a system diagram for our trend detection application. Raw data would be 

preprocessed and available to be used by the time-biased clustering model and the application. Every 

time the user initiates an action on the dashboard, the application would retrieve the preprocessed data, 

run the time-biased clustering algorithm to detect the trending topics, render relevant data and model’s 

results on the server, and finally update the dashboard. 

Figure 1 

System diagram showing different processes and workflow of the interactive journal trend dashboard 

2. LITERATURE REVIEW

2.1. Trend Analysis 

Trend analysis is a statistical method typically used for interpreting data. It aids in the 

comprehension of historical trends and the forecast of future trends based on prior patterns. Trend 

analysis has been researched for a long time, and it is used in various fields such as medicine, 

environmental science, biology and so on (Abdolalizadeh et al., 2021; Ceribasi & Ceyhunlu, 2021; 

Wang et al., 2021). Asfaw et al. (2018) broke down the meteorological factors concerning 

environmental change using trend analysis. Their Mann-Kendall pattern investigation test result 

revealed a growing pattern for mean and least normal temperatures over time, while the highest 

temperature pattern showed a non-critical growing pattern. Pourghasemi et al. (2020) employed 

“spatial modeling, risk mapping, change detection, and outbreak trend analysis” on COVID-19 

pandemic data in Iran to
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determine the trends that might help with the administration and control of the COVID-19 emergency. 

Their findings demonstrate that Iran's death trends are similar to those of the rest of the world, but that 

the world's death trends are more volatile. Noghabaei et al. (2020) performed a trend analysis for the 

reception of virtual and augmented reality in the architecture, engineering, and construction industry. 

Their findings show that older generations defined as age 35 and older are essentially more certain 

about the future of virtual and augmented reality innovations and see more advantages in virtual and 

augmented reality use. Romano et al. (2021) used time-trend analysis to examine the impact of the 

COVID-19 outbreak on outpatient drug sales and shortages. Overall, their study showed that COVID-

19 led to a surge in drug demand and reported a deficiency in drug availability in the early stages of 

outbreak (Romano et al., 2021). 

2.2. Journal Trends 

Much research is carried out to understand journal trends and analyze journal topics. Journal 

trends related to various fields are studied to identify the trending research topics, authorship patterns, 

author productivity, patterns of co-authorship and so on (Sadik-Batcha & Ahmad, 2021). Jang et al. 

(2017) analyzed research publications from the Journal of Korean Society Dental Hygiene (JKSDH) 

and found trends and directions in dental hygiene research for the variables such as research topics, 

type of research and so on. Similarly Karnak et al. (2020) investigated Journal of Applied Behavior 

Analysis (JABA) articles and identified research topics and other publication trends for various 

characteristics such as gender of the author, country of origin and so on. Sadik-Batcha & Ahmad 

(2021) analyzed the publication patterns in two journals: the Indian Journal of Information Sources and 

Services (IJISS) and the Pakistan Journal of Library and Information Science (PJLIS). According to 

their findings, many of the articles in both journals were multi-authored. They also discovered that 

IJISS had an author productivity of 0.53 and PJLIS had an author productivity of 0.50. Many 

techniques and tools such as bibliometric analysis, topic modeling, google trends, neckinger 4 (Ali et 

al., 2021; Behpour et al., 2021; Russo et al., 2020; Lee & Kim, 2019) have been used to perform trend 

detection in journals. Despite the fact that extensive research is done to discover journal trends, they are 

ineffective due to the lack of a user interface. 

2.3. Interactive Dashboard using Python, Plotly and Dash 

Interactive dashboards have various benefits, such as offering a deeper understanding of raw 

data, making data processing easier, and assisting in improved learning and better data-driven 

decisions. Toasa et al. (2018) conducted a literature review to gain a better understanding of data 

visualization, its approaches, and existing dashboard platforms. They underlined the necessity of 

effective dashboard design such as customizing existing platforms and building customized boards, in 

their article because a dashboard is a powerful tool for presenting data. Brath and Peters (2004) address 

the relevance of dashboard design by claiming that a well-designed dashboard aids in efficiently 

communicating essential information to the users. In their study of COVID-19 pandemic, Clement et 

al. (2020) used Python modules, Dash and Plotly, to build an interactive dashboard that analyzed 

COVID-19 trends. The dashboard displayed the current trends related to the COVID-19 pandemic 

globally as well as in Canada. 

Smieszek et al. (2021) created an interactive dashboard to assist clinicians in analyzing and interpreting 

health data acquired through Apple Watches. The authors used Plotly to depict the user's health data, 

including heart rate, exercise, and other activities. Their interface made it easier to spot data trends and 

see how they influenced the user's health. Enyew et al. (2020) examined the impact of Hurricane 

Florence on local food bank operations and created an interactive dashboard using Dash and Plotly. 

The dashboard was intended to enable foodbank managers to interactively visualize and understand 

food donation and distribution statistics, allowing them to better prepare, respond, and recover from 

disasters (Enyew et al., 2020). 

From the above-mentioned literature, it is clear that trend analysis, journal trend detection, 

and interactive dashboards techniques are studied extensively. But there hasn't been much work on 

merging all these methods into one. This research is the result of a collective effort to combine all 

these methodologies and build an interactive dashboard that automatically detects the journal trends in 

financial journals.
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3. METHODOLOGY 

The research team obtained the raw data and temporal clustering algorithm from the Behpour 

et al. (2021) study to build a web-based interactive dashboard for detecting journal trends. The 

implementation model proposed by Behpour et al. (2021) for developing a temporal clustering was 

inefficient as that study incorporated both the data preparation process and model development process 

into one extensive process. This would increase the application's run time because we would need to 

prepare the data for training a time-biased clustering model every time we used the algorithm to 

generate trending topics. Since we only needed to run a data preparation process once whenever new 

data is collected, we split Behpour et al. (2021) implementation into two sub-processes including data 

preparation and model development to reduce the application’s run time. As a result, the proposed 

application had four main processes: 1) data preparation, 2) temporal clustering model preparation, 3) 

model’s evaluation results generation, and 4) dashboard construction. 

3.1. Data Preparation 

The first step in data preparation was data collection. Since the data provided by the Behpour 

et al. (2021) study only included a collection of financial economics articles from January 1974 to 

March 2020, we collected additional financial economics articles published between April 2020 and 

December 2020 from ScienceDirect for a complete analysis of 2020 data. The resulting dataset had an 

additional 115 articles, which resulted in a total of 2,973 articles. 

The second step of data preparation was data preprocessing, which included the following 

operations: feature extraction, data cleaning and data normalization. For feature extraction, the 

following derived features have been identified based on the content of existing features in the dataset: 

• Abstract length includes the number of words in the abstract. 

• Number of keywords includes a count of the keywords for each article. 

• Keyword frequency includes the number of articles that contain a given keyword. 

• Keyword timeline includes the time period of the articles that contain the keyword. 

• Normalized year of publication is computed by applying standard scaling 

on the year of publication. 

 

For data cleaning, we first converted the month of publication from month name to a 

corresponding numeric value and assigned a value of -1 for any invalid months. Then we applied the 

following text processing strategies such as lowercasing, stemming, stop words and non-words removal 

to both article abstracts and keywords. For data normalization, we performed the following steps: 

1. Perform hyperparameter tuning to select the best number of components for Latent 

Dirichlet Allocation (LDA) and Singular Value Decomposition (SVD). This is done by 

fitting several KMeans models on a matrix representation of abstracts created using 

different combinations of the number of components for LDA and SVD. For a clustering 

run that has a highest Silhouette score, the recognized best number of components for 

LDA and SVD are 50 and 10, respectively. 

2. Create a term frequency vector of the abstracts using Python’s sklearn module, 
CountVectorizer. 

3. Extract 50 features from the term frequency vector using LDA. This produces a 

feature matrix of abstracts. 

4. Transform the feature matrix to a normalized Term Frequency-Inverse Document 

Frequency (TF-IDF) representation. 

5. Reduce the number of features for each observation to 10 components using SVD. 

6. Convert a sparse matrix representation of abstracts produced from the preceding 

operation to a dense Numpy array. This produces a Numpy array with a size of 2,973 x 

10. 

7. Normalize a Numpy array of abstracts using Python’s sklearn module, Normalizer. 

Then divide each feature by the standard deviation of its own column. 

8. Build a sparse matrix of terms for the entire corpus using Python’s sklearn module, 
TfidfVectorizer. 

9. Create a list that includes a term label for each item in the term matrix.
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Figure 2 provides a work process flow diagram for the data preparation process discussed 

above. The process starts with dataset collection followed by data preprocessing operations. At the end 

of the data preparation process, five output files are produced for model building and dashboard 

construction. 

Figure 2 

Work process flow diagram for data preparation process 
 

 
3.2. Temporal Clustering Model Preparation 

After preprocessing the dataset for model training, we prepared a temporal clustering 

algorithm that performed the following: 

1. Multiply normalized year of publication by a bias amount provided as user’s input. 

2. Append the computational result from the preceding step to the vector representation of 

abstracts as a feature. The resulting Numpy array has a size of 2,973 x 11. 

3. Fit a Spectral Clustering model on the Numpy array created from the previous step. 

4. Convert a sparse matrix of terms to a dense Numpy array and get the labels of top 20 

terms for each topic. 

5. Compute the following metric scores for each topic: 

(a) Silhouette score is computed by taking the average of the Silhouette 

coefficients returned from sklearn’s function, metrics.silhouette_samples. 

(b) Average standard deviation of years is computed by taking the standard 

deviation of the normalized year of publication. 

(c) Trend score is computed following two steps: 1) divide Silhouette score by 

average standard deviation of years, and 2) take the average of the 

computational result in step 1. 

As a result, the temporal clustering algorithm produced an article classification file and a 

topic summary file. The article classification file included all fields in the raw dataset and a "Topic Id" 

field that specified the trending topic’s id for a given document. The topic summary file includes the 

following fields: topic id, topic terms, topic timelines, trend score, silhouette score, average standard 

deviation of years, number of articles and percentage of articles. 

Figure 3 displays the inputs required for building the time-biased clustering model along with 

the outputs returned from the model. According to Figure 3, there are two types of input: application’s 

inputs and user’s inputs. The application inputs include the four files prepared from the data preparation 

process. The user’s inputs include bias amount and number of topics. After receiving the inputs, the 

temporal clustering model generates the trending topics and returns two Pandas data frames: article 

classifications and topic summary.
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Figure 3 

Required inputs for temporal clustering model along with outputs returned from the model 
 

 
3.3. Model’s Evaluation Results Generation 

As illustrated in Figure 3, the temporal clustering model takes two user’s inputs: bias amount 

and number of topics, denoted as k value. Without knowledge of the model's performance on various 

bias amounts and k values, it is difficult to specify a bias amount and a k value that would enable the 

model to identify well-formed trending topics. To enable the user to evaluate the temporal clustering 

model’s performance, we fit several K-Means models, one for each k value ranging from 5 to 30 and 

compute the average silhouette score for each clustering run. As a result, the best k value would be the 

one that has the highest average silhouette score. In addition, to enable analysis of the model's 

performance using bias amounts, we perform 200 clustering runs on every aforementioned k value for 

various bias amounts ranging from 0.01 to 20 for a total of 5,200 clustering runs. The evaluation result 

returned from the process for each k value is saved as a csv file for later retrieval. 

3.4. Dashboard Construction 

For dashboard construction, we followed Sadiku et al.’s (2016) approach to building an 

interactive dashboard: 1) create visualizations using Plotly, 2) build a web-based application using 

Dash, and 3) organize the contents of the dashboard into tabs. In contrast to Sadiku et al.’s (2016) 

study, which emphasized analysis of COVID-19, our work specifies the approaches for constructing 

the dashboard and then shows the users how to use the dashboard to detect journal trends. 

3.4.1. Application Layout 
 

To build the user interface for our dashboard, we utilized Dash’s HTML components and 

bootstrap components to lay out the contents on the web page. The HTML components (Dash HTML 

Components, n.d.) are used to generate HTML tables and divisions for arranging various sections on 

the web page. In contrast to Dash’s HTML components, Dash’s bootstrap components (Dash 

Bootstrap Components, n.d.) arrange the contents of the web page using tabs, rows and columns, 

instead of tables and divisions. 

Figure 4 shows a general layout of a web-based application that we used as a template for 

building our dashboard. First, we created an application layout containing the HTML’s main 

component. Inside the HTML’s main component, we used bootstrap’s tab components, dbc.Tabs and 

dbc.Tab, to place the tabs on the web page. Next, we used bootstrap’s row component (dbc.Row) to 

separate the contents of the tab horizontally. To arrange the sections vertically and then align the 

sections horizontally, we outlined two different approaches, as depicted on Figure 4. The first 

approach, illustrated as the gray box under the first dbc.Row, used HTML’s table component 

(html.Table) to lay out the sections. The illustrated table (html.Table) had one row (html.Tr) and three 

cells (html.Td). Inside each table’s cell, we placed an HTML’s division component (html.Div) that 

included the contents of a given section. The second approach, illustrated as the gray box under the 

second dbc.Row, used bootstrap’s
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column component (dbc.Col) to arrange the sections vertically and then placed an html.Div inside the 

column to show the contents of a specific section. 

Figure 4 

A general layout of a web-based application that serves as a template for building the dashboard. The 
gray lines are invisible on the web page. 

 

 
3.4.2. Application Functionality 

 

To enhance users’ interactivity within the application, we incorporated Dash’s data table 

(Dash DataTable, n.d.) which is used to build a table with search enabled, Dash HTML’s button 

component which is used to create a button, and several Dash’s core components (Dash Core 

Components, n.d.), including: 

• Input component is used to build a text box that enables the user to enter a value as an 

input. 

• Graph component is used to display a visualization created by Plotly. 

• RangeSlider component is used to build a horizontal or vertical slider that enables the 

user to specify a range of values as inputs. 

• Slider component is used to build a horizontal or vertical slider that enables the user to 

specify a single value as an input. 

• Checklist component is used to build a group of checkboxes that enables the user to 

select multiple values as inputs. 

• Loading component is used to display a progress bar while waiting for the data to be 

loaded on the screen. 

• Store component is used to store the data inside the web page as JavaScript Object 

Notation (JSON) format. 

After building the components that enable interaction between the user and the application, we 

defined several callback functions (Basic Dash Callbacks, n.d.) to update the web page’s contents in 

response to the user’s input. One drawback of the callback function is that every time the user changes 

the value of a single component such as a text box, the application automatically applies the user’s 

input and loads the new data on the screen. This means that if we have three different text boxes, the 

application would reload the screen three times when the user changes the values for all three text 

boxes. For a simple application, this may not be an issue. However, for a complex application, the user 

may have to wait a long time for the application to load the data that reflects all of the user’s changes to 

the text boxes. To prevent the application from reloading data on the screen until a button is clicked, 

instead of passing the value of a Dash core component or a Dash HTML component to the callback 

function as an Input, we passed the corresponding value as a State (Basic Dash Callbacks, n.d.). This 

tells the application not to refresh data on the screen until a desired action, such as a clicked button, is 

triggered.
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4. DASHBOARD DESIGN 

The journal trend dashboard has three main tabs: 1) journal trends, 2) dataset, and 3) 

vocabulary. The contents of the journal trends tab are displayed on the screen when the user first 

accesses the application. Figure 5 displays a screenshot of the journal trends tab which is visible when 

the user first accesses the dashboard. 

Figure 5 

A screenshot of the Trend Detection dashboard. The contents of the Journal Trends tab is visible on the 
screen when the user first accesses the application. 

 

 
4.1. Journal Trends Tab 

 

The Journal Trends tab has two main sections: the selection section and the content section 

(Figure 5). The first section is the selection section which is located in the first row of the journal trends 

tab. The selection section has a light green background and serves as a query section for driving the 

information shown on the content section based on the user selections. This section has three main 

components arranged left to right horizontally: 1) a slider for selecting the number of trending topics, 2) 

an input text box for specifying a bias amount, and 3) a group of topic checkboxes that enables the user 

to select the trending topics to be displayed on the screen. The second section is the content section 

which has a light gray background. The content section contains three sub-tabs: Simple UI, Advanced 

UI, and Diagnostics. 

4.1.1. Simple UI Tab 

The objective of the Simple UI sub-tab is to provide high-level information about the topics 

and their trends over time. As shown in Figure 5, the Simple UI tab has three sections: 1) a trending 

topics section which includes a figure of the yearly article distribution per trending topic, 2) an abstract 

section which contains a table of abstracts belonging to particular trending topics, and 3) a summary of 

trending topics section which includes a summary table of trending topics.
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4.1.2. Advanced UI Tab 

The advanced UI tab enables the user to conduct a comprehensive analysis of the generated 

trending topics. 

Figure 6 provides a screenshot of the advanced UI tab. 

Figure 6 

A screenshot of the Advanced UI Tab of Journal Trend Detection dashboard 

As shown in Figure 6, the advanced UI tab contains the following six sections: 

• The trending topics section includes a figure of the yearly article distribution per

trending topic.

• The summary section provides a general overview of the trending topics.

These include the number of topics shown on the screen and the evaluation

metrics for the top trending topic.

• The evaluation metrics section contains four tabs. Each tab displays a vertical bar

plot of an evaluation metric including trend score, silhouette score, average standard

deviation of years, and percentage of articles per topic.

• The timelines section includes a plot of timelines for the trending topics.

• The terms section includes a figure of a word cloud of the identified terms for all

trending topics. The bigger the size of a term in the word cloud, the greater the

number of trending topics containing the corresponding term.

• The unique terms section contains a table of a table of unique terms per

trending topic. Figure 7 displays the bar plots of evaluation metrics that are not 

visible in Figure 6.
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Figure 7 

Screenshots of evaluation metrics that are not visible in Fig. 6: (a) a bar plot of Silhouette score per 
topic id, (b) a bar plot of bias average standard deviation of year per topic id, and (c) a bar plot of 

article percentage per topic id. 
 
4.1.3. Diagnostics Tab 

 

The diagnostics tab contains two plots for evaluating the temporal clustering model’s 

performance on various k values and bias amounts. As illustrated in Figure 8, the first plot, located 

under the Number of Topics section, displays the average silhouette score for various k values ranging 

from 5 to 30. The second plot, located under the Bias Amounts section, displays the average trend 

score for various bias amounts ranging from 0.1 to 20 for a number of topics (k value) specified by the 

user. 

Figure 8 

A screenshot of the Diagnostics sub-tab included in the Journal Trends tab 
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4.2. Dataset Tab 

The dataset tab has two main purposes: 1) enables the user to gain an insight of the raw data 

through exploratory data analysis, and 2) enables the user to detect and correct any discrepancies in the 

dataset such as data entry errors, missing values and so on. Figure 9 shows a screenshot of the dataset 

tab. 

Figure 9 

A screenshot of the Dataset tab of Trend Detection dashboard 

According to Figure 9, the dataset tab contains two main sections. First, the header section, 

which has a light green background, contains general information regarding the raw data such as 

number of articles, number of unique keywords, and the time periods of the data shown on the screen. 

Included in the header section is a light blue slider which enables the user to select the time periods for 

the data. Second, the content section, which has a light gray background, contains the following six 

sub-sections: 

• The monthly average number of articles section includes a line plot of the average

number of articles published per month.

• The yearly frequency distribution section includes line plots of the following:

○ median abstract length (purple line)

o total number of keywords (blue line)

o total number of unique keywords (red line)

o total number of articles (green line)

• The keyword’s frequency & timeline section includes a table that displays the frequency

and timeline for each keyword in the raw data.

• The summary statistics section displays the summary statistics tables for abstract

length, number of keywords, and year and month of publication.

• The abstract length section includes a histogram of the abstract length.

• The number of keywords section includes a histogram of the number of keywords.

4.3. Vocabulary Tab 

The vocabulary tab, shown in Figure 10, provides a definition for each term included in the 

dashboard.
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Figure 10 

A screenshot of the Vocabulary tab of the Trend Detection dashboard 

5. DATASET

The dataset contains a collection of 2,973 article abstracts published between 1974 and 2020 

in the “Journal of Financial Economics” retrieved from ScienceDirect. Each record in the dataset has 

four features: year, month, keywords, and article’s abstract. A sample record from the dataset is shown 

in Figure 11. 

Figure 11 

Sample record from the dataset 

Summary statistics of journal articles are provided in Table 1. According to Table 1, the 

abstract length ranged from 117 to 1,880 words with the mean and median of 730 and 692 words, 

respectively. The most typical abstract lengths were 667 and 695 words, each having a corresponding 

22 articles. The number of keywords range from 0 to 17, with a mean and median of 3 and 4 

keywords, respectively. The mode value indicates that most articles have five keywords. 

Table 1 

Summary statistics of journal articles 
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Figure 12 provides the data distribution of abstract length (a) and the number of keywords (b), 

respectively. 

The data distribution for abstract length is right-skewed, with most articles having abstract lengths 

close to the median. Few articles have an abstract length of less than 400 words or greater than 1,200 

words. Similarly, the data distribution for the number of keywords is also skewed, with most articles 

having four or five keywords while there are only a few articles with more than five keywords. 

Figure 12 

(a) Distribution of abstract length (b) Distribution of number of keywords 
 

 
Figure 13 displays the monthly average number of articles published over 46 years. 

According to the figure, on average, 7 or 8 articles are published each month. 

 

Figure 13 

Monthly average number of article distribution over 46 periods 
 

 
Figure 14 shows the frequency distribution of the total number of articles, the total number of 

keywords, the total number of unique keywords, and the median abstract length in the form of a line 

graph. From Figure 14, it is evident that the highest total number of articles was published between 

2011 and 2013. Corresponding to the highest total number of articles, the median abstract length, the 

total number of keywords, and the total number of unique keywords were also highest during the same 

period. Overall, the general trend for the total number of articles, the total number of keywords, and 

the total number of unique keywords seems to be increasing. One more interesting observation from 

Figure 13 is that articles published prior to 1993 did not contain keywords in the print volumes.
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Figure 14 

Frequency Distribution per Year 
 

 
Figure 15 shows the top 15 keywords and their corresponding timeline, sorted in descending 

order of their frequency. According to the figure, the keyword “corporate governance” has the highest 

frequency, followed by the two keywords, “liquidity” and “capital structure.” In addition, from the 

timeline column, it can be inferred that the trend for the keyword “corporate governance” is continuous 

during the periods between 1994 and 2020. Unlike the trend of the keyword “corporate governance,” 

all other keywords have discontinuous trends. Despite having discontinuous trends, the keywords 

“liquidity” and “market efficiency” have the longest continuous timeline of 17 and 16 years, 

respectively. 

Figure 15 

Top 15 keywords with corresponding timeline 
 

 
6. FINDINGS 

Before using the dashboard to detect journal trends, we access the Diagnostic sub-tab to identify 

the best number of topics along with a low and a high bias amount value. Then, we use the Simple UI 

and Advanced UI sub- tabs to analyze the trending topics for the optimal k value on each bias level. 

6.1. Best Number of Topics (k value) Identification 

To select the optimal number of topics, we analyze the figure under the Number of Topics 

section of the Diagnostics sub-tab. As shown in Figure 16, the best number of topics is 9 along with the 

corresponding average silhouette score of 0.0173. Furthermore, the average silhouette score appears to 

rise from k=5 to k=9, with a tiny dip at k=8, before beginning to fall after k=9.
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Figure 16 

Plot of average silhouette score per number of topics (k) 

6.2. Bias Levels Identification 

Following the same strategy for bias levels identification proposed by Behpour et al. (2021), 

we identify a bias amount with a highest average trend score as a suitable cutoff point. At the cutoff 

point, we recognize the corresponding average trend score as the baseline trend score. Figure 17 

displays the average trend score for each bias amount ranging from 0.1 to 20 at selected k value of 9, 

the optimal number of topics. As shown in Figure 17, the baseline trend score is 0.61. 

Figure 17 

Line plot of average trend score per bias amount for k = 9. A cutoff point is identified at a bias amount 
of 3.01 and an average trend score of 0.61. 

To identify a low bias level, we look for a bias amount with a local maximum average trend 

score, or the local’s highest average trend score, before the cutoff point. Using the same plot under the 

Bias Amounts section, we recognize a bias amount of 2.11 as a low bias amount. Since the average 

trend scores seem to stay constant beyond the bias amount of 12.81, we recognize 12.81 as a high bias 

amount. For a moderate bias amount, we pick a value between low and high bias amounts, which is 

4.61. Figure 18 displays the average trend score at each three bias levels: low, moderate, and high.
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Figure 18 

Line plot of average trend score per bias amount for k = 9. The average trend score for low, 
moderate, and high bias amounts are 0.59, 0.28, and -0.37, respectively. 

6.3. Analysis of Trending Topics 

Having identified the optimal number of topics and the baseline trend score, along with the 

low and high bias amounts, we further use the journal trend dashboard to analyze the trending topics 

for each bias level on the best k value, which is 9. First, we specify the number of topics and the bias 

amount on the header section of the Journal Trends tab. Second, we access the Simple UI sub-tab and 

filter the table under the Summary of Trending Topics section to display only the topics that have a 

trend score above the baseline trend score, which is 0.61. Third, we filter the topics by checking the 

checkbox for topics that have the trend score above the baseline. Fourth, we access the Advanced UI 

tab and analyze the timeline, evaluation metrics, and topic terms. Next, we repeat the same process for 

a different bias level on the same k value. 

6.3.1. Low Temporal Bias 

For k=9 and a low temporal bias amount of 2.11, we identified four top trending topics which 

had a trend score above the baseline. Topics are listed in Figure 19 in the order of highest to lowest trend 

score. As shown in Figure 19, the recognized trending topics at the low bias level seem to have a high 

bias average standard deviation of year ranging from 0.74 to 0.90. 

Figure 19 

A screenshot of summary of trending topics table for k=9 and bias amount = 2.11, filtered by trend score 
(>=0.61) 
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Based on the plot of yearly distribution of number of articles per trending topic (Figure 20a), 

the identified trending topics are highly overlapped. Furthermore, each trending topic does not have a 

well-defined trends timeline as there are several gaps in the timeline for each trending topic (Figure 

20b). Additionally, the most common terms across all four topics are ‘effect’ and ‘firm’ (Figure 20c). 

There also seems to be a few unique terms identified for each trending topic (Figure 20d). 

Figure 20 

Timeline analysis of top four low temporal bias clusters for k=9 and bias amount = 2.11, filtered by 
trend score (>=0.61): (a) yearly distribution of number of articles per trending topic, (b) timeline of 
the top four trending topics, (c) a word cloud of all recognized terms for the top four trending topics 
and (d) recognized unique terms per trending topic. 

 

 
6.3.2. Moderate Temporal Bias 

 

For k=9 and a moderate bias amount of 4.61, we identified three topics having a trend score 

of 0.61 or above (Figure 21). Among the three trending topics, topic 2 is more localized because topic 

2 has the lowest bias average standard deviation of year, Silhouette score, percentage of articles, and 

timeline range (7 years). 

Figure 21 

A screenshot of summary of trending topics table for k=9 and bias amount = 4.61, filtered by trend score 
(>=0.61) 
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As shown in figure 22b, the trend for topic 2 starts 2-3 years before the trends for topics 7 and 

8 start and ends shortly 5 or 6 years after. All three topics share common terms such as ‘investor’, ‘use’, 

‘bond’, ‘inform’, and so on (Figure 22c). These terms when combined together indicate a common 

trend among the three topics such as firm investors use market information to find bond price. Before 

2006, the trends for topic 7 and 8 seem highly overlapped (Figure 22a). After 2006, the trend for topic 8 

seems stronger than that of topic 7. Figure 22d also indicates that topic 2 has the most number of 

unique terms although topic 2 has a shorter timeline than that of topic 7 and 8. 

Figure 22 

Timeline analysis of top three moderate temporal bias clusters for k=9 and bias amount = 4.61, filtered 
by trend score (>=0.61): (a) yearly distribution of number of articles per trending topic, (b) timeline of 
the top three trending topics, (c) a word cloud of all recognized terms for the top three trending topics 
and (d) recognized unique terms per trending topic. 

 

 
6.3.3. High Temporal Bias 

 

For k=9 and a high bias amount of 12.81, we identified three top trending topics which had a 

trend score above the baseline (Figure 23). Each identified trending topic also has a high trend score 

which is above 0.9. The top trending topic (topic 5) has a very low percentage of articles (0.37) and 

bias average standard deviation of year (0.07) compared to those of topics 7 and 8. 

Figure 23 

A screenshot of summary of trending topics table for k=9 and bias amount = 12.81, filtered by trend 
score (>=0.61) 



Heisig (Editor) Knowledge, Uncertainty and Risks: From individual to global scale 

Proceedings 17th International Conference on Knowledge Management, Potsdam 23-24 June 2022 307 

As indicated in Figure 24a, the trends for the high bias topics seem to be well defined with a 

little overlap in the timeline. However, the timeline for each trending topic is continuous with no gaps. 

There seems to be a connecting trend between topic 7 and topic 8 where the trend for topic 7 ends in 

1994 and the trend for topic 8 starts in 1993 and then continues to 2020 (Figure 24b). Though the 

trends for topic 5 overlap with the trends for topic 8, the trends for topic 5 only last for 2 years from 

1995 to 1997. Additionally, the most common terms across all three topics are ‘price’ and ‘use’ (Figure 

24c). There also seem to be more unique terms identified for the top trending topic, topic 5 (Figure 

24d). 

Figure 24 

Timeline analysis of top three high temporal bias clusters for k=9 and bias amount = 12.81, filtered by 
trend score (>=0.61): (a) yearly distribution of number of articles per trending topic, (b) timeline of the 
top three trending topics, (c) a word cloud of all recognized terms for the top three trending topics and 
(d) recognized unique terms per trending topic.

6.3.4. Discussion of Results 

From sections 6.3.1 to 6.3.3, it is evident that as the bias amount increases, the number of 

trending topics with a trend score of 0.61 or above decreases. Low temporal bias trending topics are 

highly overlapped, and there is no well-defined timeline for all the top trending topics. With a moderate 

bias amount, we start seeing one or more trending topics that have a better-defined timeline. The line 

plot of moderate temporal bias trending topics is also less cluttered compared to that of low temporal 

bias trending topics. In contrast, high temporal bias trending topics seem to be less overlapped and have 

a well-defined and continuous timeline. In addition, the number of unique keywords increases as the 

bias amount increases. Overall, increasing the bias amount results in fewer trending topics with a 

better-defined timeline of trends. The resulting trending topics are also less cluttered as the bias 

increases. 

However, as the value of bias goes beyond the high level, the trending topics are highly dependent on 

time instead of the information in the existing term corpus. 

7. CONCLUSION AND FUTURE WORK

Trend analysis is crucial since it gives in-depth information and helps in making better 

decisions. We created an interactive dashboard that displays various information regarding trends in a 

financial journal. Following Behpour et al. (2021) paper, a temporal clustering method was used to 

extract the topics and to generate journal trends. Flask web development framework, Plotly's Dash, and 

Python were used to create the dashboard. This paper
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makes a significant contribution in the form of an interactive trend detection dashboard that visualizes 

the most popular topics in a journal over time and drives insight into actions that lead to optimal 

outcomes. The dashboard can be used to understand and experiment with the data and journal trends. 

The dashboard also enables the user to understand the effect of bias amount on the topics and their 

timelines. 

The trend detection dashboard has four potential applications. First, journal editors can use 

this dashboard to see what topics are in trend and understand the development of knowledge created in 

the field. Thus, journal editors can use this dashboard to deliver information to their users about their 

journal's trending topics. Second, the trend dashboard enables researchers to explore the trending 

topics related to their field of study by offering the capability of performing ad-hoc analysis. This 

further enables the researchers to select a high-trending topic that would attract the readers' interest 

while increasing their chance of obtaining funds. Third, research funding institutions can use the trend 

dashboard to learn the trending topics and efficiently and effectively allocate more funds to the most 

prominent and high trending research projects. Last, because this dashboard includes granular 

information about data, topics, and terms, it paves the way for an in-depth investigation into why 

particular topics were trending at a given time. Because there aren't many studies done to produce an 

interactive dashboard for journal trends in the financial field, the interactive dashboard is an attempt to 

fill in the existing research gap. 

The dashboard built in this study uses data from only the Journal of Financial Economics. 

More journal data from various areas can be collected and added to this dashboard in the future to 

examine journal trends in various fields. As the amount of data collected as part of a more extensive 

study grows, the number of topics can also be accommodated. When a trending topic contains all 

articles that are published within the same year, we are unable to compute the trend score because the 

bias average standard deviation of years would have a value of zero. For future research, the time-

biased clustering algorithm can be modified to view only those topics with a trend score. Finally, the 

current research hosts the interactive dashboard locally. The interactive dashboard can be enhanced in 

the future so that it can be hosted in the cloud or on servers. 

External Repositories 

 

The dashboard is available on Github repository. The link for the repository is 

https://github.com/Deep6Lab/Trending-Topics-Dashboard 
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ABSTRACT 

Global warming is the term used to describe critical environmental issues and concerns. Social media such 

as Twitter provides a platform for people to share information, exchange ideas, and express their opinions about 

current and timely issues. This study utilized contextual analysis to analyze data collected from Twitter for the 

hashtag "global warming" during the period 2010 & 2011. Using sentiment analysis and topic modeling, the study 

aimed first at assessing people's perception towards global warming issues, and second study the impact of 

misinformation from the standpoint of social noise on people's perception of global warming during critical 

environmental events. The outcome of this study helps create a better understanding of the environmental issues 

discussed on social media. The sentiment analysis from the data analyzed so far shows that most of the tweets were 

based on Twitter users' personal opinions and not science. The topic modeling results suggest that Twitter users 

typically tweeted when a major environmental event occurred due to global warming. Topic modeling also aids in 

the identification of terms that is associated with social noise. The presence of social noise suggests that 

misinformation does exist and spreads faster. 

AUTHOR KEYWORDS 

Global warming; misinformation; social noise; topic modeling; environmentalists. 

1. INTRODUCTION

Global warming is the term used to describe the changes in the environment such as increased 

pollution and deterioration of air quality, melting of the glaciers and rising of seawater, deforestation, and 

so on. Global warming mainly focuses on increasing temperature and is sometimes used to question the 

legitimacy of climate change debate when weather events such as the record level of snowfalls in the 

Eastern U.S. in 2010 happened (Schuldt et al., 2011). In 2004, former vice president of U.S. Al Gore 

warned from cold weather or extreme weather events as an indication of changes in the climate and the 

inability to look at the big and connect the dots could be costly in the long term (Drudge, 2004; Lineman 

et al., 2015). 

People tend to search on social media for global warming information (White, 2011). Recent 

studies have also shown that people's reliance on social media as sources for information on various 

topics is creating a fertile environment for spreading misinformation (Fischer-Preßler et al., 2019; Gruber 

et al., 2015). Social media and associated social networks are an essential forum for the people's debate 

where people express their opinions freely. Also, they have a direct impact on individual attitudes and 

behavior. On social media, people receive a high number of environmental disasters breaking news. 

Schäfer (2012) stated that social media’s are already an important and credible source of global warming 

and climate change information. According to Williams et al. (2015), people actively participating in 

global warming online debates tend to have strong attitudes of either activists or skeptics. In contrast, the 

people who have a neutral opinion are less likely to participate in this debate (Williams et al., 2015).
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Online users sometimes tend to share misinformation without much thinking due to the 

existence of social noise (Zimmerman, 2020). To understand the misinformation problem, there is a need 

to understand the factors that lead people to engage in social noise activities. Zimmerman first introduced 

the concept of social noise in 2020 and defined social noise as the influence of personal and relational 

elements on information received through social media, which can mislead, distort, or even modify the 

original message (Zimmerman, 2020). Under the effect of social noise, a social media user may alter 

their information behavior in an attempt to display oneself in a more appealing manner in order to build 

their social capital. The concept of social noise helps understand the factors that affect social media 

users' behavior (Alsaid et al., 2021; Pampapura et al., 2022). 

This research examines the impact of misinformation from the point of social noise on people's 

perception of global warming on social media. Notably, the factors that affect the level of awareness and 

knowledge of global warming issues. In this research, Twitter data related to hashtag “global warming” 

is collected over two years period (2010 & 2011) and analyzed. 

 

2. LITERATURE REVIEW 

Global warming is a serious environmental issue. Misinformation about environmental issues 

creates uncertainty and undermines efforts to address the global warming problems. Bjornberg et al. 

(2017) and Dunlap & McCright (2011), through their studies, identify the various actors and 

organizations that systematically attempt to discredit global warming and climate change, including 

scientists, governments as well as political and religious organizations such as think tanks, foundations, 

and institutes. Another factor in dealing with the environment is the conflict of interest where certain 

actors in the industry, such as oil, coal, steel, mining, and car companies, work hard to play down the 

danger of global warming. Media can also be influenced by money and lobbyists, particularly those with 

political affiliations. Global warming and climate change misinformation is often associated with three 

concepts which are skepticism, contrarianism, and denial (Boussalis et al., 2018; Pearce et al., 2019). 

In recent decades, many studies related to social media and global warming are carried out. 

Boulianne (2015) examines the relationship between social media use, global warming, climate change 

activism and engagement. There is convincing evidence that social media platforms affect people's 

opinions and behaviors related to global warming and climate change. The behaviors toward climate 

change perception strongly influence peers' attitudes (Kahan et al., 2012). Twitter users have shown 

different attitudes towards global warming. People with the same like-mindedness typically carry 

positive sentiments in their tweets. While the users with other skeptics and activists, have a negative 

sentiment in their messages. One of the studies reported by Arlt et al. (2011) showed that some people 

used online media to influence global warming and climate change policies. However, studies have 

indicated that social media did not help change people's lifestyles, such as driving or obtaining energy to 

mitigate global warming or climate change (Boulianne, 2015; Arlt et al., 2011; Diehl et al., 2021). Most 

of the time, social media users are polarized about the environment and tend to interact with like-minded 

users. They are exposed to hoaxes and misinformation (Colleoni et al., 2014; Feldman et al., 2014, Jang 

& Hart, 2015). US Twitter users are more likely to describe global warming as a hoax and create doubt 

about the science (Corbett & Durfee, 2004). 

The diffusion of misinformation in social media via social noise is a severe problem. Studies 

suggested that organizations with corporate funding and philanthropic actors have a vested interest in the 

widespread diffusion of misinformation about climate change (Treen et al., 2020). People in power, such 

as politicians, and influencers, can amplify misinformation via the "influencers echo chamber." When 

misinformation is placed in social media, it becomes available to everyone, reinforced through social 

noise, and echoed through sharing and dissemination (Treen et al., 2020). 

The social noise concept aims to understand the social media user's behaviors when engaging 

in misinformation diffusion unintentionally. Zimmerman's defines social noise as the influence of either 

personal or relational elements that can either mislead or modify or change the original message or 

information that is received from social media. Zimmerman’s initial notion of social noise comprises 

four constructs. The four constructs are image curation, relationship management, cultural agency, and 

conflict involvement. A social media user's intentional or unconscious effort to construct their online 
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identity and create a personal presentation that satisfies them is referred to as image curation. 

Relationship management is the desire of a user to build ties with people or organizations that have high 

social value to them. Cultural agency refers to a user's understanding of their roles and responsibilities 

within social institutions and their public involvement in personal concerns. Conflict involvement refers 

to a user's level of comfort with conflict. 

Pampapura et al. (2022) studied the impact of social noise on Black Lives Matter data on 

Twitter. The study supported the constructs identified by Zimmerman and added two additional social 

noise constructs, which are "affiliation and politics'" and "norms and beliefs" (Pampapura et al., 2022). 

3. METHODOLOGY

The mixed-method approach used in this study, aimed at understanding issues that impact social 

media on users' perception of global warming and climate change. A combination of data analytics tools, 

sentiment analysis and topic modeling, are used to analyze Twitter data. Twitter data for the hashtag 

“global warming” was collected for this research. This paper reports the results from the data captured 

during major environmental events in 2010 and 2011. 

3.1. Data Collection 

Twitter was selected as the data source for two primary reasons. One is that Twitter is one of 

the most popular social media sites, and Twitter provides a real-time global newswire for individuals and 

organizations (Fischer-Preßler et al., 2019). Second, Twitter provides Application Programming 

Interface (API) that makes it easier to acquire data. The Twitter API allowed us to capture the complete 

archive of Twitter data. In our analysis, we included tweets that were retweeted & quoted. Previous 

studies emphasize retweets, an adequate measure of how messages are understood as important in the 

network (Larsson and Moe, 2012). 

For 2010, 46,376 tweet records related to global warming were retrieved, whereas, for 2011, 

80,184 records were retrieved. The data collected included the tweet creation date, user id, tweet text, 

tweet language, source of tweet, tweet id, and so on. For easier analysis, both 2010 and 2011 data were 

stored in two different data files. In this research, only selected data such as the tweet create date and the 

tweet text data were used for analysis. Figure 1 shows the monthly tweet chart for 2010 & 2011. From 

figure 1, it can be observed that there is no consistent pattern in the way Twitter users tweeted about 

global warming for each month. 

Figure 1 

Monthly global warming tweet chart for the year 2010 and 2011 respectively 

3.2. Data Cleaning and Analysis 

Exploratory data analysis was performed on the collected data to understand the data better. 

The tweet text data was then cleaned to remove extra text such as "RT," #," "_," hypertext, and so on. 

On the cleaned text, two data analysis methods were carried out. First, sentiment analysis was performed 

to understand the perspective of the Twitter users about global warming as well as the sentiments of 
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global warming tweets. For this research, sentiment analysis was carried out using the Textblob library. 

TextBlob is a Python package with a simple API to interact with its functions and do basic NLP tasks 

(Jain, 2018). Textblob sentiment analysis yields two types of results, one is the subjectivity score, and 

the other is the polarity score. Subjectivity score will help understand whether the text is based on the 

user's personal opinion (subjective) or if the text is based on the facts (objective). Polarity scores will 

help understand the sentiment of the text, which can be either positive, negative, or neutral. 

Further, to gain in-depth insights about the people's perception and to identify the 

misinformation thorugh social noise constructs, BERT (Bidirectional Encoder Representations from 

Transformers) topic modeling method was carried out on the tweet text data. BERTopic is a topic 

modeling technique that uses transformers and the c-TF- IDF to create dense clusters that allow for easily 

understandable topics while keeping critical words in the topic descriptions ( Bertopic, n.d.). Bert has 

several advantages, including the fact that it is bidirectional, meaning it can read a text in either direction, 

which aids the model in learning the context of a word based on its surroundings. In contrast to typical 

topic modeling techniques, which focus on individual words, Bert uses a minimal vocabulary, and a 

BERT model considers understanding the "context" of a sentence (LinkedIn, n.d.). On Google Colab, a 

python code that leverages BERTopic was written and run to extract the topics and their associated 

keywords/terms for this study. 

4. FINDINGS

4.1. Sentiment Analysis Results 

The text blob package performed sentiment analysis on 2010 and 2011 global warming data. 

As mentioned earlier, the text blob provides two scores: the subjectivity score and the polarity score. 

Sentiment analysis subjectivity score of the 2010 global warming data revealed that 53.50 percent of the 

tweets (24,811 tweets) were subjective or based on the Twitter user's personal view, while only 46.50 

percent of the tweets (21,565 tweets) were objective or fact-based. Similarly, a sentiment analysis 

subjectivity score of 2011 global warming data revealed that 58.60 percent of the tweets (46,986 tweets) 

were subjective, whereas 41.40 percent (33,198 tweets) were objective. This shows that most tweets in 

2010 and 2011 were based on users' personal opinions rather than facts. From the results, it is clear that 

individuals are concerned about global warming, and the majority of tweets are based on personal 

opinions and are influenced by personal beliefs. Figure 2 shows the pie chart for the subjectivity scores 

for 2010 and 2011. 

Figure 2 

Subjectivity score of tweets for the year 2010 and 2011 respectively 

Sentiment analysis also generates polarity scores, which aid in deciphering the sentiment 

expressed in tweets. According to the examination of polarity scores on 2010 global warming data, 51.45 

percent of tweets (23,861 tweets) were neutral, 27.90 percent were positive (12,941 tweets), and 20.64 

percent were negative (9,574 tweets). The analysis of polarity scores on 2011 global warming data 

revealed that 46.72 percent (37,458 tweets) were neutral, 27.77 percent (22,267 tweets) were positive, 

and 25.52 percent were negative (20,459 tweets). According to the polarity scores, majority of tweets in 
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2010 and 2011 were neutral, followed by positive tweets. This demonstrates that most Twitter users have 

neutral emotions towards global warming. Figure 3 shows the polarity scores as a pie chart. 

Figure 3 

Polarity score of tweets for the year 2010 and 2011 respectively 

The line chart for the polarity score count in 2010 and 2011 is shown in Figure 4. A closer 

look at the polarity scores reveals that neutral tweets prevailed during the whole year of 2010. Positive 

tweets followed, with negative tweets remaining minimal over the months. However, in 2011, the 

trajectory of tweet sentiment was slightly different, with neutral tweets dominating for the first two 

months of the year before being overtaken by negative tweets in March and April. In May, however, 

the number of neutral tweets outnumbered the number of positive tweets, and the number of negative 

tweets remained low for the rest of the year. 

Figure 4 

Tweet polarity count for the year 2010 and 2011 respectively 

4.2. Topic Modeling Results 

BERTopic technique was used to understand Twitter users' perception of global warming. 

Many cities in the mid-Atlantic broke all-time snowfall records in February 2010. When the BERTopic 

was used to analyze tweets about snow, the topics were compiled, and the corresponding tweet frequency 

was plotted; from the plot (figure 5a), it is evident that the majority of the tweets about snow were 

tweeted in February 2010. Similarly, a deepwater horizon oil leak occurred between April 2010 and 

September 2010. When we plotted the tweet frequency for this issue, it was evident that most of these 

tweets were tweeted between April and September, when the oil leak was occurring (figure 5b). Figure 

5 depicts a line chart showing the frequency of tweets during these events.
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Figure 5 

Line chart for the two natural disasters that occurred in 2010. 

In March of 2011, Japan was hit by the Tohoku earthquake and tsunami. BERTopic developed 

a topic based on the tweets about the Tohoku earthquake and tsunami, and its tweet frequency was 

plotted. The line graph revealed that most of these tweets were sent in March and during the time of the 

natural disaster (figure 6a). In July, many cities experienced record-breaking heat. When the BERTopic 

was used to analyze tweets about heat, the topics were collated, and the related tweet frequency was 

plotted, it was clear that in July 2011, the tweet frequency increased fast (figure 6b). When comparing 

both the line charts (figure 6) connected to natural catastrophes in 2011, it is clear that when a natural 

disaster occurred due to global warming, Twitter users expressed their dissatisfaction with the situation 

and started to call for action. 

Figure 6 

Line chart for the two natural disasters that occurred in 2011 
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To further understand the general perspective of Twitter users about global warming, line charts 

were plotted for the topic of global warming for the years 2010 and 2011. From figure 7a and 7b, it is 

clear that there is no identical tweeting pattern during the months about global warming discussion for 

both the years 2010 and 2011. 

Figure 7 

Line chart for the topic global warming 

BERTopic automatically generated 136 topics based on 2010 data, each topic with ten terms 

connected with it. BERTopic automatically created a total of 262 topics for the 2011 data, each topic 

with ten terms associated with it. The topics' terms was evaluated for both years to uncover keywords 

relevant to social noise constructs. The study found terms linked to the six social noise constructs that 

Pampapura et al. (2022) identified in their publication. There were a lot of terms related to image 

curation, cultural agency, and conflict participation. This demonstrates that Twitter users used global 

warming to construct an online image for themselves, voice their opinion and rights, or generate global 

warming-related conflicts. The topic modeling results further demonstrates that people do participate in 

social noise which indirectly results in the spread of false information or misinformation. The social 

noise constructs and their associated phrases are shown in Table 1. 

Table 1 

Revised social noise constructs and their associated terms from global warming 

Construct Definition Sample Keywords - BLM Sample Keywords – Global Warming 

Image Curation Is the effort by a social media 

user, consciously or 

unconsciously, to craft their 

online identities 

Please, willing, identity, 

recommend, report, thank, 

determination, express 

agree, climate experts agree, finds no grounds, 

global warming drops, global warming scam 

exposed, help reverse global, hottest year, 

rising temperature, so hot, too hot, ur own 
remarkable 

Relationship 

Management 

Refers to a user’s understanding 

of their roles and responsibilities 

within social institutions as well 

as the level of confidence in 
their personal beliefs 

Love, want, help, please, 

equivalent, humanity, 

stoptheviolence, awareness, 

defense, influence, mutual aid, 
absurdity, ordinated, advising 

Help the environment, can help, can help stop, 

gonna be, help, help stop, kindle, love, make 

your own, me again thankfully, need, plz, 

protect health, protect public health, safety, 
save, taking steps, to protect health, to reduce 

Conflict 

Engagement 

Is the level of social conflict 

with which a user is comfortable 

Report, stop, humiliation, 

mistreat, misconduct, 

controversial, discord 

blame global warming, blamed, bullshit, 
change could kill, climate change fraud, 

climate denial, climate disruption, climategate, 

disgraced, disruption, fraud, global warming 
fraud, global warming hoax, global warming 

scam, hackoff, hoax climate global warming, 

hot head, may kill, no grounds for, scam 

exposed, smackoff, undeniable 
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Cultural Agency Is characterized by civic 
participation in social issues and 

is exhibited by individuals who 

believe in their own power to be 
heard and to shape culture and 

beliefs 

radical, recommend, we 
demand justice, our lives 

matter, revolution, leadership, 

diversity, community, social, 
systemic 

brainwashed, can reduce global warming, 
change near, experts agree humans, fair 

ambitious, fight global warming, fighting 

chance, humans are causing, impact, me in 
urging, participate global warming, power 

help, reduce global warming emissions, reduce 
your carbon, save the world, saveworld, stop 
global warming, to stop global 

Affiliation and 

Politics 

Is characterized by loyalty to a 

political party, religion, or an 
organization. This could include 

people paid to carry out certain 

activities or advertise certain 
products. 

Fox news is racist, system is 

racism, supremacist, 
supremacy, racistwhiteleft, 

fascist, abiding 

all white affair, supporting, our community, 

climate change denial, blame it on, scam 

Norms and Beliefs Is characterized by deep beliefs, 

culture, ideology, religion, a 

cause etc. 

changeculture, we demand 

justice, equity, inclusion, fight 

racism, socialists, communists, 

anarchists, conservative, 
extremist 

denialism, don't believe, dreaming, myth, 

regulation, sure about global warming 

5. CONCLUSION

It is clear from the data collected that discussion of climate change and global warming peaks 

around major environmental events such as the snowfall records in February 2010, the deepwater horizon 

oil leak occurred between April 2010 and Japan Tohoku earthquake and tsunami in March 2011. The 

sentiment analysis results from the data associated with these environmental events have shown that most 

people are neutrally concerned about global warming, and the majority of tweets were based on twitter 

users’ personal opinion and were mostly neutral in nature. Topic modeling analysis resulted in the 

identification of terms related to social noise constructs. Most of the terms identified are associated with 

image curation, cultural agency, and conflict engagement. This shows that Twitter users tweeted about 

global warming to either create an online image about themselves, voice their opinion and their rights, 

or create conflicts related to global warming for cultural agencies or political affiliations. The findings 

of the study reveal the prevalence of social noise in global warming data, implying the possibility of 

misinformation. As part of an ongoing research project, the analysis in this paper is limited to data about 

major events in 2010 and 2011. To further expand this study, more data related to global warming is 

being collected and analyzed. The results will be reported in an expanded version of this paper.
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Panels 

Sense-making: Panel of Discovery 

Composed by 

JOHN TURNER 

University of North Texas, USA 

SULIMAN HAWAMDEH 

University of North Texas, USA 

JEFF ALLEN 

University of North Texas, USA 

DAVE SNOWDEN 

Director & Founder – The Cynefin Centre, Cognitive Edge, UK 

This panel is made up of seminal researchers who have been identified as critical to the sense-

making field of study. This panel is designed to provide an overview of the different 

methodologies and theories of sense-making from several of the seminal originators of sense-

making. This panel will begin by having each panelist identify their own definition of sense-

making, what sense-making involves, and why sense-making is relevant in today’s globally 

interconnected environment. This panel will then move to a discussion on how sense-making can 

be applied in today’s environment along with asking recommendations for the next generation of 

methods and theories for the field of sense-making. Lastly, the audience will have an opportunity 

to ask questions of the panelists.
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Changing Landscape of Scholarly 

Communications: Open Access 

Facilitated by 

ANJA ZELTNER 

Open Access Brandenburg, University of Applied Sciences, Potsdam, Germany 

Composed by 

DANIEL GELAW ALEMNEH 

University of North Texas, USA 

SULIMAN HAWAMDEH 

University of North Texas, USA 

INA FOURIE 

University of Pretoria, South Africa 

ABEBE RORISSA 

University of Tennessee, USA 

ANGELA FORD 

Judson University, USA 

SHIMELIS ASSEFA 

University of Denver, USA 

While Open Access (OA) to scholarly and scientific information is not new, various factors, 

including the shift to emergency remote teaching and national mandates for sharing the products 

of funded research outputs drive scholars to rethink traditional scholarship models. Today, due to 

the global COVID-19 pandemic, we are witnessing unprecedented levels of research output 

generated in a short period of time and shared globally with those who are embarking on finding 

vaccines and cures in an accelerated fashion. The pandemic indeed, highlighted the importance of 

transparency, open, and timely access to data and information. Government and private institutions 

worldwide are reacting to the new situation where researchers, educators, students, and staff are 

trying to adjust to remote teaching and learning as well as telecommuting. 

With the changing landscape of academic publishing and the growing interdisciplinary field of 

studies, open access facilitates amalgamations of a diverse set of methods, theoretical frameworks, 

tools and processes that originate from different disciplines and continue to be developed, adopted, 

and extended through further research, teaching, and practices. In this panel, panelists argue that 

open access to scholarly knowledge production should be the modus operandi in the time and age 

we live in. Open access to knowledge is critical not just to accelerate advances in finding solutions 

to societal issues, but also to meet the growing expectations around higher education institutions’ 

social responsibilities in times of uncertainties. Beyond improving access to scholarly and 

scientific research for all, OA supports implementation of guiding principles, including the FAIR 

(findable, accessible, interoperable, and reusable) and FATE (fairness, accountability, 

transparency, and ethics) principles
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Workshop II 

Understanding and Co-Creating 

Sustainable Climate Resilience in Society 

Facilitated by 

PAULA KUUSIPALO-MÄÄTTÄ 

CEO of Paulos Consulting, Finland 

OSSI MÄÄTTÄ 

Direction Technology Services, BDO, Finland 

How can Knowledge and Information management professionals contribute to co-creating 

sustainable climate resilience in society? What are the sustainable climate-resilient futures we 

want to see take place in a global, interdependent world, and what is the Knowledge and 

Information management professionals’ role in making these scenarios happen? 

K&I Management professionals have essential roles to play in addressing the crises, risks, and 

urgency that our environment is facing. Their work as teachers, researchers, and experts in 

processing data and knowledge are crucial to how our world will develop in the incoming decades. 

In this interactive workshop called knowledge Huddle – developed by GRASP Network – 

participants are stimulated in a creative way with the use of art to reflect on the above-mentioned 

questions. Art helps us to imagine alternative futures, and new scenarios, but not only. It also 

connects to our feelings and emotions and speeds up creative processes. 

With this creative approach, the workshop tries to grasp what actions are needed. From individual 

behavior to organizational, national, and international climate actions, all levels are interwoven 

and interdependent. In this scene starting from the personal/individual is essential. What can each 

of us individually do but also how can we collectively make a difference?
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The Information Sciences Department, 

University of Applied Sciences Potsdam 
 

 

Since its foundation in 1992, the Information Sciences Department (FB5) has made a name for 

itself among information experts in Germany. It is known for its study concept of a semi-

integrative curriculum of archivists, librarians and documentalists - called the "Potsdam Model". 

 

 

Currently, almost 500 students are 

taught by 12+ full-professors at the 

department. In addition to the degree 

programs, the department also offers 

adult and part-time education programs 

for employees in archives and libraries. 

 

The Department hosts the 

Coordination Center for Archives in 

the State of Brandenburg and Open 

Access Brandenburg Current research 

projects are around the topics of 

Research Data Management, Digital 

Literacy and Knowledge Management. 
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Motivation: A 2015 National Health Interview Survey in the United States found that Native Americans (NAs) experienced 
poorer physical health than all other racial groups. Compared to non-Hispanic White adults, NAs have a 50% higher obesity rate 
and a 58% higher diabetes rate. While existing studies reported NA health as the worst across all ethnicities, the size and 
economic status of a community impact this statistic. More specifically, if a community is very small with a high proportion of 
NA population, this NA community is more likely to practice their traditional diets. The assumption of this research is that if 
they share knowledge on diets within the community, they are likely to have similar health issues. Therefore, the purpose of 
this study is to investigate two NA communities that differ in size and income levels and explore how their health issues differ. 

Literature Review: Literature shows that ethnicity is remarkably correlated to one’s health. NA communities living in Arizona
have been found to have the poorest health with similar health problems such as obesity and diabetes. These health issues are 
directly related to diet and the high consumption of flour, sugar, and oil. However, before the 1900s, these NAs supplied and 
harvested their own food and had few health issues. When they became poor, they depend their food distribution on the
government. As such, ethnicity and economic status interact and result in different health outcomes (Rashid et al., 2018). 

Data: The research data are patients’ electronic health records from a healthcare provider that serves two NA communities in 
the US with a different proportion of NA concentration and income levels. Community A is economically rapidly growing with a 
high employment and household income rates. Community A is also less ethnically homogenous compared to Community B. 
Note that although NA homogeneity is different between the two communities, their ratios in this database are very similar 
(6.00% for Comm A and 5.45% for Comm B), which makes this dataset ideal for the purpose of this study. As such there is no 
over-representative sample from either site.

Research Methods: Association rule mining, a data mining technique, is employed to discover knowledge hidden in the data. 
Association rule mining will discover similar or dissimilar health problems within group. 

Results: The data mining technique discovers that NAs in Community B have very high blood pressure and problems associated 
with obesity. Although the people in Community A have health issues, they are generally healthier and no distinctive pattern 
are discovered, indicating that the diets among the individuals in Community B are not as similar as those among Community A.

Conclusion and Limitations: The finding shows that NAs in Community B are impoverished and demonstrate a greater rate of 
homogeneity, and their health problems are consistent with those of other NAs, such as higher rates of co-occurrent blood 
pressure crisis, obesity, and poor control of A1C problems. On the other hand, NAs in a wealthier community with a lower NA 
population have some health issues, but they are not as critical as those of Community B. While data mining techniques are 
powerful to discover knowledge hidden in the massive data and are used for evidence-based recommendation, like other 
research methods using a secondary data, the finding lacks the qualitive aspect of the analysis. In the future, researchers can 
visit the sites and interview those patients to fill this gap.

HEALTH DISPARITIES ACROSS NATIVE AMERICAN COMMUNITIES: 

A KNOWLEDGE SHARING PERSPECTIVE

Health disparities across native American communities: a knowledge sharing 
perspective (12) 

Yong-Mi Kim, University of Oklahoma, United States of America David Steinmann, Access Family Care, United 
States of America Don McBride, Access Family Care, United States of America 
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❖A project-oriented platform that promotes sharing ideas and knowledge in practical and
active fashioning driven by an automatic monitoring system was developed.

❖The framework bundles a set of capabilities to approach this new emerging reality
systematically and sustainably, providing a collaborative and co-responsibility learning
environment, fostering dynamism, and cohesion.

CONCLUSIONS

Figure 1 - Diagram of Digital Constellation® framework. 

Figure 2 - Perception of participants of their own expectations, experience with 
the working team, and the project (app) under development, respectively.

❖ The study was carried out with 11 volunteer students from the second and third years
of a High School and Technical Institution located in the municipality of Florianópolis,
Brazil.

❖ The participants, belonging to the Technician course in Systems Development, were
divided in 3 groups and challenged to design and implement a digital software
application from conception to deployment.

❖ The bootcamp was run in four months and was split into 6 Sprints. Each Sprint
consisted of the following sessions: Planning, Delivery, Review, Retrospective, and
Checkpoint meetings.

❖ An intelligent system was developed to monitor and analyze the activities performed,
named Digital Constellation® framework (Figure 1).

❖ The perception of participants of their own expectations, experience with the working
team, and the project (app) under development is presented in Figure 2.

Figure 3 - Frequency of anxiety terms identified along with the program development.

❖ An expressive reduction of anxiety-related terms  was observed, with a Pearson's
coefficient of 0.85 (Figure 3).

❖ It can be associated with several factors, such as the gain of confidence of the
participants throughout the program, the promotion of a collaborative and
psychologically safe environment (Edmondson, 2018), among others.

❖ Participants reported positive feedback, in which the majority of them evaluated their
experience as excellent (72.72%) or good (27.27%).

❖ Practical learning experience, team working, gain of confidence throughout the
program, the presence of a collaborative and psychologically safe environment, the
exchange of experience and knowledge, and empowerment through the use of
technological tools are the key points highlighted.

Edmondson, A. C. (2018). The Fearless Organization: Creating Psychological Safety in the 
Workplace for Learning, Innovation, and Growth. John Wiley & Sons.

REFERENCES

The technological and societal advances of the last decades are demanding the adoption of a new curriculum strategy to foster the development of innovative professionals. Thus, 
researchers have supported the implementation of more integrated, systemic, and learning-based techniques. 

This study presents the project-oriented bootcamp ConstelaDev, designed to promote a high-performance learning and development environment, allowing sharing of ideas and 
knowledge in practical and active fashioning. Its foundations are in modern and innovative technologies for project development and management (Scrum, Kanban) coupled with 

artificial intelligence and systemic constellation, which we call the Digital Constellation® framework.
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the context of global scholarly communication

An analysis of scientific editorials using a Text Mining approach
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b)discipline-specific topics

c) societal topics in academic
discourse
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n • strong correlation between journal

management and
pandemic

• surprisingly, Open Science & Access shows
relatively few strong links

• publication formats are smaller topics, which show a strong
correlation to publishing general
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H1: Editors possess shaping power and disruptive potential due 
to impact à editorials as a communicative medium. 

H2: Strong correlation between journal management and 
pandemic could indicate disruption of the former by the latter. 

H3: Discipline specific topics as disruptions in the respective 
discipline.

H4: Publication formats are mostly smaller topics, but due to 
the influence of editors expressed through editorials, a change in 
formats can be assumed.

Background

Sc
ho
la
rl
y 

Co
mm
un
ic
at
io
n

• central for distribution of knowledge and research outcomes

• affected by developments in research, scholarly communication
and society (e.g. Big Data, Open Access, Covid-19)

• “the foundations of academic publishing are in a state of large-
scale disruption” (Barbour 2019, p.151)1

Di
sr
up
ti
on
 &
 A
NT

• Disruption:
irritation/disturbance that triggers
transformation or adjustment

• Disruptor:
actor(s) causing disruption

• Disruptiveness:
potential for/of disruption

Possibilities for disruption in 
Actor-Network Theory:

• opening the black box

• failed translation processes

• arise of a new actor

Authors
Anna Cunningham Anna.Cunningham@mailbox.tu-dresden.de
Alina Praun Alina.Praun@tu-dresden.de
Martina Pieperhoff Martina.Pieperhoff@tu-dresden.de

Methodological Approach
Journal criteria

• Journal Citation Index >1

• 33 categories from SSCI

Article criteria

• document type: editorial

• published since 2018

Sampling

• combination of 3 search strings

• database: Web of Science Social Science Citation Index (SSCI)

• application via R (quanteda &
topicmodels)

• bag of words approach

• LDA topic modeling with k = 20

Text Mining

• computing of topic correlation

Parameter estimation:

• Kullbach-Leibler divergence

• perplexity

Which disruptions can be 

mapped and identified in 

scholarly communication?

Discussion
• correlations between each

topic due to the statistical
detection of them

• disruption potential only
statistically elaborated,
content analysis in progress

Limitations
& Implications

• further elaboration of the identified
disruptions necessary

• future research questions: Which disruptors
can be identified? Which disruptiveness is
present?

• based on the editors' shaping power, it can be assumed that all
topics have a disruptive character in the meaning of change

• expected disruptions such as climate change or Open Access
are not or are less present, which could be due to a
normalization over time

• change of publication formats is central to scholarly
communication and can partly be explained by changes in
research methods due to Big Data (see Lagoze et al. 2015)2

Discussion

1) Barbour, V. (2019). The future of academic publishing: disruption, opportunity and a new ecosystem. The
Medical Journal of Australia, 211(4), pp. 151-152.e1
2) Lagoze, C., Edwards, P., Sandvig, C., Plantin, J.-C. (2015). Should I Stay of Should I Go? Alternative
Infrastructures in Scholarly Publishing. International Journal of Communication, 9, p. 1052-1071.

topic correlation network plot
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Although it is logical to conclude that collection development policies are the
main source of control of the growth of library collections and  related 
technologies, other factors might be considered, such as financial support, 
personnel policies associated with library collections, and the political 
environment in which a library functions. Branding is a potentially rich
resource for future exploration as it deals with identity and meaning. Branding 
also appears to have a complex, organic affect on the growth of information 
resources and associated knowledge learning and innovation technologies, 
depending on how closely related to the core brand the information technologies
and resources sources may be based on quantitative and qualitative data analysis.

D. Swain and Roughen, P. (2021). Applying knowledge management to planning joint-use
library facilities: The ‘ImaginOn,’ case study of a library and a theater, Journal of Knowledge
Management

P. Roughen and Swain, D. (2020) Building Innovative Brands: Cases of Tacit and Explicit
Knowledge Conversions in Children’s Libraries, Public Library Quarterly

The Wild Place Courtesy of Richland Library (Columbia, S.C.) The 
character of Moishe from The Wild Things was used  to help thematically 
organize online information children’s resources. A monumental Mural of the 
Wild Things in a forest is located in the Children’s Room, the only public 
art authorized by Maurice Sendak, author of Where the Wild Things Are.

Abstract 

Purpose of the Study References

Research Methods

Data Collection and Analysis

Tentative Conclusion

Recommendations and Future Studies

Data Graphics or Charts

Mecklenberg Library (ImaginOn): QUALITATIVE DATA - Comment 
from  Executive Director at Richland Library (Columbia, SC)  and former 
Youth and Outreach Services Director at ImaginOn (Charlotte, NC): 

Acknowledgements 

School of Library and Information
Sciences

School of Library and Information
Sciences

In 1931 S. R. Ranganathan described his theory of five laws of library 
science. This research in-progress is an exploration of Ranganathan’s fifth 
law that “the library is a growing organism.” Library collection development 
policies  and brands determine the type of information sources  to be selected  
for a collection and organically mediate library growth, and the adaptation 
and development of associated technologies. Library brands are symbolic 
representations of the organic identity, collection, and services of a library.  
This research examines three Library Brands: (1) ImaginOn (Charlotte, NC), 
(2) Live Oak Public Libraries, (Savannah, Ga,)  and (3) the Wild Things a
brand theme of the Children’s Room at Richland Library, Columbia, SC.

The research goal is to explore selected aspects of knowledge transformation. 
The research uses as reference and as the basis for methodological framework: 
“A Library is a Growing Organism” (Ranganathan’s 5th Law) within the 
context of library brands on collection behaviors.

By specifically looking at the symbolic branding and development 
of a collection, the library’s knowledge transformation is being 
explored. Ranganathan’s 5th Law can be measured as the brand’s 
growth and prove that “a library is a growing organism.”

The collection development and branding practices of the three public 
libraries are examined from multiple perspectives. Initial results show that 
both branding and collection development may mediate library growth, 
including associated innovation technologies.

CASE 1: For the Live Oak Public Library, information sources associated 
with the peripheral brand “tree” grew at a smaller rate than the core brand 
“Live Oak” and peripheral brands closely related to the core brand, such as 
“oak”.  “Live Oak” represents the core brand, which grew by 15%. The 
following chart represents the growth of relative aspects of the brand:

DISCOVERY:  In some cases, branding encourages collection development; 
at other times it serves to help organize it; and in some cases, branding 
moderates a collection and its growth.

The tentative conclusion that branding mediates and organizes 
collection development may provide insights and best practices 
about how a library functions and grows as a learning system. 
Changes based on the 5th Law can impact how a collection is 
managed and how it provides useful resources to patrons.

Dr. Deborah Swain (editor) and Dr. Christopher 
Cunningham (presenter) – NC Central University
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The above charts show a moderating influence on the peripheral brand 
“tree” in 16 different library branches from 2018-2022. 

CASE 2: Interviews with librarians and library directors showed that 
when the ImaginOn library and children’s theater initially opened, 
information resources related to the brand “ImaginOn” and its unique 
function as a hybrid children’s library and theater were selected to 
support and reflect the new brand. This brand identity seemed to 
decrease over time.

“I don’t recall the strategy at ImaginOn related to collections other than 
that the focus on folk/fairy tales, poetry and monologues was increased 
to reflect the joint nature of the facility/partnership.
“Our focus on collections at Richland Library is like everything we do, 
an extension of our brand promises.” .-Melanie Huggins.

“Partying at ImaginOn" Alma Ramos-Mcdermott i CC BY-NC-ND 2.0.
In a 2005 edition of the School Library Journal, Brian Kenney described a 
group of children using the amazing learning machines at ImaginOn
such as the Story Jar pictured above:
“The students are busy at work, using software that guides them through the 
storywriting process, challenging them to expand their imaginations. When 
they’re done, they can “add” their stories to the Story Jar or, if they have a 
library card, they can revise them later at home or school.” 

Below is the Logo (part of core brand) of ImaginOn

In 2005 a joint use facility was opened by Charlotte Mecklenberg
Library and the Children’s Theatre of Charlotte. The core brand above 
represents the colocation of two educational/entertainment entities 
which “bring stories to life” A peripheral brand is a sign, symbol, word,  
or thing representing the values of the  institution, such as the Story Jar,  
(shown in picture to right), an eclectic tree-like structure located in the 
center of the facility.

Southwest Chatham Library Branch of Live Oak Public Libraries (Savannah, 
Ga,), Courtesy DesignGroup; in this case, “Live Oak” is the core brand, with 
trees representing the values of this building, built amongst living oaks, and 
incorporating a life-size sculptural Live Oak. This is the library system’s first 
LEED (Leadership in Energy and Environmental Design) registered building.

https://www.flickr.com/photos/76088368@N00/4087738227
https://www.flickr.com/photos/76088368@N00
https://creativecommons.org/licenses/by-nd-nc/2.0/jp/?ref=openverse
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Motivation and Background

Delivering and improving patient safety is a major objective in healthcare since 
on average 1 in 10 patients experience an adverse event during hospital 
treatment in high income countries. These adverse events contribute to around 
2.6 million deaths every year due to unsafe care (WHO, 2021). Considering 
Germany, out of 20 million hospitalised patients, 20 000 avoidable death occur 
annually (Schrappe, 2018).

Health Care - complex  organisations

During the past decades, complexity of the health system has evolved 
significantly impacting patient safety due to: 

• limited resources and not ideal work conditions of hospital personnel
(Patriarca et al., 2020)

• continuous changes as a result of health care modernisations with
constantly growing knowledge and an increased use of modern technology
(Goyen & Debatin, 2008; Kälble & Reschauer, 2002)

• an aging population (Statistisches Bundesamt, 2022) with an increase in
severe diseases, multiple pre-existing conditions and numerous medical
treatments

A great amount of patient safety issues cannot be addressed through simplistic 
approaches alone anymore in this era (Sujan et al., 2022). Therefore, it is crucial 
to develop and establish innovative approaches that are suited for complex 
sociotechnical systems in order to build high-reliability systems in health care. 
The WHO emphasized in the Global Patient Safety Action Plan 2021-2030 that 
one characteristic of high reliability organizations is the commitment to 
resilience (Weick & Sutcliffe, 2007). Resilience can be defined as the ability of a 
system to adjust its functioning even in the presence of stress. Resilience 
engineering  focuses on the systems capability to constantly cope with the 
complexity of balancing productivity with safety in daily work (Patriarca et al., 
2020).

In complex sociotechnical systems reality often looks different from Work–as-
Imagined (WAI) represented by task descriptions, manuals and standard 
operating procedures. Instead, people constantly adapt to changes in demand, 
resources and conditions in order to maintain the functioning of the system. This 
is called Work-as-Done (WAD). This distinction resembles Michael Polanyis
(1967) notion of tacit knowledge as something that goes beyond what can be 
readily expressed by words. The Functional Resonance Analysis Method (FRAM) 
developed by Hollnagel (2004, 2012) targets eliciting WAD.

FRAM 

• Research using the FRAM has developed successfully in scientific terms, has
been widely used in several sectors in the industry and has evolved by
several researchers who complemented and integrated the original
methodological steps proposed by Hollnagel.

• The FRAM remains to be a promising approach in the field of complex
dynamic socio-technical systems and has been applied in health for the past
10 years (Patriarca et al., 2020).

• The application of this method has several benefits such as the identification
of differences between work as imagined (WAI) and work as done (WAD),
the potential to highlight essential system functions and to gain input
regarding rethinking clinical processes and procedures that are for instance
due to limited resources or not ideal preconditions (Patriarca et al., 2020).

Aim

This qualitative study was conducted in a major regional hospital in Germany, 
using the FRAM to analyse the recurrent and complex process of surgical care 
preparation in the morning (Unger et al., 2022). The aim was to offer the 
hospital a detailed qualitative analysis to promote resilience and maintain a safe 
state of operating during this process. The FRAM illustrated relevant system 
functions and unveiled sources as well as effects or variabilities that are now in 
the process of being evaluated according to appropriate goals and values. In this 
way, the FRAM  illuminates hidden but relevant knowledge, so to speak tacit 
knowledge, within a complex sociotechnical system that is difficult or impossible 
to identify otherwise.

Figure 1. Sequence of the process 

“Surgical Care Preparation”

Figure 2. Aspects of Functions within the FRAM (based on Hollnagel, & Goteman, 2004)

Results

Figure 3 demonstrates the process of functional resonance and shows that the 
structured process seen in figure 1 is not visible any longer due to functions with 
several linkages or couplings to other functions.

Figure 3. FRAM model of the process “Surgical Care Preparation” 

Goyen, M., Debatin, J.F. Healthcare costs for new technologies. Eur J Nucl Med Mol Imaging 36, 139–143 (2009). 
https://doi.org/10.1007/s00259-008-0975-y

Hollnagel, E., & Goteman, O. (2004). The functional resonance accident model. Proceedings of cognitive system engineering in process plant, 155-161.
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Method and Procedure

▪ For the first time, we applied FRAM to
the complex process of surgical care
preparation at a major regional hospital in
Germany with around 450 beds, 1300 staff
members and 75000 patients per year.

▪ The hospital is an affiliate of the research project
GALA within the region of Aachen, Germany
(www.gala-regioninnovativ.de). Researcher of
the FOM University of Applied Sciences
performed the field study.

▪ The process of surgery preparation starts at
6.30 am and ends at 8.15 am when the
surgeons perform their first cut. Figure 1
shows the course of action of patients being
prepared for surgery either as an
outpatient or as an inpatient departing
from the wards.

• For the collection of qualitative data, researchers conducted  semi-
structured interviews considering six aspects of each function to accumulate
information provided by the medical staff who were involved in this process.

• The duration of each interview was 45-90 minutes, performed by two
psychologists using audio recording and transcription. The hexagon in Figure
2 depicts the 6 relevant aspects of each single function or activity.

▪ The FRAM views the work processes as a network of functions; these can be
either of human, technical or organisational nature. 20 relevant functions,
such as for example the function “insert vein access and check patients'
identity and confirm that patient did not eat or drink beforehand” were
identified and at least two staff members were interviewed for each
function. Specific interview questions defined by Hollnagel were used for
each function such as e.g., “can you start the function even if the
preconditions have not been met?” regarding the aspect “precondition” to
identify each aspect of each function.

▪ Following, the data was inserted into the FRAM-Visualizer Software and
analysed.

Keeping the aim of redesigning this process in order to increase resilience in this 
hospital in mind, Hollnagel´s method proposed that looking for functions with 
multiple couplings can be a first step in establishing whether functional 
resonance could take place (Hollnagel, 2004).

Therefore, the multidisciplinary team validated the extent of the variabilities 
through communication and discussed plausible reasons for variances such as 
human motivation of performing a function. 

Positive variances or strengths should be transferred to other processes in the 
hospital and variances with a high-risk potential were selected to improve 
clinical processes and procedures.

Considering the concept of resilience, Hollnagel proposes that  four aspects are 
crucial to build high-reliability systems: those are to monitor, respond, anticipate 
and learn (Hollnagel, 2017). Although the FRAM produces valuable information 
concerning the potentials to anticipate and to learn as well, its focus is certainly 
upon the monitor-respond couple as these potentials are fully situated in the 
here and now.

We identified 14 deviations from the WAI in our study that were further 
described and evaluated using the WAD-Worksheet we developed as an add-on 
to the FRAM. The main purpose of this instrument is to systematically check 
deviations on their validity, origin and consequences. The WAD-Worksheet can 
be used individually or in teams.

Conclusion

In a world of complex sociotechnical systems new approaches are needed to 
promote patient safety as well as efficiency of processes. This applies in 
particular for the health care sector. Resilience Engineering and its associated 
tools like FRAM offer new insights. From the point of view of knowledge 
management the FRAM helps considerably in eliciting non-codified work 
practices, making them explicit and thus open to reflection, evaluation and 
sharing.

This research project is funded by the German Federal Ministry of Education and Research (BMBF) within the Programs “The Future of Value Creation – Research on Production, Services and Work” and 
“Innovation and Structural Transformation” (funding number 02L20B103) and implemented by the Project Management Agency Karlsruhe (PTKA). The author is responsible for the content of this publication.
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Schwerpunktversorgung mit der Funktionalen Resonanz-Analysemethode (FRAM). Paper presented at the: Frühjahrskonferenz der Gesellschaft für 
Arbeitswissenschaft 2022 "Technologie und Bildung in hybriden Arbeitswelten", Magdeburg, Germany. 
https://www.researchgate.net/publication/357152369
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Knowledge surfacing by
Expert created knowledge connections

Challenge

Knowledge level self-assessment is biased, 
mainly by:
- Competence
- Self Perception
- Social Comparison

On top of that, non-response is a tough
challenge to overcome.

Knowledge

Knowledge is the most important production
factor for any organization.
Knowledge resides in people and is mostly
tacit. 

Experience opportunity

Experience the power and speed of Expert 
created knowledge connections yourself! 
You need: 
• 4 or more people

• with laptop and email
• 1 shared challenge
• 30 minutes of your time

We will setup an online GuruScan Knowledge 
Booster for your experience session.

Author

Bart Verheijen MSc. 
GuruScan BV (Founder)
bart.verheijen@guruscan.nl
www.guruscan.nl

Knowledge connections

Experts in the organization actively point out 
other experts. If done collectively, this leads 
to a subtle but powerful way to overcome the
self-assessed knowledge level biases and non-
response. 

Synchronous and a-synchronous

Synchronous knowledge inventories result in 
an extremely fast profiling.

People network

Knowledge network

mailto:bart.verheijen@guruscan.nl
http://www.guruscan.nl/
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