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Deviation of the mean calculated from three independent experiments.
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CHAPTER 1

INTRODUCTION AND REVIEW

The broader scope of my doctoral work is focused on metalloenzymes, specifically

ones which catalyze DNA-editing reactions such as the cytidine-to-uracil mutation signature

of APOBEC3 family enzymes or the DNA methylation reaction of the M.MpeI methyltrans-

ferase. I worked on method development with the use of evolutionarily conserved amino acids

in proteins combined with electron localization to improve the selection of QM regions in

QM/MM calculations. I also worked on a smaller inorganic complex and explored the effect

of different substituent groups on the formation of low-barrier hydrogen bonds in tridentate

pincer ligands.

The APOBEC3 enzymes are most well-known for their involvement in innate human

immunity to HIV as well as their anti-cancer activity over the course of normal function.

My first project covered APOBEC3H and the orientation of the ssDNA substrate it acts

upon. There is no crystal structure of the enzyme with substrate bound, which thus re-

quired modeling of multiple possible substrate binding orientations and ultimately led to the

determination of the likely orientation and helped to pinpoint the amino acids responsible for

the recognition of the preferred 5’-TCG-3’ motif.1 From this project, I was able to continue

investigating APOBEC3H and a known cancer-related mutation occurring at position 121.

This mutation results in the formation of a large hydrogen bonding network across a large

portion of the protein, which in turn causes a destabilization of the dimer interface as well

as a disruption of the active site, subsequently leading to a loss of expression. I proposed a

rescue mutation that would reverse these effects and restore expression and activity, and my

prediction was validated by my experimental collaborators.2

APOBEC3C, another member of the APOBEC family, has several residues that differ

between the human and rhesus variants. The human A3C is a catalytically active dimer in

vivo, while the rhesus is a monomer and is not active against HIV. My project focused on

the different residues between the two species and how they impact the dimer interface and
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dynamic motion of the enzyme. We found that the residue at position 144 can impact not

only the strength and stability of the interfacial hydrogen bonding network, disrupting the

dimer interface, but also the behavior of loop 1, a region previously shown to be important

to HIV restriction activity.3

The methyltransferase M.MpeI is a promiscuous enzyme, which normally uses S -

adenosyl-L-methionine to methylate a cytidine as part of epigenetic regulation. A single

mutation was reported that enabled M.MpeI to more easily use a non-standard carboxylated

form of its usual substrate to produce a new modified nucleotide. I studied the different

interactions in the active site between these two variants to gain better understanding of

how the substrate preference was shifted, then applied these principles to the prediction of a

second mutation that would shift favorability to the nonstandard residue over the standard.

The manuscript for this project is currently in preparation.

I investigated the smaller inorganic metal complex of the tridentate pincer ligands

discussed in Chapter 2.4 Pincer ligands are chelating agents that tightly bind transition

metals, conferring high thermal stability. They have also been investigated for their use in

catalysis, especially with respect to C-H bond activation.

I developed an improved approach to the determination of QM regions in QM/MM

calculations of enzymes.5 This method helps to provide guidance in the selection of QM

regions in order to obtain more accurate results without the inclusion of more atoms than

necessary. Use of this method allows researchers to perform relatively inexpensive single

point calculations to determine if amino acids or other molecules may be approximated in

the MM region of a QM/MM simulation without significant loss of accuracy compared to an

inclusion in the QM region. In that work, we demonstrated that this method, combined with

evolutionary conservation of sequence and structure in enzymes, provides a novel method of

QM region selection that is both inexpensive and accurate.

I worked to implement a Minimum Free Energy Path optimization protocol in the

open source program LICHEM. Path optimizations to a potential energy surface do not

account for the motion of the atoms in the surrounding environment to the reaction, and lack
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the kinetic energy component of the reaction free energy calculation. This implementation

uses molecular dynamics to obtain average forces over time on a reactive QM region in

QM/MM calculations to account for this atomic motion and provide more accurate energy

values for a path optimization.

These works together have been largely focused on enzyme dynamics and the devel-

opment of new or improved methods by which metalloenzymes may be investigated, and

have helped to produce models that successfully predicted useful mutations.
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CHAPTER 2

CHARACTERIZING HYDROGEN-BOND INTERACTIONS IN

PYRAZINETETRACARBOXAMIDE COMPLEXES: INSIGHTS FROM

EXPERIMENTAL AND QUANTUM TOPOLOGICAL ANALYSES

2.1. Introduction

Tridentate pincers are known for aggressive binding of transition-metal ions.6 Nonethe-

less, reports of 1,4-dimetalated pincers are rare.7–10 The SCS diplatinum(II) pincer of Loeb

and Shimizu7 and palladium(II) and platinum-(II) complexes with NCN amine-based dip-

incers by van Koten et al.,8 Weck et al.,9 and Zhang and Lei10 are representative of known

dimetalated pincer complexes. While these complexes contain 1,4-dimetalated benzenes, to

our knowledge, we were the first to report dimetalated pyrazinetetracarboxamides.11 Of

particular interest in our previously reported dipalladium(II) structure was the presence of

two very short hydrogen bonds(HBs) between the 2,3- and 5,6-adjacent carboxamide oxy-

genatoms, at 2.430(5) Å. Similar phenomena were found fortransition-metal complexes with

pyrazine-2,3-dicarboxamides12–16 and attributed to a delocalized intermediate between ami-

date and iminolate tautomers.13,16

In an extension of a previous study with the tetraethyl-substituted dipincer H4L1,

we introduced extended hydrophobic chains, tetrahexyl (H4L2), and hydrophilic chains, 2-

hydroxyethyl ethyl ether (H4L3) (Figure 2.1), to explore the influence of the pendant chains

on the solubilities. We were also curious as to whether the short O· · ·H+· · ·O HBs found

for the palladium(II) complex of H4L1 would also be observed with the new ligands.

This chapter is presented in its entirety from Lohrman, J.; Vázquez-Montelongo, E. A.; Pramanik, S.;

Day, V. W.; Hix, M. A.; Bowman-James, K.; Cisneros, G. A. Characterizing Hydrogen-Bond Interactions

in Pyrazinetetracarboxamide Complexes: Insights from Experimental and Quantum Topological Analyses.

Inorganic Chemistry 2018, 57 (16), 9775–9778. https://doi.org/10.1021/acs.inorgchem.8b00627.
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Figure 2.1. Pyrazinetetracarboxamide pincer complexes with ethyl (L1),

hexyl (L2), and 2-hydroxyethyl ethyl ether (L3) substituents.

2.2. Computational Methods

To better characterize the nature of these HBs, here we present electron localization

function (ELF),17–19 noncovalent interaction (NCI),20,21 and Bader’s quantum theory of

atoms in molecules (QTAIM)22–27 analyses to investigate the nature of these interactions. It

was previously shown that distinct HBs such as low-barrier hydrogen bonds (LBHBs) can be

characterized by means of ELF analysis.28,29 Additionally, combined ELF/NCI calculations

are powerful tools that can provide insight into unconventional chemical bonding andweak

NCIs in chemical and biological systems.30–33

2.3. Results

Pyrazine-2,3,5,6-tetracarboxamides are relatively easy to prepare from the tetrasub-

stituted methyl ester. The ethyl substituent gives the largest yield at almost 87% for the final

step. The palladium(II) complexes were made as previously described for the acetate, with

the exception that K2PdCl4 was used as the starting material for reaction with H4L3. Crys-

tals of 1 and 3 suitable for X-ray diffraction were grown by slow evaporation from methanol,

while crystals of 2 were obtained by vapor diffusion of ether into a CH2Cl2 solution of 2.

All three palladium(II) complexes contain hydrogen atoms between each pair of ad-

jacent amide carbonyl groups. The O---O distance varies only slightly, with O· · ·H+· · ·O

distances equal to 2.430(5) Å for 1, 2.427(4) and 2.426(4) Å for 2, and 2.413(3) Å for 3.
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The O-H-O angles are not far from linear, 169(7), 174(6) (average of two), and 171(8)°, for

1-3,respectively. The protons in each case were located in difference Fourier maps and re-

fined isotropically. While it is true that the electron density between the two oxygen atoms

was located and refined, the exact location of the hydrogen atom should not be taken as

being highly accurate. Of the three complexes, in 3, the protons were closest to the center

between the two adjacent carbonyl groups, compared to 1 and 2 (Figure 2.2). The presence

of this very short O· · ·H+· · ·O hydrogen bond is also manifested in solution, with sharp

signals integrating to two protons at 19.43 ppm in CDCl3 for 2 and 19.60 ppm in DMSO-d6

for 3 (Figures S7 and S14).

Figure 2.2. Overhead perspective views with selected labels of 1 (a), 2 (b),

and 3 (c).

Selected bond lengths (Table S1) within the tautomeric regions are commensurate

with approaching an intermediate between the amidate and iminolate tautomers. The amide

C-O and C-N distances lie within narrow ranges, and average 1.280(5) and 1.300(5) Å, respec-

tively, which is intermediate between single- and double-bond distances (Table S1). Other

spectral measurements confirm the influence of the intermediate electron delocalization. In

the solid-state IR spectra, the carbonyl stretches shift to lower energies for each of thecom-
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plexes compared to the free ligand by about 50 cm-1 for 1 and 2, and 60 cm-1 for 3 (Figures

S7 and S14).

Intermolecular interactions between the nonbonded carboxylate oxygen atoms of the

acetate and pyrazine π systems of neighboring complexes above and below in the stacked

array are seen for 1 and 2, with distances ranging from 2.669(5) to 2.853(5) Å (Figure 2.3a).

The crystallographic packing for 3 is influenced by the presence of the extended hydrophilic

chain(Figure 2.3b). Two opposing chains each capture a water molecule, which then forms

very weak HB interactions (around 3.0 Å) with the adjacent hydroxyl group and oxygen

atoms of two other neighboring complexes. The small differences in the O---O distances do

not indicate significant intermolecular influence.

Although in our original report of these duplex pyrazine pincers we did preliminary

density functional theory studies, those were primarily performed to investigate the possi-

bility that 1 was a result of the reversion of the ligand to the iminol(ate) tautomeric form.11

Those results indicated that 1 possessed a structure intermediate between the amidate and

iminolate forms. In this contribution, we have performed quantum topological analyses to

better understand the character of the observed HBs and, in particular, localization of the

electrons based on the crystallographic findings.

ELF topological analyses of complexes 1-3 based on the geometries obtained from

the crystal structures are shown in Figure 2.4 (combined ELF/NCI analyses are provided in

Figures S24 and S25). Typically, hydrogen basins arising from ELF analyses are represented

as covalent bonds (disynaptic basins), with the basin shared between the hydrogen atom and

a heavy atom.12,13 Strong interactions such as LBHBs are calculated by ELF to be valence

basins associated with one single hydrogen atom (monosynaptic basin).16

In the case of complex 1, the basin associated with the hydrogen atoms involved in

the HB is seen to be shared (disynaptic basin) with the corresponding oxygen V(H1,O1)and

V(H2,O1’). For complex 2, one of the hydrogen atoms is associated with a monosynaptic

basin [V(H1)], while the other is associated with a disynaptic one [V(H2,O4)]. Conversely,

the basins in complex 3 are associated exclusively with the hydrogen atoms for both HBs,
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Figure 2.3. (a) Intermolecular stacking of the acetate complexes, as shown

for 2 and (b) zigzag hydrophilic-hydrophobic chains of 3.

V(H1) and V(H2). The combined ELF/NCI analysis (Figures S24 and S25) is consistent

with the above results, except for complex 2. For complex 1, NCI analysis shows a dark

blue surface for both HBs, indicating a strong HB for both interactions. In the case of 2,

disynaptic basin V(H2,O4) is predicted, although no strong interacting surface is observed

between H2 and O4 from NCI analysis. For complex 3, no surfaces are observed between the

hydrogen atom and any of the oxygen atoms. Thus, the combined ELF/NCI results indicate

that in 1 the interaction is basically short, but not LBHB; in 2, one of the O· · ·H+· · ·O HB

interactions is indicative of an LBHB, while the other is not; in 3, with the shortest O---O

distance, both interactions are indicative of LBHBs. It should be noted that crystallographic

symmetry restrictions mandate that both HBs should be the same in 1 and 3 because no

minimizations were performed.
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The results of ELF population and distributed multipole analyses for selected basins

are described below. Population and multipole analyses for complex 3 (Table A.4) show

that the first and second polar moments for the lone-pair basins that are directly interacting

with the hydrogen atom are significantly larger than the ones pointing away from the HB

interaction region. This is an indication of the strong polarization on the oxygen atoms

induced by the LBHB. In addition, population analysis shows that each of the oxygen atoms

that share the hydrogen atom for complex 3 has a similar electron population (O2 = 4.03

and 1.62; O1 = 3.73 and 1.98); on the other hand,complex 1 (Table A.2) does not (O2 =

2.81 and 2.99; O1 = 3.86). This further suggests the presence of a covalent bond between

H1 and O1 for complex 1. For complex 2 (Table A.3), populations for the monosynaptic

and disynaptic basins are similar to those for complexes 3 and 1, respectively.

Figure 2.4. Closeup of ELF analysis for the two HB regions for complexes

1 (a), 2 (b), and 3 (c). Atoms involved in the HBs as well as lone pairs and

covalent bond basins labeled for clarity. Isosurface cutoff for ELF = 0.85.

Complementary QTAIM analysis was carried out on complexes 1-3 (Tables S6-S8) to

corroborate the results from ELF analysis. It has been previously reported that analysis of

the density and Laplacian of the density at the bond critical points (BCPs) can be used to

investigate different HBs.34–37 Covalent bonds (shared interactions) possess negative values

for ∇2ρ(r) and small values for ρ(r). Closed-shell interactions, like HBs, also have small

ρ(r) but positive ∇2ρ(r) values. For complex 1 (Table S6), the ∇2ρ(r) values for the BCPs
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located between H1-O1 and H2-O1’ were negative, while the ∇2ρ(r) values for the BCPs at

O1-H2 and O2’-H2 are positive. For complex 3 (Table S8), all of the ∇2ρ(r) values were

negative. For complex 2 (Table S7), the value of ∇2ρ(r) for BCPs corresponding to H1-O2,

O3-H1, and H2-O4 is negative, while the one corresponding to O1-H2 is positive. These

results are consistent with ELF analysis and indicate that complex 1 exhibits a short HB,

while 3 exhibits LBHBs; for complex 2, one of the HB corresponds to an LBHB and the

other to a short HB.

2.4. Conclusions

In summary, the duplex pincers provide an ideal platform for exploring the delicate

interplay between the ligand strength and acid-base properties. The short O· · ·H+· · ·O HBs

almost certainly possess high pKa values, although with the exception of 3, the complexes

are not soluble in water. Similar short bonds have been observed in cyclopentadiene esters,

where the driving force appears to be the formation of the highly stabl earomatic cyclopen-

tadienides.38 In that case, metal-ion coordination is not needed to trigger the HB formation.

Furthermore, solution and solid-state experimental studies indicate that the intramolecular

HBs may depend on other factors, including pincer pendant groups and fourth coordination

site ancillary ligands. Computational findings indicate that localization or delocalization

of the electrons within these very short HBs depends on very subtle differences in O---O

separations, which, in turn, depends on the surrounding ligand field. We are continuing in

our exploration of these HB phenomena.
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CHAPTER 3

COMBINING EVOLUTIONARY CONSERVATION AND QUANTUM TOPOLOGICAL

ANALYSES TO DETERMINE QM SUBSYSTEMS FOR BIOMOLECULAR QM/MM

SIMULATIONS

3.1. Introduction

The atomistic investigation of enzymatic reaction mechanisms can provide useful

insights for various applications.39 A popular approach to investigate reaction mechanisms

in enzymes is the hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) method.

This approach combines two levels of theory, QM and MM, to allow the investigation of

large systems by using a QM approach to represent a small region, at a minimum the

atoms/molecules directly involved in the reaction, while the rest of the system is treated

with a molecular mechanics (MM) method.40–43

The choice of molecular fragments to be included in the QM subsystem and ap-

proaches used to determine them is a topic of interest in the literature.44–51 Several factors

play a role in this selection, including (but not limited to) the overall computational time

(wall–time) of the calculation, the QM level of theory (semi–empirical or ab initio)/basis

set, the MM force field, the type of simulation to be performed (e.g. ground state reactivity,

excited state reactivity, electronic excitation calculations, QM/MM MD), etc. The use of

polarizable force fields has been shown to provide a better description of the MM environ-

ment, which can aid in the reduction of the number of atoms that need to be treated at the

QM level.52–58

One of the ultimate goals of selecting the fragments for the QM subsystem is to

achieve a balance between simulation accuracy and computational efficiency.51 All QM/MM

This chapter is reprinted in its entirety from Hix, M. A.; Leddin, E. M.; Cisneros, G. A. Combining

Evolutionary Conservation and Quantum Topological Analyses to Determine Quantum Mechanics Subsys-

tems for Biomolecular Quantum Mechanics/Molecular Mechanics Simulations. Journal of Chemical Theory

and Computation 2021, 17 (7), 4524–4537. https://doi.org/10.1021/acs.jctc.1c00313.
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calculations necessarily include the Minimum Active Region (MAR) in the QM subsystem,

which we define here as the atoms or molecules directly involved in the chemical bond break-

ing/forming processes for the reaction under investigation

Intermolecular interactions between molecular fragments surrounding the MAR and

the QM subsystem may or may not be approximated appropriately by the classical environ-

ment. In these cases, it is necessary to include additional fragments that may participate

indirectly in the bond making and/or breaking processes. To this end, several methods have

been proposed to determine the molecular fragments that need to be included in the QM

region.

The QM fragment selection can be performed based on geometric considerations

with respect to the MAR, such as including all atoms within a sphere or ellipsoid centered

around the MAR,45,48,49 or including fragments that comprise the 1st and 2nd shell of

residues around the MAR.32,59–68 Heuristic approaches that consider specific interactions of

molecular fragments with the MAR have also been proposed. One such method uses covalent

interactions, where residues which are accessible via a ”covalent walk” from the MAR and

lie within a specific radius are included.69 Another approach relies on including fragments

that form hydrogen bonds with molecules in the MAR.70

Other approaches for the determination of molecular fragments to be included in

the QM subsystem rely on the calculation of electronic structure descriptors such as the

charge deletion analysis46 or the charge shift analysis.71,72 The latter approach relies on

the use of localized Fukui functions to determine the impact of the inclusion of additional

residues beyond the MAR in enzyme catalysis. In this approach, single protein residues

outside the MAR are included in the QM subsystem and changes to the localized Fukui

function are evaluated. Subsequently, the residues that result in changes greater than a

given threshold are included in the QM region.71,72 A similar approach relies on the use

use of QTAIM analysis to predict changes to enzymatic reaction barriers based on changing

electric fields.73

In many cases, the inclusion of additional fragments in the QM subsystem results in
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increased accuracy in the description of the system, however, this inclusion is commensurate

with increased computational cost.32,62,64,74,75

Although there have been a variety of approaches developed for the selection of QM

fragments, we are not aware of any procedure that considers protein evolutionary conser-

vation for QM subsystem determination. Evolutionary conservation is a critical feature of

enzyme families, and provides clues to catalytic activity and proficiency.76,77 Therefore, it

seems natural that the selection of QM fragments in simulations of enzymatic catalysis would

benefit from the use of evolutionary conservation analysis. In this contribution we describe

a method to select relevant fragments for the QM subsystem that relies on the use of protein

sequence/structure evolutionary conservation to identify catalytically relevant residues; com-

bined with a quantum interpretative technique to investigate the effects of specific fragments

on the QM wavefunction.

Most proteins are classified into families based on structural and functional similar-

ity, with variations on enzymatic activity, cellular localization, expression levels, and other

characteristics.78 These protein families often have structurally–conserved amino acid se-

quences across all members, with these residues frequently shown to be relevant to protein

structure and/or function.79–81 Pairs of unrelated proteins have also been shown to have

conserved amino acids at critical positions in their sequences.82 Some conserved residues

may be of interest in investigations of enzymatic reactions as well, as previous studies have

shown certain amino acids may be important for catalysis by interacting with reactant or

transition states along the reaction path, without being directly involved in the breaking or

forming of chemical bonds.60,83,84

As indicated above, the use of chemical descriptors based on QM can be used to

investigate the effects of the environment on the QM wavefunction. The electron localization

function (ELF) provides a way to investigate how regions of strong electron pairing are

influenced in biological systems.85 The ELF was initially proposed to calculate the range

of electron pairing.86,87 Since the ELF results in a continuous and differentiable scalar

field, a topological analysis can be carried out (similar to QTAIM). The resulting scalar
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and derivative fields can be divided into regions (basins). These basins have chemically

intuitive interpretations including cores, lone pairs, bonds, etc. ELF has been shown to

provide useful information for organic and enzymatic reactions.88,89 Additionally, since the

basins do not overlap and the electron population within each basin can be calculated, a

multipolar expansion can be performed, to gain even further insights on these chemically

relevant molecular regions.90

Here we present the use of an approach that combines protein sequence/structure

evolutionary conservation and ELF analyses to determine the effects of various conserved

residues and other molecular fragments on three enzyme systems: 4–oxalocrotonate (4OT),

ten–eleven translocation–2 (TET2), and human DNA polymerase λ (Polλ). The remainder

of the paper is as follows: the next section describes the computational methods for the

evolutionary and ELF analysis, followed by a description of the computational approaches

used to study the three enzymatic systems. Subsequently, the results of the conservation and

ELF analysis on the two test systems, 4OT and TET2, are presented to show the applicability

of ELF to the determination of appropriate fragments in the QM subsystem. Polλ provides

a test system to determine the applicability of the method, followed by concluding remarks.

3.2. Computational Methods

Peptide sequence and structure alignments were performed using the T-Coffee Server

in both Expresso mode and M-Coffee mode, and with Uniprot with CLUSTALO.91–98 Con-

served residues on the target systems from these multiple alignments were assessed by visual

inspection to determine their proximity to the active site.

The three systems considered herein, 4OT, TET2, and Polλ, have been studied by

QM/MM previously.60–63,89,99,100 The details for the preparation of the simulation sys-

tems and computation of the individual paths of these three systems have been described

previously. Briefly, all systems correspond to the wild type structures. In every case, the

structures have been checked with PROPKA and MolProbity to assign ionizable residue

protonation states and check side–chain rotamers. All systems are solvated in TIP3P water,

neutralized with the corresponding number of required counterions and subjected to molec-
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ular dynamics. For 4OT, the structure is based on pdbid: 1BJP,101 the QM subsystem

includes the N-terminal Pro (P1), 2–oxo–4–hexenedioate and (in some cases) R39” or R61’

(see below).60,99

For TET2, the reference system, based on pdbid 4NM6,102 is the same as the one

used in the original calculations.62 Here the QM subsystem includes the ferryl intermediate

and all 1st–shell ligands including coordinating residues (H1382, D1384, H1881), succinate,

water, 5–hydroxymethyl–Cytosine (substrate), 2nd–shell water, T1372 and Y1902. The two

systems for the investigation of the role of different molecular fragments in the active site do

not include either the 2nd–shell water or T1372/Y1902 in the QM subsystem (see below).

All TET2 systems were calculated in the intermediate spin quintet state with Fe in the +3

oxidation state ferromagnetically coupled to the oxygen atom.62

In the case of Polλ the system is based on pdbid: 2PFO,103,104 the QM subsystem

comprises the two known (catalytic and nucleotide–binding) Mg2+, 1st–coordination shell

residues (D427, D429, D490), templating base, incoming nucleotide, cation–coordinating

waters, a proposed 3rd Mg(II) cation with coordinating waters, and (in some cases) R386,

R420, and K472 (see below).63,89,100 QM/MM calculations (single point or optimization)

were done at the B3LYP/6–31+G(d), ωB97X–D/6–311G(d,p), and B3LYP/6–31G(d) for

4OT, TET2 and Polλ, respectively with AMBER parm99 for the MM environment.105 All

calculations were performed with LICHEM interfacing Gaussian16 and TINKER.106–109

ELF analysis was performed with the TopMOD package to determine basin popula-

tions at selected basins involved with the specific reactions.110 For several calculations, the

Mod wfn utility within the TopMOD package was also used to generate minimal wavefunc-

tions only on the reactive atoms. Each system was subdivided into 200 grid points along

each axis for a total of 8,120,601 segments and calculated using very high accuracy mode.

Multiwfn was used for wavefunction analysis of the reactive atoms.111 ELF heat maps were

generated on a 200x200 grid using a plane defined by three reactive atoms. Close-ups of the

heat map for Polλ were generated using a 500x500 grid. VMD and UCSF Chimera were

used for visualizing the iso–surface values and creating images.112,113
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3.3. Results

3.3.1  System Selection

The ultimate goal of the combined protein sequence/structure evolution and ELF 

analyses procedure is to determine whether this procedure can provide insights on whether 

a particular residue or molecular fragment should be included in the QM subsystem, or if it 

may be approximated by the MM potential. To this end, we have chosen systems that have 

previously been investigated via QM/MM and where specific molecular fragments have been 

shown to be appropriately represented by the QM or MM subsystems.

Figure 3.1. 4OT, clockwise from left: 4OT structure (pdb id: 5TIG),114

scheme for the reaction mechanism catalyzed by 4OT, and close up of active

site with conserved and active site residues.

4-oxalocrotonate tautomerase (4OT) catalyzes the tautomerization or 2–oxo–4–hex-

enedioate to 2–oxo–3–hexenedioate. The structure of 4OT is a so–called trimer of dimers

comprised of 6 active sites (Figure 3.1), and has been shown to exhibit ”half–of–the–sites”

reactivity.115 Each active site includes residues from three different monomers, thus, the

residues are designated as unprimed, single–primed, or double–primed to denote that the
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residues belong to different monomers (see Figure 3.1).116 The reaction is carried out by an

N–terminal P1 acting as a general base by abstracting the proton from the substrate, and

proceeds in two steps (Figure 3.1).60,61,99,117,118 Several charged residues are located in the

active site including R11’, R39”, and R61’ (Figure 3.1). These residues are highly conserved

(as well as most of the rest of the monomer sequence) across homologs of 4OT, including

the α/β heterohexamer 4OT (Figure 3.4a-b).119

The original QM/MM simulations showed that no general acid is required in the

reaction,60,99 subsequently confirmed experimentally by Metanis et al.;120 instead, R39”

stabilizes the TS1, intermediate, and TS2 structures by electrostatic interactions. QM/MM

calculations have also shown that it is necessary to consider the full hexameric structure in

order to provide the correct electrostatic environment for the active site under considera-

tion.61

Figure 3.2. TET2, clockwise from left: TET2 structure (pdb id: 4NM6),

scheme for the reaction mechanism catalyzed by TET2, and close up of active

site with conserved and active site residues.

TET2 is part of the TET family, itself part of the Fe/α–ketoglutarate (αkg) super–

family that catalyzes the sequential oxidation of 5–methylcytosine (5mC) → 5–hydroxy-

methylcytosine (5hmC) → 5–formylcytosine (5fC) → 5–carboxycytosine (5caC) (Figure

17



3.2).75 A combined experimental and theoretical study showed that an active site scaffold

formed by two highly conserved residues (Figure 3.4), T1372 and Y1902, helps to position

the substrate in the active site to allow the oxidation by a ferryl (Fe(IV)=O) intermediate

to proceed.75 Subsequent QM/MM simulations showed that the rate–limiting step for the

oxidation of 5hmC to 5fC proceeds through a ferryl intermediate (charateristic of Fe/αkg

family enzymes) via a hydrogen atom abstraction from the hydroxyl of 5hmC, while a T1372A

variant produces a change in orientation of 5hmC in the active site, resulting in a higher

barrier.62

Additionally, the results from these QM/MM simulations suggest that a water mol-

ecule in the ”2nd–shell” of the ferryl plays a role in the H atom abstraction (Figure 3.2).62

Conserved water molecules in enzymes are known to play important roles in catalysis.121,122

The second–shell ligand effect on ferryl–based catalysis of C–H bond breaking (activation)

has been reported previously in other Fe/αkg family enzymes like AlkB,123 inorganic com-

plexes,124 and Fe–based metal–organic frameworks.125

Polλ belongs to the X–family of polymerases and is involved in fixing double–stranded

breaks in the non–homologous end–joining (NHEJ) pathway by catalyzing the nucleotide

addition that fills small 1–2 residue gaps.126 The reaction mechanism of Polλ proceeds via

the deprotonation of the O3’ on the primer base and subsequent nucleophilic attack on the α–

phosphate of the incoming nucleotide with concomitant formation of pyrophosphate (Figure

3.3.63 There are five residues conserved across human DNA polymerases in a second-shell

around the active site (Figure 3.4).63,100,127 Of these five, two are conserved across the

X–family — for Polλ, these correspond to K472 and R488.

The presence of two metals in the active site, termed catalytic and nucleotide–binding,

has been extensively supported in DNA polymerases.63,128–131 Recently, a third divalent

cation has been observed in the active sites of Polη and Polβ (another X–family poly-

merase).132–134 Combined QM/MM simulations and structural/biochemical studies on the

role of this third cation in the reaction mechanism of Polβ,135–137 and QM/MM simulations

on the reaction mechanism of Polη with a third cation,138 indicate that this cation serves to
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Figure 3.3. Polλ, counterclockwise from left: Polλ structure (pdbid: 2PFO),

scheme for the reaction mechanism catalyzed by Polλ, and close up of active

site with conserved and active site residues.

stabilize the product structure and avoid the reverse (pyrophosphorolysis) reaction. Prior

QM/MM simulations on reactant and product structures of Polλ including a third cation

in the active site found that the third metal resulted in a negative reaction energy,100,106

compared with a positive reaction energy with only two cations.63

We have chosen these systems to test and validate our combined procedure given the

role of different conserved residues and/or conserved waters in these systems. 4OT has been

selected because it has been previously shown that a minimal representation of the active

site is sufficient for an accurate QM/MM evaluation of the reaction path. Conversely, for

TET2 it is important to include a water molecule in the QM subsystemthat is located in

the 2nd–coordination shell (2nd–shell), and not directly involved in the making/breaking of

covalent bonds or directly coordinating the metal center.

Based on this, we have performed a series of single point calculations on previously
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Figure 3.4. a) Sequence/structure alignment of 4OT homologs from four

species of pseudomonas. b) Evolutionarily conserved residues on the 4OT

hexamer structure with separate colors for each monomer subunit. c) Partial

sequence/structure alignment of TET2 from multiple classes in the kingdom

animalia. For complete alignment, see SI. d) Evolutionarily conserved residues

of TET2 (blue) with substrate (pink) and cofactor (green) shown for reference,

shown on the structure used in the previously reported study. e) Partial

sequence/structure alignment of Polλ from several plant and animal species.

f) Evolutionarily conserved residues shown in red, with residues tested in this

study shown as ball-and-stick models.
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optimized structures of 4OT and TET2 with different residues/molecular fragments in the 

QM subsystem (see below) to obtain the required wavefunctions for the ELF calculations to 

investigate the effects of QM or MM representations of critical residues/molecules around the 

active site. Subsequently, we have applied the combined procedure on the reactant structure 

of Polλ, including the putative third cation, to determine which residues to include in the 

QM subsystem followed by a full reaction path optimization with the third cation in the 

active site.

3.3.2  QM Subsystem Investigation for 4OT and TET2

The catalytic proficiency of enzymes is given in large part by electrostatic stabiliza-

tion provided by the protein environment. Therefore, if a residue or molecular fragment is 

accurately approximated by the MM environment, the electronic charge distribution for the 

QM subsystem should be similar whether that residue or fragment is included in the QM 

subsytem or located in the MM environment. This should hold for both the reactant, and 

transition state (TS) structures.

We have performed ELF analysis on previously optimized reactant and TS structures 

for 4OT and TET2 to test this hypothesis. These two systems have been chosen to test this 

approach because they provide examples of systems where nearby molecular fragments have 

been shown to be suitably approximated by the MM environment on the one hand (4OT), 

and to be required to be included in the QM subsytem on the other (TET2). Additionally, 

various residues located in the 2nd– and 3rd– shell are conserved and are important for 

catalysis (Figure 3.4).

TopMod also provides the ability to generate modified wavefunction files for a subset 

of the atoms. We have performed ELF analyses for the reactant and TS structures of 4OT 

with a minimal active region and including R61’ for the full wavefunction (see below, and 

Figure B.2), and a modified wavefunction including only the three atoms involved in the 

bond breaking/forming process. In all cases the ELF analyses result in nearly identical 

results. Therefore, for all other systems only reduced wavefunctions have been considered 

for computational efficiency.
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3.3.3 Reactant Structure Analysis

As noted above, the structure of 4OT is composed of six monomers arranged in a 

trimer–of–dimers configuration that includes six active sites (Figure 3.1). 4OT exhibits high 

sequence and structure monomeric conservation (Figure 3.4). Each of the six active sites 

includes residues from three different monomers including the N–terminal catalytic P1, R11’, 

R39” and R61’. The last two residues, R39” and R61’, form hydrogen bond interactions (H–

bonds) with the substrate. Additionally, L8 forms a backbone H–bond with the substrate 

that is important for catalysis.139 All of these residues including L8, R11’, R39” and R61’ are 

conserved (Figure 3.4). Previous calculations showed that the minimum energy path (MEP) 

and associated free energy path (FEP) can be calculated with only P1 and the substrate in 

the QM subsystem.60, 61, 99

ELF calculations including multipolar decomposition (up to 2nd moments) based on 

wavefunctions from single point energies were performed for three different 4OT systems, 

including a minimal QM subsystem (P1 and substrate), one including P1, substrate and 

R39”, and a third with P1, substrate and R61’ (Figures 3.5 and B.1). In all cases, the total 

population for the basins associated with the atoms involved in the reaction is consistent 

between systems, with only minor changes (±0.02 e) for a small number of core and valence 

basins on heavy atoms. One exception occurs for the valence basin of O14 in the full 

wavefunction ELF analysis, which exhibits a difference of -0.1 for the R61’ compared with 

the minimal systems.

The calculated first and second moments for the three 4OT systems are also similar, 

with maximum differences of ±0.02 and ±0.03 for individual components respectively. The 

basin corresponding to the bond that will be broken during the first step of the reaction 

(C2-H4) is largely unchanged between systems, with population remaining the same, dipole 

moment changing by -0.003, and quadrupole moment changing by -0.006 (Figure 3.5c). These 

data indicate that there is no appreciable difference on the electronic charge distribution for 

the reactant structure independent of whether the arginine sidechains are represented by the 

MM potential, or explicitly included in the QM subsystem.
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Figure 3.5. ELF analysis for 4OT reactant structures. a) ELF of reactive

atoms comparing minimal QM (yellow surface) with R39” (red wireframe).

b) ELF of reactive atoms comparing minimal QM (yellow surface) with R61’

(cyan wireframe). c) Multipolar decomposition analyses for the valence basin

of the transferring proton. d) 2D ELF Heatmap for Minimal QM. e) 2D ELF

Heatmap for QM with R39”. f) 2D ELF Heatmap for QM with R61’.

Three systems have been considered for TET2. The first involves a QM region com-

prised of the substrate and full first coordination sphere of the Fe: Fe(III), oxo (ferro-

magnetically–coupled, intermediate spin quintet), H1382, D1384, H1881, succinate, one 1st–

shell H2O, 5hmC, the 2nd–shell H2O, T1372 and Y1902. The second system (no 2nd–shell

H2O) excludes the second shell water (Figures 3.2, B.2 and B.3), and the third system that

was considered, excludes the conserved T1372 and Y1902 (no T1372/Y1902).

Figure 3.6 presents the ELF analysis for the three TET2 systems (see also Figures

B.2 and B.3). Comparison of the system that includes the conserved T1372/Y1902 (large
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QM) with the system where these residues are represented by the MM environment suggests 

that these two conserved residues can be approximated by the MM environment without 

large changes on the electronic charge distribution on the reactive atoms. Comparing the 

TET2 active site with and without T1372 and Y1902 included in the QM region, we find 

that the population of the valence basin at the metal–coordinating oxyl changes by 0.04, the 

dipole moment is negligibly changed by 0.021, and the quadrupole moment is changed by 

0.004 (see Figure 3.6c).

Conversely, the comparison of the ELF analysis for the TET2 system with all frag-

ments in the QM region, with the TET2 system without the 2nd–shell water included in the 

QM region shows that the population of the basin at the metal-coordinating oxyl changes 

by -1.16, the dipole moment changes by a magnitude of -1.128, and the quadrupole mo-

ment changes by a magnitude of -1.367 (see Figure 3.6c). Interestingly, this change in the 

electronic charge distribution is not apparent from visual inspection of the 3D or 2D sur-

faces. Thus, the multipolar decomposition provides a more detailed insight on the electronic 

charge distributions on the ELF basins. These results indicate that the second–shell water 

has a significant effect on the electronic charge distribution. To investigate this further, we 

performed the same analysis for the TS structures (see below).

3.3.4 Transition State ELF Analysis

The ELF analysis for the first TS of the proton abstraction from 2o4hex catalyzed by 

4OT is shown in Figure 3.7 (see also Figure B.4). The comparison of the ELF surfaces and 

multipolar decomposition show no differences in the electronic charge distribution between 

the minimal QM region compared with the systems that include either R39” or R61’, similar 

to what is observed in the reactant. These results indicate that the classical potential 

provides a good approximation around the QM subsystem in this case. Moreover, these 

results are consistent with the experimental confirmation of the absence of an explicit general 

acid in the reaction, and instead, R39” only providing electrostatic stabilization for the 4OT 

catalyzed reaction.120

For the TET2 ELF analysis, similar effects to the reactant are observed. The TS
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Figure 3.6. ELF analysis of TET2 reactant structures. a) ELF of oxyl and

O-H atoms on 5hmC (reactive atoms) comparing large QM (yellow surface)

with QM excluding T1372/Y1902 (cyan wireframe). b) ELF of oxyl and O-H

atoms on 5hmC (reactive atoms) comparing large QM (yellow surface) with

QM excluding second shell water (red wireframe). c) Multipolar decomposi-

tion analyses for the valence basin of the oxyl atom. d) 2D ELF Heatmap for

large QM. e) 2D ELF Heatmap for QM excluding T1372/Y1902. f) 2D ELF

Heatmap for QM excluding second shell water.

structures for the 5hmC oxidation to 5fC catalyzed by wild type TET2 correspond to the

hydrogen atom transferring from the hydroxyl O on the substrate to the oxyl atom on the

ferryl.62 The scaffold formed by the highly conserved T1372 and Y1902 residues (Figure
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Figure 3.7. a) ELF of reactive atoms comparing minimal QM (yellow sur-

face) with R39” (red wireframe). b) ELF of reactive atoms comparing minimal

QM (yellow surface) with R61’ (cyan wireframe). c) Multipole Analysis for

reactive proton. d) ELF Heatmap for Minimal QM. e) ELF Heatmap for QM

with R39”. f) ELF Heatmap for QM with R61’.

3.4) has been shown to be an integral part of the active site by orienting the substrate in

the active site.75 Comparing the ELF analyses of the TS structures when these two residues

are included in the QM subsystem with the system where these residues are in the MM

environment shows no changes on the basin associated with the transferring H atom as

shown in Figure 3.8 (and Figure B.4).

On the other hand, significant differences are observed when looking at the system

with the 2nd–shell water represented by the classical force field. In this case, a significant

reduction in the population is observed with a concomitant change in the first and second

moments of the basin. Here, the changes are such that the ELF basins for the lone pairs on

26



the hydroxyl O are significantly different (Figures 3.8b and B.5). Moreover, the represen-

tation of the water by the classical potential results in a significant overpolarization of the 

Fe atom inducing a subvalence splitting (see Figure B.5). This subvalence splitting effect on

transition metals has been observed in other enzymatic systems.140

3.3.5  QM Subsystem Investigation for Polλ

To test the combined evolution/ELF approach, we have applied it to the investigation 

of the reaction mechanism of DNA synthesis by Polλ with three Mg2+ cations in the active 

site. Previous calculations that investigated the mechanism of Polλ involved only two metal 

cations.63, 140 These simulations indicated that several 2nd–shell residues are catalytically 

important, subsequently confirmed experimentally,141 some of which are conserved across 

human polymerases (Figure 3.4).63, 100, 127

Additionally, the calculated reaction energy for the DNA synthesis step with two Mg2+ 

or two Mn2+ cations was reported to be endoergic.63 As mentioned above, a third metal 

has been reported to provide stabilization for the product in two other polymerases, Polη 

and Polβ.135–138 This stabilization for the product has also been observed for Polλ,100, 106 

although the role of the third cation on the reaction mechanism of Polλ has not been inves-

tigated.

Therefore, we investigated the effect of three different conserved residues in the 2nd–

shell of Polλ, R386, R420, and K472,(Figures 3.4, and S6) on the electronic distribution of 

the active site. Five systems have been tested including the original system (minimal QM 

region), three systems including only one of these 2nd–shell residues, and one more with all 

three residues included in the QM region.

The ELF analysis for the original system, when compared with systems where a 

single one of these additional residues show no difference on the basins associated with 

the breaking of the Pα–O bond (Figure B.6). The most robust test of the evolutionarily 

conserved second–shell residues compared the original QM region against a QM region with 

R386, R420, and K472 included (Figure 3.9). The ELF analysis reveals minimal differences 

between the original system and the system including all three residues. The population

27



Figure 3.8. a) ELF of truncated wavefunction around reactive atoms in

TET2 transition state with and without T1372 and Y1902 in the QM region.

b) ELF of truncated wavefunction around reactive atoms in TET2 transition

state with and without second shell water in the QM region. c) comparison of

electron localization and multipolar moments of the iron-oxyl electronic basin

for full QM region, QM without T1372 and Y1902, and QM without second

shell water. d) ELF heatmap through region of reactive atoms Fe, O, H, and

O with the full QM region. e) ELF heatmap through region of reactive atoms

with T1372 and Y1902 represented as point charges in the MM region. f) ELF

heatmap through region of reactive atoms with second shell water represented

as point charges in the MM region.
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changes by 0.01 in the large system for the reactive phosphate bond. The slight differences

in the reacting bond’s electronic environment engendered by the three residues either alone

or collectively suggest that it is not necessary to include R386, R420, or K472 in the QM

region.

Figure 3.9. a) ELF for Polλ without R386, R420, and K472 in the QM

region (blue). The reaction centers are outlined in purple. b) ELF for Polλ

with R386, R420, and K472 in the QM region (pink). The reaction centers

are outlined in purple. c) Comparison of electron localization with (pink)

and without these three residues (blue). d) ELF heatmap of Polλ without

additional amino acids on the plane passing through the reactive phosphate

bond. e) Closeup of the reactive phosphate bond without additional amino

acids in QM region. f) ELF heatmap of Polλ with R386, R420, and K472

on the plane passing through the reactive phosphate bond. g) Closeup of the

reactive phosphate bond with three additional amino acids in QM region.

A path optimization of the DNA synthesis reaction with the third Mg2+ was per-

formed using the quadratic string method (QSM) combined with a restrained MM proce-
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dure as implemented in LICHEM.107 The QSM path was approximated with 9 total images

(7 structures between the optimized reactant and product) and optimized with an RMSD

tolerance of 5×10−4 and 0.05 Å for the QM and MM subsystems respectively. The QM

subsystem consists of 117 atoms including the original 2–cation system,63 plus the new third

cation, four water molecules, and 4 pseudobonds.100,106

The calculated minimum energy path including the third cation, without any of the

2nd–shell residues, is similar to the originally reported 2–cation mechanism. The MEP for the

3–cation system suggests a two–step mechanism with TS1 associated with the deprotonation

of the O3’ on the primer base, followed by the nucleophilic attack of the deprotonated O3’

on the Pα of the incoming nucleotide. The calculated energy barriers for the approximate

TS structures are 13.8 and 17.5 kcal/mol for the deprotonation and nucleophilic attack

respectively (Figure 3.10. The rate–limiting barrier for the present mechanism is similar

to the previously reported barrier of 17.6 kcal/mol with only 2 cations. These barriers are

consistent with the experimental barrier approximated by transition state theory of 16.6

kcal/mol.63 In addition, the calculated product (approximated from the optimized reactant)

shows a difference of less than 0.2 Å RMSD compared with the experimental structure (see

Figure Sx3), suggesting that the minimal QM subsystem is sufficient for this simulation.

Figure 3.10. Critical structures along the MEP, a) reactant, b) TS1, c)

TS2, d) product, and QSM optimized path e) for the DNA synthesis reaction

catalyzed by Polλ with a third Mg2+ in the active site.

30



Two differences are observed between the previous and current reaction mechanism.

The first is the fact that the calculated reaction energy is endoergic, ∆E=-0.5 kcal/mol, for

the 3–cation mechanism compared with ∆E=2.3 kcal/mol for the 2–cation Mg2+ calculated

path. Additionally, the present MEP indicates that the proton transfer is lower in energy

than the rate–limiting step with an intermediate energy plateau in between the two barriers,

whereas in the two–cation mechanism both steps were almost iso–energetic with a high energy

plateau. Thus, the current results suggest that the thrid cation stabilizes the product, but

does not affect the rate–limiting step in the DNA synthesis reaction catalyzed by Polλ.

3.4. Conclusions

A new procedure that combines protein sequence/structure evolution and ELF analy-

ses has been developed to determine the size of the QM subsystem for QM/MM simulations.

The use of evolutionary analysis provides a tool to determine potentially catalytically im-

portant protein residues. The use of ELF analysis provides a tool to investigate the effects of

different environments on the electronic charge distribution of the QM subsystem, and how

this distribution is polarized depending on whether a particular fragment is represented by

the classical potential, or included in the QM region. Two systems, 4OT and TET2, were

shown to provide positive and negative controls. In 4OT, a charged residue is appropriately

approximated by the MM environment, even though it directly interacts with the substrate.

For TET2, two highly conserved residues can be represented by the classical potential; how-

ever, a 2nd–shell water needs to be included in the QM region. The procedure was further

tested by calculating the MEP associated with the DNA synthesis step catalyzed by Polλ

with a third cation in the active site. The results indicate that three conserved residues

around the active site can be represented by the MM environment, and the resulting MEP

with the third cation is consistent with previous experimental results for Polλ and results

for two other polymerases including a third cation.
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CHAPTER 4

COMPUTATIONAL INVESTIGATION OF APOBEC3H SUBSTRATE ORIENTATION

AND SELECTIVITY

4.1. Introduction

APOBEC3 enzymes (A3s) are cytidine deaminases responsible for dC→dU mutations.

Most A3s act selectively on a 5’-dTdC-3’ motif, with the exception of A3G which prefers a

5’-dCdC-3’ motif.142–144 A3H is known for its role in innate human immunity to retroviruses

including HIV.145 A3H acts upon a single-stranded DNA or RNA substrate and mutates cy-

tidine to uracil, preferring a 5’-dTdCdA-3’ sequence.146 A3H is stable as a monomer in

solution but is known to be an RNA-mediated dimer in vivo.147 There are several available

crystal structures of the A3H monomer, however none of the reported structures have been

crystalized in complex with a substrate or substrate analog. Here, we present a compu-

tational investigation on the orientation of the substrate on A3H and possible structural

determinants for the selectivity of the preferred 5’-dTdCdA-3’ substrate motif.146

4.2. Methods

The initial crystal structure for monomeric A3H was obtained from the RCSB Pro-

tein Data Bank (pdbid: 5W45).148 The sequence was confirmed to match the A3H-HapI

consensus via Uniprot.149 Protonation states of ionizable residues were assigned with H++,

followed by system preparation with tleap in AmberTools16.150,151 All systems were neutral-

ized with Cl- and solvated in water using a minimum distance of 12 Å between the protein

surface and the edge of the box. The parameter sets employed were ff14SB,152 OL15,153

YIL,154 and TIP3P.155

Molecular dynamics (MD) simulations were run in the NVT ensemble at 300K after

minimization (50 steps with steepest descent followed by 450 steps with conjugate gradient)

This chapter is presented in its entirety from Hix, M. A.; Cisneros, G. A. Computational Investigation

of APOBEC3H Substrate Orientation and Selectivity. Journal of Physical Chemistry B 2020, 124 (19),

3903–3908. https://doi.org/10.1021/acs.jpcb.0c01857.
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and iterative thermalization (20 equally spaced stages from 10K to 300K at 12,500 steps

per stage) using a Berendsen thermostat.156 Positional restraints with a force constant of

25.0 kcal mol−1 Å−2 were applied to the Zn2+, coordinating residues, water in the active

site, and the deoxycytidine, as the active site dissociated in unrestrained simulations. The

cytidine base was held in the active site with a distance restraint of 15.0 kcal mol−1 Å−2.

Every system was simulated for 250 ns (in triplicate) with a 2.0 fs timestep and SHAKE

for all bonds involving hydrogen atoms with the pmemd.cuda module in AMBER18 using

a cutoff distance of 8.0 Å for nonbonded interactions and the smooth particle-mesh Ewald

method for long–range Coulomb interactions.157–159 Twelve systems (termed A–L) were

generated by rotating the phostphate backbone of the ssDNA strand with respect to the

central dC nucleotide in the active site (Figure 4.1a). The tested ssDNA sequence comprises

5’-dAdAdAdTdCdAdAdAdA-3’. All systems were built with the Modeller software.160,161

Input coordinates and topologies included in Supplementary Information.

4.3. Results

Structural and dynamic properties, as well as average non-bonded (Coulomb and Van

der Waals) residue–wise interactions via energy decomposition analysis (EDA) were calcu-

lated for each system (Figure 4.1) with cpptraj162 and an in-house FORTRAN90 program

(available in the ESI of Ref. 2).163–166 The EDA results suggest that system H has the

most favorable total non-bonded interaction energy (Figure 4.1b). The ssDNA backbone

for system B is oriented in the opposite 5’-3’ direction to system H and has a lower interac-

tion energy than adjacent systems. Root mean squared deviation (RMSD) analysis suggests

that systems B and H have the smallest deviations with respect to the original structure,

suggesting a more stable initial orientation of the ssDNA (Figure 4.1c, Figure S1). This

is further supported by an RMS fluctuation (RMSF) analysis focused on the individual nu-

cleotides in the substrate (Figure 4.1d, Figure S2). The average RMSF of the substrate

for each system indicates that systems B and H have the smallest average fluctuations for

the ssDNA substrate (2.0 Å and 2.1 Å respectively). Additionally it was observed that the

systems adjacent to orientations B and H tended to shift the alignment of the DNA strand
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Figure 4.1. a) Twelve possible orientations of ssDNA substrate on A3H,

b) Protein-substrate interaction energies with error bars showing standard

deviation (calculated via the numpy python module using the first and last

halves of the individual trajectories), c) RMSD of model substrate over time

with respect to starting orientation, and d) RMSF of nucleotides in ssDNA

substrate.

toward these two orientations. Analysis of residue–wise interactions with the entire ssDNA

substrate suggests that systems B and H have the most favorable total interaction energies

(Figure 4.2, Figures S3 and S4), with loop 1 (17RRLRRPYYPRKALL30) and the region

comprising residues 115-130, which includes K117, K121 and R124, providing significant

favorable interactions with the substrate. Taken together, these results suggest that the

orientation of the phosphate backbone corresponding to the B or H systems allows for more

favorable interactions with protein residues.
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Figure 4.2. Non–bonded interaction energy between each residue and the

ssDNA for a) System B and b) System H, with favorable(unfavorable) residue-

substrate interactions in blue(red).

Systems B and H were run for an additional 250 ns from the end of the initial simu-

lation with the restraints on the target dC removed to observe the stability of the enzyme-

substrate complex. Interatomic distances between the reacting carbon on the cytidine and

the water oxygen in the active site were measured over the trajectories to determine which

system maintained a more stable binding. The ssDNA substrate in System B remained

bound in the active site the entire duration of the simulation (average 3.2 Å). Conversely

system H exhibited sporadic loss of binding. This suggests that while the total interaction
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energy between the protein surface and the substrate is more favorable with system H, the

local interactions with the target cytidine are more stable with system B.

Based on the above results, system B was selected for subsequent simulations to in-

vestigate the selectivity of A3H for the reported consenus sequence. Six new systems were

generated by modifying the nucleotides that flank the central dC to investigate the effects of

different bases in place of the preferred dTdCdA motif. Thymine recognition was tested by

generating three system: 5’-dAdCdA-3’, 5’-dCdCdA-3’, and 5’-dGdCdA-3’ substrates. Ade-

nine recognition was tested by 5’-dTdCdC-3’, 5’-dTdCdG-3’, and 5’-dTdCdT-3’ substrates.

EDA was performed to compare the differences (if any) in protein/substrate interac-

tion between the 5’-dTdCdA-3’ motif and all other systems (Figure S5-S10). The total

non-bonded interaction between the protein and the nucleotides on the 5’ position suggest

that dT is favored over dG (-239 kcal mol−1) and dA (-38 kcal mol−1), but less than dC

(+81 kcal mol−1). The 5’ dT nucleotide shows favorable interactions with R17, R21 and R26

when compared with those from purine nucleotides, however these interactions are generally

unchanged when dC is in the 5’ flanking position. dT also has more favorable interactions

with S86 (between -1 and -5 kcal mol−1) and less favorable interactions with S87 (between

+1 and +5 kcal mol−1) compared with the other nucleotides (see Figure 4.3b). The total

non–bonded interaction of the protein with nucleotides in the 5’ position shows that dA at

this position is 5 kcal mol−1 less favorable than dT; dG is 61 kcal mol−1 less favorable, and

dC is 68 kcal mol−1 less favorable. Hydrogen bond (HB) analysis indicates that a hydrogen

bond is present between the 5’ flanking nucleotide and S86 for 25.5 % of the simulation

time in the case of a 5’dT, compared with 11.7 %, 0.8%, and 0.0 % for dA, dC, and dG

respectively. The HB persistence between a 5’ deoxy–nucleotide and S87 is 0.9 % for dT,

compared with 0.2 % (dA), 10.7 % (dC), and 17.6 % (dG).

The total non–bonded interaction between the entire ssDNA strand and the protein is

more favorable with dA in the 3’ flanking position by between 31 and 245 kcal/mol compared

with all other nucleotides at the same position. Our results suggest that 3’-dA shows strong

attractive interactions with R17, R21, R26, K51, and K52. When compared with the other
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nucleotides in the same position, the arginines interact more favorably with dA by at least

5 kcal mol−1 (see Figure 4.3c). These arginines are on Loop 1, which has previously been

shown to be involved in DNA binding and recognition.167–169 In contrast, the lysines show

slight preference for all three other bases. A3H-R26 is structurally homologous to A3A-R28

and A3B-R211, which have been previously reported as key residues that drive selectivity

in the respective A3s, and both preferentially act upon a 5’-dTdC-3’ substrate.143,170,171

The non–bonded interaction between the individual nucleotides at the 3’ position and the

entire protein suggest that dC and dT are less favored by 33 kcal mol−1 and 55 kcal mol−1

respectively, while dG shows < 1 kcal mol−1 difference in interaction compared with dA.

These results are consistent with previous experimental results showing similar selectivity

for 5’-dTdCdA-3’ and 5’-dTdCdG-3’.146 Hydrogen bond analysis indicates an HB is formed

between dA and R26 for 26.2 % of the simulation, compared with 0.8 %, 0.0 %, and 14.8 %

for dC, dG, and dT respectively.

A3G, A3F and AID have a homologous loop, corresponding to residues 313 to 322

in A3G. Previous studies have shown that A3GCTD 5’-dCdC-3’ selectivity is driven by this

loop and can be modified by mutating to the homologous AID or A3F sequences.144,172,173

Based on our results, the DNA binding orientation precludes the interaction of the ssDNA

substrate with the region in A3H that is homologous to the A3G 313–322 loop. One more

difference observed between A3H and other A3s relates to the structure of the bound ssDNA

substrate. In other A3s it has been reported that the DNA adopts a hairpin conformation.143

In A3H, the substrate can orient in a hairpin conformation in a monomeric system, however,

A3H forms an RNA–mediated dimer which obstructs this orientation.

Dimer simulations were carried out to test the possibility of the B, H and hairpin

ssDNA orientations in the active site. The details of the system setup and simulations are

reported in Ref 2. The dimer structure shows that the active sites in each monomer are

located near the RNA-mediated dimer interface of A3H. This location effectively prevents

the ssDNA substrate from adopting a hairpin conformation. When a dimer system containing

the superposed hairpin structure of A3A in both active sites was considered, the simulation
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Figure 4.3. a) Electrostatic potential of A3H RNA-mediated dimer in so-

lution with ssDNA mapped to solvent-accessible surface. Negative charges

shown in red, positive charges shown in blue. ESP was calculated on the RNA-

mediated dimer without model substrate using the APBS in PDB2PQR.174

Inset is active site with substrate cytidine in position. b) Residues S86 and

S87 interacting with the 5’ thymine. c) 3’ adenine in a pocket formed by R26,

N49, K50, and K51,

was unstable due to strongly repulsive interactions between the ssDNA substrates and the

RNA. Conversely, a track of positively charged surface residues is observed connecting the

two active sites in the A3H dimer (Figure 4.3). For the B and H systems, the initial

structures were simulated with two separate strands, one in each active site. During the

initial stages of the simulations, both strands were observed to come together and thus a

single strand spanning both active sites through the RNA interface was also considered as

shown in Figure 4.3a.
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4.4. Conclusions

In conclusion, we have performed computational simulations to investigate the bind-

ing orientation and substrate selectivity indicators for A3H. Our results suggest that the

preferred binding orientation aligns the ssDNA substrate along a track that provides fa-

vorable interactions with the target cytidine and the two flanking residues, including three

arginines that significantly favor the 3’ flanking adenine. Our results are consistent with

previous experimental reports on substrate binding and consensus sequence selectivity. Ad-

ditionally some of the A3H residues predicted to be related to selectivity are homologous

with selectivity residues reported for other A3s. These results also provide possible targets

for mutagenesis to investigate the role of the selectivity filters for the consensus sequence of

A3H.
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CHAPTER 5

SINGLE-NUCLEOTIDE POLYMORPHISM OF THE DNA CYTOSINE DEAMINASE

APOBEC3H HAPLOTYPE I LEADS TO ENZYME DESTABILIZATION AND

CORRELATES WITH LUNG CANCER

5.1. Introduction

The eleven member Apolipoprotein B editing enzyme (APOBEC) family in humans

are comprised of RNA and single-stranded (ss) DNA cytosine deaminases with diverse bi-

ological functions.175–177 Within this family are a subgroup of seven APOBEC3 family

members that primarily deaminate cytosine in ssDNA, which forms promutagenic uracil.

This C-to-U conversion is considered a DNA lesion and can result in a C-to-T mutation if

uracil is used as a template during DNA replication or error prone uracil repair can nucle-

ate other mutations, such as C-to-G transversions.178 These enzymes are known for their

ability to restrict the replication of various viruses, such as HIV-1, Epstein Barr Virus, and

Hepatitis B virus, through the mutagenic fates of uracil in DNA.179–181 The host genomic

DNA is usually safe from cytosine deamination due to various protections such as cytoplas-

mic localization, low expression levels, or cytoplasmic RNA binding which both sequesters

and inhibits enzyme activity.147,182–185 However, when these checks are not in place, the

APOBEC3 enzymes that can enter the nucleus, such as APOBEC3B (A3B), APOBEC3A

(A3A), and APOBEC3H Haplotype I (A3H Hap I),81,146,147,186–189 can deaminate genomic

DNA. This activity has linked these APOBEC3 enzymes to various cancers, such as lung,

breast, bladder, cervical, and others. The activity related to cancer is on transient genomic

ssDNA during replication or transcription and is considered “off-target” activity.190–194 No-

This chapter is presented in its entirety from Hix, M. A.; Wong, L.; Flath, B.; Chelico, L.; Cis-

neros, G. A. Single-Nucleotide Polymorphism of the DNA Cytosine Deaminase APOBEC3H Haplotype

I Leads to Enzyme Destabilization and Correlates with Lung Cancer. NAR Cancer 2020, 2 (3), 1–27.

https://doi.org/10.1093/narcan/zcaa023.
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tably, the C-to-U conversion only occurs in a specific sequence context, e.g., 5’ RTCA (A3B,

“R” is A or G), 5’ YTCA (A3A, “Y” is C or T), or 5’TCT (A3H).146,188,189 This 5’TC

sequence context has enabled the APOBEC3 mutation signature to be identified in at least

16 cancers and can be differentiated from chemical DNA damage, which may occur with

lung cancer, for example.178,195 The main hypothesis is that APOBEC3 enzymes create

uracils randomly throughout the genome and that the majority of these are repaired by

Base Excision Repair, but some may not be repaired, resulting in transition mutations, and

some may be repaired in an error prone manner, resulting in transversion mutations.196–198

Since APOBEC-induced mutations are stochastic, the effects may be variable and can

range from cell death, enhanced immune recognition, or tumor evolution.146,178,188,197–200

These fates depend on the cell cycle and the location of the mutations. The interplay between

APOBEC3 enzymes in this process is not known. Although there have been multiple reports

of A3B, A3A, or A3H Hap I individually being involved in a cancer, it is not known if more

than one APOBEC3 is expressed in a cancer cell at the same time and what would be the

effects.146,187–189,201 What has recently been identified is that APOBEC3 mutations occur

episodically in cancers.202 This is thought to be because constant expression and mutagenesis

would result in cell death or recognition by the immune system, rather than creating a “just

right” level of mutagenesis for cancer evolution. It has also been reported that for lung

cancer, A3H Hap I predominantly causes early mutations and A3B predominantly causes

late stage mutations.146

Interestingly, there are seven haplotypes for A3H, defined by polymorphisms or dele-

tions at positions 15, 18, 105, 121, and 178, but only A3H Hap I is primarily localized to

the nucleus.203–205 The other A3H haplotypes are primarily in the cytoplasm.205 A3H has

several determinants for stability, such as the propensity to become ubiquitinated and ability

to bind cellular RNA.185,206 A3H forms a dimer that has no protein-protein contacts and is

mediated by binding cellular RNA.147,148,188,207 A3H haplotypes that stably bind RNA are

located in the cytoplasm, and mutants that do not stably bind RNA are nuclear, suggesting

that dimerization mediated by RNA suppresses potential off target deaminations by some
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A3H haplotypes by maintaining cytoplasmic localization, since only those APOBEC3 mem-

bers that have access to the nucleus can contribute to cancer mutagenesis.147 In addition,

some A3H haplotypes are rapidly ubiquitinated and degraded in cells (III, IV, VI), some

are ubiquitinated and degraded on a slower timescale, enabling activity in cells (I), and oth-

ers are not ubiquitinated and have a long half-life in cells (II, V, VII).203–205,208 The short

half-life of A3H Hap I is due to a G105, since mutation of this to an R105 forms an enzyme

with a longer half-life in cells and is A3H Hap VII, which has been used as an A3H Hap

I proxy in vitro.175 How the amino acid at position 105 affects ubiquitination and cellular

stability is not completely understood. Despite A3H Hap I being hypo-active in comparison

to A3H Hap II, V, or VII,208 it is the only A3H that has been implicated in cancer mutagene-

sis.146 Starrett et al. have shown that A3H Hap I is an enzymatic contributor to ‘APOBEC

signature’ mutations in lung cancer and likely contributor to breast cancer.146 This was

a surprising result since A3H Hap I has a half-life in mammalian cells of approximately 30

min.203 The short A3H Hap I half-life also precludes the purification of significant quantities

of A3H Hap I from eukaryotic cells for use in biochemical assays, although A3H tagged with

Maltose Binding Protein fusion can be purified from E. coli and demonstrates activity.208

When mammalian cell lysates are used and A3H Hap I is overexpressed at equivalent protein

levels to more stable haplotypes, the activity is comparable.

One single nucleotide polymorphism (SNP), rs139298, resulting in A3H Hap I K121E

has been recently reported to be associated with lung cancer.209 Lung cancer results in

over 1.6 million deaths per year and nearly 2 million new cases annually, with pulmonary

adenocarcinoma comprising about 40% of the total cases of non-smoking lung cancer.210–213

Surprisingly, we found that this K121E mutation further destabilized A3H Hap I, giving the

counter-intuitive result that the absence of A3H Hap I is associated with lung cancer. In this

study, we examine the A3H Hap I K121E variant and its stabilization by a novel A3H Hap

I stabilizing mutation, K117E, using computational, biochemical, and cell-based techniques.

Our results, considered in conjunction with the genetic data, strongly support the hypothesis

that although APOBEC3-induced mutations can contribute to cancer evolution, constant
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exposure to APOBEC3 mutagenesis may be detrimental to cancer cells.

5.2. Methods

5.2.1  Computational Methods

Molecular dynamics (MD) simulations were performed with the ff14SB,152 OL15,153

YIL,154 and TIP3P155 force fields using the pmemd.cuda157,158 and OpenMM214 programs.

All systems were constructed from pdbid 5W45, corresponding to A3H-HapI based on the

UniProt consensus sequence.148,149 A search of 12 possible binding orientations of the DNA

substrate on one single monomer was performed to determine the most probable orientation

for the DNA substrate1

The most probable orientation was subsequently used to construct the biologically

relevant dimer systems using the rhesus macaque-APOBEC3H dimer structure (PDBID:

5W3V) as a template for UCSF Chimera and taking into account the polarity of the sub-

strate.113,207,215 The monomer crystal of human A3H was overlaid on the dimer crystal of

the macaque A3H and aligned. The protonation states for the dimer systems were deter-

mined using H++, neutralized with K+ (Supplemental Table D.1) and solvated in a box

of TIP3P water of approximately 143Å on each side to allow free movement without self-

interaction across the periodic boundary.150,151,216 Particle mesh Ewald was employed for

long-range electrostatics, with a cutoff distance of 10Å and an error tolerance of 10-4 kJ mol-1

Å-2.158

All simulations were performed in the NPT ensemble at 1.0 bar and 300 K using a

Monte Carlo barostat, and a Langevin thermostat with a 1 fs timestep.159,214,217 Simulation

frames were saved at 10 ps intervals. To maintain active site geometry in the simulations,

distance restraints of 20 kcal mol-1Å-2 at 2.0 Å were applied between the Zn2+ atoms and

their respective coordinating histidines, with additional 10 kcal mol-1Å-2 restraints at 5.0

Å between the Zn2+ and water-coordinating glutamate to prevent incursion into the active

site. Each system was minimized for 2,000 steps and equilibrated for 20 ns before beginning

production. Additional simulations using distance constraints of 2.0 Å between the Zn2+

and coordinating atoms were also run and found to give quantitatively similar results to the
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restrained simulations (data not shown).

Five systems were constructed including A3H Hap I wild type (WT), A3H Hap I 

K121E (cancer variant), A3H Hap I K117E/K121E, A3H Hap I K117E, and A3H Hap I 

G105R (A3H Hap VII). Every system was run for 250 ns in triplicate (750 ns total simulation 

time per variant). Energy decomposition analysis (EDA) was performed using an in-house 

FORTRAN90 program.164–166 RMSF, RMSD, correlation, hydrogen bonding analysis, clus-

tering, normal mode analysis, and distance calculations were performed using cpptraj in the 

AmberTools suite.162, 215

5.2.2  Experimental Methods

 For full experimental methods, refer to text of Ref. 2

5.3. Results

5.3.1  Expression of A3H Hap I in a Lung Cancer Cell Line Induces γH2AX Foci

A3H Hap I has been implicated genetically in lung cancer, although no direct evidence

of DNA damage has been shown in lung cells.146 To better understand the A3H Hap I SNP

(rs139298), we first characterized the level of DNA damage that could be induced by A3H

Hap I WT. Since current models indicate that APOBEC3 enzymes do not induce cancers, but

contribute to cancer mutagenesis in already transformed cells, we used NCI-H1563, a lung

adenocarcinoma cell line derived from a male non-smoker.146 We first determined whether

NCI-H1563 cells expressed any endogenous A3s that have been implicated in inducing DNA

damage. We found that NCI-H1563 did not express A3A, but did express A3B and very low

levels of A3H mRNA, in comparison to the TBP mRNA control (Supplementary Figure D.2).

The NCI-H1563 cells expressed 5-fold more A3B mRNA than TBP mRNA. The endogenous

A3H was not genotyped since the expression was low. Instead, this provided an opportunity

to transduce these cells with an A3H Hap I-Flag expression construct to make doxinducible

stable cell lines to study the effect of A3H Hap I expression (Supplementary Figure D.3).

A key marker of high A3 activity is replication fork stalling from base excision of uracil,

leaving an abasic site, or formation of doublestranded (ds) DNA breaks that are induced

by base excision of closely located uracils.218 To avoid any possible cell death, we only
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induced cells with dox for 24 h, and then cells were fixed and antibodies used to detect γ

H2AX foci as a marker of stalled replication forks and dsDNA breaks.219,220 The uninduced

condition had low amounts of γ H2AX foci/cell suggesting that the A3B mRNA detected

did not correlate with the protein level or the cell conditions inhibited high A3B activity

(Figure 1A–D and Supplementary Figure D.2).201 As a result, the cells were used to study

the difference between uninduced and induced conditions that enabled expression of A3H

Hap I-Flag (Supplementary Figure D.3). The uninduced A3H Hap I-Flag condition had

82% of cells having one to five γ H2AX foci/cell (Figure 5.1A–D). However, when A3H Hap

I-Flag expression was induced with dox, the number of γ H2AX foci/cell increased with

12% of cells having over 15 γ H2AX foci/cell (Figure 5.1A–D, More, range was between

19 and 61 per cell). The other major populations were 24% and 58% of cells with 6–10

and 1–5 γ H2AX foci/cell, respectively (Figure 5.1D). The dox used to induce A3H Hap

I-Flag expression was also tested in NCI-H1563 that were not transduced and showed that

dox treatment by itself did not cause any γ H2AX foci to form above background (Figure

5.1A–D, Mock). DNA repair is responsible for inducing the stalled replication and dsDNA

breaks after the formation of abasic sites from the BER enzyme, UNG, which removes the

APOBEC-induced uracil. To confirm the connection of uracil formation to DNA damage, we

conducted the experiment in the presence of a bacteriophage protein that is an inhibitor of

UNG (UGI). In the presence of A3H Hap I-Flag and UGI, the γ H2AX foci/cell were similar

to the uninduced condition, which demonstrates that A3H Hap I-Flag deamination activity

forms uracils in DNA that are processed by DNA repair to induce abasic sites and/or DNA

breaks that lead to γ H2AX accumulation. Interestingly, A3H Hap I-Flag did not induce

any γ H2AX foci above the background in MRC-5 cells that are normal, fetal-derived cells

(Supplementary Figure D.4). Although the reason for this is not known, we speculate that

different DNA repair mechanisms in these cells may be responsible. These data demonstrate

that A3H Hap I is able to induce formation of uracils that become DNA damage-inducing

events after the action of UNG and, as a result, we sought to further characterize the effects

of the A3H SNP resulting in the A3H K121E variant.
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Figure 5.1. DNA damage induced by A3H Hap I. (A–C) The γ H2AX foci 

detected by immunofluorescence microscopy in NCI-H1563 cells that were or 

were not transduced to express a dox-inducible A3H Hap I-Flag protein. Dif-

ferent cell treatment conditions were dox in non-transduced cells (Mock), dox 

treatment to induce A3H Hap I, but with transfection of a plasmid express-ing 

UGI (Induced + UGI), transduced, but uninduced cells (Uninduced), and 

transduced and induced cells (Induced). The NCI-H1563 cells were analyzed 24 h 

after the treatment. Three representative images are shown. (D) Results were 

quantified and plotted as a histogram. Foci/cell are represented as 1–5 (Bin 5), 

6–10 (Bin 10), 11–15 (Bin 15) and 15 (More) γ H2AX foci/cell.

To investigate the effect of the SNP resulting in the A3H Hap I K121E mutation on the

protein structure and dynamics compared with A3H Hap I WT we used classical molecular
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dynamics (MD). Pairwise hydrogen bond analysis of the K121E indicates the formation of a

new hydrogen bond (HBond) network across part of the protein surface compared with the

WT. This HBond network induces strain on the active site suggesting a change in stability or

activity (Figure 5.2). Hydrogen bond interactions between protein residues that differed by

more than 30% of the simulation time were identified (Supplemental Table D.2). The HBond

network in the K121E system connects two existing networks (R124 to I182 and K117 to

P118 to S87) from the WT into a single larger network in the K121E variant. This extended

over-stabilized network effectively “freezes” the helix where the mutation occurs, disrupting

both the active site and RNA-binding residues on the C-terminal helix. Changes in root

mean squared fluctuation (RMSF) are also observed in the K121E system, with residues

involved in the HBond network exhibiting reduced fluctuation while the rest of the protein

exhibits increased fluctuation (Figure 5.2, Supplemental Figure D.5). Difference correlation

matrices reveal that K121E has large regions of changing correlated movement, especially

with respect to the region around the mutation point (Supplemental Figure D.6). Principle

component analysis (PCA) shows that the first two modes of motion in the K121E system

are constrained and tightly correlated in comparison to the WT (Figure 5.3, Supplemental

Figure D.7).

The table in Figure 5.2d shows an increase in HBonds in several regions, including an

increase in HBond prevalence between E121 and K117/R124. Based on this, we hypothesized

that a second mutation that would eliminate the new interactions with E121 could rescue

the cancer mutant. Thus, based on the increased HBond interactions from E121 to R124

and K117, these are the two likely candidates as mutation sites. In the case of R124 the

HBond to E121 is formed via the sidechains. In addition, R124 also interacts with the C-

terminus, I182. Thus, mutating R124 could result in negative effects. In the case of K117,

the HBond to E121 is formed between the backbone atoms. Therefore, it was hypothesized

that a mutant that would provide a repulsive electrostatic interaction between the sidechains

at sites 117 and 121 could destabilize this backbone HBond interactions to levels similar to

those observed in the WT, and restore the HBond network.
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Figure 5.2. Features of A3H Hap I WT and mutant enzymes. (A) A3H

Hap I (transparent pink) with RNA interface (purple) and DNA substrate (ice

blue). G105 is shown in orange, K117 in cyan and K121 in green, with cor-

responding residues on opposite monomer shown in transparency. (B) RNA-

binding residues on terminal helix. (C) Formed HBond network as a result of

K121E mutation. (D) Table of largest contributors in each HBond interaction,

shown as percentage of total simulation time.

The simulation data (Supplemental Figure D.7-D.8) suggest that a K117E mutation 

could rescue the K121E variant by restoring the two hydrogen bonding networks. The 

K121E/K117E variant removes the HBond between the side chains of 121 and 117, and 

partially restores the remaining interactions in the network towards their WT levels (Figure 

5.2). The K121E/K117E system shows less of a change in fluctuation, with residues in the 

network exhibiting near WT fluctuation, similarly to what is observed for the stabilized A3H 

Hap I G105R (A3H Hap VII) (Figure 5.3). The PCA shows that the first two modes are 

similar to those of the WT, as does the comparatively minor change in correlated movement.

5.3.3  K121E Destabilzes A3H Hap I

 To test the computational results, we produced the A3H Hap I variants in 293T 

cells for cell-based analysis. To determine the steady-state expression levels of the A3H
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Hap I WT, K121E cancer variant, putative rescue mutant K117E/K121E and rescue mutant

control K117E, we transfected 3x HA-tagged A3H expression constructs into 293T cells.

Immunoblotting showed that steady-state expression levels for the cancer variant were not

detectable by immunoblotting, suggesting that the K121E mutation destabilized A3H Hap I

WT (Figure 5.4A), in agreement with the computational predictions (Figure 5.2). In support

of this, A3H mRNA levels measured by qPCR showed that A3H Hap I WT, K117E, K121E

and K117E/K121E mRNA levels were not significantly different, demonstrating that the

destabilization was at the level of protein (Figure 5.4A). We were also unable to detect any

deamination activity for A3H Hap I K121E in cell lysates (data not shown). We found that

the K117E mutation stabilized A3H Hap I in the presence of the otherwise destabilizing

G105 amino acid (32) and, as predicted, can stabilize the cancer variant (K117E/K121E;

Figure 5.4A). Since the destabilizing SNP, K121E, was associated with lung cancer,209 these

data suggested that A3H Hap I somatic mutations may be detrimental to cancer progression

perhaps due to extensive mutagenesis leading to cell dysfunction or immune recognition.

While beyond the scope of this study, the A3H Hap I K121E instability is consistent with

A3H Hap I mutations being identified only early in cancer, the episodic nature of APOBEC3-

induced mutations in cancer and the ability of A3H Hap I to cause DNA damage (Figure

5.1).146,202,209

5.3.4  A G105R Mutations Results in a More Active and Stable A3H than a K117E Mutation

To understand the reason for the instability of the A3H K121E variant, we conducted

a biochemical analysis of A3H using an Sf 9/baculovirus expression system. Although a

K117E mutation can stabilize A3H Hap I, it is not a naturally occurring variant. The

naturally occurring stabilization of A3H Hap I is a G105R mutation, which is known as

A3H Hap VII.203 The reason for the instability induced by G105 is not entirely understood.

Computational models of the G105R system exhibit dynamic motion and HBond patterns

similar to the WT, indicating that this mutation does not negatively affect the structural

stability of the protein (see Supplementary Figures D.6–D.8 for G105R computational data).

The G105R may simply increase the propensity of the protein to become polyubiquitinated
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Figure 5.3. Difference RMSF for A3H Hap I WT and mutants. The analysis

with respect to A3H Hap I WT overlaid on protein structures for (A) K121E,

(B) K121E/K117E and (C) K117E. Residues in blue exhibit increasing RMSF

compared to A3H Hap I WT; residues in red exhibit decreasing RMSF com-

pared to A3H Hap I WT. PCA for mutant systems (blue) over WT (gray) for

(D) K121E, (E) K121E/K117E and (F) K117E. Difference correlation matri-

ces against WT reference by residue for (G) K121E, (H) K121E/K117E and

(I) K117E. Correlation differences range from complete anticorrelation in red

(-1) to complete correlation in blue (+1).

and degraded206), in contrast to K121E that destabilizes the structural integrity of A3H

Hap I (Figures 5.2 and 5.3). To test whether the longer steady-state half-life of A3H K117E

and K117E/K121E in cells correlates with increased catalytic activity similar to A3H Hap

VII, we conducted an in vitro deamination assay using protein purified from Sf 9 insect cells
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to obtain a quantitative measurement. A3H deaminase activity was observed by adding a

118-nt ssDNA with two A3H deamination motifs (5’ CTC) and an internal fluorescein label

to purified A3H Hap II, A3H Hap VII, A3H Hap I K117E and A3H Hap I K117E/K121E.

The two 5’ CTC motifs account for the preference of some A3H variants to preferentially

deaminate the cytosine motif nearest the 3’ end of the ssDNA.215 We found that despite

recovery of protein stability the A3H Hap I K117E and A3H Hap I K117E/K121E were ∼4-

fold less active than A3H Hap VII (relative to Hap I, G105R) or A3H Hap II (relative to Hap

I, G105R, E178D) (Figure 5.4B and C, and Supplementary Figure D.9). These data suggest

that the A3H Hap I HBond network is important for catalytic activity and compensatory

mutations can correct the instability, but not fully reinstate catalytic activity.

A second component important for APOBEC3 activity is processivity, which describes

the search process the enzyme undergoes to deaminate multiple cytosines in a single enzyme–

substrate encounter. The low activity can be due to a less efficient search on the ssDNA,

which precludes finding any cytosines for deamination or can be due to changes to the active

site that influence the chemistry of the deamination.175 The computational data predict

that the active site structure would be affected, but cannot determine effects on activity

or processivity, which are mitigated by ssDNA interactions with helix 6 on A3H.215 The

processivity assay is conducted under single-hit conditions, so only if an enzyme can undergo

multiple deamination reactions in a single enzyme–substrate encounter, a double deamination

band (5’C and 3’C) should be observed (see the ‘Materials and Methods’ section). The

processivity factor represents the likelihood of a processive deamination occurring relative to

a nonprocessive deamination, which for the A3H Hap I mutants is ∼6-fold. Consistent with

the determinants of processivity being outside of the active site, the mutants were processive,

similar to what has been reported for A3H Hap VII and A3H Hap II (Figure 5.4D).215

5.3.5  A3H Cancer Variant Destabilizes Dimer Interface

From monkeys to greater apes, the A3 family has lost activity. Although A3B activity

can be lost through a gene deletion,221 other A3s have lost activity because of decreased

catalytic activity due to mutation of residues near the active site, e.g. A3D, or loss of
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Figure 5.4. Expression and deamination activity of A3H and mutants. (A) Tran-

sient expression of HA-tagged A3H Hap I expression constructs in 293T cells was

detected at the protein level by immunoblotting (left) and mRNA level by qPCR

(right). The A3H Hap I WT, K117E, K121E and K117E/K121E had different

steady-state protein expression levels, but the mRNA levels in cells were not sig-

nificantly different, indicating that differences in stability were at the protein level.

For immunoblotting, the α-tubulin served as the loading control. For qPCR, TBP

mRNA served as the control and results are displayed relative to A3H Hap I WT.

(B) Time course of deamination of A3H Hap II, A3H Hap VII and A3H Hap I mu-

tants. Deamination was tested on a 118-nt ssDNA (100 nM) and gels analyzed for

each plot are shown in Supplementary Figure S9. (C) Specific activity of A3H Hap

II, A3H Hap VII and A3H Hap I mutants. (D) Processivity of A3H Hap I K117E

and K117E/K121E. The processivity factor (P.F.) measures the likelihood of a pro-

cessive deamination over a nonprocessive deamination and is described further in

the ‘Materials and Methods’ section. Both K117E and K117E/K121E are ∼6-fold

more likely to undergo processive deamination than a nonprocessive deamination.

The standard deviation for three independent experiments is shown as error bars

(B), in the table (C) or below the gel (D).
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dimerization, e.g. A3C.222,223 Based on recent crystal structures, the association of A3H

with RNA is concomitant with enzyme stability and dimerization.147,148,185,207,224 This

is a unique feature of A3H compared to other A3s, in that it uses a dsRNA molecule to

form a dimer interface without any protein–protein contacts and that this imparts stability

to the enzyme. As a result, we hypothesized that the reason for the A3H cancer variant

instability (Figure 5.4A) may be due to the inability to bind RNA and dimerize. RNA-

mediated dimerization can be detected by treating a purified protein preparation with RNase

A and observing whether an ∼12-nt RNA is protected from digestion. We confirmed that

recombinant A3H Hap I mutants K117E and K117E/K121E purified from Sf 9 cells with

RNA and RNase A treatment resulted in an ∼12-nt RNA being protected from degradation

by the protein (Figure 5.5A). The A3H Hap VII and A3H Hap II also bound cellular RNA and

protected an ∼12-nt RNA in the presence of RNase A, although the A3H Hap II bound less

RNA than the other A3H variants. The reason for this is not known; although several studies

have confirmed that A3H Hap II binds RNA in order to dimerize, the amount of bound

RNA was not compared in parallel to other A3H haplotypes.147,148,185,207,224 However,

consistent with RNA binding, all four A3H variants formed primarily a dimer (44 kDa

eluting at ∼17 ml, Figure 5.5B–D). Similar to A3G and as previously shown for A3H,215,225

the size exclusion chromatography (SEC) profile peaks were broad, indicating polydispersity.

There were smaller peaks on either side of the dimer peak, indicating smaller populations of

monomers and tetramers. A3H Hap II and A3H Hap I K117E/K121E also had larger MW

fractions than the other A3H variants (Figure 5.5D, 14–16 ml).

Since we cannot purify the K121E variant, we used computational analysis to predict

whether the change at amino acid 121 would destabilize dimerization. RMSF analysis for

WT, K121E and K117E/K121E (Figure 5.3) showed that residues in the K121E system ex-

hibited increased fluctuation compared with WT, except those residues involved in the new

hydrogen bonding network and many that interact with the RNA interface. These RNA-

binding residues (R175, R176, R179) exhibit changing hydrogen bonding interactions with

the RNA interface. In the simulations, these changes cause the RNA to change positions,
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affecting additional protein-RNA interaction at loop 1 residues. Correlation matrices were

calculated for all systems, with the K121E variant system showing increased correlation be-

tween the monomer subunits and decreased correlation within each monomer when compared

to the WT (Supplemental Figure D.6), suggesting that the dimer interface is destabilized

by the newly formed hydrogen bonding network. This prediction is supported by the SEC

data which showed that the A3H Hap I K117E/K121E mutant had a distinct monomer

peak, whereas A3H Hap I K117E had more polydisperse peak and was similar to A3H Hap

I stabilized by G105R (A3H Hap VII) (Figure 5.5c-d). This was distinct from A3H Hap

II that had the most predominant dimer peak (Figure 5.5c-d). This is in agreement with

RMSF analysis where the K117E system shows qualitatively similar zones of correlation and

anticorrelation at the dimer interface with respect to the WT. The K117E/K121E mutant

correlation matrices reveal that this system more closely resembles the K121E than either

the K117E or WT dimer systems, with qualitatively similar correlation matrices. These

data are also in agreement with poor expression of A3H Hap I K121E in cells (Figure 5.4a).

Further, consistent with the biochemical data, the K117E/K121E variant system exhibits

fewer changes in fluctuation, and there is not a general trend of increased fluctuation as seen

in the K121E variant.

5.3.6  A3H Variants Have Weakened Interactions with the Substrate

We observed that both the A3H Hap I K117E and K117E/K121E had ∼6-fold

(K117E) and ∼2.5-fold (K117E/K121E) higher apparent dissociation constants from ss-

DNA than A3H Hap VII or A3H Hap II (Figure 5.5E–H). Further, both the A3H Hap

I K117E and K117E/K121E binding curves best fit to a rectangular hyperbola by least-

squares analysis, in contrast to A3H Hap VII and A3H Hap II that best fit to a sigmoid.

The sigmoidal binding relationship for A3H Hap II has been shown to be due to further

oligomerization of A3H dimers on ssDNA.224 This does not appear to occur with A3H Hap

I K117E or K117E/K121E (Figure 5E and F), although they can form dimers in solution

(Figure 5.5B–D). The hindered oligomerization on ssDNA may be due to a faster off-rate

from the substrate, exemplified in steady state by a higher apparent Kd (Figure 5.5E–H).

54



Altogether, the data indicate that the A3H Hap I K121E variant results in an inability to

use RNA for dimerization, emphasizing the importance of cellular RNA to the structural

stability of A3H. Further, the HBond network is important for interactions with ssDNA and

oligomerization on ssDNA, providing a reasoning for the decreased catalytic activity in A3H

Hap I K117E and K117E/K121E.

5.4. Discussion

A3H Hap I was identified to induce genomic mutations specifically in lung cancer.146

Interestingly, the activity of A3H Hap I was found because researchers wanted to investigate

how genomic mutations with a cytidine deaminase signature were still occurring in people

with an A3B–/–deletion,226–229 which occurs in the world population at 22.5%, although it

is primarily found only in Oceanic populations.221 Although A3A is also involved in cancer

mutagenesis, it appears to be strongly associated with breast cancer.201,230 The association

of A3H Hap I expression and a mutation signature was strong in early clonal variants of lung

cancers. Further supporting a role of A3H Hap I in lung cancer was a computational study

that identified the association of SNP rs139298 in A3H Hap I with lung cancer.209 In this

work, we confirm a role of A3H Hap I in inducing DNA damage in lung cells (Figure 5.1).

However, we also demonstrate in this work that the A3H Hap I cancer-associated SNP makes

the resulting A3H Hap I K121E completely unstable (Figures 5.3 and 5.4A), suggesting that

loss of this enzyme specifically promoted cancer.

While the effects arising from the combination of environmental, e.g. smoking, and A3

mutations remain unknown, the instability of the cancer-associated A3H Hap I K121E variant

naturally leads to the hypothesis that if A3 enzymes cause too many mutations it would be

detrimental to cancer evolution. Recent reports support the seemingly contradictory idea

that A3 enzymes, specifically APOBEC3B, can both contribute to cancer and contribute to

success of cancer immune therapy due to A3-mutation created neoepitopes231 or efficiency

of platinum-based drugs due to contributions to DNA damage.232 This is usually also

dependent on the type of cancer. In this report, we came to an equivalent conclusion since

we determined that the previously identified rs139298 SNP that creates a K121E mutation
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in A3H Hap I is associated with lung cancer and resulted in a loss of enzyme stability in

cells (Figure 5.4A). While in many A3/cancer studies it is difficult to determine the fate of

A3 mutations, the genetic data209 combined with computational and biochemical study of

the K121E mutation demonstrate that A3H Hap I has the potential for these detrimental

effects on cell growth and proliferation in lung cancer.

The inactivation of A3 enzymes through SNPs is not unique to A3H, but A3H does

have the highest number of inactivating SNPs in the A3 family. In particular, A3H has

been lost multiple times in primate evolution, presumably due to nuclear localization and

acquisition of genomic mutations.203 While it is thought that A3H is kept active at a certain

level in the population due to the antiviral effects of the enzyme, there are strong population

stratifications in A3H active/hypo-active/non-active forms that correlate with the historical

levels of HIV infection, a pathogen that active A3Hs can restrict efficiently.233,234 The an-

tiviral properties of these enzymes are likely why they are maintained despite the negative

effect of their off-target activity. The destabilizing SNPs for A3H other than the one studied

here are not thought to destabilize protein structure, but to promote A3H ubiquitination and

proteosomal degradation.206 Thus, the SNP studied in this work for A3H Hap I is unique

since it appears to destabilize the enzyme by disrupting an HBond network. While this dis-

ruption decreased catalytic activity, it did not cause protein unfolding. Rather, it decreased

the interaction strength with a dsRNA molecule that A3H acquires from the cell and uses

to dimerize (Figure 5.3 and Supplementary Figure D.6).147,148,185,207,224 This dimerization

using an RNA intermediate is essential to A3H thermodynamic stability.185,224 While the

nature of dimerization for different A3s is unique, e.g. only A3H uses an RNA intermediate,

an SNP that regulates activity through dimerization has also been found for A3C.223,235

This type of functional inactivation enables rapid evolutionary toggling of activity for times

when enzyme activity is needed again.236

The characterization of the A3H Hap I K121E variant and its stabilizing mutant,

A3H Hap I K117E/K121E, demonstrates the importance of the A3H HBond network for

catalytic activity and ability to bind RNA. Moreover, since the identification of distinct
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Figure 5.5. A3H Hap I mutant dimerization, oligomerization and ssDNA

binding. (A) A3H dimerization is mediated by RNA. Purified A3H was or was

not treated with RNase A and then denatured in formamide buffer and samples

were resolved by urea denaturing PAGE. The gel was stained with SYBR Gold

to detect nucleic acids. The A3H Hap I K117E, A3H Hap I K117E/K121E,

A3H Hap VII and A3H Hap II protect an ∼12–15-nt RNA. Representative

image shown from three independent experiments. (B) Standard curve and

(C, D) SEC profile for A3H Hap I K117E, A3H Hap I K117E/K121E, A3H

Hap VII and A3H Hap II demonstrating elution profiles that are composed of

a dimer peak (44 kDa, 17 ml elution volume) and monomer peak (22 kDa, 19

ml elution volume). The 44 and 17 kDa elution volumes are shown on the (C)

graph and (D) gels. (E–H) The apparent Kd of A3H enzymes from a 118-nt

ssDNA was analyzed by steady-state rotational anisotropy. (E) The A3H Hap

I K117E (3005 ± 1768 nM) and (F) A3H Hap I K117E/K121E (1239 ± 88

nM) bind the ssDNA with different affinities than (G) A3H Hap VII (522 ±

4 nM) and (H) A3H Hap II (492 ± 28 nM). The apparent Kd was calculated

by determining the best fit by least-squares analysis, which was a hyperbolic

fit for (E, F) and a sigmoidal fit for (G, H). The Hill coefficient for A3H

Hap VII was 1.3 and for A3H Hap II was 1.8. E–H) Error bars represent the

standard deviation from three independent experiments.
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mutational signatures and high A3 expression in cancers,178,187,188 a number of research

groups have contributed to our understanding of how A3 enzymes access ssDNA, which

A3 enzymes are involved and, specifically for A3B, the clinical effects of the induced mu-

tations.189,190,192,194,237–239 The data presented here support the idea that A3H Hap I

contributes to mutations in lung cancer. The combined genetic209 and biochemical data pre-

sented here support the conclusion that the loss of A3H Hap I activity through the K121E

variant may benefit the cancer and be detrimental to the host.
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CHAPTER 6

DIVERGENCE IN DIMERIZATION AND ACTIVITY OF PRIMATE APOBEC3C

6.1. Introduction

Host restriction factors act as a cross-species transmission barrier for the Simian and

Human Immunodeficiency viruses, SIV and HIV.240 Overcoming these barriers by evolution

of virally-encoded ‘accessory proteins’ which antagonize these restriction factors has charac-

terized successful adaptation of the primate lentiviruses to new hosts.241 In some cases, such

as the infection of chimpanzees with SIV from Old World Monkeys (OWM) these adaptions

to a new host was accompanied by major changes in the viral genome, which also facili-

tated the transmission to humans as HIV-1.242 One of the major barriers to cross-species

transmission of SIVs to a new host is the family of APOBEC3 (A3) host restriction factors

that in most primates constitutes a minimum of seven enzymes, named A3A through A3H,

excluding E.243 The A3 family are single-stranded (ss) DNA cytidine deaminases that can

inhibit retroelements, such as LINE-1, retroviruses, such as HIV and SIV, and some other

viruses.175,244–247 They belong to a larger family of APOBEC enzymes that have diverse

roles in immunity and metabolism.81

For restricting HIV-1 replication, A3 enzymes first need to become packaged in the

budding virion.175,247 When these newly formed virions infect the next target cell, the pack-

aged A3 enzymes deaminate cytidines on single-stranded regions of the (-) DNA to uridines

during reverse transcription.175,247 Uracil is promutagenic in DNA since it templates the

addition of adenosine and results in G to A hypermutations on the (+)DNA when it is syn-

thesized using a deaminated (-)DNA as a template.175,247 This resulting double-stranded

(ds) DNA provirus can become integrated but is non-functional.175,247 Some A3 enzymes

This chapter is presented in its entirety from Gaba, A.; Hix, M. A.; Suhail, S.; Flath, B.; Boysan,

B.; Williams, D. R.; Pelletier, T.; Emerman, M.; Morcos, F.; Cisneros, G. A.; Chelico, L. Divergence in

Dimerization and Activity of Primate APOBEC3C. Journal of Molecular Biology 2021, 433 (24), 167306.

https://doi.org/10.1016/j.jmb.2021.167306.
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can also physically inhibit HIV reverse transcriptase activity.248,249 To counteract the ac-

tions of A3 enzymes, HIV encodes a protein Vif that becomes the substrate receptor of an E3

ubiquitin ligase with host proteins CBF-β, Cul5, EloB, EloC and Rbx2 to cause polyubiqui-

tination and degradation of A3 enzymes via the 26S proteasome.250 The members of human

A3 family exhibit considerable variation in their antiviral activity; A3G can restrict HIV-1

ΔVif replication the most, with A3H, A3F, and A3D having decreasing abilities to restrict

HIV-1 ΔVif.203,235,251,252 A3A and A3B can potently restrict endogenous retroelements

and some DNA viruses, respectively, but not HIV-1.181,245,253

A3C is the least active member of the human A3 family when it comes to restricting

HIV-1 and HIV-2254,255 because of its reduced ability to significantly deaminate (-)DNA due

to a lack of processivity.235 Since A3 enzymes deaminate only ssDNA and the availability

of ssDNA during reverse transcription is transient, the enzymes must have an efficient way

to search for cytidines in the correct deamination motif, e.g., 5’TTC for A3C, in order to

maximize deaminations in the short time that the ssDNA is available.175 However, a poly-

morphism in A3C that exists in about 10% of African individuals causes a change of S188 to

I188, and this increases its HIV ΔVif restriction ability 5- to 10- fold, but it does not reach

the level of restriction that A3G can achieve.223,256 The increased restrictive activity of A3C

S188I is due to acquiring the ability to form a homodimer, which enables processive deamina-

tion of HIV (-)DNA. Notably, the A3C S188I does not appear to be directly involved in the

dimer interface, but instead induces conformational changes conducive to dimerization.235

In addition, for the common form of human (h)A3C there is also a contribution of a specific

loop near the active site of A3C (loop 1) to catalytic activity.257 Interestingly, chimpanzee

(c)A3C and gorilla (g)A3C despite having a S188 have equivalent HIV restriction activity to

hA3C S188I.235 This restriction activity of cA3C and gA3C is also attributed to their ability

to form dimers, but through a different amino acid at position 115.235

In contrast to hominid A3C, the rhesus macaque (rh)A3C has been found to not be

able to restrict replication of HIV-1, HIV-2, SIVmac (rhesus macaque), or SIVagm (African

green monkey) in the majority of studies.254,258,259 Paradoxically, the rhA3C contains
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the I188 that enables activity of hA3C and enhances activity of cA3C, and gA3C.223,235

Through direct coupling analysis (DCA)/coevolutionary analysis and subsequent Molecular

Dynamics (MD), virological, and biochemical experiments, we uncovered a series of amino

acid replacements required to promote dimerization in rhA3C and therefore promote HIV-

1 restriction ability. Analysis of several OWM A3C sequences showed that they did not

contain the “right” combination of amino acids for activity against HIV-1 suggesting that

the evolutionary pressures that formed OWM A3C were different from hominid A3Cs that are

active against lentiviruses. Overall, we form a model for the determinants of A3C antiviral

activity and estimate its loss and gain throughout primate evolution.

6.2. Materials and Methods

6.2.1  Experimental Methods

 For full experimental methods, see text of Ref. 5.

6.2.2  Classical Molecular Dynamics

 The initial structure of the human hA3C dimer was taken from the Protein Data Bank

(PDB accession: 3VOW) and the peptide sequence was confirmed using Uniprot. The rhesus

model (rhA3C) and all human-background variants were generated from the human dimer us-

ing Chimera to modify the peptide sequence.113 Four single mutants (R44Q, R45H, N115M,

A144S), a double mutant (R44Q/R45H), and two triple mutants (R44Q/R45H/N115M,

R44Q/R45H/A144S) were all generated from the human wildtype (WT) background. Mol-

Probity and H++ were used for all systems to determine protonation states of amino acids at

pH of 7.0.216,260–262 All models were neutralized to zero net charge with Cl- and K+ counte-

rions and solvated using TIP3P water with a 12 Å minimum distance from protein surface to

the edge of the solvent box.155 This resulted in a solvated rectangular box unit cell measur-

ing 82 Å x 84 Å x 108 Å with 90° angles between all adjacent edges. The AMBER FF14SB

forcefield was used for the protein and TIP3P for water, Zn2+, and counterions.152,155

Molecular dynamics simulations were performed using OpenMM on XSEDE’s Comet

HPC cluster.214,263 Each system was equilibrated with iteratively reduced restraints on the

protein to ensure stable simulation environment. The restraints began at 1000 kcal/mol
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and were reduced by half after every completed stage of equilibration until the restraint 

fell to below 1 kcal/mol. Each completed stage was run for a minimum of 1.0 ns (106 

timesteps) and checked for convergence to ensure stability of temperature (300K), density 

(1.0 g/mL), periodic box volume (approx 600 Å2), and total (potential and kinetic) energies 

of the system, resulting in a total equilibration time of 11.0 ns. To maintain active site 

geometry, harmonic restraints of 20 kcal mol-1 Å-2 were applied between the active site zinc 

and the carboxylate carbon of E54 of each monomer subunit with an equilibrium distance 

of 5.0 Å. These restraints were maintained throughout the simulations. After equilibration, 

production dynamics were run for 100 ns using a 1 fs timestep and coordinates saved every 

10 ps. A Langevin integrator was used as the thermostat with a Monte Carlo barostat in 

an NPT ensemble. The nonbonded cutoff distance was set to 10.0 Å, and the Ewald error 

tolerance was set to 10-3. All models were simulated in triplicate for a total of 300 ns of 

production.

Analysis of MD trajectories was performed using cpptraj (correlated motion, normal 

mode analysis, root mean squared deviation (RMSD) and fluctuation (RMSF), hydrogen 

bond interaction analysis).162 Data plots were generated with python, and 3D structure 

visualization was done using Chimera.113 The first 100 normal modes were calculated and 

their relative contribution to the total motion was examined. Dimer interaction energies 

were calculated using the AMBER-EDA program264 by calculating the ensemble average 

Coulomb and Van der Waals interactions between each amino acid on one monomer with 

each amino acid on the other.

6.3. Results

6.3.1  rhA3C is a Monomer, rather than a Dimer

 Dimerization of hA3C, cA3C, and gA3C has previously been shown to correlate with 

HIV-1 restriction efficiency.235 Since rhA3C has been reported as not being active against 

HIV,254, 258, 259 we hypothesized that this could be due to a lack of dimerization. To de-

termine the overall amino acid similarity, particularly at the dimer interface residues, the 

amino acid sequences for hA3C, cA3C, gA3C, and rhA3C were aligned (Figure 6.1A). The
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rhA3C does contain an I188, which stabilizes dimerization in hA3C, cA3C, and gA3C (Fig-

ure 6.1A).235 However, the other determinant identified for cA3C and gA3C that promotes

activity against HIV-1 is K115. The rhA3C has a different amino acid at this position, M115,

which is also different from hA3C that has an N115 (Figure 6.1A-B). Furthermore, amino

acid R44 (and possibly R45) was predicted to interact with K115 in cA3C,235 but in rhA3C

these amino acids are Q44 and H45 (Figure 6.1A-B). The role of I188 in dimerization is

indirect and the proposed mechanism for human A3C is that I188 causes a steric clash with

F126 and N132 causing a repositioning of helix 6, enabling dimerization.235 Due to the indi-

rect nature of the role of I188 and that there are several key amino acid differences between

hA3C and rhA3C, we purified the rhA3C wild type (WT) to determine its oligomerization

state (Figure 6.1A-B).235

The rhA3C WT was purified from Sf 9 cells in the presence of RNase A and we used

size exclusion chromatography (SEC) to determine the oligomerization state. We found

that the rhA3C WT had only one peak in the chromatogram that was a monomer (M,

Figure 26.2-B), suggesting that the amino acid differences identified prevent dimerization.

We then created rhA3C mutants to make it more hominid-like. We purified rhA3C mutants

Q44R/H45R (hA3C-, cA3C-, and gA3C- like), Q44R/H45R/M115K (cA3C- and gA3C- like),

and Q44R/H45R/M115N (hA3C-like). The rhA3C Q44R/H45R and Q44R/H45R/M115K

mutants also only had one peak in the chromatogram that was a monomer (M, Figure 6.2A-

B). However, the rhA3C Q44R/H45R/M115N had two peaks demonstrating formation of a

dimer (D), but the monomer peak was more predominant (Figure 6.1A-B).

To determine if the rhA3C Q44R/H45R/M115N could also form dimers in cells we

used co-immunoprecipitation (co-IP). Due to the propensity of A3s to bind RNA in cells

and cell lysates,265 the co-IP was carried out in the presence of RNaseA to ensure that

interactions were due to protein-protein contacts and not mediated by an RNA bridge. Using

two rhA3C constructs with either a 3xFlag- or 3xHA- tag we carried out a co-IP and found

that the rhA3C Q44R/H45R/M115N was able to self-associate in cells. As a control, we also

tested the single mutant M115N and this could not immunoprecipitate, suggesting that the
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Figure 6.1. Amino acid differences of rhA3C in comparison to

hA3C, cA3C, and gA3C. Sequence alignment and structural analysis of

A3C. (A) Sequence alignment of hA3C, cA3C, gA3C, and rhA3C with amino

acid differences shown in white. The sequence alignment was performed by a

Clustal Omega multiple sequence alignment [50] and plotted using the program

ESPript [76]. The α-helices and β-strands are shown above the alignment and

are based on the hA3C 3VOW structure [35]. (B) The hA3C 3VOW structure

is shown with amino acids important for hominid A3C dimerization shown on

each monomer. The monomer shown in green has amino acids labeled with

a prime symbol to differentiate them from amino acids belonging to the cyan

monomer.

Q44R/H45R change enabled dimer formation (Figure 6.2C). Consistent with this, the rhA3C

self-interaction was also found with Q44R/H45R and Q44R/H45R/M115K, but not M115K

(Figure 6.2C). Thus, although in cells all three mutants with the Q44R/H45R change can

form dimers, they do not all appear to be stable in vitro (Figure 6.2A-B). Collectively, the

data suggested that amino acids 44 and 45 are key for rhA3C dimerization, but there may

be different amino acids required to stabilize rhA3C dimerization than for hA3C.
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Figure 6.2. Mutation of rhA3C amino acids to hA3C amino acids

enables dimerization.

Since the rhA3C appeared to have different determinants for stable dimerization than 

hA3C, we wanted to test that dimerization did indeed correlate with increased deamination 

activity in rhA3C. We examined the specific activity of rhA3C by conducting a uracil DNA 

glycosylase assay with a 118 nt substrate containing two 5’TTC motifs (Figure 6.3A-B). We 

used a time course of deamination to determine the linear range of activity (Figure 6.3A-B) 

and then calculated the specific activity of the rhA3C in that region (i.e., 5 to 15 min) (Figure 

6.3C). We found that the rhA3C WT was approximately 2-fold less active than the three
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rhA3C mutants containing the Q44R/H45R change, confirming that residues that promote

dimerization are of primary importance to rhA3C activity (Figure 6.3C). However, since the

rhA3C needs to search the DNA for the 5’TTC motifs among the non-motif containing DNA,

the specific activity is made up of both the chemistry in the catalytic site once reaching the

substrate C and the time it took to search for the 5’TTC motif.175 The search occurs by

facilitated diffusion and results in the enzyme being processive, i.e., deaminating more than

one 5’TTC motif in a single enzyme substrate encounter. The processivity was calculated

by analyzing the individual bands from the uracil DNA glycosylase assay (Figure 6.3B and

6.3D). The processivity requires single-hit conditions in which an enzyme would have acted

only on one DNA (see Materials and Methods).

Figure 6.3. Arginines at positions 44 and 45 in rhA3C increase en-

zyme activity.
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Using these conditions, we determined the number of deaminations at both 5’TTC 

motifs (5’C 3’C) compared to the single deaminations at either the 5’TTC motif closest to 

the 5’-end (5’C) or 3’-end (3’C) (Figure 6.3B). From these values a processivity factor can be 

calculated which is the fold likelihood that a processive deamination would take place. We 

found that the processivity of rhA3C WT was 2.1 (Figure 6.3D). In comparison, a nonpro-

cessive enzyme has a processivity factor of 1. Thus, the rhA3C WT is not very processive, 

consistent with it being a monomer. The mutants had small but consistent increases in 

processivity where the Q44R/H45R processivity factor was 2.5, the Q44R/H45R/M115K 

slightly more processive (processivity factor of 3.2) and the Q44R/H45R/M115N that could 

partially dimerize most stably had a significant 2-fold higher processivity factor than the 

WT (processivity factor of 4.9, Figure 6.3D). However, dimerization did not increase the 

affinity of the A3C for the 118 nt ssDNA, as measured by steady-state rotational anisotropy 

(Figure 6.3E).

6.3.3  Increase in rhA3C Specific Activity Correlates with Increase in HIV-1 Restriction  
      Activity

To determine if the in vitro differences of rhA3C from hA3C affect HIV-1 ΔVif ΔEnv 

(referred to as HIV) restriction ability we used a single-cycle infectivity assay. We compared 

hA3C S188I that is restrictive to HIV and rhA3C. We found that hA3C S188I could restrict 

HIV, but rhA3C could not, despite naturally having amino acid I188 (Figure 6.1A and Figure 

6.4A). We also checked rhA3C activity against the OWM SIV from sooty mangabey monkey 

(smm). The rhA3C only restricted SIVsmm ΔVif 2-fold, in contrast to hA3C S188I (13-

fold), hA3C (6-fold) and cA3C (4-fold) that were more restrictive (Figure E.2). Notably, the 

hA3C S188I was able to restrict SIV ΔVif better than HIV, suggesting that SIV is restricted 

more easily (Figure 6.4A and Figure E.2).235 Thus, overall, the data show that rhA3C is 

not active against HIV or SIVsmm.

To determine if the lack of rhA3C restriction was due to it being a monomer, we tested 

the rhA3C mutants. We began by converting only the rhA3C Q44/H45 to R44/R45 (as in 

hA3C). We found that this mutation alone resulted in a 1.5-fold increase in restriction from
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rhA3C wild type (WT) (Figure 6.4A). The WT and mutant were expressed and encapsidated 

into virions similarly (Figure 6.4B). Upon the addition of M115K and M115N mutations in a 

Q44R/H45R background, we found that there was a small increase in restriction. These triple 

mutants had a 1.7- to 2- fold increase in restriction activity against HIV in comparison to rhA3C 

WT, which was not due to increased encapsidation into virions (Figure 6.4B). Importantly, just 

the changes at amino acids 44 and 45 increased HIV restriction similarly to changes at position 

115 (Figure 6.4A-B). Altogether, the data showed that the 2-fold increase in specific activity 

(Figure 6.3C) corresponded well with an approximate 2-fold increase in virus restriction (Figure 

4A) and suggested that processivity may not be essential to HIV restriction by rhA3C. Further, 

these data demonstrated that rhA3C restriction activity was improved by converting dimer 

interface amino acids to the hA3C or cA3C amino acids, demonstrating that the rhA3C WT as 

a monomer is less able to restrict HIV. However, the restrictive activity of the triple mutants 

was still 2-fold lower than that of hA3C S188I (Figure 6.4A) which suggested that there were 

likely additional determinants for dimerization in rhA3C.

6.3.4  A Key Residue for rhA3C Dimerization is Uncovered via Direct Coupling Analysis   

Since we could not achieve stable dimerization or HIV restriction activity equivalent to 

hA3C S188I from mutation of rhA3C amino acids 44/45/115 we turned to direct coupling 

analysis (DCA), also termed coevolutionary analysis.266 Since dimerization is relevant for 

catalytic activity, we hypothesized that amino acid interactions that maintain function must be 

encoded in the evolutionary history of the A3 family of sequences (Pfam PF18771). The 

sequences included any organism and homologs that have a sequence that is classified as a 

member of the A3 family. A hidden Markov Model profile (HMMER) was used to search the 

NCBI database, including non-curated sequences, to find sequences whose statistics look like 

members of the family (Figure 6.5). This allowed inclusion of more distant sequences as opposed 

to direct matches to A3C. A resulting multiple sequence alignment (MSA) with 2500 sequences 

was compiled (see Materials and Methods and Supplementary File 1). 
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Figure 6.4. Amino acids 44 and 45 in rhA3C are key determi-

nants for HIV restriction ability. (A) Infectivity was measured by β-

galactosidase expression driven by the HIV-1 5 LTR from TZM-bl cells in-

fected with VSV-G pseudotyped HIV ΔVif ΔEnv that was produced in the

absence or presence of 3xHA tagged hA3C S188I, rhA3C WT, and rhA3C mu-

tants Q44R/H45R, Q44R/H45R/M115K, and Q44R/H45R/M115N. Results

normalized to the no A3 condition are shown with error bars representing the

Standard Deviation of the mean calculated from three independent experi-

ments. (B) Immunoblotting for the HA tag was used to detect A3C enzymes

expressed in cells and encapsidated into HIV ΔVif ΔEnv pseudotyped virions.

The cell lysate and virion loading controls were α-tubulin and p24, respectively.

Methods like coevolutionary analysis have been useful to identify amino acid coevolution in 

sequence alignments and to predict residue-residue contacts in the 3D structure of 

proteins266, 267 and to predict 3D folds.268

Interestingly, coupled amino acid changes that preserve dimeric interactions at the 

interface between oligomers can also be inferred and used to predict complex formation
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Figure 6.5. Coevolutionary analysis to identify relevant interaction

residues involved in dimerization. First, a multiple sequence alignment

(MSA) is created to identify members of the A3C family. The MSA is then

processed using Direct Coupling Analysis (DCA) and a metric of coupling

strength called Direct Information (DI). Once the top DI pairs have been

identified, the monomeric crystal structure is used to distinguish monomeric

from dimeric interactions. The resulting interacting residues are used to drive

a simulation that predicts dimeric complexes. The residues involved in more

coupled interactions are then proposed for experimental validation.

in dimers.269–271 Therefore, we analyzed the alignment of approximately 2500 sequences

(Figure 6.5 and Materials and Methods) to identify the most important dimeric coevolved

interactions for the A3 family. Using DCA we identified a set of residue-residue pairs that

are important for dimerization (Figure 6.6 and Materials and Methods). Figure 6.6A shows,

in a contact map, the residue-residue contacts found in the crystal structure of hA3C (PDB

3VOW) for monomeric interactions (light gray) and the dimeric contacts (blue). In the same

map, red dots indicate the top 300 coevolving interactions found by DCA. We notice that

monomeric contacts can be predicted from the analysis of sequences, but more relevant to

our study, we uncover a region (Figure 6.6B) that coincides with homodimeric contacts in

the crystal structure (Figure 6.6C).

To further validate the relevance of those contacts for homodimeric interactions, we

ran a coarse-grained MD simulation that uses such coupled coevolved pairs to drive a dimer-

ization process (see Materials and Methods). The outcome of such simulation is a homodimer
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Figure 6.6. Directly coupled residue pairs identify relevant dimeric

interacting residues preserved through evolution. (A) A contact map

comparing the residue contacts in the x-ray crystal structure (3VOW) of hA3C

(light gray for monomeric, dark blue for dimeric) and those interactions found

by DCA (red). (B) A region of dimeric interactions shared by the crystal

and coevolutionary analysis, highlighting the importance of those residues for

dimer formation. (C) Overlay of the coevolved pairs on the 3VOW structure,

depicting pairs inferred by the coevolutionary analysis. (D) A Cumulative

Direct Information (CDI) metric identifies relevant residues at the interface.

Of note, is the residue 144 that appears to have strong interactions with several

residues and was therefore a candidate for further analysis.

predicted completely from coevolutionary signatures. We notice that this predicted complex

deviates from the x-ray structure, but it does share a large portion of the homodimeric

interface (Figure E.3).
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Having identified a relevant coevolving interface for dimerization, we proposed a met-

ric to identify key residues for dimer formation and that at the same time are part of the set

of amino acid differences between hA3C and rhA3C. Our metric, called Cumulative Direct

Information (CDI) quantifies how much a given residue is involved in coevolving interactions

from the most important ranked residue pairs. We reasoned that if a residue is involved in

several coevolving interactions, then they could be ideal candidates for mutational studies.

This quantification for the top 200 dimeric interactions in the A3 family and for the residues

that differ among the hA3C and rhA3C is shown in Figure 6.6D. We first noticed that the

area between residues 44-47 was important according to this quantification, which was con-

sistent with the experimental data (Figure 6.2). This analysis showed that residue 115 does

not have a high CDI score, which agrees with our results of a limited impact of residue 115

on activity beyond residues 44 and 45 (Figure 6.3 and Figure 6.4). More importantly, Figure

6.6D shows a dominant role of residue 144 in dimerization and predicts residue 144 as a

potentially important candidate for further mutational analysis.

6.3.5  MD Simulation Predicts an Important Role for Amino Acid 144 in Dimerization

To test the DCA and coarse-grained MD simulation we performed classical MD sim-

ulations using the dimeric hA3C crystal structure. MD simulations of hA3C tested the effect 

of converting the hA3C A144 to the rhA3C amino acid S144 in the context of changes at 

amino acids 44 and 45, forming the single amino acid hA3C mutants and the hA3C R44Q/

R45H/A144S triple mutant (rhA3C-like). If amino acid 144 is involved in dimeriza-tion then 

we would expect introduction of the rhA3C amino acid to disrupt the existing dimerization of 

hA3C. Consistent with this hypothesis, this mutant exhibited greater than 0.5 Å change in 

RMSF on 119 amino acids, and 9 changing by more than 1.0 Å with respect to the hA3C WT 

(Figure 6.7A). This corresponded to larger regions of change on the protein, most particularly 

on loop 1, which is located between α-helix 1 and β-strand 1 (Figure 6.1A and Figure 6.7A). 

Normal mode analysis based on the trajectories indicated that the essen-tial dynamics of all 

the systems are captured by the first two modes (Figures E.4 and E.5).
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PCA revealed a clear change in the dynamic motion especially on the first mode (Figures E.6). 

These larger changes are observed alongside a noticeable reduction of average hydrogen 

bonding interactions at the dimer interface throughout the simulation (Figure 6.7B). The 

hydrogen bonds at the three mutation sites all showed considerable change, with position 144 

increasing by more than 10% and positions 44 and 45 having six interactions decreasing by 

more than 10% (Figure 6.7B). The correlated motion of the variant is noticeably different 

compared with the hA3C, with a general trend of loss of correlated motion between the two 

monomers, consistent with a loss of dimer character (Figure 6.7C-D and Figure E.7). These 

changes in correlated motion are also consistent with the observed changes in RMSF (Figure 

E.8). Energy decomposition analysis indicates the dimer interaction is destabilized by 

approximately 770 kcal/mol (Table E.1). This destabilization is greater than the sum of the 

individual variants, consistent with what has been previously observed with multiple 

mutants.272

6.3.6  A rhA3C S144A Mutant in Combination with Q44R/H45R Enables Stable Dimerization

           and Increased Catalytic by a Unique Mechanism

Based on the predictions from coevolutionary analysis and MD simulations, we pro-

duced from Sf 9 cells a rhA3C S144A mutant alone and in combination with changes at 

residues 44 and 45 to create a rhA3C Q44R/H45R/S144A mutant (hA3C-like). Consistent 

with the coevolutionary analysis, the S144A mutation enabled rhA3C to interact with itself 

(Figure 6.8A-B). However, a prominent dimer peak was only formed in the presence of a 

Q44R/H45R background (Figure 6.8A-B). Based on the hA3C crystal structure, we hypoth-

esize that the rhA3C S144’ pushes S46 away due to unfavorable non-bonded interactions 

(Figure 6.8C).273 In contrast, the A144’ mutant enables the S46 to come closer to the dimer 

interface, allowing the loop to properly orient and stabilize the dimer in conjunction with 

R44/R45 interactions (Figure 6.8C).

Consistent with the contribution to activity of amino acids 44 and 45 the rhA3C 

Q44R/H45R/S144A mutant, but not the rhA3C S144A mutant, increased activity 2-fold 

compared to rhA3C WT (Figure 6.9A-C). In addition, the rhA3C S144A, but not Q44R-
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Figure 6.7. Model analysis of hA3C R44Q/R45H/A144S shows

large changes in specific conformations.

/H45R/S144A mutant had a 1.5-fold increase in its Kd for ssDNA compared to rhA3C WT,

suggesting that ssDNA binding is negatively affected when dimerization occurs in the absence

of Q44R/H45R (Figure 6.9D). Surprisingly, for rhA3C Q44R/H45R/S144A, the increase in

specific activity and maintenance of WT ssDNA binding affinity did not result in an increase

in processivity (Figure 6.9E). Rather, the reason for this increased dimerization and catalytic

activity without the expected increase in processivity appears to be due to changes in loop 1

(Figure 6.7). In multiple A3s, including A3C, loop 1 has been found to mediate accessibility

of the ssDNA substrate to the active site.257,274,275 The MD simulations revealed effects of

changes at residue 144 on loop 1 that were unique from changes at residue 115 (Figure 6.7,

Figure E.9, and Figure E.10). In the hA3C R44Q/R45H/A144S mutant, the increased RMSF

on loop 1 corresponds to a reduction in dynamic motion compared with hA3C WT (Figure
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Figure 6.8. Mutation of rhA3C amino acids 44, 45, and 144 to hA3C

amino acids enables dimerization. (A) SEC profile for rhA3C WT and

rhA3C mutants S144A, and Q44R/H45R/S144A. Elution profiles for rhA3C

WT was composed of a monomer peak (M, 20 ml elution volume). The rhA3C

S144A showed a monomer and dimer peak (D, 19 mL elution volume). Only

for the rhA3C Q44R/H45R/S144A there was a more prominent dimer peak.

The elution profiles are shown as the UV absorbance during SEC elution. (B)

Coomassie stained protein fractions resolved by SDS-PAGE that correspond

to the eluted fractions in (A). Box shows where the dimeric fractions eluted.

(C) The hA3C 3VOW structure is shown with amino acids important for

rhA3C dimerization shown on each monomer. The monomer shown in green

has amino acids labeled with a prime symbol to differentiate them from amino

acids belonging to the cyan monomer.
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6.7A and Figure E.9). The helices around the active site maintain similar RMSF across

the hA3C WT and hA3C R44Q/R45H/A144S mutant consistent with a specific change in

loop 1 mediating the changes in specific activity (Figure 6.7). Namely, loop 1 in hA3C is

in an open/transition/closed conformation for 2%/80%/19% of the simulation time, while

for R44Q/R45H/N115M this changes to 13%/23%/64%, and in R44Q/R45H/A144S this

changes to 3%/36%/61%. In the hA3C WT and R44Q/R45H/N115M variant, there is little

to no correlated motion between loops 1 and 7. However, in the hA3C R44Q/R45H/A144S

variant, there is a region of increased correlation between these two regions, indicating that

the A144S mutation affects the motion of nearby loop 7, which in turn is more correlated

with the motion of loop 1 (Figure E.11). In the rhA3C, the opposite effect is expected, where

the open conformation time of rhA3C Q44R/H45R/S144A loop 1 is increased compared to

rhA3C WT. This is consistent with previous observations that more time in an open loop 1

state correlates with increases in deamination activity and is consistent with our observation

of increased specific activity for rhA3C Q44R/H45R/S144A (Figure 6.7, Figure 6.9C, and

Figure E.9).257

Figure 6.9. An S144A amino acid change in rhA3C increases deam-

ination activity, but not processivity.
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6.3.7  Efficient HIV Restriction by rhA3C when Dimerization is Mediated by Amino 

     Acid 144

To test if the rhA3C S144A-mediated dimer form enabled HIV restriction, we con-

ducted a single-cycle infectivity assay. We found that the rhA3C Q44R/H45R/S144A (Fig-

ure 6.10A, 33% infectivity) could restrict HIV at an equivalent level to hA3C S188I (Figure 

6.10A, 24% infectivity). This was not due to increased encapsidation as it was encapsi-

dated into HIV virions at an equivalent or slightly lesser amount that hA3C S188I (Figure 

6.10B). Although the rhA3C S144A could dimerize, it could not restrict HIV, consistent 

with no increase in catalytic activity (Figure 6.8, Figure 6.9C, and Figure 6.10A). This re-

sult was interesting since both the S144A and M115N induced dimerization in combination 

with the Q44R/H45R mutations, but the rhA3C Q44R/H45R/S144A had a higher level 

of HIV restriction activity (Figure 6.10A, 33% infectivity and Figure 6.4A, 53% infectiv-

ity). We hypothesized that this simply could be because the Q44R/H45R/S144A had a 

more dominant dimer peak than Q44R/H45R/M115N (compare Figure 6.2A-B and Figure 

6.8A-B). Alternatively, since the in vitro specific activities were similar, the difference could 

be due to a larger change of loop 1 for rhA3C Q44R/H45R/S144A compared to rhA3C 

Q44R/H45R/M115N (Figure 6.7 and Figure E.9). Since the rhA3C Q44R/H45R/S144A 

processivity was less than rhA3C Q44R/H45R/M115N (compare Figure 6.3D and Figure 

6.9D) this led us to hypothesize that the rhA3C Q44R/H45R/S144A restricts HIV by a pre-

dominantly deamination-independent mode (mediated by nucleic acid binding) and rhA3C 

Q44R/H45R/M115N a deamination-dependent mode (mediated by deamination).

We tested the deamination-dependent mode by determining the level of G→A muta-

tions in the coding strand of the integrated proviral DNA. We tested hA3C S188I, rhA3C 

WT and the two rhA3C mutants, Q44R/H45R/S144A and Q44R/H45R/M115N. The hA3C 

S188I had the highest level of G→A mutations (Table 6.1, 6.54 G→A mutations/kb). The 

majority mutations were in the GA→AA context (5’TC on the (-)DNA), which is the com-

monly preferred context for hA3C (Table 6.1). Consistent with lower activity against HIV 

(Figure 6.10A), the rhA3C WT had the lowest level of G→A mutations (Table 6.1, 2.15
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mutations/kb). For rhA3C WT there was an approximately equal amount of mutations 

with a GG→AG context (5’CC on the (-)DNA) and GA→AA context, indicating that the 

rhA3C active site has a more relaxed sequence preference. The GG→AG context is primar-

ily associated with A3G.276 The rhA3C Q44R/H45R/S144A induced 1.5-fold less mutations 

than the rhA3C Q44R/H45R/M115N (Table 6.1, 3.20 and 4.67 G→A mutations/kb, respec-

tively) consistent with rhA3C Q44R/H45R/S144A being 2-fold less processive than rhA3C 

Q44R/H45R/M115N.

To further explore how the rhA3C Q44R/H45R/S144A could restrict HIV more than 

rhA3C Q44R/H45R/M115N we also determined the level of proviral DNA integration. A3s 

can inhibit reverse transcriptase activity, which results in less completed proviral DNA syn-

thesis, and less integration.248, 249 The rhA3C WT and rhA3C Q44R/H45R/M115N did 

not decrease proviral DNA integration (Figure 6.10C). However, hA3C S188I and rhA3C 

Q44R/H45R/S144A did decrease proviral DNA integration (Figure 6.10C). The rhA3C 

Q44R/H45R/S144A allowed only 56% of the total proviral DNA to integrate, relative to the 

no A3 condition (Figure 6.10C). These data show that rhA3C Q44R/H45R/S144A restricts 

HIV using both deamination -dependent and -independent modes of restriction which are 

more effective than only the deamination-dependent mode used by rhA3C Q44R/H45R/M115N. 

Since the ssDNA binding affinities for rhA3C Q44R/H45R/S144A and Q44R/H45R/M115N 

were similar (Figure 6.3E and Figure 6.9D), these data suggest that the rhA3C Q44R/H45R/-

S144A changes to loop 1 dynamics, increased dimerization, or both features enabled more 

deamination-independent restriction than rhA3C Q44R/H45R/M115N.

Since amino acids at residues 44, 45, 115, and 144 were all found to be important 

in the gain of dimerization and restriction activity of rhA3C, we examined the evolution 

of these residues over primate evolution. None of these residues corresponds to those that 

were previously reported to be under positive selection.223 Nonetheless, they do vary in Old 

World Primates and in Hominoids. While both the rhesus and the crab-eating macaque 

encode the QHMS at residues 44, 45, 115, and 144, respectively (Figure 6.11), the Northern
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Figure 6.10. Amino acids 144 in combination with 44 and 45 in

rhA3C enable HIV restriction ability. (A) Infectivity was measured by

β-galactosidase expression driven by the HIV-1 5 LTR from TZM-bl cells in-

fected with VSV-G pseudotyped HIV ΔVif ΔEnv that was produced in the

absence or presence of 3xHA tagged hA3C S188I, rhA3C WT, and rhA3C

mutants S144A and Q44R/H45R/S144A. Results normalized to the no A3

condition are shown with error bars representing the Standard Deviation of

the mean calculated from three independent experiments. (B) Immunoblot-

ting for the HA tag was used to detect A3C enzymes expressed in cells and

encapsidated into HIV ΔVif ΔEnv pseudotyped virions. The cell lysate and

virion loading controls were α-tubulin and p24, respectively. (C) The relative

amount of proviral DNA integration in infected HEK293T cells in the pres-

ence of hA3C S188I, rhA3C WT, and rhA3C mutants Q44R/H45R/S144A and

Q44R/H45R/M115N in comparison to the No A3 condition was determined

by qPCR. Error bars represent the standard deviation of the mean calculated

from at two independent experiments.

pig tailed macaque encodes a cysteine (C) at residue 45, while the nearest outgroup, the

Baboon, encodes an arginine (R) at residue 45, which is the residue found in hominids at that
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position (Figure 6.11). We used the sequences of 17 Old World Monkeys and Hominoids as

well as one New World Monkey (for purposes of rooting the tree) to reconstruct the ancestral

amino acids at each of these positions (Figure 6.11). We find evidence that the glutamine

(Q) at amino acid 44 which is unfavorable for dimerization of rhA3C is, in fact, a derived

trait as the ancestral amino acid at position 44 at both the root of the rhesus/baboon/drill

common ancestor as well as the common ancestor that includes the African green monkeys

(Sabaeus, Grivet, Tantalus, Vervet) is a histidine (H) at position 44. These results suggest

that loss of dimerization of rhA3C is an ancient event but may not have occurred by the

same mechanism in all lineages.

6.4. Discussion

Throughout the evolution of a host restriction factor, the protein must be able to

retain activity against different viral pathogens, which may require compensatory mutations

over time to either keep up with evolution of the initial virus or to counter-act new viral

transmissions within the species.236 In this study, we investigated the impact of evolutionary

changes on a specific A3 enzyme, rhA3C. Our work highlights the importance of an integrated

strategy to identify relevant functional interactions in enzymes. In particular, it describes

a cycle of experiment and theory that allowed us to efficiently identify key positions from a

combinatorial web of potential interactions. This methodology is transferrable and warrants

its application to study other members of the APOBEC family as our analysis showed that

the evolutionary signals for dimerization seem to be preserved across multiple organisms

and family members with distinct functions. This methodology would also be useful in other

protein systems.

Determination of activity against lentiviruses for A3 enzymes is multifactorial. First,

it requires viral encapsidation, which occurs for all A3C orthologues tested thus far (Figure

6.4).223,235 After that, there is a requirement to deaminate cytidines in lentiviral (-)DNA

or inhibit reverse transcriptase.277 Despite rhA3C inducing 2 mutations/kb, approximately

20 mutations in the total genome, the infectivity of the HIV was not significantly decreased

(Figure 6.10 and Table 6.1). Since the mutations are stochastic, there may be some genomes
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Figure 6.11. Ancestral reconstruction of residues involved in rhA3C

dimerization. A phylogeny depicting residues crucial for A3C dimerization,

including reconstructed ancestral residues. The species included are on the

right of the phylogenetic tree of A3C sequences as well as the four amino acids

at residues 44, 45, 115, and 144, respectively. The identities of the amino acids

at each of these positions as calculated by FASTML are shown at each node

of the tree.

with many mutations, some with none, and some with mutations that are not inactivating.

Therefore, the more mutations, the better for ensuring inactivation. Increased processivity

can achieve this, as evidenced by the 2-fold increase in mutations by the more processive

rhA3C Q44R/H45R/M115N mutant, but this was still not enough for robust HIV restriction
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A3 enzyme Base Pairs

Sequenced

Total

G→A

mutations

Total

GG→AG

mutations

Total

GA→AA

mutations

G→ AMu-

tations per

kb

GG→AG

mutations

per kb

GA→AA

mutations

per kb

No A3 8715 4 2 2 0.46 0.23 0.23

hA3C

S188I

8715 57 15 41 6.54 1.72 4.70

rhA3C WT 6972 15 6 7 2.15 0.86 1.00

rhA3C

Q44R/

H45R/

S144A

8134 26 12 11 3.20 1.48 1.35

rhA3C

Q44R/

H45R/

M115N

8134 38 20 15 4.67 2.46 1.84

Table 6.1. Analysis of A3-induced mutagenesis of pol gene from integrated

HIVΔVif.

(Figure 6.4 and Table 6.1). What was needed was a deamination independent restriction

of reverse transcriptase in combination with inducing mutagenesis to enable more robust

restriction as for rhA3C Q44R/H45R/S144A (Figure 6.10 and Table 6.1).

However, the rhA3C Q44R/H45R/S144A results seemly go against numerous studies

showing a direct correlation between processivity and mutation frequency in multiple A3

enzymes, including hominid A3Cs.215,235,251,278 Using an in vitro system to study the

effect of processivity on mutations during reverse transcription, it was shown that A3A, a

non-processive enzyme, could introduce a similar number of mutations to A3G, a highly

processive enzyme, but not at the same locations along the ssDNA.279 The processivity

was needed for mutations to accumulate in ssDNA regions rapidly lost to replication and

dsDNA formation. The deaminations of A3A were achieved by a quasi-processive search

involving multiple on and off interactions with the ssDNA. In this process time is lost, but

deaminations still occur. This may be occurring with rhA3C Q44R/H45R/S144A.

Also interesting was that for rhA3C, unlike hominid A3Cs, the dimer did not always
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result in a processive enzyme. The rhA3C Q44R/H45R/S144A had equal specific activity

to rhA3C Q44R/H45R/M115N but by a seemingly different mechanism than processivity

(Figure 6.3 and Figure 6.9). In addition, the rhA3C S144A single mutant could dimerize, but

had no increase in activity (Figure 6.8 and Figure 6.9). The rhA3C Q44R/H45R/S144A is

predicted to have an altered loop 1 that is able to increase the deamination activity (Figure

6.7 and Figure E.9). Loop 1 has been identified to be a gate-like structure that controls

access of the ssDNA to the active site.274,275 A3A that has an open loop 1 conformation and

displays high specific activity with low processivity.280 In contrast, A3B and a related family

member Activation Induced Cytidine deaminase (AID) have closed loop structures.274,275

However, A3B and AID are processive and still achieve similar activity to A3A but are

more selective for which cytidines are deaminated or under which types of conditions, e.g.,

A3B is more active when ssDNA is in excess to the enzyme.281 Our data suggest that

the rhA3C Q44R/H45R/S144A has increased activity in an A3A-like manner (Figure 6.9

and Figure 6.10). Further, the rhA3C S144A mutant demonstrates that dimerization was

necessary, but not sufficient, since arginines at residues 44 and 45 were also required for the

increase in specific activity and restriction activity (Figure 6.9 and Figure 6.10). The reason

for why the processive rhA3C Q44R/H45R/M115N does not have an increase in anti-viral

activity similar to hA3C S188I may simply be due to the lack of a stable dimer, which

would be needed in the absence of the loop 1 alteration (Figure 6.2). Loop 1 has previously

been shown to regulate activity of hA3C.257 The hA3C was shown to have an amino acid

pair 25W/26E that decreased activity compared to a hA3C 25R/26K mutant.257 Our MD

simulations data suggest that alterations in the protein structure from a 144A substitution

changed the dynamics of loop 1 indirectly, which also resulted in increased specific activity,

in a 44R/45R background (Figure 6.7, Figure 6.9, and Figure E.9).

Interestingly, the majority of positive selection in A3C has taken place outside of

the interaction motif with Vif, which suggests an evolution of enzyme activity, rather than

avoidance of the lentiviral antagonist, providing a unique model to study restriction factor

evolution.223 Here we examined the residues needed for activity against HIV in rhA3C in
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their evolutionary context in other OWMs. We found that none of the analyzed OWM

A3Cs contained the right amino acid combinations for robust activity, although there were

considerable changes. The rhA3C sequences at the four key amino acids is ancient, but is a

derived trait from the common ancestor of Old World Monkeys (Figure 6.11). Other OWMs

also had other changes to one or two sites. This perhaps indicates that different selective

pressures were on OWM A3C from a non-lentivirus pathogen. This may be a retroelement,

such as LINE-1, since hA3C can restrict LINE-1 similarly to hA3C S188I, indicating that

there is no requirement for dimerization.223 Alternatively, A3C may act in concert with

other A3s. For example, in humans, A3G and A3F have been found to hetero-oligomerize

and this increases the activity of both enzymes.282 This hetero-oligomerization has been

understudied and perhaps A3C acts with another A3 and has greater activity. This would

perhaps explain the different requirements for dimerization in comparison to hA3C although

rhA3C and hA3C use the same general interface. Finally, it is possible that A3C, like A3H,

has lost activity during evolution in primates,283 perhaps because of selection against the

deleterious effects of the enzyme, or because its activity has been usurped by other A3

enzymes.

6.5. Conclusions

The data show that rhA3C activity can be enhanced through dimerization that either

increases processivity or more robustly through dimerization that causes an alteration of

loop 1 conformation and dynamics. This is important for understanding the biochemical

basis of activity of A3C and other A3 family members and for using it as a tool to predict

anti-lentiviral activity in other OWMs. The OWM A3C has evidence of positive selection

both within and outside the Vif binding region, suggesting that it has antiviral activity.223

However, the fixation of the I188 in rhA3C and likely other OWMs did not impart anti-

lentiviral activity, perhaps due to other compensatory mutations being made at the sites

identified here, which were needed to combat other pathogens. Altogether, the data provide

an in depth structure-function analysis of rhA3C and suggest that the rhA3C viral targets

of restriction have yet to be thoroughly identified.
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CHAPTER 7

INVESTIGATION OF DRIVERS FOR PREFERENTIAL

CARBOXY-S -ADENOSYL-L-METHIONINE SYNTHESIS BY M.MPEI VARIANTS

Manuscript in preparation

7.1. Introduction

Nucleotide analogues (NAs) or non-canonical nucleotides are useful in an increasing

variety of ways, acting as antiviral agents, medical imaging agents, mutagens, and even as a

means of producing synthetic life.284,285 A number of NAs are used today as antiviral agents

against diseases such as HIV (didanosine286 , abacavir287 , zidovudine288 , zalcitabine289),

Hepatitis B (emtricitabine290 , entecavir291 , telbivudine292), and the SARS-CoV2 novel

coronavirus that causes COVID-19 (remdesivir293). There are also NAs that act as antibi-

otics, such as muraymycin,294 and a plethora of NAs used as anti-cancer drugs.295 NAs

can act as mutagens, with a common example found in 5-bromouracil (5-BrU), which spon-

taneously isomerises to pair with guanine instead of adenine.296 Interestingly, 5-BrU can

cause GC–to–AT mutations and AT–to–GC transversions, depending on experimental pro-

tocols.297 The use of NAs as medical imaging agents is well established, as many NAs act as

fluorophores.298–300 NAs as fluorophores are extremely useful as they are more able to pass

through cellular membranes for intracellular imaging, and can be easily metabolized and re-

moved from the body afterward.295,300 Some NAs have been introduced as ”unnatural base

pairs”, providing additional options for genetic coding of synthetic biology.284,285 There

are some naturally occurring modified or non-canonical nucleobases.301 These modifications

relate to epigenetic effects, including gene silencing and regulation of expression, transcrip-

tion, and replication.302–304 One common modification is the methylation of cytidine to

5-methylcytidine, the latter of which accounts for 4% of cytidines303,305

The use of enzymes in the production of pharmaceutically relevant compounds is of

particular interest, as they can be produced quickly and at commercially viable scales.306–308

Furthermore, rational design principles may be applied to develop new nucleotide analogues
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that may be produced via in vitro enzymatic catalysis.309,310 Rational design principles

also extends to enzyme structure and function.311–313 Enzymes are modified to provide

increased activity,314 altered selectivity or preference for a given substrate,315 or even an

entire reaction mechanism.316

Methyltransferases (MTases) are a category of enzymes that catalyse the methyla-

tion of nucleotides, peptides, and small molecule natural products.317,318 Widespread loss

of methylation is recognized as a marker of oncogenesis and the progression of certain can-

cers.319 Direct peptide methylation can affect intermolecular interactions between proteins

and substrates.320 MTases may function as part of gene regulation mechanisms and to

prevent degradation by enzymes.321 Some MTases have been used for directed labeling of

biomolecules with S -adenosyl-L-methionine (SAM) and SAM-analogues.322 They are also

used in pharmaceutical synthesis, with enzyme catalysis playing an increasing role in bringing

novel drugs to market. Additionally, MTases have previously been modified to use different

cofactors through directed evolution combined with enzyme promiscuity, allowing further

modification of DNA-based drugs.323,324

M.MpeI is a SAM-dependent, CpG-specific DNA MTase found in Mycoplasma pene-

trans (Figure 7.1).325 The normal function of M.Mpe1 involves methylation of an incoming

cytidine with SAM, producing a 5mC nucleotide and S -adenosylhomocysteine (SAH). Recent

work has reported that M.MpeI can synthesis the modified nucleotide 5-carboxymethylcyto-

sine (5cxmC) which is formed as a trace byproduct of cytidine methylation by M.MpeI with

the secondary metabolite carboxy-S -adenosyl-L-methionine (CxSAM) in place of the nor-

mal reaction cofactor, SAM.326 In that work, Wang et al. reported an N374K mutation that

improves selectivity for the CxSAM cosubstrate.326

A deeper understanding of how the N374K variant selects for the CxSAM co-substrate

can aid to devise additional mutation profiles for experimental study. Here, we explore the

mechanism driving the altered selectivity of the N374K mutation, and use rational design

to explore possible mutations that may further drive the preference of M.MpeI for CxSAM

over SAM using a combined theoretical and experimental approach.
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Figure 7.1. Active site of CpG-specific DNA methyltransferase M.Mpe1

with standard and novel ligands.

7.2. Computational Methods

Five protein variants were prepared from the original crystal structure (PDB: 4DKJ325):

wildtype (WT), N374K, E45G, E45D, and E45D/N374K. For each variant, systems were

prepared with the SAM or CxSAM co-substrates, resulting in a total of ten unique sys-

tems. The protonation states of amino acid side chains were determined using the H++

server.216,260,261 Custom forcefield parameters were generated for the SAM and CxSAM

ligands using the PyRED server.327–330 These forcefields were used along with FF14SB for

the protein, TIP3P for the water, counterions, and metal ions, and OL15 for the DNA.

Each system was neutralized to zero net charge using K+ counterions, and the system was

solvated in TIP3P water with a minimum distance of 12 Å between the protein surface and

the edge of the periodic boundary resulting in a periodic unit cell measuring 71Å x 64Å x

51Å.

Each system was minimized over 50 steps of steepest descent followed by 450 steps

of conjugate gradient at 10K with the protein, ligand, and DNA frozen to allow the density
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of the solvent box to equilibrate. The system was heated from 10K to 300K over 20 stages, 

with each stage taking 12.5 ps. After heating, the restraints on all non-solvent molecules 

were gradually removed from 100 kcal mol-1 Å-2 in 10 stages. Equilibration and production 

were run at a temperature of 300 K and 1.0 atm using a Berendsen thermostat in an NVT 

ensemble. The nonbonded cutoff was set to 8.0 Å and a smooth particle-mesh Ewald method 

was used for long-range Coulomb interactions.159 Each system was equilibrated for 50 ns 

before production to ensure system stability. Production was run with a 1 fs timestep for 

250 ns using the pmemd.cuda module in AMBER18.151 All bonds involving hydrogen atoms 

were constrained using the SHAKE algorithm. All systems were simulated in triplicate for 

a total of 750 ns of MD sampling per ligand/variant combination.

Correlated motion, hydrogen bonding interactions, root-mean-squared deviation 

(RMSD) and fluctuation (RMSF), normal modes, and distances were calculated using cpp-

traj.331 Energy decomposition analysis (EDA) was performed using AMBER-EDA.264

7.3. Computational Results

Each of the ten systems (WT, E45G, E45D, N374K, or E45D/N374K with SAM or 

CxSAM) was evaluated to determine if the structure or dynamic motion of the protein was 

affected by either point mutation or substrate. Multiple metrics of dynamic motion (RMSF, 

normal modes, motion cross-correlation, principle component analysis) were compared across 

all variant-ligand combinations to ensure protein stability. In all cases the RMSD was con-

stant over the span of the production time, indicating the systems were stable with respect 

to the crystal structure and did not undergo any large conformational changes (see Figure 

F.1). RMSF of all system was consistent across multiple replicates of all variants and ligands 

(see Figure F.2). The normal modes, while different in magnitudes between replicate tra-

jectories, maintained similar overall motion profiles, indicating that the essential dynamics 

remain relatively unchanged across all systems (see Figures F.3 and F.4). Correlated motion 

of residue pairs also show similar patterns across systems (see Figure F.5). Taken together,
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these data indicate that the changing ligands and point mutations did not significantly im-

pact the dynamic motion of the protein nor its overall structure.

N374K mutation exhibits preference for CxSAM

Energy decomposition analysis revealed that wildtype (WT) M.MpeI favors SAM over

CxSAM by -133.9 kcal mol-1. The N374K variant also favors SAM over CxSAM, however

this difference is reduced to only -59.5 kcal mol-1. The N374K/SAM interaction differs from

the WT/SAM interaction by +28.9 kcal mol-1 (less favorable), while the N374K/CxSAM

interaction differs from the WT/CxSAM interaction by -45.6 kcal mol-1 (more favorable).

The specific interactions driving these differences are highlighted in Figure 7.2. At position

374 in the WT, the interaction favors SAM by 26.5 kcal mol-1. In the N374K variant, this

selectivity changes to CxSAM by -61.2 kcal mol-1, a total change in interaction energy of

87.7 kcal mol-1.

Figure 7.2. a) Difference in interaction energies between WT with CxSAM

against SAM baseline. Residues highlighted in blue (red) interact more fa-

vorably with SAM (CxSAM). b) Difference in interaction energies between

N374K with CxSAM with respect to SAM. c) Interaction energy differences

between highlighted residues and co-substrates in kcal mol-1. Positive (nega-

tive) values indicate the residue at that position interacts more favorably with

SAM (CxSAM).

The largest differences in interaction energies between the WT and SAM/CxSAM co-
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substrates is reported in Figure 7.2a,c. The largest of these differences in the WT occurred

at position E45, corresponding to a change of 78.0 kcal mol-1 less favorable in its interactions

with the CxSAM compared to SAM. To investigate this position, we ran simulations with

E45G to remove the negative charge and the bulk of the side chain, and E45D to shorten

the side chain without removing the negative charge.

The E45G system showed a reduction in the ∆E between position 45 and the co-

substrates, however the total difference in interaction energy between the protein/DNA

complex and the co-substrates is also less favorable for both when compared to other sys-

tems (see Figure 7.4). These results suggest that while E45G does alter selectivity between

substrates, it would also be less likely to interact with either substrate at all when com-

pared to other variants investigates. Conversely, the E45D variant shows an 81.8 kcal mol-1

more favorable selectivity for CxSAM over SAM, with comparatively minor changes at other

residues examined from the WT. Interestingly, the E45D variant also resulted in a significant

improvement at position N374 (see Figure 7.3). The overall interaction energy between the

protein/DNA complex and the SAM co-substrate was similar to that of the N374K variant,

while the interaction of the E45D variant with CxSAM was 17.4 kcal mol-1 more favorable

than the N374K variant. Taken together, the E45D and E45G data indicate that the charged

residue at this position is important for binding, however the smaller side chain of the aspar-

tate variant appears to provide more accessible volume to accommodate the larger CxSAM

substrate.

The interaction energies between the identified residues and the co-substrates are

shifted further towards CxSAM selectivity in the E45D/N374K double mutant (see Figure

7.4). Interestingly, the interaction between D45 and the co-substrate is favored towards

CxSAM in the double mutant than in the single mutant, and the same is true for the K374

position. This suggests that the improvement of selectivity of these two positions is likely

due to many body effects, as the double mutant includes both a positive and negative charge

on opposite sides of the CxSAM cosubstrate, leading to greater stabilization. The total
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Figure 7.3. a) Difference in interaction energies between E45G with CxSAM

against SAM baseline. Residues highlighted in blue (red) interact more favor-

ably with SAM (CxSAM). b) Difference in interaction energies between E45D

with CxSAM with respect to SAM. c) Interaction energy differences between

highlighted residues and cosubstrates in kcal mol-1. Positive (negative) val-

ues indicate the residue at that position interacts more favorably with SAM

(CxSAM).

interaction energies between the protein/DNA complex and the co-substrates also selects for

CxSAM over SAM by 44.2 kcal mol-1, and this interaction energy is at the same magnitude as

that of the WT and single mutants with the SAM cosubstrate. These data indicate that the

E45D/N374K double mutant should preferentially bind CxSAM over SAM to approximately

the same degree as the WT and single variants with SAM.
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Figure 7.4. a) Difference in interaction energies between E45D/N374K with

CxSAM against SAM baseline. Residues highlighted in blue (red) interact

more favorably with SAM (CxSAM). b) Interaction energy differences be-

tween highlighted residues and co-substrates in kcal mol-1. Positive (negative)

values indicate the residue at that position interacts more favorably with SAM

(CxSAM). c) Total interaction energies in kcal mol-1 between protein/DNA

complex and SAM/CxSAM co-substrates.

7.4. Conclusions

These data suggest that the N374K mutation results in a shift in interaction energies

that increasingly favors the CxSAM cosubstrate. The interaction energies observed between

the two cosubstrates and the variants under investigation show that the E45D mutation sim-

ilarly favors CxSAM, and that the two mutations are additive, resulting in an E45D/N374K

double mutation that preferentially acts on CxSAM over SAM, pushing the promiscuous en-

zyme M.MpeI from primarily using SAM to primarily selecting for CxSAM. These mutations

are also useful because they do not significantly impact the structure or dynamic motion of

the protein or the interaction energies between the DNA and protein.
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CHAPTER 8

IMPLEMENTATION OF MINIMUM FREE ENERGY PATH OPTIMIZATION

ALGORITHM IN LICHEM

8.1. Introduction

Quantum mechanical/molecular mechanical (QM/MM) simulations of reaction mech-

anisms are an important tool in studies of enzyme catalysis, especially in investigations of

how reaction rates and substrate binding are affected by mutations or other environmental

effects. LICHEM is a software package that calls external software packages for both QM

(Gaussian, etc) and MM (TINKER, etc) calculations and transitions between them to obtain

optimized reaction paths and energies for large enzymatic systems.106 The current single

point and reaction path optimization algorithms minimize the geometry on the potential

energy surface. Optimizations in this way can produce geometries that are ”ideal”, but not

necessarily accurate with respect to reaction mechanisms. The inclusion of free energy cal-

culations in the algorithm can produce results that account for the average forces on each

atom over a period of sampling time.

The Hamiltonian of the QM atoms in a molecular dynamics trajectory can be calcu-

lated using Equation 8.1. This accounts for the different conformations of the atoms in the

MM region during dynamics and computes an average field. The complete free energy of the

system is calculated using equation 8.2. For the complete derivation, see reference 296.

(8.1) H = HQM(rQM) +
1

N

N∑
n=1

∑
j∈MM

∑
i∈QM

qj
|ri − rn,j|

(8.2) A0 = − 1

β
ln

[∫
e−βA0(rQM )drMQM

]
Minimum free energy perturbation (MFEP) calculations allow us to include thermo-

dynamic properties of a system at non-zero temperatures and account for the multiple states
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that a system may occupy over the course of a reaction.332 These additional effects can im-

prove the calculated reaction energies and barriers for enzymatic reactions in solution.60,333

The calculation of MFEP involves molecular dynamics simulations to obtain sufficient sam-

pling to calculate an average field of forces and energies in which the reaction mechanism

may be calculated. The computational workflow is shown in Figure 8.1.

Figure 8.1. Algorithm for MFEP implementation in LICHEM

8.2. Software Updates

The TINKER source code for dynamic and gradient was modified to calculate, store,

and output the average forces on each atom for use in LICHEM. LICHEM was modified to

accept new MFEP-related keywords to allow users to change the number of dynamic steps,

timestep, ensemble (NPT, NVE, NVT, NPH), temperature, and pressure. The use MFEP

keyword also allows the use of the modified dynamic in place of standard minimize calls

during normal OPT, DFP, and QSM calculation types. These programs were then tested to

ensure the modifications do not otherwise impact the functionality.

8.3. Testing Methods

The diaspartate system found in the LICHEM tutorial package was used to separately

test individual components of the MFEP workflow and to obtain calculation timings. This

94



system contains two aspartic acid molecules solvated in 31,981 water molecules in a cube

measuring 98.6 Å on a side, totalling 95,993 atoms. The QM region selected consists of

the side chains of the aspartic acids up to the α-carbon, with the peptide backbone atoms

included in the MM region (see Figure 8.2).

Figure 8.2. Diaspartate test system. Atoms highlighted in blue are in the

QM region, yellow are pseudobond atoms, and red are boundary atoms.

An unmodified TINKER 7.1 package was first used to ensure the test system behaved

as expected in both minimize and dynamic. The minimization was performed to an RMS

gradient threshold criteria of 0.1Å. The unmodified dynamic and modified dynamic were

both run for 1000 dynamic steps using a 1.0fs timestep in an NPT ensemble at 300K and

1.0 bar. These criteria were selected to ensure that the modifications to dynamic did not

seriously impact calculation time or accuracy. All test calculations were run on UNT’s

Cruntch3 using processing nodes that each provided 20 compute cores.

I ran small tests with the LICHEM MFEP implementation with dynamics set to run

for 2.0fs timesteps for 25, 50, 100, and 200 steps using a long-range electrostatic correction

cutoff of 7 Å for nonbonded interactions, in an NPT ensemble at 300K and 1.0 bar, and using

particle mesh ewald.159 The QM atoms were represented with the PBE0 functional with

the 6-31+G(d,p) basis set.334 The diaspartate test system includes a product and reactant

structure, both of which were optimized using the MFEP method at all four listed dynamic

durations. The calculated energies of each tested system at all four timestep options and the
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Timesteps Free Energy (kcal/mol)

Reactant 25 -1775253.1

50 -1775253.1

100 -1775253.4

200 -1775253.4

0 (Potential) -1157865.14

Product 25 -1775253.7

50 -1775253.7

100 -1775253.7

200 -1775253.7

0 (Potential) -1157865.18

Reaction Free Energy (ΔG) 25 -0.6

50 -0.6

100 -0.3

200 -0.3

Reaction Potential Energy (ΔE) 0 -0.04

Table 8.1. Free energies for reactant and product of diaspartate double pro-

ton transfer reaction test system and reaction energies based on timing settings

tested.

resulting reaction free energies are listed in Table 8.1. For comparison, potential energies

from calculations performed in previous work are also included.

These data indicate that the energies remain consistent with different durations of

dynamic timings. They also show that the reaction energies are within an acceptable er-

ror, with the 25– and 50–timestep tests showing a reaction free energy of -0.6 kcal mol-1,

decreasing to -0.3 kcal mol-1 for the 100– and 200–timestep tests. The previously reported

reaction potential energy is -0.04 kcal mol-1. This indicates that when thermal and entropic

contributions from MFEP are included, the product is slightly more stabilized.

While these tests have not been run to a length of time to obtain acceptable amounts

of sampling data for useful comparisons to experimental data, they establish that the im-

plementation of minimum free energy in LICHEM does work for single optimizations and

without significant increase in computational costs.
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CHAPTER 9

CONCLUSIONS AND FUTURE WORK

The APOBEC3 and M.MpeI projects together demonstrate that protein mutations

may be predicted to serve a purpose or goal, whether to rescue lost functionality,2 impact

dimerization,5 or to modify the selectivity and preference of a promiscuous enzyme. Pre-

dictive modeling is highly useful as it can help guide experimental work with improved

specificity. APOBEC3H may be modified to restore lost anti-cancer activity due to a mu-

tation. APOBEC3C dimerization is affected by the interplay of just a few amino acids that

differ between the human and rhesus variants. M.MpeI methyltransferase can be modified

using rational design principles to cause it to favor a nonstandard substrate over its usual

substrate, and the effects of individual mutations are additive. The method development I

did with the combined conserved evolution and electron localization resulted in an improved

approach to the selection of QM region atoms in large enzymatic systems, which can enable

calculations with higher levels of theory or lower computational costs, improving accuracy

and throughput of results in these studies. The inorganic complex project demonstrates that

low barrier hydrogen bonds may be formed and tuned on a tridentate pincer ligand with

modified substituent groups.

Going forward, the APOBEC3H projects would ideally be followed up with a QM/MM

study of the reaction mechanism and how it is affected by the mutations at positions 117

and 121. The reaction mechanism is not yet fully understood. The cytidine deaminase of

E. coli consists of a different active site configuration, but is still Zinc-dependent and uses

a glutamate-coordinated water to catalyze the reation.335,336 The deaminase in yeast is

a much closer homolog to APOBEC3s, with the same active site configuration. Both of

these reaction mechanisms have been investigated with QM/MM methods, and serve as an

excellent point of comparison for a future APOBEC3H QM/MM study. The reaction free

energies for the wildtype, K121E, K117E, and K117E/K121E variants would provide addi-

tional information as to the complex way in which APOBEC3H mutations can affect cancer
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pathogenesis.

The M.MpeI methyltransferase enzyme could be similarly investigated using QM/MM

methods, and may also benefit from simulations with other SAM-analogues. The promis-

cuous enzyme could serve to be a useful tool in the drug design toolkit if it can be further

tuned to preferentially act upon a variety of analogues to functionalize nucleobases. An ini-

tial study of known SAM-analogues in the active site, followed by proposed new analogues

based on desired modified nucleobases, could provide many new avenues of research.

The MFEP implementation in LICHEM needs further testing with a wider array of

systems, as well as testing on a complete reaction path using the QSM method. Additionally,

a comparison between the results of MFEP using AMBER point charges and the results using

AMOEBA would demonstrate that the implementation produces consistent results, and that

AMOEBA provides further improvement to the accuracy from MFEP calculations. I will

perform tests on the diaspartate test system up to 1ns of dynamic simulation time for the

reactant and product and each of the beads in the QSM reaction path. Additionally, I will

use the 4-oxalocrotonate tautomerase (4OT) system described in Chapter 3 to serve as a

test of MFEP on an enzymatic system rather than a simple small molecule reaction.
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APPENDIX A

CHARACTERIZING HYDROGEN-BOND INTERACTIONS IN

PYRAZINETETRACARBOXAMIDE COMPLEXES: INSIGHTS FROM

EXPERIMENTAL AND QUANTUM TOPOLOGICAL ANALYSES
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Experimental Methods

For full experimental methods, see text of Ref 4.

Figure A.1. Views of tetramers for the palladium chloride complex 3
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Table A.1. Selected interatomic distances [Å] for complexes, with per-

spective views directly above appropriate columns to show atom numbering

schemes for 1, 2, and 3. Primes (’) indicate atoms related by inversion center.

Computational Methods

The wavefunctions for ELF, NCI, and QTAIM calculations were obtained with the

Gaussian 09 softtware package, performing single point calculations using the ωB97XD func-

tional with a mixed basis set (LanL2DZ for Pd atoms, and 6-311+G(d,p) for C, H, O, and N

atoms). ELF calculations were computed with the ToPMoD software package using a cubic

grid of 200 au with a step size of 0.1 au. For the NCI calculations, the NCIPLOT software

package was used, with a cutoff of 0.5. Both ELF and NCI surfaces were rendered with
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VMD. For the QTAIM calculation, the AIMALL software package was used.

Figure A.2. Close-up of the combined ELF/NCI analysis for the two H-bond

regions for complexes 1 (a), 2 (b) and 3 (c). ELF topologies are shown as solid

cyan surfaces, and NCI regions are rendered as solid surfaces. In NCI analysis,

as per convention, red surfaces indicate strong repulsion, blue surfaces denote

strong attraction and green surfaces indicate weak interactions. Isosurface

cutoff for ELF= 0.85. Isosurface cutoff for NCI= 0.5, and data is plotted in

the range -0.05 < sign(λ2)ρ < 0.05 a.u.
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Figure A.3. Combined ELF/NCI topological representation of complexes 1

(a), 2 (b) and 3 (c). ELF basins appear as solid cyan surfaces, and NCI regions

are represented as solid surfaces, where red surface indicates strong repulsion,

blue surface strong attraction and green surface relatively weak interactions.

Isosurface cutoff for ELF=0.85. Isosurface cutoff for NCI=0.5, and data is

plotted in the range -0.05 < sign(λ2)ρ < 0.05 a.u.

ELF population and distributed multipole analyses for selected basins (Ta-

bles A.2-A.4). Population and multipole analysis for complex 3 shows that the first and

second polar moments for the lone pair basins that are directly interacting with the H atom

are significantly larger than the ones pointing away from the H bond interaction region. This

is an indication of the strong polarization on the O atoms induced by the LBHB. In addi-

tion, the population analysis shows that each of the oxygen atoms that share the H atom for

complex 3 have a similar electron population (O2=4.03,1.62; O1=3.73,1.98), on the other

hand complex 1 does not (O2=2.81,2.99; O1=3.86). This further suggests the presence of

a covalent bond between H1-O1 for complex 1. For complex 2, the populations for the

monosynaptic and disynaptic basins are similar to the ones for complex 3 and complex 1,
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respectively. The 1st and 2nd polar moments for each of the largest valence basins V(O2) and

V(O1) decreased between 1-0.6 a.u, respectively, while for the valence basin V(O2’) for both

polar moments decreased ∼0.6 a.u., and for the V(O1’), increased ∼0.3 a.u. In addition,

the population and distributed multipole analyses for the V(O2,C5) and V(O1,C1) basins

for complexes 1 and 3, indicates that when an LBHB is present, the population, as well the

first and second polar moments, for these disynaptic basins are roughly the same. On the

other hand, if a covalent bond is present, their population is slightly smaller.

Table A.2. Electron population, 1st and 2nd polar moments for the specific

basins for complex 1. The two numbers per column correspond to each long

pair associated with the valence electrons for each O atom.
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Table A.3. Electron population, 1st and 2nd polar moments for the specific

basins for complex 2. The two numbers per column correspond to each long

pair associated with the valence electrons for each O atom.

Table A.4. Electron population, 1st and 2nd polar moments for the specific

basins for complex 3. The two numbers per column correspond to each long

pair associated with the valence electrons for each O atom.

QT-AIM analysis of complexes 1-3 (Tables A.5-A.7). Covalent bonds (shared

interactions) possess negative values for ∇2
ρ(r) and small values for ρ(r). Closed shell
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interactions, like HBs, also have small ρ(r) but positive ∇2
ρ(r) values. For complex 1 (Table

A.5), the ∇2
ρ(r) values for the BCP H1-O1 and H2-O1’ were negative and positive for O1-H2

and O2’-H2. For complex 3 (Table A.7), all the ∇2
ρ(r) values were negative. For complex

2 (Table A.6), the value of ∇2
ρ(r) for BCP corresponding to H1-O2, O3-H1 and H2-O4 is

negative, while the one corresponding to O1-H2 is positive. These results are consistent with

the ELF analysis and indicate that complex 1 exhibit a short HB while 3 exhibits LBHBs;

for complex 2, one of the HB corresponds to an LBHB while the other to a short HB.

Table A.5. Bond critical point electron densities, ρ(r), and Laplacians,

∇2
ρ(r), for HBs in complex 1.
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Table A.6. Bond critical point electron densities, ρ(r), and Laplacians,

∇2
ρ(r), for HBs in complex 2.

Table A.7. Bond critical point electron densities, ρ(r), and Laplacians,

∇2
ρ(r), for HBs in complex 3.

Mulliken for the HBs of interest (Table A.8). For complex 1, the charge

difference between the O atoms participating in the HB, O1 and O2, is large (approx. 0.17),

with a smaller charge observed on the oxygen bonded that is bound to the H. For complex

3, the charge difference between O1 and O2 is not significant. For complex 2, the charge

difference for O2 and O3 has a similar trend as complex 3, while for O1 and O4 the charge

difference is comparable with complex 1. In all complexes, the charge difference between H1

and H2 was negligible.
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Table A.8. Mulliken charges for HBs in complexes 1, 2, and 3
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APPENDIX B

COMBINING EVOLUTIONARY CONSERVATION AND QUANTUM TOPOLOGICAL

ANALYSES TO DETERMINE QM SUBSYSTEMS FOR BIOMOLECULAR QM/MM

SIMULATIONS
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Figure B.1. a) 4OT active site with considered residues. b) ELF for 4OT

with and without Arg-61’ included in the QM region. c) Comparison of the

multipolar decomposition for the basin of the transfered proton. d) ELF

heatmap of 4OT with Arg-61’ on the plane passing through the reactive bond

(C-H) and the reaction-involved proline nitrogen. e) Closeup of the ELF

heatmap for the reactive bond region without Arg-61’ in QM subsystem. f)

ELF heatmap of 4OT without Arg-61’ on the plane passing through the reac-

tive bond (C-H) and the reaction-involved proline nitrogen. g) Closeup of the

ELF heatmap for the reactive bond with Arg-61’ in QM subsystem.
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Figure B.2. a) QM region for TET2 system. b) ELF for TET2 with and

without T1372 and Y1902 in the QM region. c) Comparison of electron lo-

calization with and without these two residues. d) ELF heatmap of TET2

without additional amino acids on the plane passing through the reactive iron-

oxyl bond and the 5’ hydroxyl group of the cytidine substrate. e) Closeup of

iron-oxyl without additional amino acids in QM region. f) ELF heatmap of

TET2 with T1372 and Y1902 on the plane passing through the reactive iron-

oxyl bond and the 5’ hydroxyl group of the cytidine substrate. g) Closeup of

iron-oxyl with additional amino acids in QM region.
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Figure B.3. a) QM region for TET2 system. b) ELF for TET2 with and

without second shell water included in the QM region. c) Comparison of elec-

tron localization with and without water. d) ELF heatmap of TET2 without

second shell water on the plane passing through the reactive iron-oxyl bond

and the 5’ hydroxyl group of the cytidine substrate. e) Closeup of iron-oxyl

without water in the QM region. f) ELF heatmap of TET2 with second shell

water on the plane passing through the reactive iron-oxyl bond and the 5’

hydroxyl group of the cytidine substrate. g) Closeup of iron-oxyl with water

in the QM region.
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Figure B.4. a) ELF of truncated wavefunction around reactive atoms in

4OT transition state with (wireframe) and without (solid transparency) Arg-

39” in the QM region, b) comparison of electron localization and multipolar

moments with and without Arg-39”, c) ELF heatmap through plane of reactive

atoms with Arg-39” represented as point charges in the MM region. d) ELF

heatmap through plane of reactive atoms C,H, and N with Arg-39” represented

in the QM region,
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Figure B.5. a) ELF of truncated wavefunction around reactive atoms in

TET2 transition state with and without T1372 and Y1902 in the QM region,

b) ELF of truncated wavefunction around reactive atoms in TET2 transition

state with and without second shell water in the QM region. c) comparison of

electron localization and multipolar moments of the iron-oxyl electronic basin

for full QM region, QM without T1372 and Y1902, and QM without second

shell water, d) ELF heatmap through plane of reactive atoms Fe, O, and

H with the full QM region, e) ELF heatmap through plane of reactive atoms

with T1372 and Y1902 represented as point charges in the MM region, f) ELF

heatmap through plane of reactive atoms with second shell water represented

as point charges in the MM region.
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Figure B.6. 2D ELF visualization of Polλ a) for the original QM region, b)

for the QM region with R386, c) for the QM region with R420, and d) for

the QM region with K472. Comparison of electron localization without (blue)

and with (pink) e) R386, f) R420, and g) K472 on the plane passing through

the reactive phosphate bond. ELF for Polλ (blue) with h) R386, i) R420, and

j) K472 in the QM region.

115



APPENDIX C

COMPUTATIONAL INVESTIGATION OF APOBEC3H SUBSTRATE ORIENTATION

AND SELECTIVITY
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C.1. Results for Substrate Binding Orientation Studies

Raw data plots for orientation and recognition simulations.

Figure C.1. RMSD over time for each system.
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Figure C.2. RMSF for each system. Shaded region is the DNA substrate.

Dashed red line indicates highest fluctuation value in the substrate nucleotides.
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Figure C.3. Van der Waals interactions between each residue and the full

DNA substrate. Each plot title includes the sum of the protein-substrate VdW

interactions.
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Figure C.4. Coulomb interactions between each residue and the full DNA

substrate. Each plot title includes the sum of the protein-substrate Coulomb

interactions.
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C.2. Results for Substrate Binding Recognition Simulations
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Figure C.5. Van der Waals interactions between each protein residue and

3’ flanking nucleotide of target cytidine. Plot title indicates total of protein-

nucleotide interactions
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Figure C.6. Coulomb interactions between each protein residue and 3’ flank-

ing nucleotide of target cytidine. Plot title indicates total of protein-nucleotide

interactions
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Figure C.7. Van der Waals interactions between each protein residue and

target cytidine. Plot title indicates total of protein-nucleotide interactions
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Figure C.8. Coulomb interactions between each protein residue and target

cytidine. Plot title indicates total of protein-nucleotide interactions
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Figure C.9. Van der Waals interactions between each protein residue and

5’ flanking nucleotide of target cytidine. Plot title indicates total of protein-

nucleotide interactions
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Figure C.10. Van der Waals interactions between each protein residue and

5’ flanking nucleotide of target cytidine. Plot title indicates total of protein-

nucleotide interactions
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APPENDIX D

SINGLE-NUCLEOTIDE POLYMORPHISM OF THE DNA CYTOSINE DEAMINASE

APOBEC3H HAPLOTYPE I LEADS TO ENZYME DESTABILIZATION AND

CORRELATES WITH LUNG CANCER
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Figure D.1. Purity of A3H enzymes. Purified A3H enzymes were re-

solved by SDS-PAGE.
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Figure D.2. Detection of A3 mRNA by qPCR. The endogenous A3A,

A3B, and A3H mRNA levels were quantified in NCI-H1563 cells relative to

TBP mRNA. The A3A mRNA was not detectable. Error bars represent the

standard deviation from three independent experiments.

Figure D.3. Expression of A3H Hap I-Flag in doxycycline (dox)

inducible cell lines. Titration of dox in NCI-H1563 cell lines shows that

expression occurs at 1 µg/mL Dox or higher.

130



Figure D.4. DNA damage induced by A3H Hap I.
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Figure D.5. Differences in RMSF by residue for all systems com-

pared to the A3H Hap I WT. Residues highlighted in red change by more

than 1Å.
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Figure D.6. Difference correlation matrices comparing mutant sys-

tems to A3H Hap I WT. Regions of blue exhibit an increased magnitude

of correlation (left) or anticorrelation (right), regions of red indicate decreased

magnitude.
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Figure D.7. Principle Component Analysis (PCA) of all A3H sys-

tems comparing the first two modes of each system. Points in grey

are the A3H Hap I WT, which is shown as a reference for the individual mu-

tations. K121E exhibits greatly diminished scatter in the first two modes.

K117E shows slightly diminished scatter. K121E/K117E rescue and G105R

both exhibit similar modes of motion to the wild type.
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Figure D.8. Average structure overlay. The A3H Hap I WT is shown

as transparency for a) K121E, b) K117E, c) K121E/K117E, and d) G105R.

K+ ions added to neutralize

WT 12

K121E 16

K117E 16

K121E/K117E 20

G105R 10

Table D.1. Potassium Counterions added to each A3H dimer system to bring

total system charge to 0.
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Figure D.9. Deamination activity of A3H Haplotypes and mutants.

Time course of deamination of A3H Hap I mutants, A3H Hap II, and A3H

Hap VII at 50 nM or 200 nM of enzyme. Deamination was tested on a 118 nt

ssDNA (100 nM) and gels analyzed for each plot were quantified and plotted

as shown in Figure 5.4b.
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WT K121E K117E K121E/K117E G105R

K/E121 - K/E117 56.61% 65.39% 55.36% 53.01% 0.76%

K/E121 - R124 0.77% 38.65% 0.31% 41.65% 0.09%

R124 - I182 2.93% 19.26% 2.16% 6.24% 0.68%

P118-S86 4.46% 47.28% 33.70% 26.26% 0.00%

R175 - G374 35.27% 4.39% 5.19% 44.88% 39.77%

R175 - G375 24.78% 6.20% 33.75% 35.76% 3.23%

R175 - C376 0.00% 10.25% 0.00% 0.00% 0.68%

R176 - G374 0.06% 30.63% 9.15% 0.01% 4.86%

R176 - G375 27.23% 44.87% 76.64% 76.47% 22.92%

R176 - C376 10.10% 10.06% 4.85% 87.29% 2.77%

R179 - G374 24.88% 0.03% 0.00% 0.00% 7.21%

R179 - G375 27.72% 23.36% 10.06% 60.68% 30.01%

R179 - C376 1.71% 52.30% 43.21% 84.41% 9.69%

Q120 - C376 41.37% 4.65% 14.17% 86.92% 0.24%

Table D.2. Largest contributors to hydrogen bonding interactions presented

as percentage of total simulation time. These interactions form a network

across a portion of the protein surface including active site residues and RNA-

binding residues.
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APPENDIX E

DIVERGENCE IN DIMERIZATION AND ACTIVITY OF PRIMATE APOBEC3C
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Figure E.1. Standards used for size exclusion chromatography. (A)

The standard curve generated from the G200 Increase column. Sizes corre-

spond to Thyroglobulin (670 kDa), Gamma globulin (158 kDa), Ovalbumin

(44 kDa), Myoglobin (17 kDa), and Vitamin B12 (1.4 kDa). (B) The cA3C

is a mix of dimer (D) and monomer (M). The cA3C SEC was carried out as

for rhA3C and showed that monomers elute at a volume greater than 20 mL

and dimers elute at a volume smaller than 20 mL. (C) To confirm our mea-

surements by SEC, which is based on standards, we also conducted multiangle

light scattering (MALS) on the rhA3C R44Q/R45H/N115K, which had a sin-

gle peak. We empirically calculated a molar mass of 30 kDa at the peak of

elution, which is near the predicted molar mass from the amino acid sequence

of 23 kDa.
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Figure E.2. A3C-mediated restriction of SIVsmm. (A) SIVsmm L5

ΔVif infectivity was measured by β- galactosidase expression driven by the

HIV-1 5 LTR from TZM-bl cells infected with SIVsmm that was produced

in the absence or presence of 3xHA tagged hA3C, hA3C S188I, cA3C, and

rhA3C. Results normalized to the no A3 condition are shown with the Standard

Deviation of the mean calculated from at least three independent experiments.

(B) Immunoblotting for the HA tag was used to detect A3C enzymes expressed

in cells and encapsidated into SIVsmm ΔVif virions. The cell lysate and virion

loading controls were α-tubulin and p27, respectively.

Mutations ΔE compared to wild type (kcal mol-1)

R44Q +161.6

R45H +384.4

N115M +173.8

A144S -13.0

R44Q/R45H +643.3

R44Q/R45H/N115M +631.3

R44Q/R45H/A144S +769.8

Table E.1. Dimer Interaction Energy Decomposition Analysis. Val-

ues shown as comparisons to wild type interaction energy.
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Figure E.3. Structure based model molecular dynamics simulation

driven by coevolved pairs is used to predict dimeric complexes. A

simulation utilizing the top dimeric residue-residue couplings estimates a pu-

tative dimeric complex. (A) shows a comparison of the dimeric interactions

found in the 3VOW crystal structure (dark grey dots) and the dimeric inter-

actions identified by the homodimer prediction (red dots). (B) Although the

predicted complex and the crystal structure are not identical, they do share

several important dimeric interactions, particularly those involving the residue

144.
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Figure E.4. Contribution to total dynamic motion from first ten

(10) normal modes. Amino acid changes are listed on the y-axis. R44R45

is the combined mutant R44Q/R45H. RRN115 is the combined mutant

R45H/R44Q/M115N. RRA144 is the combined mutant R45H/R44Q/S144A.

Figure E.5. First four (4) normal modes by residue. As shown above,

most of the essential motion is captured by the first three modes. The fourth

mode is included here to show that it is negligible. R44R45 is the combined

mutant R44Q/R45H. RRN115 is the combined mutant R45H/R44Q/M115N.

RRA144 is the combined mutant R45H/R44Q/S144A.
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Figure E.6. PCA for first two normal modes. R44R45 is the combined

mutant R44Q/R45H. RRN115 is the combined mutant R45H/R44Q/M115N.

RRA144 is the combined mutant R45H/R44Q/S144A.

Figure E.7. Correlated motion matrices pairwise by amino acid.

R44R45 is the combined mutant R44Q/R45H. RRN115 is the com-

bined mutant R45H/R44Q/M115N. RRA144 is the combined mutant

R45H/R44Q/S144A.
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Figure E.8. RMSF by residue mapped to 3D structure. Barplots

below structures show raw RMSF data. R44R45 is the combined mutant

R44Q/R45H. RRN115 is the combined mutant R45H/R44Q/M115N. RRA144

is the combined mutant R45H/R44Q/S144A.
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Figure E.9. Analysis of loop 1.
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Figure E.10. Model analysis of hA3C R44Q/R45H/N115M illus-

trates changes from hA3C WT.

146



Figure E.11. Correlated motion matrices pairwise by amino

acid.Correlated motion of hA3C WT, R44Q/R45H/N115M, and

R44Q/R45H/A144S variants with loop 1/loop 7 correlated motion highlighted

(black box). RRN115 is the combined mutant R44Q/R45H/N115M. RRA144

is the combined mutant R44Q/R45H/A144S.
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Figure E.12. Purified rhA3C. Five micrograms of rhA3C WT and mu-

tants were resolved by SDS-PAGE.
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APPENDIX F

INVESTIGATION OF DRIVERS FOR PREFERENTIAL

CARBOXY-S -ADENOSYL-L-METHIONINE SYNTHESIS BY M.MPEI VARIANTS
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Figure F.1. Root-mean-squared deviation (RMSD) of all vari-

ant/cosubstrate combinations in triplicate. Systems are stable and show no

large conformational shifts during dynamics.

Figure F.2. Root-mean-squared fluctuation (RMSF) of all vari-

ant/cosubstrate combinations in triplicate. Each plot shows the fluctuation

by residue of each system. The overall RMSF profile does not significantly

change across systems, showing no significant differences in dynamic motion

due to point mutations or changed cosubstrate.
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Figure F.3. Largest contributions to essential motion for each vari-

ant/cosubstrate combination in triplicate. In all cases, >95% of motion is

captured by the first three normal vibrational modes.

Figure F.4. First four (4) normal vibrational modes with contributions by

each residue to each mode, shown for all variant/cosubstrate combinations in

triplicate.
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Figure F.5. Correlated motion for all variant/cosubstrate combinations in

triplicate. Correlated motion shows the relationship of motion between pairs

of residues for all pairs, with negative values in red showing strongly anticor-

related motion and positive values in blue showing strongly correlated motion.
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[142] Manjuan Liu, Aurélie Mallinger, Marcello Tortorici, Yvette Newbatt, Meirion

Richards, Amin Mirza, Rob L.M. Van Montfort, Rosemary Burke, Julian Blagg, and Teresa

Kaserer, Evaluation of APOBEC3B recognition motifs by NMR reveals preferred substrates,

ACS Chemical Biology 13 (2018), no. 9, 2427–2432.

[143] Ke Shi, Michael A Carpenter, Surajit Banerjee, Nadine M Shaban, Kayo Kurahashi,

Daniel J Salamango, Jennifer L McCann, Gabriel J Starrett, Justin V Duffy, Özlem Demir,
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