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DETERMINATION OF REQUIRED COMPONENT 
RELIABILITY FROM SYSTEM RELIABILITY 

REQUIREMENTS

M. Breipohl, 1593

ABSTRACT
The primary purpose of this study was to find a method for establishing com­

ponent reliability requirements from system reliability specifications, because 
component reliability requirements are presently arbitrarily and vaguely defined. 
These requirements are considered as two separate problems--determination of 
allowable component catastrophic failure probabilities and determination of allow­
able distributions of component performance variables.

The results of the study consisted of:

1. A method for determining a unique allocation of component catastrophic 
failure probability, resulting in a minimum cost, for an assumed cost 
versus failure probability model.

2. A method for determining a unique allocation of the standard deviation of 
the component performance variables, resulting in a minimum cost, for 
an assumed cost versus standard deviation model.

3. Approximate methods for each of the above allocations, without assum­
ing specific cost models.

March 3. 1960
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CHAPTER I -- INTRODUCTION

A* Problem Description

in many engineering fields, notably missile and weapon develop- 
include numerical reliability require-

ments, as
well as sixe. weight, performance, etc., requirements.

Assuming for the moment that a definition of reliability has been

agreed upon, part of the initial design task is to decide how reliable

each component 

requirements.

must be in order to meet the staled system reliability

This

The method for

is the problem discussed in this paper.

expressing system failure probability in terms of

probabilities of the "failure events" of the system will be deseried in 
Section A of Chapter U .nd in Section A of Chapter IL In tryine to de 
termine allowable "event" failure probabilities from the stated system 
requirements, the major problem is that there is no unique solution- 
in ract the solution space h.. n - 1 degrees of freedom, where n i. th. 
number of failure event.. For example, if allowable system failure 
probability. Q. is known and if Qis related to the probabilities of ten 
failure .vents. A,. A,.......... ..... by the relationship:

’■8 P(A ;

where PeA, I* the probability of A,--there are nine degrees of freedom 
in choosing the allowable fatlure probabilittes of the ten failure event..

To .olve thl. problem uniquely, It is necessary to impose some 
further constraints. Reliability 1. certainly some function of designIman, 
hour., anowable size, allowable weights, production quality control, type 

of testing, ana many other factor.. However, the allowable size and. 

wetgnt .. well as the allowable time until production unit, are avallable 

.re specified in the design characteristcs. But the cost of th. system



r I

2
is not exactly specified. By putting more money into a certain compo­
nent, more people and more facilities can be devoted to development, 

better quality control can be put into the production line. more extensive 

testing may be employed. Hence, the more money placed in the develop­

ment program, the higher one might expect the reliability of the device 

to be.

For these reasons it was decided to find the solution that yields 
the minimum cost. 1 A procedure for doing this is described in this re­

port.

Another major problem is determining exactly what constitutes a 

failure event. That is, if a resistor changes from a design value of 1 

K ohm to a value of 3 K ohms. is thia a failure event? For instance, 
if the distribution of the resistance values of resistors were considered, 
something of the form of Figure I might be expected.

>
c 
s 
g EL

o Design value
$9

Resistance--------

i

Figure 1

1 If cost is not the paramount consideration in a particular situa­
tion. the value concept of game theory may be substituted, and the de­
scribed procedure may be used.
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Generally either O or co is a failure. Whether a drift from the de­
sign value constitutes a failure is quite dependent upon the values of the 

other parameters in the circuit. For this reason, the predicted failure 

events will be discussed in two general categories:

1. Complete or catastrophic failures (e.g. . an open resistor, a 

broken tube). Chapter 11.

2. Out-of-tolerance failures (e.g., a resistor whose resistance 

is higher than the design value but not open, a tube with 

gm less than design value but positive). Chapter III.

B. Basic Definitions

Before discussing the problem, a specific definition of reliability 

must be adopted since reliability has been defined in a number of ways. 

For the purposes of this problem, reliability is defined as a measure. 
Specifically, reliability is the probability of successful operation. This 

definition is briefly amplified below.
2

. The definition of probability is that given by Cramer as follows:

"Whenever we say that the probability of an event E 
with respect to an experiment is equal to P. the concrete 
meaning of this assertion will thus simply be the following: 
In a long series of repetitions of . it is practically certain 
that the relative frequency of E will be approximately equal 
to "P". "

"Successful operation" is quite vague and perhaps needs some 

clarification. In the problem being discussed, it is assumed that suc­
cessful system operation is clearly delineated in the design character­
istics received by the design organisation. The definition of successful 
component operation is discussed at some length in Chapter IIIA.

-
Cramer, H., see Reference 1. p. 148.
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CHAPTER II-- COMPLETE FAILURES

Relationship Between Component and System Failure Probabilities

In a system. the manner in which a component fails is very impor- 

tant. For example. consider a simple component consisting of two cables 

in parallel where either cable will carry the required current, and where 

each cable has the following probabilities:

P(open cable) • q;

P(short to ground in cable) = r;

P(good cable) = s;

q ♦ r + s = 1.

If one tried to reason by success probability (s) alone, it would be 

impossible to decide whether success of one cable (s) or success of two 
cable s(s2) were necessary for successful component operation. This is 

true because success of one cable may or may not be sufficient to en­
sure component success, dependent on whether the other cable failed by 

shorting to ground or by opening.

For this reason, equations relating the various modes of failure 

are derived rather than equations relating the success probabilities or 

reliabilities.

If the various failure probabilities of a system or a component are 

computed. then reliability, if desired, can be computed by recognising:

Reliability * 1 - } * failure probabilities.

where the failure probabilities are mutually exclusive.

It should be noted that probabilities of failure events, rather than 

component failure probabilities. are used. However, component failure 

probabilities can be synthesised from the event failure probabilities

4

.T
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quite easily. For example, the failure probability of a relay might be 

stated in terms of the probabilities of the following events:

l. Open coil

2. Open contact

3. Prematurely closed contact.

To find a relationship between probabilities of failure events and 

system failure probability. the failure events themselves must be antic­
ipated. These events are occasionally not obvious (e.g.. circulating 

ground currents or electromagnetic waves prematuring explosive
insu­

lation or filtering into a switch and precluding switch operation); how­
ever. It is assumed in this paper that a careful engineering examination 

of the proposed system will yield the significant failure events.

1. Derivation of Failure Model

After the failure events are defined, the next step is to synthesize

these events so that they properly describe system operation. This 
synthesis is described in Reference 2. However, for the purposes of 
this problem, an approximate synthesis, which -Ul be celled a "failure 

model, " will be used. The derivation of the "failure model will be ap­

proached from an extension of elementary set theory as follows: one

group of failure events (such as the group of events leading to system

failure to operate) is considered. A block diagram is then constructed

from the definitions of the events and from a knowledge of the system. 
To illustrate, consider a simple system where two failure events (A. B) 
are defined. From the knowledge of the system. it is known that both 

events must occur to cause a certain system failure. Thus the block 

diagram may look like the following.
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A

X Y .

B

This block diagram may be thought of as a switch diagram with 

switches replacing the blocks as follows:

X Y .

Success is now a complete circuit from X to Y. Then the failure event, 

A, is an open switch at A, and the failure event. B. is an open switch 

at B. From these models, it is obvious that both failure events A and 

B must occur to effect a failure of the model. Thus, Q, system failure 

probability, is represented by the equation:

Q - P(AnB) ; (IIA1)

where the symbol, n, means "and, " and the equation represents the 

probability of the intersection of set A and set B.

This relationship is described in Figure 2. Generally,

P(ARB) = P(A)P(BIA)

- P(B)P(A|B) ,
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(ARB) = Intersection of 

set A and set B

Figure 2

where the vertical line indicates "given. " If the events A and B are as­

sumed to be statistically independent:

P(A|B) = P(A)

P(BIA) = P(B) .

Therefore:

Q = P(AfiB) = P(A)P(B) . (IIA2)

Now consider another case where two failure events (C, D) are de­

fined. This time consider that either one or both of these events will 

cause a failure to operate. Thus, the block diagram appears: 

Y ;DCX

and the circuit diagram is:

DX
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Obviously in this circuit C or D or both will cause a circuit failure. 
(At this point, a standard notation will be adopted so that or implies and/ 
or.) Thus the block diagram and the circuit diagram are simply models 

of the equipment.

The failure probability, Q. of the equipment will now be considered. 
If either C or D occurs, a dud will result, and the following equation may 

be written:

Q = P(CUD) . (IIA3)

where the symbol "U" means "‘or" and the equation represents the union 

of set P(C) and set P(D).

The above equation may be written as follows:

Q = P(C) + P(D) - P(CRD) . (IIA4)

The logic of this equation may be seen from Figure 3.

Figure 3

The shaded are i is (CUD). To obtain this union. the area (C) is 

added to the area (D). But the cross-hatched area has been added twice. 
Therefore, it must be subtracted once. This leads to the expression:

Area (CUD) = Area (C) * Area (D) - rea (COD) .
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Representing theareasas probabilities results in Equation IIA4. 

Equation IIA4 will be written:3

P(CUD) • P(C) ♦ P(D) . (IIA5)

Now that two simple cases have been discussed, consider the fol­

lowing block diagram:

BA

D

■ This approximation is justified because the term P(CRD)--the 
overlapped area of Figure 3--is assumed to be numerically small. a: 
may be seen from the following reasoning:

P(COD) • P(C)P(D). as explained before.

It is assumed that system reliability requirements are such that 
the probabilities of failure events, such as C and D, must be on the 
order of 10-2 or smaller in order to have a system that is near the re­
liability requirements. Moreover, the estimate of events such as P(C) 
and P(D) is only made to one significant figure. For an example con­
sider P(C) and P(D) are both 0.01. Then

Q - P(C) + P(D) - P(CRD)
• 0.02 - 0.0001
= 0.0199.

But, by the rules of significant digits, this number should be rounded off 
to 0.02. This 0.02 is the same result that would be obtained if we wrote 
the equation Q = P(C) + P(D). If the numbers used for failure event
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The diagram, which is just a representation of the equipment. says 

that if A or B or (C and D) occurs, an equipment failure results.

The following equation results from a consideration of the above 
diagram:

Q - P(AUBUCQD)

- PA) ♦ P(B) + P(CnD) - P(ARB) - P(AncnD)

- HBncOD) ♦ P(ARBRCRD) .

Again the overlapped area is neglected;4 so the approximate equa­
tion is:

Q • P(A) + P(B) ♦ P(CRD) ;

•nd. again assuming that C and D are statistically independent, the 

equation becomes:

R • P(A) ♦ P(B) ♦ P(C)P(D) .

No"• assuming statistical independence. a probability model for 
either a series or a parallel circuit may be generated. Therefore, all

th« simplification of th. .qu.llon beeom.- .v«n

rEtragnpreaiciea’vairursivenele.pment »- Sr-

* done because the probabilities of failure events that are in parallel 
are generally significantly greater than those in series(i.e.. a hih
ailure rate is the reason for paralleling components).



I - 

eumm

— . ...............

11 
models which are a combination of series and parallel events may be 
derived by the extension of the logic given above.

3.

A series chain of events represented by the model 

EDB

is simply described. under the assumptions and approximations given 
above by:

Q . P(A) ♦ P(B) ♦ P<C) ♦ P(D) + HE) ♦ P(F) .

For another example, consider the following block diagram:

DCB

HG

This can be reduced to the diagram:

I

J
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where

p<n • P(A) + P(B) + PC) + P(D) .

and

P(J) - P(E) ♦ P(F) + P(G) + P(H) .

and this circuit La an elementary parallel circuit evaluated previously.

Aa a last example. consider the block diagram:

-B H

IGD

Thia may be reduced tot

J

ML

K

where

P(J) . P(A) + P(B) .

P(K) - P(C) ♦ P(D) .
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P(L) - P(F)P(G) .

P(M) . P(H)P(I) .

This diagram may be further reduced to:

MN

P(N) - P(J)P(K) .

Now the diap-em has been reduced to a form evaluated previously. 
In a similar fashion any complex block diagram that is a series - parallel 

combination may be reduced in steps to a very elementary diagram.
By the method outlined above. system failure probability can be 

represented by a polynomial of degree equal to the highest number of 

modes of failure in parallel. For example, a system consisting of 

series and dual parallel modes of failure may be represented by an equa- 
. tion of the form:

Q • X, + X2X3 + (X4 ♦ X5 4 ••• * XnNXn+1 4 — Xn*m)

♦ other terms of the same form ; (IIA6)

where X, is the probability of a failure event, and Q is the probability 

of system failure.
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B. De ter minafion of Allowable Catastrophic Failure 

Probabilities to Obtain Minimum Cost

In Section A of this chapter, a method for representing system fail­
ure probability in terms of the probabilities of the failure events was ex- 
plained. The equation that represents this method is of the general form 

of Equation I1A6.

The problem to be discussed in this section is the determination of 
the X,‘s, given Q, that will result in a minimum cost. To do this, the 

relationship between cost and probability of failure events must be known 

or assumed.

1. Discussion of Cost Versus Failure Probability Function

In Reference 3, a cost versus reliability function is assumed such 

that the cost for a given reliability is the same for all primitive compo­
nents. In Reference 4 this is refined to the form:

Cost • K(-nr)-a :

where r is reliability and K and a are constants that vary from one de­
vice to another. This function seems reasonable and is practical for 

the problem to which it is applied. However, in allocating allowable 

failure probabilities in a system that is not a simple series circuit, 
failure probabilities rather than reliabilities are necessary if a compo­
nent has more than one mode of failure. Nevertheless, the function 

given above might reasonably be used with 1 - X. where X is a certain 

failure probability, substituted for r.

In Reference 5. the cost of a certain component is assumed to be:

Cost = me ;

where c is "basic" cost of one element and m is the number of elements 
I used in parallel in the component. This function was used to determine
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the number of elements that should be placed in parallel in each compo­
nent to yield minimum system cost, and seems quite reasonable for that 
problem. However, it does not seem appropriate for the present study 

because here it is assumed that reliability can be varied without changing 

the number of elements in parallel.

For the purposes of this study, a cost versus reliability function 

will be assumed that has two arbitrary parameters which will be deter­

mined for each failure event.

More explicitly, a function relating probability of failure to cost 
will be assumed such that there is one parameter that is determined by 

the cost of producing a certain predicted probability of failure and an­

other parameter that is a measure of the rate of change of failure prob­

ability with respect to cost.

In hypothesising a function relating cost and failure probability, 
there is a practical consideration that simplifies the task. That is, in 

a practical problem, the range of failure probability of interest is only 

from about O to 0. 1. This conclusion results from over-all reliability 
requirements that are quite close to 1.

As a first approximation to the function, an exponential, Ysexp(-X) 

(where Y is cost and X(O < X < 1) is failure probability), was proposed. 
This exponential is partially satisfying in that the cost increases as fail­

ure probability decreases and that the cost always remains positive. 

But this function does not satisfy the logical requirement that cost 
should be infinite when the failure probability is xero. To satisfy this 

requirement the function was modified to be:

y m ex -X (IIB1)

The neat step was to introduce constants that could be chosen from 

the cost and failure probability estimates for a particular event. It 

seems reasonable to assume that, from knowledge of similar devices, a 
prediction of the probability of each failure event can be made. Similarly.
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an estimate of the cost of producing a device just this reliable can be 

made from previous cost records. This information will determine one 

constant.

Next, the manner in which failure probability varies with cost needs 

to be determined. Certainly the more money put into a device, the lower 

the failure probability should be. In some devices, a degree of reliabil­
ity improvement can be achieved by simply putting more money into the 

production processes. That is. better and more expensive materials can 

be used, and more thorough quality control and production tests can be 

inaugurated. In other devices, reliability improvement involves putting 

more men and equipment into the development program. In still other 

devices, reliability improvement must await advancements in basic re­
search. and additional money invested in the development program will 
produce little reliability improvement in these devices within the time 

scales of the development program.

This fact that curves passing through the same point on a cost ver­
sus failure probability plot may have different slopes calls for an addi­
tional constant to be chosen for each failure event. The two constants 

that must be determined for each failure event modify Equation TIBI to

K1Y • xexp{-K2X) . (IIB2)

This expression will be used in the following development.

As an example of choosing the constants K1 and K2. assume that 
with a cost of $10,000, a failure event's predicted probability is 0.01 

and that to reduce the failure probability to 0.008. the additional cost 

would be $5000.

K11OOO° - o.orexp[K2(0.010 :
(IIB3)

100 = Kexp(-O- O1K2) •
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15000 ’ “osexp[-k,(0.008] ;
(IIB4)

120 - K.exp[-O. 008K2] .

Dividing Equation IIB4 by Equation IIB3:

exp(-O. 008K,)13 - exp^-O.^-^0-002^^

K, ’ o.Voz1n(1.2) " (500)(0. 182) =91-

Using this in Equation IIB3:

100 - K,exp-O. 91) » K10.403 ;

K1 - 248 .

Some question should be raised about how good a model is the 
function that has been assumed. Of course, no model can be better 
than the available reliability and cost estimates. In this instance, the 
data for the estimates are sparse. Moreover, within the limitations of 

the data, many curves could be chosen that would fit the two data points 

and the point (0, ®).

The justification for assuming any curve is that, lacking a relation­
ship between cost and failure probability, the allocation of failure prob­

abilities consists of arbitrarily choosing one of many solutions. The 
only justification for choosing the form Kexp-KaX/X rather than some 
other function is that it seems reasonable and is relatively simple math­

ematically.
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2. Application to Series Events

Consider a system consisting of n modes of failure in series.

2 n1

With each mode of failure there is an assumed cost relationship. That 
is. for the ith mode of. failure:

. . t 2. . . . . n,
1 i (IIB5)

where:

Yi
xi

■ cost associated with ith i 

= failure probability of ith

mode of failure

mode of failure

K,- and K,- • constants relating to the ith mode of failure. These 

constants are assumed to be known at this point. .

The allowable system failure probability, Q. is given by the equa­

tion:

-s Xi- (IIB6)

The total cost (Z) is:

z-2y- (IIB7)

I
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The objective is to minimize Z, subject to the constraint Equation 
IIB6. To minimize Z, the method of Lagrange multipliers5 is used:

S, S-KiexP-K2ii) 
■ 4- ‘i 5- X

A Kexp(-K21X,) nx,. x2......... .... ......................x---------A(2x)-9-
M -Kexp-K21X1](1 * K21X1) , n

-----------x? •

df

i

-Kj^xpl-Kj^U + K21X.
---------------------------„z--------------------------- * A - 0 .

i

These n equations contain n ♦ 1 unknowns (n x’s and A).

An additional equation.

q-2x- (IIB6)

provides the necessary number of equations for a unique^ solution.

See Reference 6, pp. 249-57.

For further discussion, see Appendix.
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To find this solution, each of the first n equations is written in the 

form:

A
Kexp(-K21X](1 4 K21X)

i
t

Equating two of these relationships ("ay 1 and 2):

K1exp(-K21X,)](1 4 K2ixp K12exp(-K22X2)](1 * K22X2)

1

Rearranging:

. K2/X,/•K22X2 
exp^-K^Xp K11\X2) V *

or:

exP-K21X1 ♦ K22X2) Kz
*11

1____ N/ 1 K22) 
21X,) • *2) ■

in general, if the 1 St equation is equated to the jth

-K,(. xi 

^21*1)( (IIBB)
1 . K2

11 J

The system of equations has now been reduced to n equations, 
with n - I in the form of Equation IIB8 and the equation

I
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-2 (IIB6)

To solve this system. guess X, (a good guess would be R/n): cal­

culate the remaining X's from Equation IIB8. A method for solving 

these equations is to plot the left side of Equation IB8 versus X, and to 

plot the right side of Equation IIB8 versus X,- The point of intersection 
is the solution. Then calculate a Q from Equation IIB6. If Q does not 

agree with the given Q. estimate X, again. calculate a new etc.

After the desired Q has been bracketed by two estimates. say , and

a new guess for X, might be formed by a linear interpolation be-

tween the trial values of X1 ( 
x,, led to , and X,2 led to

that led to Q j and For instance. if
the new trial for X1(Xr) would be:

Q - ,
*T ’ xll * § -4,012 ■ ?” •

This process can be repeated until Q and Q agree. An example solution 

is given in Section IIB5.

3. Application to Parallel Events

Now a simple system of n elements in parallel will be considered.

I

2

n
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The cost is again represented by:

z-2 (IIB7)Y

The same equation relating cost and unreliability is assumed.

KiexP-K21i
‘i------ x,— (IIB5)

The equation relating failure probabilities is:

Q • nx.. t 1 (IIB9)

Using the same general approach as before:

f(X1• X2•
*,-2""***-A(x,)-9.

-K1[exp-K21X11(1 • K21X1) .... „
. . ........  --------------------- $ A | | M • • #x, jP1 -

X, [-Kexp(-K21X0(1 + K21X
« A n X • 0 . 

jpi 3
1

Rearranging:

K 
a n x - - 

jpi J
n{[exp-K21X.(1 ♦ Si’?

e

i
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,, KexP-K21X/61 * K21/
"j" • X

Equating the I*1 such expression to the ith.

K[exp-K21X1(1*K21X1 KexP-K21.(1*K21• x, X

The expression is nearly the same as that derived in the series 

case. Hence, the solution is achieved in the same manner. i^hat is, 

rearranging in the same manner as before:

exp(K2*, - K21*, ’ K,(.*,x,)( * K2) - (I1B10)

Again this may be solved by a graph similar to that used in the series 

case and illustrated in Section IIB5.

4. Application to Series Parallel Events

Series and parallel arrangements have been discussed. Now a 

combination at series and parallel events will be considered. In this 

consideration, the assumed circuit will be made more practical in that 
only two identical events will be in parallel. Consider the diagram:

— n • l -r n • 2 —- r- n+3 n+4 -h+

1 2 ----- — n

— n+m —
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with n events in series, two sets at parallel events in series, and m - 2 

sets of identical series events in parallel.

Then, using the same definitions as before:

q-2x* n+2 n+m

2,.* ' (2.,*
2

(IIB11)

z-2 Y,+2 £ Y, ■
1 i=n+1 1

(IIB12)

‘i--------- x,------- (IIB5)

r-2 Kexp-K2X) A KexP-K21X
------------- y--------------- 4 2 2.  y  

i-n+1------------- i

♦ A 2x-,2*-(¥x)-o
•f
X,

KexP-K21/61*K211 . X . o
1

df

n+ 1 n+ 1

4 2Xn.1 - 0 •
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af 2K1,n-3[exP-K2,n+3*n+3901*K2,n+3n-3x7.3
n±m

+ 2% >, X - 0 . 
in+3

K[exp(-K21X1(1 + K21X1)X-------- x (IIB13)

. K,n-1[exP-K2,n+1*n+1961*K2,n:n:1 (IIB14)

n+ 1

. ^n^fc^'^n^n^W1 4 K2,n>3Xn^3>

x2.3 25, x
(IIB15)

Using the same method as in the aeries case, X2 through n may 

be found in terms of X1-

Equating expressions IIB13 and JIB 14:

K1exp(-K21X10(1*K211)
1

n+ 1
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Rearranging:

-ex-k,,*, 4 S.n. lXn» 1> ' ->^(1 .

By a graph of the type described previously, Xn.1 and Xn«2 (which is 
related to X, by an exactly similar equation) may be found in terms of

*,-

Attention is now directed toward finding X.3 through Xn.m in 

terms of X,- Equating Equations IIB13 and IB15:

K1exp-K21X10(1 +K21X1)

1

K,n.3[exp-K2,n.3n-3(1*K2,n.3n.3) (IIB16)

n-3 (2.3 x*

The only additional difficulty is in evaluating

2,*-
ien+3

To approximate this expression, it is convenient to get the best approx- 

i mat ion of X,. i • n + 3. .... n ♦ m, in the form:

xi ■ AXn.3 •
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To accomplish this, two equations at the form Equation IB15 are equated -- 

specifically then+ 3rd and the n + ith ( 1 - 4. 5, .... m):

K *K2,n>3Xn.3>

n.3 2.3 x‘

K,n-Eexp(-K2,n-n+(1*K2,n+in+i)
X

The

cancel.

CBM.

resulting in the identical equation that was solved for the series

Thus, x (1.4, »..........m) may be found in terms of Xn.3- n$ •
Then by guessing. Xn.3- Xn-( •«. ». . . . . . . m) ma be found-

Therefore.

2x i-n‘3
may be found. Returning to Equation IB16 and rearranging:

_ Xi 
- ien-3 

.■•3X..S " "2- • 1+K2,n.3%n.3

&Xx q **»»)•



f X

28
From this expression. X, may be found and then all of the remaining 

X,‘s may be found. Again a Q can be computed, a new Xn+3 can be tried, 
and an iterative procedure can be carried on until Q and Q agree.

The solution to this problem in an actual system will be quite in­
volved numerically, as is illustrated by the following example.

5. Example

A simple system consists of three failure events. A. B, and C in 

series.

BA

The failure probabilities of A. B. and C are X.. X,. and X,. respec- 1 4 e5
tively.

The following information is assumed:

Maximum allowable system failure probability. Q • 0.01.

Cost relationships:

Failure event

x,
X1

X,
3

X3

Probability 

0.01
O. 005
0.01

O. 005
0.01
O. 005

Cost
• 10.000

100, 000

20. 000
IOO, 000

10. 000
200. 000

Finding the cost versus Xj relationships

10,000.K1°*PL,K26°°12• • -- 6.01

100 " Kexp(-O. O1K2) .
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Therefore:

Similarly:

K exp[- K,(0. 005)]
100.000 . —------ 0.005----------

500 - Kexp(-0.005K2) .

5 • exp(-0.005K2 + 0.01K2) ,

5 • exp(O. 005 K2) .

665 ’ 322 ’
100 " Kexp(-3.22) .

K, a 0 ’ 2500 ’

2500exp(-322X,)
Cort A - ---------------x,- - - - - -

1243exp(-183X2)
CostB ’ Y2 ’ - - - - - - x,- - - - - -

10,000exp(-460X3)
Costc ’ Y> " - - - - - - - x,- - - - - - -
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2500exp(-322X ) 1243exp(-183X_)
Total Cost " Z ■ y------------  ♦ . y

10,000exp-460X,)
X3

R=X1+X2*X3-

Using Equation IIB8:

-ex-322x, • 183x,) • 4 any ♦ *3) • (IIB 17)

3 IQ.OOO/ X1 1/1 460
*-3221 ♦ *60*3’ • j 4 * X3 (IIB18)

Guess X, = 0.003. A graphical solution yields:

from Figure 4 X2 • 0.0024;

from Figure 5 X, • 0. 0044.

-o. 003 + 0. 0024 ♦ 0. 0044 • 0. 0098.

This number is close enough to the required R(0.01) for a practical case.
However, to demonstrate the iterative procedure, the new estimate for

X j is: 5-
0.003 + «•«> -Or”” . 0.0031 .

5
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from Figure 4 X2 • 

from Figure 7 X, •

0.00344;

0.0045.

Q • 0.0031 + 0.00344 + 0.0045 • 0.01004 .

This agrees with Q to three significant figures; therefore, there- 
quirements are:

*1 0. 0031;

• 0.0034;

X, • 0.0045.

0. Approximations

! computer facilities and/or the inclination to perform ex-

tensive numerical calculations, some approximations are the next best 
approach. To arrive at some of these rules consider the basic equations:

Q • f(X1- X2- .... Xn) ;

Z • E(X,• Xa. . . . . . . . . . . Xn) :

where Q is system failure probability, the X’s, i • 1. 3. •••• a. are 

probabilities of failure events, and Z is system cost.

To find how system reliability varies with component reliability, 

the total differential of Q is taken, resulting in:

aq-2s,ax,- df
l

-

7— ■MMM
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Or approximately:

AQ ‘ 2aax.
For this reason af/ax, will be called the failure sensitivity of the 

event X,- That la. ar/ax. is a measure of how the failure probability of 
the system varies with the failure probability. x,. Similarly g/x, ia 
a measure of how system cost varies with the failure probability x, and 
will be called the cost sensitivity of x,.

Now one is actually interested ia comparing the rate of change of 
system failure probability with re epact to cost as one of the event failure 
probabilities changes to this same rate of change as one of the other 
event failure probabilities changes. The rate of change of failure prob- 
ability with respect to coat as x, la varied ia (M/•X()/(*g/*Xp and will 
be called the system sensitivity of X,- Then. In order to lower system 
failure probability. oae would change the event failure probabilities that 
result in a maximum change la the absolute value of system failure 
probability for a given cost.

The foregoing argument expressed mathematically is that. if all 
X’s except X, are constants.

Q • fa- Aa- •••• XK- •••• an) :

Then:

m--T !



%

37

This relationship gives the rate of change of reliability with cost 

y x, varies. and will be called the system sensitivity of XK- 

Now let us apply this to a sample syster.

X,—1*2
X3 X4 X5

X6

where the X,‘s are the probabilities of failure events- Let us assume 
that the cost (y,) is related to the failure probabilities by:

Knexp(-K21, .»----- x,-----
where the K’s are known constants and Z (total cost) is:

Z-Y,+Y2+ 2(Y3 * Y4 * Ys) * Y6 ’ (IIB19)

The equation for system failure probability (Q) is:

Q-x,-x,+X6+x3+(X,+ xg2 - (IIB20)

Finding failure sensitivities:

1 ;

x. • 2X, ;
3 3

HMM
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-8- 2(*4 * *g) •

Similarly the cost sensitivities are all of the form:

•z CKexp-K21X,041 * 21,
--------------- r—

where C is the coefficient of Y, in Equation IIB19.

Now the system sensitivity of x, (the rate of change of system fail- 
ure probability with coat aa only x, varies) will be represented by the 
symbol dQ/dz|Ax,- These values are:

12AX,- ’

a-. • ■ ■

aq,.. x2(x4 * xg)exp(K24X4) 
dia4 ’ K14(l ♦ *34*4)

aq,, azAs " K,e(1+K,,X5) 13 =e#”
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6exp(K26X6)
606

The optimum manner of change would be to look at the expressions 

1 through 6 and change the X, in direct relationship to the magnitude of 

the expression. This is analogous to the vector concept of moving alone 

the gradient to move in the direction of the grttltK space rate of in­

crease. A more practical approach is to slightly change the X, that has 

the maximum absolute value (the value will be negative because failure 

rate varies inversely with cost) of system sensitivity. recompute the 

system sensitivities, and repeat the process until the required system 
Q is obtained.

To get one step more practical. If the system failure model has 

bean derived and the X,‘s have been estimated, resulting in a failure 

probability that is above requirements, which X, or X,‘s should be 

chanced? The failure sensitivities can be computed from the system 

failure model. The other requirement for an approximate answer is 

the coat sensitivities. These depend on the cost versus X, functions 

which are difficult to estimate. But if relative cost sensitivity esti­

mates can be made (e. g- , it will cost twice as much to chance X, from 

0.001 to 0. 0008 as to change X, the dame amount), relative system sen­
sitivities can be computed to decide which component reliability require­
ment changes would be most inexpensive.



CHAPTER III -- OUT-OF-TOLERANCE FAILURES

In this chapter out-of-tolerance failures will be considered. Cer­
tainly. catastrophic failures are also out of tolerance, but it is not con 

venient to consider them as such because they do not usually fall within 

the continuous distributions that will be used for considering out-of- 
tolerance failures.

Relationship* Between Component and System Tolerances

Before turning to the problem of allocating tolerances to individ­
ual parts it is necessary to discuss how tolerances of parts are com­
bined to produce system tolerances.

1. Statement of Tolerance Problems

Many tolerance problems can be expressed in terms of an equation 

of the form Y ■ f(x,. X2. .... Xn). For example, if physical dimen­

sions are considered, the total dimension is a function of the dimensions 

of the parts (e.g.. the total length of a bar (L) made up of three shorter 

bars placed end-to-end is the sum of the lengths). Thus, this is in the 

form Y - f(X., . ................. X ). 4 I

Another problem often encountered is usually described by the 

stress-strength curves. To give an example of this type of problem, 
consider a device that is put into the service for which it is designed. 
The total environment (including the electrical and/or mechanical load 

and environmental variables of temperature, humidity, shock, vibration, 
etc.) is bound to be variable.

Standard design procedure is to assume or calculate the "average 
maximum" environment and design the average device to have a strength 

that is some "K" factor above the strength necessary to withstand this 

environment.

40
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(
For a simple example, let us consider a structural member which 

is designed to support a load, and for simplification let us assume that 
all the total environmental variables are constant except the load. Then 

the standard design procedure is to find the design limit load and design 

the ultimate strength of the rod ”K" times the design limit load. This 

may be pictured:

"Average 
maximum 
load

Design 
limit 
load

L

Design 
strength

KL

Figure 8

Now the actual loads and strength of the rods will have some distribution 

about the means. These will be pictorially represented as continuous 

distributions.

P, 
c 
8 
cr 2
L. Load

E 3 
E
- 
M 
CO
E

CO

o---

• c o—=

E

G
un
&

Strength

L 
Failure zone

KL Load

- C> 
<

1
I

Figure 9

(
‘For simplicity only ultimate strengths are considered. Yield 

strengths would also be considered in an actual analysis.
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Notice in Figure 9 that it is possible for the variations in the load 

and strength of the member to be such that there is an overlap of the two 

distributions. Any overlap means that there is some chance (a given 

probability) for the environmental stress to exceed the strength of the 

product. As the overlap of the distributions in Figure 9 increases, a 

larger percentage of the units wU! fail, and the reliability of the struc­

tural member will decrease.

In a more practical situation, the actual stress is a combination of 

all the things that tend to cause failure, and strength is the resistance to 

these stresses; the actual distributions of stress and strength in the gen­
eral case, however, are difficult to estimate. Nevertheless, the think­
ing that is pictorially represented by these two distributions in Figure 9 

with the overlap representing failure is a useful guide when considering 

the reliability of a device.

This stress-strength type of problem can also be put in the form

of Y - f(X1• . ................. Xn). To demonstrate this fact, consider that X1

is strength and X, is stress; then, if Y ■ f(X• X2) ■ - X2 < 0. there
is a failure. Thus, if the distribution of Y where Y is a function of 

(x,. x,. .... xn) can be found, the portion of the distribution of 

Y - X, - X_ that is less than zero can also be found.
1 2

2. General Statistical Treatment

Many tolerance problems have been reduced to that of finding the 

distribution of Y • f(Xr .................. ..... given the distribution of the Xi’s.

The exact method for finding the distribution of Y where Y • f(Xj, X2- 
.... X ) is discussed in Reference 7. Various approximations are dis­
cussed in References 8, 9. and 10. Naturally the degree of approxima­

tion and the amount of labor are directly related.

For the purpose of this problem, a practical approximation will 
be discussed in some detail and then better approximations obtained at 

the expense of considerable labor will be mentioned. Consider:
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Y ’ f(X1• X2. . . . . . . . Xn) *

where the x,‘s are independent. If Y is represented by its fir st-order 

Taylor series expansion about (a). i=1, 2, 3, .... n:

Y 3 • 2 ‘x,"“d*3 - •)’ • (IIIA1)

Now the items of interest are the expected value or mean of YCE(y) • My] 

and some measure of the dispersion, specifically the variance or the ex- 
pected value of (y - u„2[Et - uy2 • o]- To find these expected value, 

it is necessary to recall that the expected value of a sum is equal to the 

sum of the expected values of the summands and that the expected value 

of a product is equal to the product of the expected values of the factors, 
given the factors are independent. When evaluating expected values, it 

should be recalled that the expected value of (X - H; • 0-

Now if a, is set equal to u in Equation IIIA1, there results:

• 2 sy 3 f(u f.“j “j • (IIIA2)

Then:

uy • E(y) ® E[Gu, * E 2*(,*,-u, • (IIIA3)

Realizing that the expected value of a constant is the constant, and that 

the expected value of a constant times a function is the constant times 

the expected value of the function. Equation HIA3 becomes:

u, a • 2 x"/E* - up ; "y - • (IIIA4)

'W——I
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Now o; • E(y - uy will be found. Setting uy • r(u, in Equation

IIIA2:

y - u, a 2r,(,(*, ■ ■
Ety-u,2ar2c,(,c*,-u)*.

2 2«,f. (u)f (,)c=, ‘ u,(*, * u,:s E

2 2 • * •
If j / it and X, and X, are independent, then:

EpxJ - H,(*k - Hk - E(, - “jEl*k -“W"°

Thus:

E(y - My)2 = 2*e)E[,-u3.

o-Et - u,2 •2*62*,- (IIIA5)

Approximate equations for the mean and standard deviation of Y are de­
rived above. These equations are good approximations so long as the 

stated assumption of independence is valid and the fir at-order Taylor 

series is a good approximation. The Taylor series will be a good



u.snas
_—:----------

45
approximation if the standard deviation of the X’s is small compared to

the means of the Xi’s, or 

X,‘s is of a certain form.

if the functional relationship between Y and the 
8 Only the mean and standard deviation of Y

are given by the above formula. These do not describe the distribution

of Y. However, if Y is assumed to be normally distributed, the mean 

and standard deviation completely describe the distribution. The as­

sumption of a normal distribution is often quite reasonable as demon­

strated by the central limit theorem. If this assumption does not seem 

reasonable, then more moments of the distribution may be found by us­

ing a higher order Taylor series. and these moments may be used to 

better approximate the distribution by various methods.

Thus, for any circuit that can be described by a mathematical 

model. an approximate expression for the mean and standard deviation 
of the output can be found. It is quite Important to recognise that fail- 

ure rate in use is the parameter of interest. Therefore, the mean and 

standard deviation of interest are those present at time of use. Now 

the "use" value of a parameter. X. is actually:

X - X. ♦ AX ;

where X is the initial value and AX is the change in value that occurs 

before use. This equation is governed by the previously derived equa­

tions. so:

“x " "X. * "AX *
(IIIA6)

or the "use" mean la the sum of the initial mean and the mean change. 
Similarly, the "use" standard deviation is related to the initial standard

BAdiscussion of sums and products is contained in Section III A3.

9Pearson method. Gram-Charlier or Edgeworth’s series - see 
References • and 10.
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deviation and the standard deviation of the change by:

aX * dk, * ‘x ’ (IIIA7)

Thus a ±5-percent resistor does not mean that all of the resistors 

will be within *5 percent of the mean value when the equipment is to be 

used. Rather the ±5 percent refers to the resistance measurement made 

by the manufacturer.

Frequency, temperature. loading. and aging all affect the value of 
the resistor. That is, the manufacturer's data cannot be used directly, 

but information to estimate the distribution of the parameters of interest 

at the time of intended use must be obtained. This information may be 

available from the manufacturer, from experiments, or from available 

information on similar components. It may be noted that the mean as 

well ** dispersion, skewness, and higher moments of a distribution 

may shift with time. Quite often this information will be far from com­
plete. but it seems reasonable to assume that the mean and standard 

deviation of a certain parameter associated with a particular kind of 

component can be predicted.

3. Sums and Products of Independent Random Variables

First, the sum of two independent variables will be considered.

The exact expressions for the mean and standard deviations of Y 
10 

in terms of the means and standard deviation of X1 and 2 are

I
u =u ♦ u"y «1

l°See Reference 11. p. 98.



r
E

47

It may be noted that the approximate formulas given in Equation 

UIA2 are exactly true in the case of sums. This should be expected be­

cause all partial derivatives other than the first are equal to aero, and 

In this case the approximations become equalities.

Next Y • x,x, where x, and x, are independent will be consid­

ered. Then:

uy - E(Y) - E(X1X2) - E(1EV2 ;

This is the same as the approximate formula. To find “y:

8,-X2:

X,-,:
>

• o ;x

2ywqwq ’ aXaX • 1 .

• e
•meee=- .. —...  ———
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Therefore:

Recalling that E(X - H) is aero.

Et - u,2 • Ew2(=1 - u,2 * E 2
-H2)

♦ E(*, - u, (*, - u2)

y • u2-*, • “I’m X

That is, the approximate formula neglects the term “2,°22- Recalling 
that the assumption made in the original analysis was e « u . the 
exact case is rewritten:

<-«,• • •2,):
2,2• *

2
M1 '

If:

4, * u •
So with the same assumption made earlier, the same approximate for­
mula is derived.
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of Tolerance at Resistors

Throughout this discussion, it will be assumed that. "in use , all 

resistors are tl0-percent resistors and that the in-use distributions are 
such that the mean is equal to the nominal value and that the standard 

deviation is 3 percent of the mean. The tolerances (via the standard de­

viations) of three circuits will be compared.

R
A.

R3
B.

R4

C.
R5

In order for these circuits to have the same mean resistance, the mean 

values at the individual resistors are related as follows:

• a FR4 - “R5
*R1 * 2uR2 " 2R3 ’ -2 ' 2 "

The standard deviation (a) at the resistance of Circuit A is simply:

UA " 0.03uR1 ’

1



SO
The standard deviation of the resistance of Circuit B is computed as fol­

lows:

RB , “RB.

2-2+02 - (0.03u222 + (o.03uR32

a, - 0.03“R1 a 0. 021,, a 0.707c
B 2

The standard deviation of the resistance of Circuit C is computed as fol­

lows:

R - R4R5 
"C R4

aRc . R,Rs*R-R.Rs
•R4 <R4 ♦

2Rs
% * R5

aRc.
R5

24
R4 * *5

R5_ 
+HR5

4

2.. _“R4
R4 * HR5

1

--

8
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2 - 22g (0.034,32 * fel<OO3BR5>2 5
o’ - (0.03)2(1/2*(2uR2 + (1/2)°(2uR2

« . O.O3mr1V(1/2? ♦ (1/2? ; 
“ E% I

- - 0.03“R1 - 0.021u,, • 0.707a .
C 2 •

Thus. by combining resistors in either series or parallel the standard 

deviation of resistance, and hence the tolerance, is smaller than that of 

the single resistor.

B. Allocation of Allowable Component Standard 
Deviation to Obtain Minimum Costs

Now assume that the system can be represented by the equation:

Y . f(xr . ................  ;

where Y ta the output parameter of interest and where the X's are com­
ponent parameters. Let us further assume a relationship of the form:

Xi ‘(‘x )*•<*• 2- ••• • n*

where g. is the standard deviation of the X. component parameter, 
X 4 *

f is a general function, and Cx, is the cost associated with °x .

)

e--
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Assuming that the variables (X., X,. .... X ) are independent and 

that the final output is normally distributed, the equation relating the 

means and sigmas of the component parameters to the mean and sigma 

of the output parameter of interest (Equations IIIA4 and IHA5) can be 

used to describe the output distribution. Then this distribution must 

have a mean and a sigma such that no more than a given portion of the 

output distribution falls outside of the specification limits. Given this 

mean and standard deviation, it is no problem to find a combination of 
means and standard deviations of the component parameters that will 
give this result. Rather the problem is to choose the best of many pos­
sible solutions. The solution for the means of the component parameters 

is not extremely difficult because there is usually little difference in cost, 
time, etc. , whether the mean of a component parameter is chosen as A 

or B (e.g. , the load resistor is chosen with a mean of 1 or 1.2 K). In 

choosing the standard deviations of the various component parameters, 
there may be considerable differences in cost, time, size, weight, etc., 
that accompany the different solutions that will result in the proper out­
put standard deviation. Again, because of specifications on everything 

but cost, the solution that yields the minimum cost will be chosen.

1. Discussion of Cost Versus Standard Deviation Functions

The relationship between cost and standard deviation of a compo­
nent parameter is, in general, quite complex. However, there are 

some considerations that can guide the choice of relationships.

The price of a component is determined both by the initial disper­
sion and by the amount of stability (resistance to changes with time and 

environment). As a general discussion of cost versus initial dispersion, 
it will be assumed that the manufacturer produces a normal distribution 

and that the cost of purchased units is based on the production costs at

I

* * if the Xi's are known not to be independent, new variabl e s w h ic h 
are independent can usually be defined, and if the output distribution is 
thought not to be normal, the distribution may be better approximated by 
taking more moments. See Reference 9.
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the units that must be screened to give the buyer the units desired. Thus, 
if the units produced have a mean of up and a sigma of “p- and if the cost 
per unit of these units is Cp, the unit cost of those units bought is depend­

ent on these factors, and also upon the part of the distribution bought. 

Thus, the unit cost of purchased units, C,. under the above assumptions.

1 ------------ exp
° a p-” 

C, " C,------- P----------
1 ------------ exp

A °p

(up - x)*
2a2

:------P2 
(up-X) 

202L p J

dX

dX

(HIBI)

where the limits A and B describe the limits of purchased product. 

Thus, the cost of the units bought is a function of the production cost 
and the ratio of the allowable tolerance to the standard deviation of the 

produced product. Of course, there must be some relationship between 

c and a . Therefore, it might be said that the cost is a function of 

production cost and allowable spread. As an example of this relation­

ship. c, divided by C, is plotted against the ratio of (A- B)/“p- assum­

ing A-Bis centered at up- in Figure 10.

In a more practical situation the manufacturer will probably be 

able to supply points of costs versus spread or cost versus standard 
delation. and these points can be used to approximate the function of 

cost versus the original standard deviation of purchased parts (-o- 

Then the relationship between the standard deviation of the change that 

occurs with time (op) and other environments must be investigated. 
This relationship is difficult to hypothesize, since it seems to be quite 

dependent on the type of device. Hence, the relationship must be ob­

tained through experimentation.
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Assuming that the relationships:

C - f(.) and

C • g(“A)

have been found. Equation IIIA6 becomes:

2.2.2. G- 1(c] ♦ La- 1(c2 •
X o •

(IIIB3)

This equation is quite impractical. In an actual case the °o versus 

cost curves would be estimated from experimental data. Nevertheless- 
the equation does rather clearly portray the relationships that govern 

the relationship between the cost and the "use* standard deviation.

Assuming a relationship between cost and standard deviation is 

largely conjecture at this point. However, in order to briefly dise uss 
the procedure, the following relationship is proposed.

Costx CX ox
(IIIB4)

This relationship is at least reasonable in that the cost is infinite 

to have zero standard deviation, and the cost is sero to have infinite 

standard deviation.
Perhaps a two-parameter family should be chosen for this relation­

ship. however, to illustrate the method a simple one-parameter family 

is chosen.
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2. Application of the Method

Total system cost (Z) is:

z • 2-25. (IIIB5)

From Section IIIA it was found that the standard deviation of the 

system can be approximately related to the standard deviation of the com­
ponents by a relationship of the form:

’t •

or:

2- £ (Ae)2. (11IB6)

To find minimum cost, Lagrange multipliers are again used.

2 rnnm

r K 2I • - -5 + A2Aa, • • .i"e7 ‘ • (IIIBB)

There will be n equations of the form of Equation IIIB8 and Equation IIIB6- 
To solve this set of equations Equation 1IB8 may be rearranged

i 1 (I11B9)

i

'..i—
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Equnting the I*1 to the sh:

i 1

1 “1

3 • a

(11IB1O)

Using this in Equation IIIB6:

a -2a () i •
ennui)

1^ e (too posttive square root of d» may be found from Eguation 

Mill ana «t. • -2, 3............. • mnay be found from equnttons of the form
of Equation 1IIB1O.

3. Exampie------

A voltage divider is needee such that the mean transfer funetion

V /v is 1/10 and the allowable variation 
out’ tn

The circuit chosen is:

to from 11 / 100 to 9/ 100-

1 T
V.ut



..——.
I

' ............. ................................. 4------ 1

1

58

The expression for the transfer function (assuming very small cur­

rent to the load) is:

H Vout
Vin

The mean values chosen for R, and R, are. respectively:

H 1 • 9 K ohms :

H2 • 1 K ohm •

These mean values are "use" means. That is. if the resistance 

is expected to change with time, load, temperature, etc., the initial 
mean should be chosen such that the predicted "use" means will be 9 

and 1 K, respectively.

The Y (cost) versus o (standard deviation) relationship assumed is 
that for each resistor:

a

K “iK• — * —=
“i “i
Ma

That is, cost is inversely proportional to the ratio of standard 

deviation to mean. This seems reasonable in light of the fact that re- 

sistance prices are usually quoted in terms of ±5 percent or ±10 percent 

and the lower the tolerance. the higher the price.

The standard deviation of the transfer function is:

.MB 
™i 2 • s,u, *’>
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H " 1 * *3^.
_“1°2

.<*-1 * *3,J

13

•’h 2-, • [9 S 10
108

3 '
—°2

,3

0, • 10-5/07-8102

2 .n"10H " 10 W * 8102).

Four standard deviations of H are set equal to the allowable variation in 
H. Thus, if H U assumed to be normally distributed. the probability of 
being outside the four sigma limits is approximately 0.001.

40-Ibs:

1
400 :

2 1 a . ---------- 4 .
" 10 x 10’

The total coat is the sum of the resistor costs.

*1 S *1* H2K
Total Cost "Z“0*o,"0,**

The coat will be minim teed subject to the constraint:

10
16

10‘10^ + 812).
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Using Equation IIIB 11:
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10 .n-10
-16- •10 1*8(2;8) 3 d1 .

10®
16 1 * 81( «t) 1 "

105 -(.1)2 ;

3 10®
1 5(16)2:

o, • 103 a 177 ohms.

1 42

Using Equation IIIB10:

'3
0*8 1 . 1 . 
yu, IT * I f •

“2
177 a 30 ohms.

4. Appr catenations

V the necessary relationships between cost and standard deviation 
are available, this process can be carried out in the same manner dis- 
cussed in Section MIB2. A more practical approach is to define:

1. Standard deviation sensitivity which is:

me-e MMS
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2. Cost sensitivity which is:

az
a, i

Where 0- is system standard deviation, “x is the standard deviation 
of x,. and z is system cost.

, ._____ i.d’r3- z/a, dZ i
A’x, *

which will be called circuit sensitivity of -

Then look for the x, that makes the absolute value of the circuit 
sensitivity a maximum in order to reduce the circuit standard deviation 
and look for the x, that makes the absolute value of the circuit sensitivt 
tty a minimum in order to relax the standard deviation requirement with 

a large cost savings.
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CHAPTER IV — CONCLUSIONS

Approximate methods for choosing the maximum allowable compo­

nent catastrophic failure rates, given system catastrophic failure rate 

specifications; and for choosing component parameter standard deviations, 

given system output requirements, have been developed within the as­
sumptions stated. Thus far, nothing has been said about how to allocate 

the total allowed unreliability between catastrophic and out-of - tolerance 

failure rates. This allocation might be accomplished by introducing 

system performance as a concept. or by again minimising cost. It 

seems, however. that the most realistic approach is to design such that 

tolerance failure probability is less than one-tenth of the allow­
able failure probability and to use the allowable failure probability in 

catastrophic requirements. The basis for this decision is that, by care­
ful screening, the out-of-tolerance failure rate can be more easily con­
trolled by design and specifications than can the catastrophic failure

B. Recommendations for Further Study

It is proposed that the method developed in thin paper be applied 

to an actual system. This would probably involve a computer program, 
further investigation of the relationship between cost and catastrophic 

failure probability for particular modes of failure, and further investi­

gation of the relationship between coat and "use" standard devintion of 
certain basic components.

•3
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APPENDIX -- UNIQUENESS

In Chapter n. the method of Lagrange multipliers was used to find 

an extreme, subject to the constraint that the properly synthesised event 
failure probabilities equal the allowable system failure probability. 
Physical considerations tell us that if only one extreme exists, it should 

represent a minimum cost. Because every end point results in infinite 

cost, a minimum cannot exist at an end point, and each end point repre­
sents a higher cost than an extreme found at an interior point. There­
fore, if one and only one point exists at which all of the partial deriva­

tives equal sero, this must be the minimum sought.

To see that there is a unique solution, consider that if there is a 

unique solution in the series case and in the parallel caae, there is a 

unique solution to all problems considered. That this is true may be 

seen by referring to Section ILA, where it is demonstrated how any 

combination may be represented by successive series and parallel re­

ductions to a simple series or parallel configuration.

Consider the series case. There are n - 1 equations of the form:

«-K,,x, ♦ SA’ ■ K,(.kx)()* • K2) : <AI1

and there is also the equation.

q-2x-
When X 1 is chosen. x,. x,. .... x are determined by equations 

2"3 n
of the form of Equation Al. Recognizing that all constanta (K^. K2j

arc positive, the function on the left of Equation Al is strictly increast 
ing with x,. while the function on the right of Equation Al is strictly

•3
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decreasing with x,. There is, however, a possibility that there will not 

be an intersection in the region 0 s X s 1. The left side of Equation Al 
starts at exp(-K,.X, ) when X, • 0 and rises to exp(-K21X, + K2.) when 

x, • I. The fiction on the right of Equation Al starts at « when Xi • 0 

and drops to

Kli
K,1

J
1+K21X1 (1 + K2;)

when X. ■ 1.

If one can assume that 

Kli
K,1

x
1+K21X1 (1 + K2i)

is less than exp(-K,.X, + K,:). there is a solution, and this solution can 

be assured by choosing x, small enough. This is quite reasonable in 

view of the fact that if X, is chosen too large, no values of X, i • 2,

3. . n in the range 0 S X, S will satisfy

q-2x-
Thus each X. can be found uniquely in terms of X*. Moreover, 

as x, increases, x,. x,. .... x, will also increase as may be seen by 

considering Equation Al. As x, increases, the increasing function (left 

side of Equation Al) is shifted downward. Similarly as X increases, 
the decreasing function (right side of Equation Al) is shifted upward. 

Thus, the solution for x,. i • 2, 3, .... n will be greater as Xj in­
creases. Therefore, if the & calculated from a trial is too low, Xj 
must be increased. Similarly, if the 6 calculated from a trial is too 

high, x, must be decreased. This, with the fact X, uniquely determines 

Xp i • 2. 3, .... n, means that the system of equations has a unique
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solution. An exactly similar argument can be used in the parallel case 

by using the equation: 

X1Kli
exP(K21 ‘ 211) " K,1 21

to show that a unique solution also exists in this case.

In Chapter ID. the minimum cost was again sought using the same 

method, using the relationship between component and system standard 

deviations as a constraint.

gain a minimum must exist at an interior point if only one ex­
treme exists, because an infinite coat occurs at each end point. The 

partial derivatives are set equal to zero, resulting in n equations in n 

unknowns. There is a unique solution to these equations as can be seen 

by referring to Section □ and recognizing that one is oni> interestedgn 

the field of real numbers, and that a is the positive square root of a
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