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Douglas Paul Byrne 
September 1 9S6 
Engineering - Applied Science 

Intense Microwave Pulse Propagation Through 
Gas Breakdown Plasmas in a Waveguide 

Abstract 
High-power microwave pulse-comprrssion techniques are 

used to generate 2.856 GHz pulses which are propagated in a 
TEl0 mode through a gas filled test section of waveguide, 
where the pulses interact with self-generated gas-breakdown 
plasmas. Pulse envelopes transmitted through the plasmas, 
with curatior.s varying from 2 ns to greater than 1 us, and 
peak powers of a few kW to nearly 100 MW, are measured as a 
function of incident pulse power and gas pressure for air, 
nitrogen, and helium. In addition, the spatial and temporal 
development of the optical radiation emitted by the break­
down plasmas are measured. 

For transmitted pulse durations S 100 ns. good agree­
ment is found with both theory and existing measurements. 
For transmitted pulse durations as short as 2 ns (lass than 
10 rf cycles), a two-dimensional model is used in which the 
electrons in the plasma are treated as a fluid whose inter­
action- with the microwave pulse are governed by a self-con­
sistent set of fluid equations and Maxwell's equations for 
the electromagnetic field. The predictions of this model 
for air are compared with the experimental results over a 
pressure range of 0.8 torr to 300 torr. Good agreement is 
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obtained above about 1 torr pressure, demonstrating that 
microwave pulse propagation above the breakdown threshold 
can be accurately modeled on this time scale. 



Chapter I - Introduction 

The electrical breakdown of a gas due to the applica­
tion 01 an oscillating electric field is a process that has 
been studied extensively during the last 40 years. Though a 
considerable body of experimental and theoretical work 
exists,1-" few measurements have been made on pulsed micro­
wave breakdown, particularly for- pulse durations of less 
than 100 ns. In most earlier work, resonant cavities were 
employed to enhance the electric fields obtainable from 
available microwave sources. Tetenbaum e_t_ a_l., 5 used cylin­
drical cavities resonant in a TK 0 i I, mode to make air break-
cown measurements with pulses that had durations as short as 
100 ns. However, the electric field build-up time in a ca­
vity (-./u) generally precludes making breakdown measure­
ments on much shorter time scales. 

Modern high-power microwave pulse generation tech­
niques chat are now available make it possible to generate 
tr.e hign fields necessary to study gas breakdown on a nano-
seconc time scale over a wide range of pressures. Buntschuh 
aic Gilden6 employed these techniques to make X-band break-
rl-.-.T; measurements with effective pulse lengths as short as 
2 ns, while more recently Didenko e_t a_̂ . , 7 investigated air 
breakdown at S-band (2 to M GHz) with no pre-ionization, us­
ing effective pulse lengths of 10 to 50 ns. In all these 
experiments, the data were obtained for pulse repetition 



rates greater than or equal to 50 hertz. 
The purpose of the experiments done for this thesis was 

to investigate the problem of S-band frequency microwave 
pulse propagation above the breakdown threshold for pulse 
durations as short as 2 ns. The most important result of 
these investigations is that propagation on this time scale 
can be accurately modeled, above about 1 torr pressure, by 
treating the electrons in the breakdown plasma as a charged 
fluid whose interactions with the pulse are governed by a 
self-consistent set of fluid equations and Maxwell's equa­
tions for the electromagnetic field." Measured envelore 
waveforms of pulses transmitted through breakdown plasmas, 
with durations varying from 2 ns greater than 1 ys, will be 
presented as a function of incident pulse shape and power, 
and gas pressure. In addition, comparisons of the da* to 
fluid-theory simulations will be presented for transmitted 
pulse durations from 2 ns to about 100 ns. This time domain 
is about an order of magnitude shorter than has been pre­
viously investigated experimentally at S-band, and is at 
least an order of magnitude shorter than any single pulsp, 
multi-megawatt, microwave breakdown measurements. 

Because of their engineering and practical interest, 
the atmospheric gases, air and nitrogen, were chosen for 
study. Air is the gas which has received the most extensive 
theoretical treatment, and is the one on which this thesis 
will concentrate. Experimental measurements were also made 
on helium, since it is one of the easiest gases to treat 



theoretically. This data will be included in Appendix C. 
All breakdown and propagation measurements were done in 

situ in a traveling-wave section of S-band, WR28*) waveguide, 
at pressures in the range 0.1 torr to 700 torr. The micro­
wave frequency was 2.856 GHz, and the peak pulse power 
varied from a few kW to about 100 KW. 

A. 6 "Co "r-rad iation source was placed in proximity to 
the waveguide and provided seed electrons, via ionization of 
trie gas, from which a breakdown avalanche could initiate. 
The envelopes of microwave pulses incident on this seed-
electron region, as well as those reflected from and trans­
mitted through the region, were measured. The measurements 
were repeated many times for a given incident pulse in order 
to characterize the statistics of the breakdown/pre-ioniza-
tion process. 

Trie experimental procedure and setup are discussed in 
Chapter III, while the experimental results and comparisons 
cf these results with fluid-theory calculations are con-
tair.ee in chapter IV. The results include data on the time 
and spatial development of the optical radiation emitted 
fro- the breakdown plasma, in addition to the data on pulse 
transport. Chapter II provides a brief description of the 
electrical properties of breakdown in waveguides. It in­
cludes some background on early theories of gas breakdown, 
and finishes with a discussion of the theoretical framework 
of the fluid model. Finally, Appendix A contains all the 
experimental details not found in the main body of the the-

http://tair.ee
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sis, and Appendix B discusses the estimation of the source-
generated seed-electron density used as input to the fluid-
model calculations. 
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Chapter II - Background and Theory 

2.1 Cas Breakdown in Microwave Fields 
When a gas is subjected to a microwave electric field, 

charged particles in the volume are accelerated. If the 
charged particles suffer collisions during the microwave 
field period, energy can be transferred from the field to 
the particles. The energy transfer to the electrons will be 
xuc'n greater than to the ions because of the mass differ­
ence; indeed, for most purposes the motion of the ions can 
De ignored. 

The energy gain rate will depend on the type of gas, 
since en the average, electrons undergoing elastic colli­
sions will gain energy from the field, while inelastic col­
lisions inducing atomic or molecular excitations will result 
in energy loss to radiation when the excitations decay. If 
the volume and field intensity are large enough, the elec­
trons oscillate in the volume and some will gain enough en­
ergy to collisionally ionize the gas atoms or molecules, 
producing more free electrons. At the same time, electrons 
car, diffuse to the walls containing the gas, recombine with 
positive ions, or attach to neutral atoms or molecules. The 
electron production and loss rates depend on the type of 
gas, microwave field strength and frecuency, pressure, and 
container geometry. For continuously oscillating fields, 
there exists some field amplitude for which electron pro-
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duction rates exceed loss rates. At this amplitude, break­
down is initiated and a microwave discharge will develop. 
This threshold field is a function of the ionization poten­
tial of the gas, the gas's electron collision properties, 
the container geometry, and the field frequency. 

For pulsed microwave fields, the pulse length is an 
additional complicating parameter. In this case, the break­
down field for plane waves is reached when the plasma fre­
quency of the breakdown discharge exceeds the applied micro­
wave field frequency during the pulse. When this occurs, 
the plasma expels and/or absorbs the fields and the gas's 
microwave transmission properties are greatly altered. In 
waveguide breakdown experiments, we say that breakdown has 
occurred if the discharge plasma "noticeably" affects the 
propagation of the pulse. As will be shown, these effects 
may occur, in some cases, at discharge plasma frequencies 
lower than the microwave field frequency. Generally, 
though, these effects require plasma frequencies higher than 
the microwave frequency because the discharges have less 
than a wavelength spatial extent. 

If no charged particles are present during the applica­
tion of the field, no breakdown will occur. In continuous 
wave (cw) breakdown experiments, this is not necessarily a 
problem, because cosmic rays provide occasional electrons. 
On the other hand, electron production by cosmic rays does 
not occur at a high enough rate for consistent pulsed break­
down measurements; other provisions must be made. In the 
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experiments done for this thesis, 6°Co sources provided con­
tinuous ionization of the gases used for breakdown studies 
with short duration pulses. 

2.2 Electrical Properties of a Breakdown Discharge in a 
Waveguide 
Microwave energy radiated from a directional antenna 

can be focused so that most of the energy passes through an 
area roughly equal to the square of the radiation wave­
length. Provided enough power is available, breakdown mea­
surements made using this technique can be completely inde-
•jsr.ce.it of wall effects. For a given microwave source 
strengtn, however, the electric fields attainable in a dif­
fraction-limited beam are much lower than those attainable 
in a waveguide matched to the output of the source, and 
breakdown measurements in waveguide are possible over a 
broader pressure and pulse duration range. Elimination of 
wall effects are tnen accomplished by operating in a param­
eter range where electron mean fr-e paths and oscillation 
amplitudes are much less than the inner waveguide dimen­
sions.9 In T.cst of the experiments done for this work, the 
ras pressures a;,o field strengths were such that wall ef-
•''••-•••ts w;re essentially negligible. However, for the shor­
test, highest-field pulses studied, the calculated oscilla­
tion amplitudes at 0.8 torr were about 3 to ^ mm (-10? of 
the narrow waveguide dimension); for those results it is 
not possible tc ignore the effects of the waveguide walls. 

http://�jsr.ce.it


Pre-ionization Sources and TEipMode Peak Electric Field 
Profile in WR2B4 Waveguide 

i r 
i ca 

FIG. 2-1 

The first step toward understanding breakdown in wave­
guides is to examine how the breakdown affects the impedance 
properties of the guide. The waveguide mode used for the 
measurements described here, the fundamental TE,„ mode, is 
the only mode that will propagate in WR284 waveguide be 
tween the waveguide cut-off frequency (2.08 GHz) and about 4 
GHz. This mode's electric field profile is shown above in 
Fig. 2-1, where the pre-ionization geometry is indicated as 
well. Because the electric field amplitude for this mode is 
largest near the center of the waveguide, and because the 
pre-ionization Y-rays are also collimated toward the wave­
guide center, one expects that breakdown would occur in the 
center of the guide, along the electric field lines. That 
this is the case is indicated by the time-integrated photo-
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Waveguide breakdown in air and nitrogen; 
time integrated photographs 

200 torr 
air 

200 torr 
nitrogen 

25 torr 
air 

100 torr 
nitrogen 

5 torr 
air 

25 torr 
nitrogen 

0.8 torr 
air 

1 torr 
nitrogen 

FIG. 2-2 
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graphs of waveguide breakdown shown in Fig. 2-2 (photographs 
are actual size). The camera view of the breakdown plasma 
is shown in Appendix A, Fig. A-5, and the photographs have 
been oriented for easy reference to Fig. 2-1. The photo­
graphs were taken with a streak camera operating in a fram­
ing mode with a ^S-ns open shutter time. 

The plasma radiation pattern and the spatial dependence 
of the initial electron density (due to the eollimated "Y-
rays) suggest that the breakdown plasma is roughly cylindri­
cal, its diameter being a function of the pressure. Ini­
tially, the breakdown may develop from a single electron or 
ionization track, but a cylindrical column will soon be 
formed. This column can become reflective, producing stand­
ing waves and subsequent breakdown columns, which would ap­
pear at spatial intervals equal to A /2 (and A A ) toward 
the microwave source. Reflection also tends to make the 
initially formed column elliptical, as more plasma is pro­
duced on the side of the column nearest to the microwave 
source. For analyzing the affect on microwave transmission, 
however, the initially formed cylindrical column is all we 
need consider. We can calculate, approximately, the imped­
ance properties of a waveguide containing a centered, cylin­
drical breakdown plasma by following Schwinger, who analyzed 
the problem of a dielectric post in a waveguide.10 Using 
variational principles, he calculated the parameters of the 
equivalent T circuit shown in Fig. 2-3. The parameters are 
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Cylindrical Dielectric Post In Rectangular Waveguide 

Zo 

o-
|Za Zo 

O 

Waveguide View Equivalent Circuit 
FIG. 2-3 

J a ^ J b 

Z 0 2 Z 0 2 X g 

a T j 0 ( 6 ) 1 « 2 

S 0 + _ 
J „ ( a ) B J 0 ( a ) J 1 ( g ) - a J 0 ( e ) J , ( a ) 4 

( 2 . 1 ) 

JZv 

where 

and 

2 ( i r d ) ; 

aA 

a 2 J , ( B ) 

J , ( a ) a J 0 ( a ) J , ( 6 ) - e J 0 ( e ) J l ( a ) 

( 2 . 2 ) 

a = ird/A , g = ( i r d / A ) ( l < r - j k i ) / 2 , 

S 0 = l n ( 4 a / i r d ) - 2 + 2 I [ ( n 2 - ( 2 a / A ) 2 ) " '* - n " 1 ] . 
2 

In these expressions, Z Q is the waveguide impedance (about 
550fi for TE l 0 waves of 2.856-GHz frequency in WR284 wave-
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guide), X is the guide wavelength, J 0 and J, are Bessel 
functions of order zero and one, respectively, and k -jk. is 
the (complex) dielectric constant of the centered post. The 
post diameter is d and the broad waveguide dimension is a. 
The equivalent circuit parameters calculated from eqns. 2.1 
and 2.2 are expected to be accurate to within a few percent 
for d/a < 0.15, provided neither jZ /Z Q or jZ./Zg is close 
to resonance. 

The above analysis can be applied to a cylindrical 
breakdown plasma in a waveguide provided the plasma dielec­
tric constant is known and the plasma is assumed to be uni­
formly cylindrical. 

An appropriate representation of the breakdown dis­
charge plasma is that of a collisional, unmagnetized Lorentz 
plasma, for which the dielectric constant is 

(v/u) 
- j (n/n ) 

C (H-(v/w)*) _ . 

(2.3) 

Here n is the plasma electron density, n is the critical 
density for propagation of 2.856-GHz microwaves, u is the 
2.856-GHz microwave frequency, and v is the electron colli­
sion frequency for momentum transfer. 

Strictly speaking, the Lorentz dielectric constant only 
represents plasmas for which the electron collision frequen­
cy is independent of electron energy. Though air and nitro-

k -jk. r J l (n/nc)-
(1+(v/a) s) 
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gen breakdown plasmas subjected to intense microwave fields 
do not have this property, MacDonald et al.," have shown 
that a value of v = 5.3"109p (p in torr) allows for a rea­
sonably economical description of microwave air breakdown 
data, subject to large errors only for pressures less than a 
few torr. Bearing this assumption in mind, the microwave 
transmission properties of an air breakdown discharge can 
now be calculated from equations 2.1, 2.2, and 2.3. 

From standard transmission line theory, the power ab­
sorbed, reflected, and transmitted by the breakdown column 
can be calculated as a function of column diameter to wave­
guide width ratio d/a, collisionality v/u, and normalized 
electron density n/n . Ignoring waveguide losses, the re­
sults are 

Power reflection coefficient 

(2.4) 
(2. /Z n) in 0 
(z. n/z 0) • 1 

where Z . n _ (Z&nQ) + {l^/ZJ * [ ( 2 Z a / Z Q ) + ( Z b / Z Q ) ] Z b / Z Q 

Z 0 1 + <VV + (W 
Dower absorption coefficient 

|a|2 - [(1 - |p|2)(1 - V P i n ) ] • (2-5) 

where P Q Z Q I (Z a/Z Q) I2 

P i n Re(Z.n) ]1 • (Z a/Z 0) + (Z b/Z 0)| 

Power transmission coefficient 
|x|2 - [1 - | P| 2 - la|2] . (2.6) 



These results are shown in Fig. 2-4, where each trans­
port coefficient is plotted against n/n for varying v/u> and 
d/a=0.1 in the first column, and for d/a=0.3 in the second 
column. These d/a ratios compare favorably with the plasma 
dimensions shown in Fig. 2-2. For comparison, Fig. 2-5 
shows a similar plot for plane waves incident on a planar 
free space-Lorentz plasma interface. Now a waveguide uni­
formly filled with plasma will actually cut off wave trans­
mission at a lower density than a free space plasma, but we 
see from the figures that a plasma post in a waveguide actu­
ally cuts off transmission at a higher density than in the 
free space case. As the post diameter gets larger, however, 
transmission actually approaches that of free space as shown 
in Fig. 2-4 for d/a=0.3. 

Though these calculations are not self-consistent or 
time dependent, in that the wave fields are assumed to have 
no effect on the plasma electron density, they can be useful 
for estimating breakdown plasma densities from pulse trans­
port data at a given instant in time, and for comparison to 
calculated densities from self-consistent fluid model simu­
lations. In Chapter IV, some of the longer-pulse data are 
compared to non-self-consistent fluid simulations, in which 
the fields are not affected by the plasma. In this case, 
breakdown density estimates (or data) are required in order 
to predict when pulse transmission cuts off. 
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2.3 Theory of Gas Breakdown by Microwave Fields 
Since the electron density in any gas discharge deter­

mines its electrical behavior, any theoretical description 
must account for its spatial and temporal variations. Ulti­
mately, a continuity equation of the following form must be 
solved, 

a n ^ ' t } = s + v.n - v n - v n 2 + V-v(Dn) . (2.7) 
d t i a t 

This equation describes the time increase of free electron 
density n(r,t) due to external volume production at source 
rate S and ionization at frequency v., and decrease due to 
electron attachment and recombination at rates v_ and v_. 

a r 
The last tern represents loss due to diffusion. Any other 
gain or loss processes that may be important in a given sit­
uation must also be included. 

Perhaps the simplest approach toward a solution of 
equation 2.7 is the avalanche or cascade model used by Her-
lin and Brown 9' l ;"'" in their early work on cw breakdown in 
cavity resonators. In this model, the rate and transport 
coefficients are assumed to be independent of time, and 
equation 2.7 is separated into time- and space-dependent 
parts, subject to boundary conditions on n(r,t). In cavity 
experiments such as Herlin and Brown's, n(r,t) must vanish 
at the cavity walls. If the cavity is overmoded, then dif-
fusion-eigensolutions of higher order than the fundamental 
can result; different boundary conditions on n(r,t) must 



18 

then be applied. However, if the lowest-order eigensolution 
is assumed to dominate, if recombination is negligible, and 
if there is no source, n(r,t) takes the exponential form, 

n(r,t) = n„exp[(v, - v= - D/A2)t]-F(r,A) . (2.8) 1 a 

In this equation, A is a geometry-dependent diffusion 
length and the rate coefficients in the exponent depend only 
on the electric field and the pressure. The function F de­
pends on the diffusion mode, or combination of modes, i.e. 
on the field uniformity and geometry of the container. Her-
lin and Brown's TM 0 1 0-mode cylindrical cavities had F(r,A) = 
sin(z/A), with A-L/ir, where z was the axial direction along 
which the electric field was directed, and L was the cavity 
length. 

For the cw case, breakdown occurs when the exponent in 
equation 2.8 is positive, for then the electron density 
grows exponentially with time, or "cascades". Dividing the 
exponent by the pressure, the breakdown criterion can thus 
be written, 

v./p = va/p + Dp/(pA)2 . (2.9) 

Microwave breakdown electric field amplitudes can be pre­
dicted phenomenologically from equation 2.9 using known dc 
breakdown data and the concept of "effective field".15 The 
equation of motion of an electron in an electric field, sub­
ject to a velocity-dependent collisional (viscous) damping 
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force, is 

dt mv v -el , (2.10) 

where v is the collision frequency for momentum transfer. 
m 

Provided v is independent of velocity, expressions for the 
power transfer from the field to the electrons for the dc 
and alternating-field case, respectively, are 

e'E2. 
QC and P = 

e 2E 2 

rms 
v" + a) 

(2.11) 

Thus one can define 

(2.11b) 

the "effective field" that would produce the same power 
transfer as a dc field. As was the case with the Lorentz 
plasma model, validity of the effective-field concept re­
quires that v be independent of electron energy. For 

m 
pA > 10 torr-cm, however, MacDonald et_ aj^., 1 1 have found 
that the cascade model, using the energy-independent colli­
sion frequency approximation, adequately described their air 
breakdown data. At low pressures and confined geonetries, 
though, the theory breaks down. MacDonald2 and Gould and 
Roberts16 discuss predictions, using the effective-field 
concept, of cw breakdown-field thresholds in air, as a func­
tion of pressure, microwave frequency, and geometry. 



The cascade model can also be applied to pulsed micro­
wave breakdown, where equation 2,8 becomes, for a pulse of 
duration t, constant amplitude, and negligibly short rise 
time, 

n. = nCr.t) = n„exp[(v, - v - D/A2)T]-F(r,A) . (2.12) 
I 1 9 

Now the breakdown condition can be written 

vR/p = [ln(nf/n0)]/pT + pD/(pA)2 , (2.13) 

where v a v. - v . In this case, a definition of n f/n Q for 
breakdown must be provided. Gould and Roberts16 made theo­
retical predictions of the breakdown field in air for a gi­
ven pulse length, using equation 2,13 and values of v /p and 
Dp obtained from dc measurements, as in the cw case. They 
also made 2.8-GHz microwave breakdown measurements; light 
emission from the gas discharge, as measured with a photo-
multiplier tube, served as their definition of breakdown. A 
fit to their data indicated that n f/n 0 was about 10", though 
the initial electron density was not well known. Since the 
initial density occurs logarithmically in equation 2.13, 
predictions of breakdown field thresholds are relatively 
insensitive to its value. 

There are a number of questions, some already alluded 
to, about the validity of the simple cascade model as mani­
fested in equation 2.13, and the effective-field concept, 
particularly for time-varying fields in the few-nanosecond 
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pulse domain. Among these is the importance of higher oraer 
diffusion modes and non-uniform fields, the validity of 
treating v. as constant in time during the pulse envelope 
(or even during the microwave-field period), and the effect 
of space charge on the growth of n(r,t). For this reason, 
comparisons of theory and experiment for short-pulse data in 
this thesis will employ more sophisticated models, namely 
two variations of the plasma fluid model. 

An accurate and detailed description of the properties 
of an electrical gas discharge requires a knowledge of the 
distribution function F(r,v,t) for the electrons, defined as 
the number of electrons within the spatial volume dr=dxdydz 
with velocities in the range from v to v+dv, at time t. 
This distribution function satisfies the Boltzman equation, 

3F 
It V F r V F v 3t (2.14) 

Here V is the configuration-space gradient, V is the ve­
locity-space gradient, a is the external force per unit 
electron mass, (E + vxB)q/m, and (3F/3t) is the change in F 
due to collisions, including elastic, inelastic, and ion­
izing collisions. If the Boltzman equation can be solved, 
the resulting distribution function provides all the infor­
mation required to calculate the electrical properties of 
the discharge. 

Though there is no known analytical method for solving 
equation 2.14 exactly, it can in principle be solved numeri-
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cally. If, on the other hand, the electrons are treated as 
a fluid and the physical quantities of interest are averaged 
over the distribution function, the problem becomes substan­
tially less complex. This is done by first expanding the 
distribution function in spherical harmonics. Terms to 
first order are then substituted in equation 2.14, and the 
first three velocity moments of the resulting equation are 
calculated.8 The three equations derived from this proce­
dure are the electron fluid equations, which represent elec­
tron number balance, momentum balance, and energy balance 
for an electron fluid in which all electrons move with the 
average (fluid) velocity,8 

Continuity 

|| + V-(nu) = <v.>n , (2.15) 

Momentum 

SiSHl • V(nuu-) - na (g • SxS) - V.(n<q-q>) - / v^fdv , 

(2.16) 
Energy 

3 1 " E ) + V-(n<V2 mv2v>) = nqS-u - v,en - v en , (2.17) 
d L 1 W 

where 
n = free electron density, the distribution 

function integrated over velocity space; 
u = <v>, the velocity averaged over the distribu­

tion, by definition, the fluid velocity; 
<v.> = ionization frequency averaged over the spher­

ically symmetric term in the distribution 
function expansion; 
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q = v - u, the non-streaming thermal velocity; 
— d + vxB) = the electromagnetic force per unit electron 

mass; 
v = collision frequency for momentum transfer; 
ne = averaged kinetic energy density; 
v T = eTv./e, where v. is the ionization rate and 

E T is the ionization potential; 
v = (Zv e )/e, where v_ is the collision freq-w e ex e 

uency for excitation and e the correspon­
ding excitation energy; 

f = the first two terms of the distribution func-
expansion in spherical harmonics. 

Within a given volume equation 2.15 relates the rate-of-
change of electron fluid density within that volume to fluid 
flow in or out of the volume and to the creation of electon 
fluid via ionization; thus the source term <v.>n. 

In equation 2.16 momentum rate-of-change is related to 
divergence of momentum flow nuu, to internal thermal stress 
(the quantity mn<qq> is also known as the stress tensor), to 
external electromagnetic force, and to collisional momentum 
transfer. 

Finally, equation 2.17 relates the rate-of-change of 
energy density to energy loss due to outward flux (or heat 
transfer), to power fed into the system by the electric 
field, and to energy taken up in ionizing and exciting col-
1isions. 

To describe the interaction of a microwave field with a 
fluid (breakdown) plasma, the fluid equations above must be 
combined with Maxwell's equations for the electromagnetic 
field, and the resulting coupled, non-linear, partial dif-
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ferential equations must be solved for the boundary condi­
tions and situation of interest. 

Yee and Mayhall have developed an electron-fluid compu­
ter model8 which simulates the propagation of an electromag­
netic wave, with field strengths above the breakdown thresh­
old, in an air filled waveguide. In their model, the inte­
gral of v v over the spherical harmonic expansion of the 
distribution function is approximated as 

I v vfdv = <v >nu , (2.18) 
m m 

and the ionization rate, momentum transfer rate, and energy 
transfer rate for electrons in air are taken from both ex­
perimental results and theoretical calculations. Plots of 
these rates as a function of characteristic electron energy 
(u=kT ) are depicted in Fig. 2-6; Ref. 8 contains the 
sources for them. 

Simulations of some the waveguide breakdown experiments 
presented here were done using the model described in Ref. 
8, but expanded to two spatial dimensions.17 Maxwell's 
equations and the three "local" electron fluid equations 
were solved numerically to follow the propagation of a micro­
wave pulse in a transverse-electric mode in a 2-dimensional, 
air-filled waveguide. Fig. 2-7 shows the problem geometry 
(the top and bottom waveguide walls had to be ignored in the 
simulations because of the limit to two dimensions). The 
following equations were solved self-consistently, using a 



Ionization, momentum transfer, and energy loss 
rates vs electron energy 

(a) Ionization rate divided by 
gas density 

(b) Momentum transfer rate 
divided by gas density 

(c) Energy loss rate divided 
by gas density 
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Two-Oimensional Fluid Model Geometry 
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finite-difference technique, 

Maxwell's Equations 

VxE "Ho 3H 3t 
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Local Fluid Equations 
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Equation 2.21 has been written so that the kinetic energy e 
(the rates in Fig. 2-6 are plotted vs characteristic energy 
u=2e/3) is in eV; E Q=0.025 eV is the neutral (thermal) en­
ergy, and e. is the average ionization potential (I1) eV for 
air). Also, the velocities v and v in the above equations 
are fluid velocities, not the particle velocities in the 
Boltzman equation. These equations were derived from equa­
tions 2.15, 2.16, and 2.17 using equation 2.18 and the addi­
tional assumption, unjustified at the present time, that all 
convective terms could be neglected. 

The results of these simulations, using the shortest 
incident pulses (-2 ns) measured as input, will be presented 
in Chapter IV, along with comparisons to actual measured 
transmitted pulses. 

For the experiments which had times to breakdown, after 
the onset of the pulse, of greater than a few nanoseconds, 
the 2-dimensional simulations required impractical amounts 
of computer time. Thus for breakdown times of 10 ns to 
about 100 ns, the experiments were modeled using only a non-
self -consistent set of fluid equations, 

|f - vi(u)n (2.22) 

m 3 i " v ) - nqE - mnv (u)v (2.23) 

^±± = -|nvE - nvw(u)(u-uQ) - nu^.tu) (2.2*0 

These are the same as equations 2.19, 2.20, and 2.21, except 



that the effects of the plasma currents on E (this is what 
is meant by the term non-self-consistent) and the spatial 
dependence of E, v, and n have been ignored, and the energy 
is now defined as the characteristic electron energy, \>r 2/3 
the energy in equation 2.21. u 0 and u, scale similarly, of 
course. These equations are essentially an extension of the 
cascade model described earlier to time varying fields, but 
they avoid the use of the effective-field. They are some­
times called the swarm equations. Again, the equations were 
solved numerically by a time-stepping technique, using mea­
sured incident-pulse power envelopes for input. Since this 
model doesn't calculate the fields self-consistently, it 
cannot predict transmitted-pulse waveforms. It can, how­
ever, predict pulse-breakdown thresholds if a breakdown den­
sity definition is made, say by using the results discussed 
in Sec. 2.2 for pulse transport in a waveguide containing a 
plasma post. A criterion for breakdown, using these re­
sults, will be given in Chapter IV, where we compare the 
experiments with these calculations. 

The justification for using a non-self-consistent model 
is that by the time breakdown electron densities reach a 
level where their currents begin to affect the fields, pulse 
transmission is already very nearly cut off. For longer 
pulse lengths, this model can predict breakdown thresholds 
with reasonable accuracy, as will be seen in Chapter IV. 
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Chapter III - Experimental Methods 

As noted in Chapter I, all breakdown and propagation 
measurements in this study were done in waveguide. Micro­
wave pulses were introduced to a test section of waveguide 
and propagated in a TE 1 0 mode through the section, where 
they interacted with the gas filling the waveguide. The 
interaction was characterized by reflection and absorption 
of parts of the pulse, as well as transmission to a load 
terminating the test section. Directional couplers, micro­
wave attenuators, and fast diode detectors were used to mon­
itor the pulse both upstream and downstream from the inter­
action region, yielding incident, transmitted, and reflected 
pulse envelopes for each single-pulse interaction. The 
pressure of the gas inside the test section could be accu­
rately adjusted over a range of about 0.010 torr to one at­
mosphere, and gas purity was monitored with a residual-gas 
analyzer/mass spectrometer. No more than 150 breakdown 
measurements were made on the same volume of gas without 
pumping out the test section and backfilling with fresh gas, 
as it was observed that aging effects, most likely due to 
chemical reactions, began to affect the data, particularly 
at pressures above 100 torr. For fewer than 150 measure­
ments, no aging effects were observed. The waveguide test 
section and all microwave diode detectors were regulated at 
30±1°C during the experiments. 
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In addition to the microwave measurements, integrated 
and real-time measurements of the development of the optical 
radiation emitted from the breakdown plasma (integrated over 
the spectral range of about 250 to 800 nm) were carried out. 
Because this radiation was related to the electron density 
and temperature of the plasma, its time development was re­
lated to the way in which the transmitted and reflected mi­
crowave pulses changed during breakdown, since these changes 
depended on the electron density'. Thus qualititive compari­
sons between the microwave and the optical measurements were 
possible. 

Two types of experiments were conducted: experiments 
with effective microwave pulse lengths greater than or equal 
to 10 ns, and experiments with pulse lengths of 2 to 3 ns 
(FWHM). Since the experimental procedures for the two types 
were different, they will be described separately. Experi­
mental details not included in the following descriptions 
can be found in Appendix A. 

3.1 Long-Pulse Experiments 
The experimental arrangement for long-pulse experiments 

is shown in Fig. 3-1. The low-power primary microwave 
source was a highly stable oscillator which generated a con­
tinuous wave train at 2.856-GHz frequency and about one-half 
watt average power. This wave train was gated by a fast PIN 
diode to give pulses of 50-ns to slightly more than 1.5-ys 
duration, at a typical repetition rate of one pulse every 
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Long-Pulse Measurements - Experimental Layout 
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few seconds. These pulses were amplified as high as 15 MY 

peak power in two stages: first by a driver klystron and 
then by an RCA 8568 klystron. The peak power of the ampli­
fied pulse could be varied from a few kW to 15 MW by attenu­
ating the output of the driver klystron and/or varying the 
cathode voltage of the 8568 klystron. 

After amplification by the 8568 klystron, the pulse 
entered the waveguide system, the first part of which was 
pressurized to 30 psig with dichlorodifluoromethane (Dupont 
Freon-12) to prevent arcing. It then passed through a cir­
culator, which protected the klystron from damage due to 
reflected power, and a high-directivity (37-dB directivity) 
directional coupler, where the forward-traveling wave was 
sampled and its envelope recorded (unless explicitly stated, 
in all subsequent references to waveform detection by micro­
wave diodes, it is the envelope, not the actual rf waveform, 
that is being referred to). The pulse then passed through a 
waveguide pressure window and entered the test section. 
From this point to the terminated end of the test section, 
the waveguide contained the gas whose breakdown properties 
were to be measured. Shortly after entering the test sec­
tion, the pulse reached a region where the gas contained a 
small density of seed electrons, provided by ionization due 
to Y-rays from two collimated 6 0Co sources. Prior to ar­
riving at this point, the pulse was guided around lead 
shielding blocks. Without this shielding, breakdown tended 
to occur on the pressure window surface rather than in the 
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vicinity of the 6 0Co sources. In the source region, the 
pulse caused breakdown. Some energy was absorbed in 
creating the discharge, some was reflected, and some was 
transmitted. The reflected part of the pulse propagated 
back past the upstream directional coupler, where it was 
sampled and recorded, and was finally absorbed in a matched 
load at the circulator. The transmitted pulse continued 
down the test section, was sampled and recorded at the down­
stream directional coupler, and was finally absorbed in a 
matched load terminating the waveguide test section. 

As the breakdown discharge occurred, a photorcultiplier 
tube monitored the time development of its optical radiation 
output, and a Hamamatsu C979 streak camera was used to re­
cord its temporal and one-dimensional spatial development 
(two spatial dimensions were actually recorded in independ­
ent measurements). Finally, a 35-mm camera captured a time-
integrated, two-dimensional image of the discharge. 

During the breakdown process, the three microwave sig­
nals and the photoniultiplier signal were fed to a computer­
ized multi-parameter data acquisition system. This system 
simultaneously measured and stored the peak amplitude and 
time-of-arrival of all four signals, relative to a starting 
trigger signal, for each breakdown event. The peak-ampli­
tude data yielded information on microwave pulse amplitude 
and optical radiation output, while time-of-arrival data 
yielded information on breakdown time relative to the onset 
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of the microwave pulse. At a fixed microwave pulse ampli­
tude and gas pressure, many breakdown measurements could be 
made in a short period of time with this system, yielding 
information on the statistics of the breakdown/pre-ioniza-
tion process. 

Fig. 3-2 shows oscilloscope traces of detector re­
sponses for typical long-pulse breakdown experiments. Be­
cause the detector response voltages were proportional to 
the square of the microwave electric field (square law), the 
amplitudes of the pulses shown in these photographs are ap­
proximately proportional to waveguide power. Fig. 3~2(a) is 
a negatively-rectified envelope showing the incident pulse 
shape for these experiments. Fig. 3-2(b) shows the trans­
mitted pulses recorded at four different power levels and 
breakdown times, with the waveguide test section at constant 
pressure. At each power level, five traces were recorded; 
observe the statistical variation in breakdown times, parti­
cularly for the longer, lower-power pulses. Finally, Fig. 
3~2(c) shows transmitted pulses at fixed incident pulse pow­
er and varying pressures. In this figure, breakdown was 
occurring on the leading edge of the i47-ns (10-90? power) 
rise time pulse generated by the gated oscillator and kly­
stron. Because these transmitted pulses are not "rectangu­
lar," the analysis of this kind of data will be somewhat 
different than that for pulses with breakdown times greater 
than 100 ns, as will be seen in chapter IV. 



Incident/transmitted detector waveforms 
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3.2 Short-Pulse Experiments 
Fig. 3"3 shows the experimental layout for the short-

pulse measurements. The breakdown/propagation test section 
was the same in these experiments as in the long-pulse ex­
periments, aside from a repositioning of the incident/re­
flected directional coupler closer to the radioactive 
sources. However, the microwave pulse source and the data 
collection system were different. 

For short-pulse measurements, the source consisted of a 
pulse-compression cavity18 driven by the RCA-8568 klystron. 
This cavity delivered 2-ns (FWHM) pulses with about 2.5-ns 
rise time (10-90?) and up to about 100 MW peak power to the 
test section (see Appendix A for pulse-compression resonator 
details), where breakdown took place as described in the 
section on long-pulse measurements. 

Here, data was fed to three Tektronix 710*4 oscillo­
scopes with 7A29 amplifiers and 7B15 time bases, where the 
incident, transmitted, and reflected signals were simulta­
neously measured and recorded with three oscilloscope cam­
eras. Optical measurements were done exactly as described 
in the previous section, except that an additional photomul-
tiplier tube, located at the pressure window viewport, was 
used to monitor breakdown on the waveguide window. When 
breakdown occurred at this window prior to occurring at the 
source region, the data were ignored. 

The multi-parameter data acquisition system described 
earlier was not used in the short-pulse measurements for two 
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Short-Pulse Measurements - Experimental Layout 
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reasons: one, statistical behavior of the breakdown wasn't 
observed in the pulse amplitude and pressure range studied, 
and two, the multi-parameter data acquisition system didn't 
have sufficient bandwidth to accurately measure the short-
duration signals. In fact, post-acquisition signal proces­
sing was necessary to correct for bandwidth limitations pre­
sent even when the fast oscilloscopes were used. 

. Processing the measured waveforms corrected for two 
major limitations, the non-zero response time of the diode 
detectors and 7A29 amplifiers, and the varying frequency 
responses of the directional couplers used, over the band­
width of the measured incident and transmitted pulses. 

Briefly, the signal processing was carried out as fol­
lows (details can be found in Appendix A). The measured 
diode signal waveform, which was a convolution of the actual 
waveform and the diode's impulse response, was deconvolved, 
using standard signal processing techniques, to get an ap­
proximation to the actual waveform. The Fourier transform 
of the resultant waveform then yielded the frequency spec­
trum of the pulse. Each component in this spectrum was then 
corrected for the frequency-dependent coupling of the direc­
tional coupler used to sample the pulse. Finally, the in­
verse Fourier transform was taken to yield the pulse shape 
inside the waveguide. Because it was unknown, the carrier 
frequency spectrum had to be approximated in this procedure; 
this approximation is discussed in Appendix A. The other 
diagnostic system components, namely the cables and coaxial 
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attenuators, had negligibly varying frequency responses over 
the pulse bandwidths, and, except for their overall atten­
uating characteristics, were ignored in the analysis. 

Fig. 3-4(A) shows a typical digitized incident micro­
wave pulse obtained from an oscilloscope photograph of a 
diode detector response. This was the pulse shape observed 
in all the short-pulse breakdown measurements. Fig. 3-MB) 
shows the same pulse after deconvolution. In Fig. 3-^(C), 
the power pulse in the waveguide derived from Fig. 3 _MA) is 
shown, the derivation assuming the use of a directional 
coupler with a flat, non-variant frequency respon&e. final­
ly, Fig. 3~4(D) shows the power envelope in the waveguide 
using the deconvolved detector response shown in Fig. 
3-4(3), with the frequency dependence of the directional 
coupler taken into account. These results clearly show that 
this type of analysis is necessary when using limited-band­
width instruments on wideband pulses: Fig 3-4(C) indicates 
a peak power of 41 MW and a duration (FWHM) of 2.4 ns, while 
the processed pulse in Fig. 3 - iHD) shows an actual peak 
power of 68 MW and a duration of 2.0 ns. 
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Chapter IV - Experimental Results 

This chapter is organized so that microwave breakdown 
and pulse transmission data for the longest pulses investi­
gated are discussed first. The chapter then moves progres­
sively -to shorter pulse results. 

In Sec. 4.1, the results of breakdown measurements 
using traveling wave pulses of £100 ns duration, which we 
call long-pulse results, are presented and compared with 
microwave breakdown measurements made in resonators by Tet-
enbaum, e_t aK, 5 and microwave breakdown "data" derived from 
DC breakdown measurements15 by Felsenthal.*9 

In Sec. 4.2, we move on to the short-pulse data, de­
fined such that breakdown occurs less than 100 ns after the 
application of the microwave pulse. We first discuss the 
results of measurements in which the gas broke down during 
the rise time of the klystron-generated pulse, 10 to 100 ns 
after the onset of the pulse. The same experimental setup 
was used in these experiments as in the long-pulse experi­
ments, as described in Chapter III, but according to the 
above definition, we consider the data to be short-pulse 
data. These results are compared with non-self-consistent 
swarm-theory calculations. Sec. 4.2 concludes with a dis­
cussion of breakdown and transmission measurements made 
using pulses generated by the pulse-compression cavity. In 
these measurements, breakdown occurred in less than 5 ns, 
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i.e., at some time during the 2-ns (FWHM) duration pulse. 
The results are compared with simulations using the 2-D 
fluid model. 

Finally, Sec. 4*3 summarizes the experiments and dis­
cusses the conclusions that were drawn. 

4.1 Long-Pulse Results 
When microwave breakdown field measurements, at a given 

pulse length, are made on a gas as a function of pressure, 
one finds that the breakdown field has its smallest value at 
pressures of several torr for S-band microwaves, typically. 
The breakdown field increases as the pressure is raised or 
lowered away from this minimum. At pressures below 1 torr, 
free electrons rarely undergo collisions; they oscillate 
out of phase with the microwave field and energy transfer 
from the field to the electrons is inefficient. At high 
pressures, electrons collide so often with gas atoms or mol­
ecules, and spend such a small fraction of the time gain­
ing energy from the field, that few reach high enough 
energies to ionize gas atoms or molecules and initiate a 
breakdown avalanche. On the other hand, at pressures of a 
few torr, the electron-neutral collision frequency is rough­
ly equal to the microwave frequency, and energy couples well 
from the field to any unbound electrons present. If weak 
pre-ionization sources are used in breakdown experiments, 
free electrons may not be available during the application 
of the pulse, and the results will be statistical; for a 
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given field amplitude and pressure, the gas will not always 
break down at the same time. The 6 0Co sources used in the 
experiments described here provided sufficient ionization 
for reproducible results at pressures near the breakdown 
minimum, but at high and low pressures breakdown time dis­
tributions were measured because the results were statisti­
cal. 

Figs. 1-1 and 4-2 show distribution data for microwave 
pulse breakdown times in air and nitrogen at high pressure, 
a pressure near the breakdown minimum, and at low pressure. 
These data were obtained by repeatedly making the same 
breakdown-time measurement at fixed pressure and pulse am­
plitude, using incident pulses of 1 .8-vis duration. The 
breakdown time was defined as the difference in time between 
the onset of the incident microwave signal and the appear­
ance of a reflected microwave signal. The onset time, or 
zero tine in the figure histograms, was the time at which 
the incident pulse reached 10% of its maximum value at the 
radioactive source position where breakdown took place. The 
breakdown time in the histograms was the time when the re­
flected microwave signal reached 10? of its maximum value at 
the source position. The incident pulse power had a 60-ns 
(10-90?) rise time in these experiments; the reflected 
power rise time was typically several nanoseconds, though it 
varied with pressure from a minimum of a few nanoseconds at 
low pressure to a maximum of 15-20 ns at high pressure. 

Other authors have defined the breakdown time as the 
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pulse amplitude and pressure. Incident pulse duration = 1.8 ys, total abscissa 
range = 2 ys. Fields are rms fields at the center of the waveguide. 
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FIG. 4- 2 - Distributions of times-to-breakdown in nitrogen. From repeated measurements at 
constant pulse amplitude and pressure. Incident pulse duration = 1.8 ys, total 
abscissa range = 2 ys. Fields are rms fields at the center of the waveguide. 
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time, after pulse application, at which the breakdown plasma 
begins to radiate light at optical wavelengths, as measured 
with a photomultiplier tube. 1 6 Photomultiplier tube mea­
surements done in the present experiments showed that at 
fields for which breakdown occurred in less than about 
100 ns, no measureable difference (within about 2-ns instru­
ment resolution) was observed in breakdown times determined 
from the onset of radiated light and times determined from 
reflected microwave signals. For the longer pulses, though, 
the onset of optical emission from the breakdown plasma pre­
ceded microwave reflection significantly, particularly at 
higher pressures. That is, optical ratiation was emitted at 
electron densities well below those required to affect mi­
crowave pulse transmission. At 400 torr in air, for break­
down times of the order of 1 to 1.2 ys (measured using the 
reflected microwave pulse), radiation preceded reflection by 
over 200 ns. Because the photomultiplier tube used was sen­
sitive to a broad band of optical radiation and not just a 
single spectral line, and because microwave pulse transpc-t 
in waveguide could be related to free-space transport (Chap­
ter II, Sec. 2.2), microwave reflection was considered a 
more appropriate criterion for breakdown than optical emis­
sion. 

The distributions in Figs. 4-1 and 4-2 show character­
istics one observes in the results of gas breakdown measure­
ments made with both DC and alternating fields using weak 
pre-ionization sources, namely the existence of a formative 
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time delay and statistical time delay, prior to breakdown, 
as indicated in Fig. 1-3. The formative time is the time it 
takes for an avalanche to develop, given the presence of one 
or more free electrons during the initial application of the 
field, and is usually considered to be constant at a given 
field strength and pressure. Actually, it is not a con­
stant; the formative time can be decreased by strongly in­
creasing the pre-ionization. Statistical time delay is 
caused by the finite rate of free-electron generation from 
pre-ionization sources. In DC discharges, the statistical 
generation of electrons by cathode field emission or photo-
emission, negative ion detachment, and cosmic rays can also 
contribute to the statistical time. 

The histograms in Figs. 1-1 and 1-2 are very different 
at different pressures and field strengths. At high and low 
pressures, in the top and bottom rows of the figures, the 
spread in the time distributions is larger than at the in­
termediate pressures, where the microwave frequency is about 
equal to the collision frequency ( OJ = v). At the lower 
pressures, the distributions are broad because free elec­
trons from the pre-ionization sources were scarce (see Ap­
pendix B); one or more electrons were not always present at 
the time the pulse was applied. At the high pressures more 
electrons were present, but because of the high collision 
rates, few reached energies high enough to cause ionization 
after the application of the field; indeed, only a statis­
tical fraction of them reached energies higher than 2 or 
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3 eV. As the field was increased (from left to right in the 
figures), however, the average oscillation energy increased, 
and a larger fraction of the total number of available free 
electrons attained energies high enough to cause ionization. 
Thus at all pressures, the distributions are narrower at 
higher fields (the lowest-field distribution at 0.1 torr 
appears narrower than the one at the next highest field be­
cause the incident pulse was only 1.8-ps long). The pre-
ionization sources produced electrons with an exponential 
time distribution, and the histograms in Figs. 4-1 and 4-2 
qualitatively exhibit this character, particularly at low 
pressures. At high pressures the energy statistics, as dis­
cussed above, were more important than the source statis­
tics, and in air, the statistics of electron detachment from 
negative ions (see Appendix B) also contributed. At all 
pressures, the presence of a non-uniform field in the wave­
guide may also have affected the statistics. 

In most of the earlier work on long-pulse air break­
down, strong enough pre-ionization sources (e.g., uv radia­
tion from a spark-gap) were used that breakdown always oc­
curred at the same time for a given field strength; the 
measurements were purposefully made under conditions that 
eliminated statistical effects. In order to compare the 
present long-pulse results to those of earlier investiga­
tors, particularly those of Tetenbaum et a_l.,5 the effects 
of statistics had to be removed. In Fig. 4-4, the measured 
breakdown time thresholds are plotted vs rms electric field 
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for air and nitrogen at several pressures. The threshold 
times are defined as essentially the earliest breakdown 
times in the distribution envelopes. That is, for a given 
field, 99? of the pulses broke down at or after this thresh­
old time. For comparison, the peaks in the distributions, 
or the most probable breakdown times in this experiment, are 
also plotted. According to convention, the time axis is 
labeled T in the plots. To compare these results to those 
reported in Ref. 5, the threshold times have been renorma-
lized to a zero time at which the incident pulse has reached 
a power level 90/5 of its maximum value, i.e. the times are 
60 ns shorter than those in Figs. 4-1 and 4-2. 

If smooth curves are drawn through the threshold data 
for air or nitrogen (this was done for the air data in Fig. 
4-4), one can see that the breakdown field for any pulse 
length between about 50 ns and 1200 ns can be interpolated. 
At that field a pulse of that duration and no longer can be 
transmitted without breakdown if free electrons are present. 

The above procedure was followed for 100-, 200-, and 
600-ns pulses in air and nitrogen; Fig. 4-5(A) shows the 
results for air and Fig. 4-5(B) the results for nitrogen, 
while Fig. 4-5(C) shows an overlay of the two. In Fig. 
4-5(D), the results for air are compared with the 3-GHz mi­
crowave breakdown data of Tetenbaum et_ a_l. 5, and the 100-ns, 
3-GHz predictions of Felsenthal,'9 who used the effective-
field formalism to convert video pulse breakdown data'5 to 
microwave breakdown "data". .Tetenbaum e_t a_l., used the same 
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Breakdown Fields vs Pressure fo r 100-, 200-, and 600-ns Pulses 
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zero-time value for their pulses as was used here, namely 
the time when the pulse reached 95? of its maximum field 
(90? of its maximum power). Felsenthal and Proud's DC pulse 
rise time was < 1 ns. 1 5 

The agreement with the 600 ns data of Tetenbaum e_t_ al. 
is excellent, and is within the combined experimental uncer­
tainty, in the present experiments, of 6% (see Appendix A). 
For 200-ns pulses, the agreement is within 10? above 10 
torr, but their data is 15% lower at 3 torr, near the break­
down mimimum. The two data sets are clearly different for 
100 ns pulses: at 40 torr their data is 20% lower and at 3 
torr it is 25% lower. Felsenthal's "data" is also much low­
er at low pressure, more than a factor of two at 0.1 torr. 

The probable reason that poor agreement with the Tet­
enbaum data was found at the shorter pulse lengths can be 
understood by referring to Fig. 4-6. In the figure, the 
S-field envelope rise time of the klystron-generated pulses 
used in the present work 'are compared with the shortest E-
field rise times one could obtain in critically coupled cav­
ities with unloaded Q values of 840 and 1110. These were 
the unloaded Q values of the TM 0 1 0-mode resonators used by 
Tetenbaum e_t a_l., in their breakdown measurements. Since 
they used the same zero-time value for their pulses as does 
the present work (the time the E-field reached 95% of its 
maximum amplitude), ono sees that if one compares the cavity 
and klystron pulse rise times in Fig. 4-6, and assumes that 
the breakdown-time measurements were the same in both exper-
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Pulse Rise Time Comparisons; Cavit ies Used By 
Tetenbaum et a l . " and RCA 8568 Klystron 
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iments, then the pulses of Tetenbaum et_ a_l., contained more 
energy, when integrated over their slower rise times. The 
agreement of the two experiments for 600-ns pulses, and the 
different results obtained as the pulse lengths got shorter, 
suggest that the assumption of Tetenbaum e_t a_l., that a 
pulse only contributes to breakdown when its E-field is 
greater than 95? of its maximum amplitude, only applies when 
the rise time is a small fraction of the total pulse length. 

Differences in the data from the present work and the 
Felsenthal "data" in Fig. H-5 can also be attributed, in 
part, to rise time differences. For this reason, the 
threshold and peak breakdown time data, with zero-times nor­
malized to the time tht" pulse reached 10? of its peak power 
(60-ns longer than the times in Fig. >)-H) are recast in Fig. 
4-7. In this figure, the data are plotted on ah E „_/p vs 
pi plot, where p is the pressure and T the pulse length, and 
the microwave breakdown fields have been converted to ef­
fective field using equation 2.11b with v = 5.3*109p. For 
comparison, the average video pulse data of Felsenthal and 
Proud are included. For values of px > 10" 7 torr-sec, the 
agreement is within 10%. At low pressures, the collision 
frequency is not independent of energy, and at low values of 
T, the microwave"pulse rise time was a significant fraction 
of T. Thus at low values of px, the agreement is expected 
to be poor. 

The failure of the effective field concept at low pres­
sures is, as discussed in Chapter II, well known. The re-
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Comparison of Long-Pulse Data with DC Data 
via the Effective Field 
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suits and comparisons of this section indicate that to accu-1 

rately describe microwave breakdown data, one must also ac­
count for the actual time variation of the field envelopes, 
in addition to the energy dependence of the collision fre­
quency, particularly for short pulses. For this reason, the 
fluid and swarm theories, as discussed in Chapter II, will 
be used to interpret the rest of the breakdown/transmission 
data, in which breakdown occured in less than 100 ns. 

4.2 Short-Pulse Results 

4.2:1 Breakdown on the Leading Edge of the ^-ns Rise 
Time Pulse 

In this section, we consider the results of breakdown 
measurements in which breakdown occurred during the rise 
time of the pulse generated by the klystron, i.e. on the 
leading edge of the pulse. Tuning was performed to shorten 
the rise time from 60 ns to 47 ns for these experiments. 
For these pulses, comparisons to earlier microwave breakdown 
measurements or the cascade theory breakdown condition de­
scribed by equation 2.13 were of questionable utility since 
the pulse shapes were more triangular than rectangular [see 
Fig. 3-2(C)]. In this section, swarm theory simulations, 
which account for the time dependence of the fields, are 
used to interpret the data. However, the swarm equations, 
as described in Chapter II, do not in themselves account for 
effects associated with the discharge and waveguide geome­
tries. The model of a plasma-post in a waveguide, also de-
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scribed in Chapter JI, approximately allows for these ef­
fects, and is used in conjunction with the swarm equations. 
This model requires, of course, knowledge of the size of the 
"post"; that information can be determined from time-inte­
grated photographs such as those shown in Fig. 2-2. One 
should first establish, however, that the use of the post 
model is reasonable in a dynamical sense, even early in time 
when the plasma discharge is in its development stages. 
Since the time-integrated photographs in Fig. 2-2 did not 
provide dynamical information, streak photography was per­
formed on the discharges to examine their time development 
and its relationship to the effects of breakdown on the mi­
crowave fields. The first part of this section will be de­
voted to the results of these optical measurements and their 
interpretation. 

The time development of the optical radiation from 
breakdown plasmas in air and nitrogen is indicated in the 
streak photographs in Fig. 4-8. These are streaks of micro­
wave breakdown discharges which occurred on the leading edge 
of the klystron pulse, as in Fig. 3-2(C). The view, through 
the streak camera, of the region where breakdown took place, 
was along the waveguide axis, toward the microwave source. 
Fig. A-5, and the discussion in Sec. A-H of Appendix A, will 
aid the reader in understanding how the streak photographs 
were recorded. In tho photographs, either the entire two-
dimensional image of the breakdown region, or a nearly one-
dimensional portion of it, was swept across the film. The 
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Streak Photographs of Waveguide Breakdown in Air and Nitrogen 
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sequence of events that resulted in the photographs in Fig. 
4-8 was as follows: before the discharge developed, the 
image of the breakdown region (or a portion of it) was fo­
cused onto the streak camera film plane, but outside the 
area occupied by the film. In each of the photographs in 
Fig. 4-8, the image was initially focused just below the 
bottom edge of the photographs. The camera was then trig­
gered just before breakdown took place, and the breakdown 
region image was swept across the film (from bottom to top 
in the photographs) as the plasma began to radiate, crossing 
the portion of the film shown in the photographs in 10 ns. 

The photographs fell into three catagories, depending 
on the orientation of the plasma in the photographs, and the 
portion of it that was imaged and streaked: whole image 
streaks and independent streaks of two one-dimensional por­
tions of the plasma (portions masked by a slit), mutually 
orthogonal to each other and to the direction of microwave 
pulse propagation. In the "axial" streaks in Fig. 4-8, a 
narrow, central portion of the plasma-column, along its ax­
is, from one broad waveguide wall to the other, was imaged 
on a slit. The image of the slit, horizontal in the photo­
graphs, was then swept upward across the film. Thus in 
these photographs, the plasma column axis, and the E-field 
direction in the waveguide, are from left to right. In the 
"radial" streaks, the slit image is also horizontal in the 
photographs, but the portion of the plasma imaged was radial 
to the column axis, centered in the waveguide, and ran from 
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the center of the waveguide to about half the distance from 
the center to the narrow walls, in opposite directions. The 
left-to-right spatial dimension in these streaks was thus 
perpendicular to the plasma column axis and electric field, 
and was centered between the waveguide broad walls. In the 
whole-image streaks, the plasma column axis and the direc­
tion of the E-field also lies from left to right in the 
photographs, but the entire image, not just a slit-masked 
portion, were streaked. 

Several streaks are shown in Fig. 4—8 for each of the 
three catagories. For the radial and axial slit images, 
streaks are shown at low pressures, of the order of 1 torr, 
on the left side of the figure, and at pressures of 100-200 
torr on the right. Where possible, only single exposures, 
corresponding to one breakdown event, are shown. When the 
light intensity emitted from the plasmas was low, however, 
multiple exposures were necessary, and these can only be 
interpreted in an "averaged" sense. The bright horizontal 
bands seen in the upper half (late in time) of many of the 
photographs were a streak camera artifact, not a character­
istic of the development of the discharges. Also, the expo­
sure level varies from one photograph to another; they were 
not all the same. 

Three things can be concluded from these streaks. We 
will state these conclusions, and then discuss the photo­
graphs in detail, to indicate how they were reached. First, 
though breakdown may have developed from one or more loca-



lized spots where free electrons were initially present, the 
discharges were fully developed, all the way across the 
waveguide, within 5 to 10 ns. They did not remain localized 
for more than a few nanoseconds. Second, the plasma devel­
oped, at high pressure, at a speed of about 3-106 em/sec in 
the direction of the E-field (actually, the plasma did not 
move; the motion was of the ionization front). Third, the 
radioactive sources used for pre-ionization produced a 
slightly higher initial electron density near the inner 
waveguide walls than in the central region of the waveguide. 

The whole image streaks shown in photographs (m), (n), 
and (o) in Fig. ^-8 show how the plasma rapidly developed 
across the entire waveguide, even at high pressure where the 
electron mean free paths were less than 10"" cm. Any evi­
dence of localization about isolated, initial free electrons 
rapidly disappeared, within 10 ns. If it hadn't, vertical 
lines, whose width would be determined by the degree of lo­
calization, would appear in the streak photographs. In­
stead, the plasma developed uniformly along the plasma col­
umn exis, except in (o), where it started in the waveguide 
center and moved toward the waveguide walls (to right and 
left) within 5 ns. 

In the axial slit image streaks (b) and (e), we see 
that the center of the plasma column axis began to radiate 
through the slit first. As the plasmas developed, portions 
along the column, nearer and nearer to the waveguide wall 
(along the E-field direction) began to radiate. At the end 



of the sweep, the entire central portion of the column was 
radiating uniformly. Thus, in these photographs, breakdown 
initiated at the waveguide center and the ionization front 
moved to the waveguide walls within 1-7 ns. Since the cen­
ter of the guide was 1.7 cm from the walls, the ionization 
front velocity, along the E-field direction, was 2 to 1«10a 

cm/sec. The low-pressure plasmas were too dim to measure 
this velocity with a single-shot streak, but photogragphs 
(a) and (e) show that the column axis began to radiate uni­
formly, when averaged over many shots, even faster, say in 
perhaps 2-1 ns. The radial streaks can also be used to de­
termine ionization front velocities, in this case toward the 
narrow waveguide walls, perpendicular to the E-field direc­
tion. At the higher pressures, the plasmas radiated almost 
uniformly across the column radius. The column diameter was 
almost constant in time, and the plasma was within the re­
gion where the E-field was fairly uniform [photographs (i) 
and (1)]. At low pressure, though, the plasmas initially 
radiated from the high field region in the center of the 
•waveguide and later began radiating in regions away from the 
center, toward the narrow waveguide walls. Photographs (g) 
and (j) suggest a radial propagation velocity slightly lower 
than the axial one, about 1 or 2>108 cm/sec. 

Photographs (c) and (f) show the only qualitative dif­
ference between air and nitrogen observable in the streaks. 
These multi-shot pictures show that, on the average, break­
down in nitrogen is initiated near the waveguide walls [on 
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the left and right sides of photograph (f)] and moves into 
the waveguide interior within 1 or 2 ns. Air streaks, such 
as the one in (c), showed a more uniform development, on the 
average. The reason for this is that the 0 2 molecules in 
the air rapidly attached electrons nenerated by the 6 0Co 
sources. Nitrogen, being non-attaching, retained a "memory" 
of 6 "Co-produced primary electrons as they passed through 
the gas, reminiscent of a cloud chamber. This memory of 
ionization tracks in nitrogen is also evident in the time-
integrated photographs in Fig. 2-2, in which breakdown along 
the tracks is clearly visible. Apparently, the tracks have 
higher ionization densities near the waveguide walls because 
of secondary emission. The theoretical models for breakdown 
to be discussed later in this chapter do not account for 
secondary emission or other wall effects, but the effects 
seem to be small; there was little evidence of track memory 
in air. 

If breakdown occured in times longer than about 100 ns 
after the application of the klystron-generated pulse, the 
onsets of the photomultiplier and reflected microwave sig­
nals were not coincident, as noted in Sec. 4.1. As the 
times-to-breakdown got below 50-100 ns, however, it became 
increasingly difficult to resolve the difference in the time 
of onset of the reflected power and photomultiplier signals 
with the equipment used; the plasma began to radiate within 
1 or 2 ns of the time the microwaves were reflected. This 
was also clear from transmitted power measurements that were 
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recorded simultaneously with the streak photographs. The 
first discernible drop in transmitted power [see Fig. 
3-2(C)] coincided with the appearance of optical radiation 
in the streak photographs, within 2 ns. Thus the plasma did 
develop cylindrically, even at early times, and did not re­
main localized about initiating free electrons. Its devel­
opment, as indicated by its emission of optical radiation, 
coincided with the cut-off of microwave transmission, and 
the plasma post model provides a reasonable approximation to 
the discharge geometry. The approximation does ignore the 
dynamics of the first few nanoseconds of discharge develop­
ment, but the effects of the plasma on the microwave fields 
at these early times are small. 

The microwave breakdown data for these pulses were ob­
tained similarly to those for the longer pulses, except that 
the incident pulse was kept at a fixed amplitude, namely 
12.6 MW, while the pressure was varied. In this case, re­
peated measurements at a given pressure resulted not only in 
a distribution of breakdown times, but in a correlated dis­
tribution of breakdown field strengths, because most pulses 
broke down during the pulse rise time, and the transmitted 
pulse amplitude varied. The spread in the measured break­
down field distributions at 0.1 torr and at 500 torr, where 
breakdown occurred after the pulse reached its maximum power 
(12.6 MW), and not during the rise time, was small; in 
those cases, the field and time distributions were not 
strongly correlated. At those two pressures, AE/E . , where-
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E k was the E-field at the peak of the field distribution 
and AE was the half-width of the distribution, was < 3%. At 
the intermediate pressures, where breakdown occurred during 
the pulse rise time, the field distribution spreads were 
much larger (up to 35? at 0.25 torr where initiating elec­
trons were scarce). Since statistical spreads were measured 
in both the field at breakdown and in the times-to-break-
down, the results of these measurements will be presented 
somewhat differently than for the longer pulses discussed 
earlier. 

In Fig. 4-9, the data from the measured distributions 
is shown, cast in such a way that at a given pressure, only 
two quantities are shown: the peak in the distribution of 
breakdown fields, represented by the data point, and the 
peak in the distribution of breakdown times, represented by 
the number adjacent to the data point. These quantities 
thus represent the most prooable breakdown field and time at 
a particular pressure, given the pulse used. 

The times indicated in Fig. 4-9'are time distribution 
peaks as measured by a photomultiplier tube viewing the 
breakdown region. Photomultiplier signals, rather than re­
flected microwave signals, were used to measure the time 
distributions for two reasons: one, the onset of optical 
radiation and microwave reflection by tne breakdown plasma 
were nearly coincident, as mentioned earlier (the time dif­
ference was not measureable with the data acquisition system 
used), and two, the amplitude and timing of the reflected 
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microwave signals were net reproducible, because of random 
multiple reflections and attenuation at these high field 
levels. Constant-fraction time discrimination was not pos­
sible for these short pulses, as it was for the longer pul­
ses; the times measured were relative to the first discern­
ible increase of the incident pulse leading edge (the 0% 

time rather than the 10? or 90? time used on the long-pulse 
measurements), and were thus susceptible to errors of the 
order of 2-3 ns. 

The theoretical curve for air shown in Fig. 4-9 was 
obtained by solving the swarm equations 2.22, 2.23, and 2.24 
numerically, using the collision rates shown in Fig. 2-6. 
The numbers in parentheses are breakdown times predicted by 
this calculation, for those pressures at which experimental 
data were taken. Equation 2.22 was modified to account for 
diffusion and attachment; v. was replaced by v.-v -D/A2. 
The electron energy dependent diffusion constant used was' 
D = 2.2'105E/p cm2-sec (for e in eV, p in torr), while an 
attachment rate linearly dependent on the pressure63, namely 
v = 2.2»10''p sec - 1 (for p in torr) was used. These values a 
are very approximate, but should not have been very impor­
tant at the pulse lengths under consideration. 

The calculation yielded electron-fluid drift velocity 
and energy maxima for each cycle of the field, and avalanche 
electron density. The time step in the calculation was made 
small enough for convergence of the calculation, typically 
several hundred time steps per cycle. At each pressure, 
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several quantities were needed to complete the calculation. 
These included the experimental microwave pulse power (or 
E-field) waveform, the initial electron (swarm) drift velo­
city parallel with the applied E-field, the initial electron 
density and characteristic energy, and the breakdown elec­
tron density 

Table 4-1 lists values of these parameters used in the 
calculation, except for the initial drift velocities, at 
those pressures for which data was taken, as well as the 
results of the calculation when breakdown density was 
reached: 

Table 4-1 

input parameters results at breakdown 

lies.- nbkdn a "init Uinit Tbkdn Erms "max 
[torr] [cm-3] [cm.-3] [eV] [ns] [V-cnT1] [eV] 
0.100 8.4-109 0.5 4.5-10"* 2.300 - no bkdn calculated 
0.250 5.9-109 0.5 2.6-10-3 0.770 - 38.4 1.11 -10"* 536 
0.800 3.0-109 0.3 0.23 0.190 - 23.9 4.35-103 85.7 
3.0 2.2-109 0.3 0.30 0.050 - 18.7 2.81-1C3 29.0 
10.0 9.0-109 0.2 3.0 0.017 - 21.6 3.57-103 16.2 
39.7 2.8-1010 0.2 6.0 0.017 - 31.2 7.30-103 10.2 
400. 1.1-1012 0.1 "1.2 0.045 - 127 2.37-10* 2.90 
500. 1.4-10'2 0.1 1.2 0.055 - 170 2.37-10* 2.42 

The initial drift velocities were taken to be zero at 
all pressures, and the breakdown densities given in table 
4-1 were calculated from equation 2.6, where breakdown was 
defined a- a drop in the transmission coefficient of 1?, 
from 1.00 to 0.99. This calculation required values for the 
collision frequency v and the plasma-column diameter to 
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waveguide width ratio d/a; v was taken to be 5.3'109p, and 
the d/a ratios were determined empirically from time inte­
grated and streak photographs such as those shown in Fig. 
2-2 and Fig. 4-8. Of course, the plasmas did not have dis­
continuous, cylindrical density profiles, and v is not ener­
gy independent in air; these were approximations. Futher-
more, the d/a ratios could not be completely determined from 
ti.ne-integrated or streak photographs of the breakdown plas­
mas, since such a determination ignores any part of the den­
sity profile from which light was not emitted. 

The initial electron (swarm) characteristic energies 
were estimated by averaging the energy loss of 70-eV average 
energy Y-ray-produced electrons (see Appendix B) over the 
lifetime determined by diffusion and attachment: 

1 I1 1 f1 " V U i r l ) ). = <0> = L J (energy loss)dt = - J 0,e w dt, (4.3) m.t tx 0 T X 0 

2 where D 0 = - « 70 eV, T, = [v + D/A 2] - 1, and v was from 

Fig. 2-6(C). This is a crude estimate of the actual elec­
tron lifetime since it is only valid for values of T, i 1 us 
(the interval between Y-ray produced electrons), but it made 
little difference in the calculations; assuming U. .. = 
70 eV at all pressures only changed the breakdown times and 
E-fields given in table 4-1 by £ 2%. 

The predicted breakdown fields in Fig. 4-9 exceed the 
measured ones by an average of 14J, except at very high and 
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very low pressures, where the calculation predicted the same 
field the experiment measured, namely the maximum field in 
the 12.6 MW pulse. The predicted breakdown times, over the 
range of 0.25 to 40 torr, are surprisingly longer. In this 
pressure range, the 1 to 2-ns differences in times could 
easily be attributed to error in the choice of t=0 for the 
pulse, as mentioned earlier. This choice was used both in 
zeroing the time scale in the breakdown time distribution 
data and in the digitized pulse shape used for the calcula­
tions. Above 400 torr, however, the calculation clearly 
departs from the data; at 0.100 torr no breakdown was pre­
dicted at all by the calculations. 

The fact that the predicted fields are generally higher 
than the data can be accounted for by error in the collision 
frequencies or the initial electron densities used in the 
calculation. Since n. ,,_ v.as estimated and not measured, it 

mi t 
is a likely source for error. Fig. i(-9(B) is the same as 
Fig. 4-9(A), except the theoretical curve was calculated 
using initial densities 100 times those used to calculate 
the curve in Fig. 4-9(A). In Fig. 4-9(B), the predicted 
breakdown fields are only an average of 1.2? higher than the 
data. Still, no breakdown was predicted at 0.1 torr, and 
the breakdown times for p > 400 torr are too long. At pres­
sures less than a few torr, where v < o, the plasma is not 
fluid-like, and the failure of the model is not surprising. 
In fact, because of the small initial electron density, the 
plasma may not be fluid-like at any pressure at early times 
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in its development. The failure of the model at high pres­
sures, where the fluid approximation is good, is less clear. 
The model does not calculate the fields and currents self-
consistently, nor does it account for convection or the ef­
fects of non-uniform fields. These things, however, would 
make the times-to-breakdown longer, if they were included in 
the model, because they all tend to reduce the electron den­
sity. The breakdown criterion, as determined from the plas-
ma-post-in-waveguide model, would have to be changed drasti­
cally (3 or 4 orders of magnitude in electron density) to 
make the calculation agree with the experiment. Photo-ioni-
zation, which was not in the model, could be responsible for 
the shorter breakdown times observed, but streak photographs 
of one dimensional regions of the breakdown plasma could not 
establish that because a detailed knowledge of the initial 
electron density was lacking. Successive framing photo­
graphs, carried out on a nanosecond time scale, and spectro­
scopic measurements at ultraviolet wavelengths, would be 
useful in determining just how important radiation transport 
is in the development of these breakdown plasmas. 

Comparing the results of the calculations and the ex­
periments led to one important result. If the high pressure 
electron energies were increased by 15? during the calcula­
tions, or if the ionization rate v. was increased by a fac­
tor of 2 to 2.5, the same times-to-breakdown were obtained 
as in the experiments, within 2%. This is because v. is 
such a steep function of electron energy (see Fig. 2-6) at 
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high pressures where the maximum oscillation energies are 
only 2 or 3 eV. At these pressures and electron energies, 
errors resulting from assuming that the breakdown plasma 
electron distribution function can be represented by a swarm 
are larger than at higher energies. 

Non-equilibrium effects could also account for the high 
pr-^sure discrepancies; if the plasma electron distribution 
function was skewed asymmetrically toward higher energies, 
relative to a Maxwell distribution, then the experiments 
would yield shorter times-to-breakdown than the calcula­
tions, which assume an equilibrium distribution. However, 
at pressures of a few hundred torr and above, collisions 
occur on picosecond time scales (times at least two orders 
of magnitude shorter than the field oscillation period or 
the pulse rise time), and non-equilibrium effects should not 
have been important. Further experiments with better char­
acterized pre-ionization sources need to be performed in 
order to understand the high pressure results. Such sources 
might include pulsed-uv sources, or RF-plasma sources; these 
are capable of generating electrons with well known densi­
ties and energies at the same time the microwave pulse is 
applied (if the time-decay characteristics of the electrons 
generated by such pulsed sources can be measured, then the 
effects of different electron energies and densities, at 
fixed pressure, can be investigated). 



74 

4.2.2 Breakdown of the 2-ns Duration Pulses 
In this section, we conclude the experimental results 

with breakdown/pulse-transmission data for the shortest 
pulses studied. The incident microwave power pulses, which 
were generated by the pulse-compression cavity,18 had dura­
tions of about 2 ns (FWHM), and peak powers in the range 
10-100 MW. These peak powers corresponded to peak microwave 
electric fields of about 3-10 MV/m in the center of the 
waveguide. 

The incident/transmitted data were taken from two di­
rectional couplers: one 1.4 meters upstream from the 6 0Co 
sources, and one 1.0 meter downstream from the sources, as 
indicated in Fig. 3-3- Fig. 4-10 shows incident and trans­
mitted envelopes for a typical pulse, with the waveguide 
test section evacuated to prevent breakdown. Although the 
pulse envelope at the output of the pulse-compression cavity 
was quasi-rectangular in shape, with smooth leading and 
trailing edges, after propagating 3.7 meters to the incident 
directional coupler, and then an additional 2.4 meters to 
the transmitted coupler, the shape was more triangular, with 
rippling of the pulse on the leading and trailing edges. 
These changes occurred due to waveguide dispersion, the rip­
pling being produced by phase interference of the different 
pulse frequency components, which propagated at different 
speeds. This interference modulation of the pulse leading 
and trailing edges is to be expected for such short, wide 
bandwidth pulses.2° Typically, the peak-power amplitude of 
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a transmitted pulse which did not break down was 15-20% low­
er than that of the incident pulse, due to dispersion, but 
the integrated pulse energies were nearly equal, as expec­
ted. The integrated energies in Fig. 4-10 are within \% of 
each other, the small difference resulting from digitization 
and deconvolution errors, along with a small amount of wave­
guide loss. To reduce the relative error, the pulses indi­
cated in Fig. 4-10 were obtained using the same detector, 
attenuators, cables, and oscilloscope on two pulses of iden­
tical shape and amplitude (the pulse-compression cavity 
could reproducibly generate identical pulses, to an accuracy 
of the width of an oscilloscope trace, or < 1JS). Separate 
diagnostics were required, of course, when acquiring simul­
taneous incident/transmitted pulse envelope data for single 
pulse breakdown measurements. In that case, the absolute 
error, as discussed in Appendix A, was ±25%. 

Figs. 4-11 and 4-12 show incident pulse envelopes and 
transmitted pulse envelopes after breakdown, corresponding 
to a single breakdown event in air and in nitrogen, at each 
of five pressures covering the range of about 3/4 of a torr 
to about 300 torr. Also included are the integrated pulse 
energies. Almost no statistical behavior was observed at 
these extremely high field strengths; each waveform was 
digitized from a single oscilloscope photograph of ten con­
secutive traces.- To an accuracy of the width of a single 
trace, all ten on each photograph were identical. At each 
pressure, attempts were made to ensure that breakdown oc-
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2-ns Pulse Breakdown in Nitrogen; 
Measured Inc/Trans Pulse Envelopes 
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cured as early in the pulse as possible, and the maximum 
available peak pulse power was used. However, it was found 
that at some pressures, particularly in nitrogen and helium, 
raising the peak pulse power too high resulted in breakdown 
at the waveguide window rather than at the location of the 
radioactive sources. The measurements were made just below 
the window breakdown threshold; that is the reason the peak 
incident pulse power varies from pressure to pressure and 
gas to gas. 

At all pressures except the lowest (0.8 torr for air, 
0.75 torr for nitrogen), breakdown occurr on the leading 
edge or near the peak of the pulse. At lowest pressure, 
break i occured on the trailing edge, which was abruptly 
clipped off. Only at these low pressures was any statisti­
cal 'jehavior evident. Fig. 4-13 shows an oscilloscope pho­
tograph of diode detector responses to 10 consecutive trans­
mitted pulses at 0.8 torr in air. The trailing edges of the 
pulses, during which time breakdown occurred, show a pulse-
to-pulse spread in time of about 0.4 ns. The deconvolved 
power pulse in Fig. 4-11(E') corresponds to the earliest 
one. 

For comparison to these data, 2-dimensional fluid model 
calculations, aa discussed in Chapter II, were done by Yee 
and Mayhall18 r.o simulate the experiments for these air 
pressures: 300 torr, 3.5 torr, and 0.8 torr. This model, 
rather than the swarm model, was used because geometrical 
effects, such as dispersion, were important in the transport 
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of these short-duration pulses. 

Mote added in proof; Calculations for the other two ex­
perimental pressures were completed after the data anal­
ysis was done for this thesis. They reproduce peak trans­
mitted powers to within 25? and 41? and transmitted ener­
gies to within 21? and 21? at 15.4 and 66.3 torr, respec­
tively. 

The experimental incident pulse envelopes shown in Fig. 
4-11(a), 4-ll(d), and 4-11(e), were multiplied by sin(o)t), 
where W/2TV = 2.856>109 Hz, and used as input waveforms for 
the calculations. To account approximately for the angular 
divergence of the Compton electrons responsible for pre-io­
nization (see Appendix B), and for the diffusion of elec­
trons out of the pre-ionization region, a gaussian spatial 
profile was used for the initial electron density. In this 
profile, the maximum densities, determined from table 4*1 , 
were assumed to be in the center of the waveguide, along the 
collimation axis of the pre-ionization Y-rays. The density 
was assumed to fall off radially, to half its value at the 
waveguide center, in 0.75 cm for pressures above 15 torr, 
and in 1.5 cm for pressures above 15 torr. These scale 
lengths were again determined from the time-integrated pho­
tographs of breakdown in Fig. 2-2, and were approximate, 
since the spatial distributions of the initial densities 
were not directly determined experimentally. Prior to the 
arrival of the pulse, these initial electrons were assumed 
to have zero temperature in the calculations. 

The calculations were started using the experimental 
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pulse envelopes [multiplied by sin(ut)] at the position of 
the incident directional coupler. They then calculated the 
waveguide fields, electron densities, and electron fluid 
energies as the pulse propagated 2.4 m to the transmitted 
coupler; the results were plotted at 5-ps intervals. By 
comparing line plots of the pulse electric fields, in the 
waveguide center along the axis of propagation, at these 
5-ps intervals, changes in the fields due to the build-up of 
electron density could be observed. When the field ampli­
tude or phase, in any part of the pulse, changed by at least 
b~h between successive plots, breakdown was considered to 
have occurred. 

In Figs 4-14, 4-15, and 4-16, the calculated electric 
fields, electron densities, and electron-fluid energies are 
plotted. A 4.8 m section of waveguide is shown in the 
plots; the x-axes are along the guide propagation direc­
tion. Pulse propagation is from left-to-right in the fig­
ures, and the left half (2.4 m) of each figure represents 
the section between couplers. The fields, densities, and 
energies are plotted at "breakdown" time (t=t0) in the first 
column in the figures, and after breakdown in the second 
column, for each of the three pressures. The plots in the 
second column are for times 4-8 ns later than than those in 
the first column, after most of the pulse had propagated 
through the source region and breakdown was fully developed; 
they depict the absortion, reflection, and transmission of 
the pulses. The discontinuity in density and energy on the 
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2-D Simulations of Air Breakdown in WR284 Waveguide; 
Electric Field at Breakdown and After Breakdown 
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2-D Simulations of Air Breakdown in WR284 Waveguide; 
Electron Densities at Breakdown and After Breakdown 
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2-D Simulations of Air Breakdown in WR284 Waveguide; 
Electron Energies at Breakdown and After Breakdown 
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leading edges of the pulses is a calculation artifact; 
downstream from this discontinuity (downstream from the 
transmitted coupler), the gas pressure and initial electron 
density were taken to be 1 atm. and 10" 5 cm - 3, respectively, 
in the calculation. 

Fig. 11-17 compares the results of the 2-D calculations 
with the experimental results. The first column of plots in 
the figure shows the experimental incident and transmitted 
pulse power envelopes, plotted on the same scale, and the 
second column shows the experimental transmitted pulse en­
velope overlaid with the transmitted pulse envelope calcu­
lated using the 2-D theory. As can be seen in the figure, 
the experimental and calculated envelopes agree very well at 
3.5 torr and 300 torr, nearly two orders of magnitude dif­
ferent in pressure. 

The electron energies reached in the experiments were 
not well known, though preliminary electron temperature mea­
surements with the same apparatus have been made by Yamagi-
shi, e_t a_l., 2 ' using spectroscopic techniques and interpre­
ting the data using a coronal model. In those measurements, 
small amounts of nelium (1-10?) were added to the air, and 
nitrogen and helium optical emission line intensities were 
compared to infer the electron temperature. The tempera­
tures measured by this technique did not seem to be affected 
by variations in helium concentration,21 however, it is not 
known if the presence of helium affected the temperatures 
themselves, or the breakdown thresholds. The results of 
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those measurejents, which used an incident microwave pulse 
with peak power amplitude of about 20 MW, are shown in Fig. 
4-18, which is from Ref. 21. The temperatures indicated by 
the data points were determined from helium and helium-ni­
trogen emission line intensity ratios. The wavelengths of 
the lines (in angstroms) are indicated in parentheses in the 
figure. At 300 torr, the 2-D calculation shows fair agree­
ment with these measurements, but at 3.5 and 0.8 torr the 
calculation predicts much higher energies, up to a maximum 
of 24 keV at 0.8 torr for a 55 MW incident pulse. However, 
below 10 torr, where the electron energies exceeded tens of 
eV, the coronal model is not expected to provide accurate 
results.21 Also, the experimental measurements may have 
averaged the temperature over a larger volume than the peak-
density (temperature) region of the plasma. 

At 300 and 3.5 torr, the 2-D calculation doesn't repro­
duce the small peaks, caused by dispersive interference, on 
the leading edges of the pulses. This is because the inci­
dent pulses used in the calculation were only amplitude mod­
ulated at these peaks, at fixed carrier frequency. There 
was no frequency or phase modulation, since the actual fre­
quency content of the experimental pulses was not measured. 
If the spectrum and relative phases at the incident direc­
tional coupler had been known, the calculation should have 
given more correct results; this is evident in the disper­
sed bumps on the trailing edges of the pulses, observable in 
both the theoretical and the experimental results. These 
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Coronal Model 
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are caused by the introduction of high frequency components 
when breakdown sharply cuts off the pulse. Since the calcu­
lation was 2-dimensional, it did account for frequency dis­
persion, but accounted for it on the trailing edges of the 
pulses more accurately. Appendix A, section A.3, contains a 
discussion of the justification for using a pure frequency, 
rather than a varying one, in the calculations. 

The calculation at 0.8 torr departs significantly from 
the experimental result, even when an initial density an 
order of magnitude less than originally estimated is used, 
as shown in Fig. 4-19. Both calculations predict breakdown 
about 2-3 ns too early, relative to the experimental result, 
and yield larger transmitted pulse peak powers than in the 
incident pulse. Some experiments were performed, in which 
transmitted pulses resulting from breakdown at the upstream 
waveguide pressure window were compared with pulses trans­
mitted after breakdown at the source position, the incident 
pulse amplitude and shape being the same in both cases. The 
pulses that broke down at the window had to travel further 
than those that broke down at the source position, and had 
slightly higher power amplitudes (- 5%, for detector re­
sponses not deconvolved) due to dispersive interference. An 
enhancement of peak power due to interference effects, as 
indicated by these measuremtents and the 0.8 torr calcula­
tion, is thus possible, and suggests a method of increasing 
peak power for very wide bandwidth, short pulses. The fail­
ure of the model to predict the correct breakdown time at 
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0.8 torr may be expected, since at pressures below 2 or 3 
torr, collisions are infrequent with respect to oscillations 
of the field, and a fluid theory is not appropriate. In 
addition, the large oscillation amplitudes of the electrons 
(see section 2.2) can lead to waveguide effects, making the 
problem three-dimensional. Also, non-equilibrium effects, 
which are not in the model, can be expected to be important. 

4.3 Summary and Discussion 
In this chapter, experimental data for air and nitro­

gen, and theoretical predictions for air, have been pre­
sented for microwave pulse breakdown thresholds, the pulse 
durations ranging from about 2 ns to greater than 1 us. 

The results presented first, for quasi-rectangular 
pulses of greater than 100-ns duration, established wave­
guide breakdown measurements as comparable to earlier mea­
surements done in cavity resonators, provided pulse rise 
time effects were taken into consideration. If the pulse is 
considered to "start" when the amplitude reaches 90$ (or 
some other fraction) of its maximum, then longer rise time 
pulses have lower breakdown thresholds, because they contain 
more energy. This is particularly true when the pulse rise 
time is a significant fraction (> 25?) of its duration. 
Differences between the experimental results and those ob­
tained from DC breakdown measurements were observed when the 
two were compared on an E f f/p vs pt plot, especially for 
values of px < 5-10"8 torr-sec. At low pressures, the dif-
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ferences result from a failure of the effective field con­
cept, as noted by earlier investigators, and for low T val­
ues, the microwave pulse and DC pulse rise times were not 
comparable. Because these rise time and low pressure ef­
fects are so important, swarm and two-dimensional fluid-mod­
els were used to interpret the shorter-pulse data, for which 
no comparable previous measurements were available. 

For breakdown during the 47-ns rise time of the kly­
stron pulse, leading to triangular-shaped transmitted pulses 
of 10-ns to 100-ns duration, it was found that swarm simula­
tions were successful in predicting the experimental results 
over a pressure range from about 0.2 torr to perhaps 200-300 
torr. These simulations did not treat the microwave fields 
and breakdown plasma currents self-consistently, but because 
the electron avalanche in gas breakdown occurs so swiftly, 
by the time electron densities reach large enough values to 
expel the fields, breakdown is imminent, and errors re­
sulting from maintaining the fields in these high density 
regions are small. Below 0.2 torr, where the plasmas were 
not fluid-like, the swarm calculations failed to predict the 
experimental results. They also failed above 400 torr, 
probably due either to the model's inability to account for 
radiation-transport effects, or because of small errors in 
the collision frequencies used. The contribution of uv ra­
diation to ionization in the breakdown plasmas could not be 
determined from the photographic streak measurements in 
themselves; this problem needs further investigation. On 



the other hand, small increases in the low electron-energy 
ionization frequency used (< 15?), were seen to bring the 
swarm simulations into accurate agreement with the experi­
ments. 

Two-dimensional fluid-model simulations were made of 
the breakdown experiments done using 2-ns duration pulses. 
The 2-D simulations were similar to the swarm simulations, 
except that they calculated the fields and plasma currents 
self-consistently. This more sophisticated approach was 
required in order to predict transmitted-pulse waveforms, 
and account for geometrical effects, such as dispersion, 
which are important in extremely short pulse propagation. 

Agreement well within the experimental error was found 
between the experiments and the simulations for pressures of 
3 and 300 torr. The best agreement was obtained at 3-5 
torr., which is in a pressure region where the breakdown 
field is lowest for S-band microwaves. In this case, the 
peak pulse power transmitted after breakdown was predicted 
to within less than 3% of the experimental result, and the 
predicted transmitted pulse energy agreed with the measure­
ment to within less than 1S5. This is an important result, 
because the pressure range of 2 to 5 torr, where the break­
down field is a minimum, is a critical one for atmospheric 
microwave pulse propagation. The model failed to predict 
the experimental results below 1 torr, but again, the fluid-
plauma approximation is expected to be poor at low pres­
sures. 



Another problem at low pressures is that electron os­
cillation amplitudes are large; at and above 3.5 torr, the 
oscillation amplitudes in the 2-ns pulse experiments were 
calculated to be less than 2 mm, but In the 0.8 torr mea­
surement, they were calculated to be ',0% of che waveguid 
height (the dimension parallel with the microwave electric 
field). This means that free electrons near the waveguide 
walls are accelerated into the walls, and disappear from the 
interaction region, resulting in an increase in the break­
down threshold. The fact that the 2-D calculation, which 
did not account for waveguide effects, predicted breakdown 
too early at 0.8 torr, relative to the experimental result, 
suggests that this mechanism may be important; therefore 
one cannot make a direct connection between the results of 
the low pressure waveguide experiments and the behavior of 
pulses traveling in free space. 
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APPENDIX A, EXPERIMENTAL DETAILS 

A.1 Data Acquisition Systems 
In Chapter III, the two different systems used for data 

aquisition were briefly described. One system collected 
incident, reflected, and transmitted microwave pulse peak-
amplitude and timing data for pulses of greater than 10-ns 
duration; the other system, used for pulses shorter than 
10 ns, photographically recorded the raw pulse waveform 
envelopes. More detail on these systems is given here. 

The experiment for long-pulse measurements is shown in 
Fig. 3-1 in Chapter III, while the details of the multi-pa­
rameter d-ta acquisition system are indicated in Fig. A-1. 
Four electrical signals were generated during each breakdown 
event: a negative rectified pulse envelope signal for the 
incident, reflected, and transmitted microwave pulses, and a 
photomultiplier signal from the light created by the break­
down discharge. The signals were conducted over equal 
lengths of double-shielded RG-58 coaxial cable to the data 
acquisition system, where they entered linear fan-out cir-
Cfits, Here, each was split three ways: one output was 
used for direct oscilloscope monitoring of the data signal, 
and the other two were used for amplitude and timing mea­
surements. 

The right half of Fig. A-1 indicates the signal paths 
for the amplitude measurements. The signals were linearly 
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amplified and inverted by timing-filter-amplifiers, then run 
through adjustable delays to an octal, peak-measuring, ana­
log-to-digital converter (ADC), where the peak amplitude of 
each signal was measured. Amplification was necessary to 
utilize the full dynamic range of the ADC, and inversion was 
necessary because of ADC requirements. Delay circuits al­
lowed for synchronization of the data pulses with the acqui­
sition interval of the ADC. Note that the reflected signal 
amplitude was not measured; it was originally planned to do 
this, but preliminary measurements indicated that interpre­
tation of the reflected signals would be difficult. Due to 
inadequate directional coupler directivity and multiple 
breakdown caused by the subsequent formation of standing 
waves, the reflected signal amplitudes were not reproduc­
ible. However, the initial part of the reflected pulse was 
reproducible, and thus useful for timing the onset of 
breakdown. 

The left side of the Fig. A-1 schematic shows the tim­
ing circuits of the data acquisition system. From the first 
set of linear fan-outs, the signals passed through variable 
attenuators into a second set of linear fan-outs, and then 
through discriminator circuits. The discriminators gener­
ated 10-ns duration NIM pulses, coincident with a fixed time 
on the leading edges of the four pulses. These NIM pulses 
were then routed to an octal time-to-digital converter 
(TDC), which measured the time-of-arrival of the NIM/data 
pulses relative to its own acquisition cycle start time. 



The TDC was triggered by the leading edge of a "start" pulse 
(the start-pulse voltage was proportional to, and coincident 
with, the 8568 klystron current pulse), of course, just be­
fore the NIM/data pulses arrived. The attenuators were used 
to keep the four analog data signals regulated to constant 
amplitude from one run to another, no matter whf.t the micro­
wave pulse amplitude was, and the second set of linear fan-
outs allowed for visual verification of this with an oscil­
loscope. In this way, the discriminators could be set to 
fire when the leading edge of the pulse had reached some 
constant fraction of its peak amplitude, no matter what that 
amplitude may have been. An arbitrary constant fraction 
(-30?) was chosen; constant time values obtained from cali­
brating oscilloscope photographs were added to or subtracted 
from the digital data to normalize the timing to the desired 
point on the leading edge of the pulses. 

For each microwave pulse, the ADC and TDC were trig­
gered and gated, and the signal amplitudes and times were 
measured. The computer then read the results, stored them 
in memory, and then reset the ADC and TDC to prepare them 
for the next event. Every 15 events, the computer wrote the 
stored data onto magnetic tape. Though the software that 
managed this system was not designed to do analysis in real 
time before recording on magnetic tape, the raw data could 
be viewed on a video terminal in real time as it was being 
acqui red. 
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The recorded data was later analyzed and processed ty a 
computer program, which allowed one to separate out the ef­
fects of the acquisition electronics, i.e. added delays, 
cable effects, and linear and non-linear calibrations. For 
example, data for which photomultiplier signal amplitudes 
were below a set threshold were ignored during processing. 
This ensured that any breakdowns that occurred in spatial 
regions not directly visible to tho photomultiplier tube 
were ignored. 

For microwave pulsus of duration less ; nan about 10 ns, 
the above system simply was not sufficiently accurate; the 
short-pulse measurements were made directly with oscillo­
scopes, whose traces were photographically recorded. Fig. 
3-3 in Chapter III shows how the 1-GHz bandwidth Tektronix 
7104 oscilloscopes were used to simultaneously record the 
three microwave envelope signals. A directional coupler and 
rectifying diode connected to the pulse-compression cavity 
output provided simultaneous triggering for all three oscil­
loscopes. 

A.2 Microwave Diagnostics 
The microwave diagnostics consisted of WR28if waveguide 

directional couplers, attenuators, fast microwave diode de­
tectors, and cables for delivering the signals to the data 
acquisition devices. These diagnostics are shown in Fig. 
A-2. 

In experiments in which a microwave pulse has a spatial 
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extent of the order of, or greater than, the size of the 
experiment, it is very important that high directivity di­
rectional couplers be used for accurate measurements. 
Otherwise, counter-propagating waves inside the coupler can 
interfere with each other and lead to errors. For this rea­
son, a specially designed, 37-dB directivity sidewall direc­
tional coupler was used to measure incident and reflected 
power for pulse lengths of 10 ns or longer. All transmitted 
pulses, and incident and reflected pulses of duration less 
than 10 ns, were measured with wide-bandwidth, low-directi­
vity (-15 dB) couplers. Since 3-GHz pulses of less than 
10-ns duration carry a considerable number of significant 
frequency components besides the carrier, broadband couplers 
were necessary to accurately monitor the pulse shapes. All 
couplers were calibrated over a 1.3 GHz wide band about 
2.856 GHz to an accuracy of 0.01 dB. 

From figure A-2, one sees that the detector/cable deli­
very system used depended on the pulse length being mea­
sured. For the longer pulses, calibrated attenuators were 
connected first to the directional couplers. These attenu­
ated the microwave signals to within the dynamic range of 
the diode detectors. Next, calibrated Hewlett-Packard 1(23A 
point-contact diode detectors with 1-2 ns intrinsic rise 
time 2 2 converted the microwave signal to a negatively recti­
fied envelope signal, which was delivered to the data acqui­
sition system via a 50-ns length of RG-58 coaxial cable. 
The cable attenuation was, of course, accounted for. 
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Because RG-58 is very lossy at high frequencies or 
short pulse lengths, the system was slightly altered for 
measuring short pulses. In that case 50-ns lengths of 
Andrews FSJ4-50B cable carried the microwave signal from the 
coupler to the attenuators. Calibrated Omni-Spectra 20727 
back diode detectors with 0.6-ns rise time (see Sec. A.3) 
converted the microwave signal to a negative-rectified en­
velope, and a short, 5-ns length of RG-58 conducted the en­
velope signal to the 7104 oscilloscopes. Again, loss due to 
the cables (at 2.856-GHz frequency) was accounted for. 

The pulse envelopes recorded by the data acquisition 
systems, along with knowledge of signal attenuation and the 
detector and coupler calibrations, determined the TE 1 0 wave­
guide mode electric fields as a function of time for the 
incident and transmitted microwave pulses. 

A.j Short-Pulse Signal Processing 
In this section, the signal processing methods briefly 

described at the end of chapter III will be discussed in 
more detail. 

As indicated in Sec. A.2 of this appendix, the inci­
dent and transmitted microwave pulse waveform measuring sys­
tem consisted of Omni-Spectra 20727 back diodes driving 
Tektronix 7A29 amplifiers in a Tektronix 7104 oscilloscope. 
Because this system lacksd the bandwidth to accurately re­
solve the details of the short pulses (< 5 ns) generated by 
the pulse-compression cavity and transmitted through the 
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breakdown regions, signal processing was required. 
From linear response theory,23 we know that if r(t) is 

the time response of a linear system to a driving function 
f(t), and if R(s) and F(s) are their respective complex 
Fourier transforms (one-sided Laplace transforms for causal 
functions), then 

R(s) = F(s)H(s), (A.1) 

where H(s) is the system transfer function. Further, the 
response h(t) of the system to a unit impulse Sit) is just 
the inverse transform of H(s). Thus a knowledge of r(t) and 
the impulse response h(t) allows one to deconvolve the orig­
inal driving function f(t) by inversely transforming F(s), 
where 

F(s) = R(s)/H(s). (A.2) 

Additionally, h(t) can be determined from the unit step re­
sponse uCt) of the system, since 

t 
u(t) = J h(x)dT. (A.3) 

0 

The diode/cable/oscilloscope system used for the short-
pulse experiments was a linear system, provided the diodes 
were operated in their square-law regions. To be able to 
reconstruct actual pulse shapes from measured ones using the 
techniques described above, it was necessary to measure the 
step response of that system. This was done with the cir-
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cuit indicated in Fig. A-3- A continuous signal of 2.856-
GHz frequency was applied to the local oscillator input of 
an Anaren model 75127 diode mixer with 1.8 GHz IF bandwidth. 
A Hewlett-Packard 215A pulser driving a step-recovery diode 
was used to generate a 100±10-ps 10-90? rise time voltage 
pulse (measured with a Tektronix 7S11 sampling unit and S-6 
sampling head in a 7104 oscilloscope), which was applied to 
the IF port of the mixer. The RF output of the mixer was 
thus gated "on" by the IF pulse, and was applied to the 
diode/cable/oscilloscope system to measure its step re­
sponse. The rise time T , of the oscilloscope waveform 

meas 
was assumed to be related in quadrature to the rise time x+ p 

of the pulse applied to the mixer IF port, the mixer rise 
time T . , the Omni-Spectra diode rise time x.. . , and the 
oscilloscope amplifier rise time x . as " scope 

X Z = T 2 + T 2 + X 2 + • X 2 ( A t ) 
meas IF mix diode scope" 

The oscilloscope rise time was 350 ps, as reported by the 
manufacturer. This was verified by a separate sampling mea­
surement. The IF pulse rise time was 100 ps, as indicated 
above. The mixer rise time could not be measured by this 
circuit, but was below an upper limit set by the IF band­
width of 1.8 GHz. 

These measurements yielded 10-90% rise time values of 
590 ps ±10? for the Omni-Spectra 20727 diodes, and 660 ps 
±10? for the diode/eable/oscil3oseope combination, for peak 
diode voltage outputs varying between 50 and 140 millivolts. 
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The error values include the resolution and accuracy limita­
tions of the oscilloscope waveforms, as well as mixer rise 
time uncertainty as indicated above. Within the error, the 
diode rise time is consistent with the 650-ps rise time re­
sult reported by Ballard and Earley22 for a similar Omni-
Spectra diode. The manufacturer reports that at higher out­
put voltage levels than those examined by Ballard and 
Earley, the video resistance of these diodes is lower, mak­
ing the rise time shorter. It is therefore expected that 
the rise times measured by Ballard and Earley would be 
slightly longer. 

Once the step response of the diagnostic system was 
known, it was possible to process the data using the linear 
response theory techniques discussed above. For this pur­
pose, a collection of signal-processing computer programs 
developed at the Lawrence Livermore National Laboratory2'* 
was used. Fig. k-H shows a flowchart of the processing that 
vvas done. Incident and transmitted microwave pulse envelope 
waveforms, recorded photographically from the oscilloscopes, 
were first digitized. Next, the step response of the diag­
nostics was integrated to yield a unit impulse response, 
which was also digitized. Computerized processing of the 
data was then initiated. Fast Fourier transforms (FFTs) 
were performed on the data and impulse response to yield 
their frequency spectra. The data spectrum was then divided 
by the impulse spectrum to yield the deconvolved data spec­
trum, as in equation A.2. Inverse transformation of this 
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spectrum yielded deconvolved data. Next, microwave power vs 
time was calculated using the detector calibration and ac­
counting for any attenuation used. This power envelope was 
then converted to an electric-field envelope, which in turn 
was converted to a microwave signal by multiplying by 
sir.(cot), where u)/2ir was the 2.856-GHz carrier frequency. 
The s^sctrum of this signal was then obtained by performing 
another FFT, after which all its spectral components were 
adjusted according to the frequency response of the direc­
tional coupler used. An inverse FFT then yielded the micro­
wave electric-field signal within the waveguide. From this 
result, the electric field vs time, average power vs time, 
and integrated pulse energy vs time were generated. 

The only questionable step in this process was the con­
version of the E-field pulse envelope to a microwave signal 
by multiplication by sin(ut).. This is because the phase and 
frequency modulation of the carrier, due to pulse-compres-
sior. and waveguide dispersion, were not known. However,, the 
frequency modulation of the carrier in the output of a pulse 
compression cavity has been measured.25 In Ref. 25, a 
300 MHz modulation of the carrier upward from the resonant 
frequency of an X-band cavity was observed. The effects of 
modulation of this type were studied parametrically, using 
the signal processing program discussed earlier, by multi­
plying the E-field envelope of a typical transmitted pulse 
by sin(d)( t) • t) , where m(t) was chirped over a 300-MHz band 
centered at the carrier frequency. The final resulting pow-
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er envelopes varied by no more than H% in time or amplitude 
from the results obtained using an unchirped carrier. The 
same results would have obtained over a wider band as the 
directional couplers used had a flat frequency response 
(less than 0.5 dB) over a 600-MHz band centered at 2.856 
GHz. 

To further examine the effects of dispersion, waveguide 
propagation was also modeled using the signal processing 
program. Fig. k-HA shows a typical pulse power envelope 
(after deconvolution and accounting for directional coupler 
effects) measured at a directional coupler located about two 
feet from the output of the pulse-compression cavity. The 
amplitude scale in this figure is arbitrary; all the pulses 
had this same shape. This pulse shape is quite different 
from the incident pulse shapes measured in the breakdown 
experiments (see, for example, the left column of plots in 
Fig. 4-11), because the incident pulses were measured 3-7 
meters further down the waveguide and had undergone disper­
sion. The effects of dispersion on this cavity pulse can be 
simulated as follows: first, one computes an electric field 
envelope (in the center of the waveguide) from the pulse in 
Fig. A-4A. Next, one multiplies this envelope by 
sin[u(t)-t], and calculates the resulting pulse's frequency 
spectrum. Dispersion at a distance z from the cavity output 
coupler is accounted for by multiplying each component of 
this spectrum by e , and the dispersed pulse is computed 
by inversely transforming the multiplied spectrum. To pre-
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diet the waveform at z = 3-7 m, the location of the direc­
tional coupler used to measure the incident pulses in the 
breakdown experiments, these steps were followed using a 
waveguide phase factor 8 = c '(»! - in') 2 , and a chirped car­
rier wave [u(t) was initially 2.856 GHz, and increased line­
arly with time by 150 MHz during the pulse]; the power enve­
lope and E-field waveforms shown in Fig. A-4B(A) and A-4B(B) 
resulted. 

A better approximation to the measured incident coupler 
waveform was obtained with chirping than without. For com­
parison, the measured incident pulse envelope from the 0.8 
torr air breakdown experiment is shown in Fig. A-4B(C). The 
pulse envelopes in Figs. A-i)B(A) and A-l)B(C), though not 
identical, have similar rippling on their leading and trail­
ing edges, indicating that dispersion and cavity frequency 
modulation were the primary mechanisms responsible for phase 
modulation. Further, we can compare the calculated E-field 
waveform corresponding to Fig. A-i(B(A) with the one used for 
input to the two-dimensional simulation of breakdown at 0.8 
torr discussed in Chapter IV. These are shown in Figs. 
A-4B(B) and A-tB(D), respectively. The E-field waveform in 
Fig. A-4B(D) was obtained from the envelope in Fig. A-4B(C) 
by multiplying by sin(wt), where u> was 2.856 GHz. Though 
there is phase modulation in the waveform shown in Fig. 
A-4B(B), the variation from cycle-to-cycle is small; this 
pulse could be considered to have an effective frequency of 
a) = (ai 0 + 150 MHz)'?, where u0=2.856 GHz. There are no large 
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eycle-to-eycle phase shifts during the pulse except on the 
trailing edge, and multiplying the measured incident pulse 
envelopes by a pure frequency carrier [Fig. A-^B(D)] to 
yield an E-field envelope for use as input to the two-dimen­
sional simulations is expected to be a reasonable approxima­
tion. 

A.^ Optical Diagnostics 
A circular aperture and sapphire window placed in one 

of the narrow walls along the radius of an H-plane waveguide 
bend provided visual access to the microwave breakdown plas­
ma. The plasma image was directed, with the aid of two 
half-silvered mirrors, into a 35-mm camera, a photomulti-
plier tube, and a streak camera. The layout is depicted 
schematically in Fig. A-5. In addition, a second photo-
multiplier tube viewed the upstream pressure window (not 
shown; see Fig. 3-3 in Chapter III) through a quartz optical 
window and allowed for monitoring of window breakdown. 

The 35-mm camera, shown with a 105-mm lens and 2X tele-
extender, captured time-integrated, two-dimensional frames 
of the plasma on ASA 400 film, push-processed to ASA 1200. 
An RCA 8855 photomultiplier tube, with 2-ns rise time, was 
used for the long-pulse measurements, and a faster Hamamatsu 
R1635 tube, with 800-ps rise time, was used for looking at 
short-pulse breakdown. Both types of tubes had S-20 photo-
cathodes, and, for the radiation to which they were sensi­
tive, yielded spatially averaged breakdown light-intensity 
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vs time measurements. In the streak camera, the plasma im­
age was focused by an 80-200-mm zoom lens onto a 100-urn 
slit. The image of this slit was then swept, as the plasma 
developed, across the film (ASA 400) in a second 35-mm cam­
era body attached to the back of the streak camera. Typi­
cally, 5-ns or 10-ns sweep exposures were made. By ad­
justing the orientation of mirror A, or by rotating both 
mirror A and the streak camera about the axis indicated by 
the dotted line in B'ig. A-5, any one-dimensional part of the 
two-dimensional view of the plasma seen through the optical 
viewport could be imaged on the streak camera slit. In gen­
eral, two types of exposures were made: those in which the 
central axis of the plasma column were imaged on the slit, 
and those in which the radial portion of the center of the 
plasma column were imaged. Since the streak camera had a 
light gain of 3000, it was also used as a single-shot fram­
ing camera, particularly when the breakdown discharges pro­
duced low levels of light. 

A.5 Pulse"Compression Resonator 
Microwave pulse-compression involves the accumulation 

of microwave energy in a resonant structure, and the subse­
quent rapid release of this energy to some type of external 
load. Ideally, the accumulation time is much longer than 
the extraction time, and pulse length is traded for power 
gain. 

The theoretical details of microwave energy storage in 
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cavities were worked out in the late 1930s by Hansen,26 

Condon,27 and Borgnis,28 while more recently these ideas 
have been discussed with regard to the pulse-compression 
problem.29'3° 

Schwarzkopf built the first experimental pulse-compres­
sion resonator in 1962, 3 1 and since that time others have 
contributed further developments to the technique, using 
both room-temperature and superconducting resona­
tors. 2 5' 3 2' 3 3 This technique has been used in gas breakdown 
studies similar to this work,6*7'3'* and suggested as a means 
for increasing the accelerating fields in rf particle accel­
erators.35 A similar technique, using a different scheme to 
extract the stored energy, is in use at the Stanford Linear 
Accelerator Center.36 

The basic principles of microwave pulse-compression can 
be understood by referring to Fig. A-6. Here, a TE,01, reso­
nant mode is excited in a rectangular, asymmetric T-shaped 
cavity. In the unswitehed state (A), the stored energy is 
very weakly coupled to the output arm of the structure, and 
the cavity behaves like any high-Q resonator. At some point 
in time after the input microwave signal has been turned on, 
the stored energy in the resonator attains its maximum val­
ue. 3 7 When this has occurred, an inductive, conducting 
post, located one-quarter of a guide wavelength (or an odd 
multiple of quarter wavelengths) from the cavity wall oppo­
site the input aperture, is "turned on", and the waveguide 
is short-circuited at that point. Now the counter-'propa-
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gating waves at the output arm no longer phase cancel; rath­
er, they add in phase and are strongly coupled to the output 
arm, as in (B). This is the switched state. The microwave 
energy in the cavity is then dumped to an external load in a 
time equal to twice the length of the cavity divided by the 
group velocity of the guided waves in the structure. 

Several different types of switches have been con­
structed for pulse-compression resonators. These include 
spontaneously-breaking gas switches, triggered self-breaking 
gas switches, and electron beams. In spontaneously-breaking 
switches, the microwave fields inside the cavity break down 
a gas localized X /̂  from the cavity end wall. The break-
down discharge then represents a large impedance disconti­
nuity or an effective short-circuit. Triggered self-break­
ing switches are similar, in that the microwave fields still 
break down the gas, but the time this occurs is controlled 
by a trigger, for example, by the uv-ionization produced by 
a triggered spark-gap. Electron beams, on the other hand, 
can be fired directly through the (thin) cavity walls in a 
direction parallel with the microwave E-fields. The result­
ing conducting channel then provides a current path across 
the waveguide, again shorting it out. These techniques, and 
similar ones, have all been reported in the litera­
ture. 3'' 3 8~'*° 

Fig. A-7 is a schematic of the pulse-compression reso­
nator built for the short-pulse breakdown measurements. It 
is a room-temperature resonator, constructed of OFHC copper 
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WR28*I waveguide, of such an electrical length as to produce 
a 5-ns output pulse. The magic-T configuration of the in­
put/output waveguides, along with the symmetrical arrange­
ment of the cavity on either side of them, greatly increases 
the unswitched isolation of the device 1 8; i.e. leakage of 
microwave energy into the output waveguide during filling, 
but prior to switching, is suppressed relative to the unsym-
metric T. For a given output pulse length and field 
strength in the cavity, this configuration also doubles the 
output power, relative to the asymmetric T, because it is 
twice as long. 

The H-plane tuner on the input arm was designed to al­
low one to vary the coupling of the source to the cavity, 
while dielectric tuners at either end inside the cavity al­
lowed for isolation and resonant frequency adjustment. 
Pressure-isolated quartz discharge tubes were located in the 
center of the cavity broadwall, 3^/4 from the cavity ends. 
One tube served as a switch; the other was a dummy, main­
taining the symmetry required for prepulse suppression. 

The switch that was used is shown in more detail in 
Fig. A-8. This switch was a spark-gap-triggered, self-
breaking switch. The gap, of a point to planar-screen type, 
was positioned nearly flush with the cavity inside wall. A 
grounded-screen anode was necessary to prevent microwave 
energy from coupling out of the cavity and into the spark-
<̂ ap nigh voltage pulser. 

Operated with 1 or 2 torr of Ne in the switch tube, 
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this pulse-compression cavity worked very well, at least up 
to the point where the dielectric strength of the neon was 
greatly exceeded by the cavity microwave fields. The reso­
nator had an intrinsic Q of about 13000, and a drive-pulse 
to output leakage-pulse isolation of 70-80 dB. For driven 
pulse amplitudes of 10 kW to about 1 MW, the peak power gain 
was flat and exceeded a factor of 60 for critical coupling 
of the cavity to the source. More details on the efficiency 
and e^metrical operation of the symmetric pulse-compression 
cavity can be found in Bef. 18. 

The 3-ns rise time, 2.5-ns FWHM pulse shape generated 
by this resonator [see, for example, Fig. 3-^(0)] was the 
same for drive amplitudes of 10 kW to about 1 MW, and its 
jitter was determined entirely by the spark-gap trigger pul-
ser jitter (-2 ns). Above 1-MW drive-pulse amplitude, the 
switch broke down spontaneously and limited stable opera­
tion. This limitation precluded generating pulses with peak 
amplitudes greater than about 100 MW. 

A.6 Vacuum/Gas Handling System 
The schematic shown in Fig. A-9 shows how the test 

gases were transferred in and out of the waveguide test sec­
tion. Manifolds connected to the wave guide narrow walls 
forceci the gases in or out through eight 1" X 1/4" slots. 
The slots were oriented parallel to the wave guide electric 
fields and produced negligible reflection and/or perturba­
tion of the propagating mode (the VSWR of the slotted sec-



12U 

Vacuum / Gas HandIing_System 

*- to readout 400 1/sec 
turbowlecular 

vacum w W 
400 1/sec 

turbowlecular 
vacum 

Ia&f 

400 1/sec 
turbowlecular 

vacum 
Ia&f 

Wave guide t e s t s e c t i o n 

Wallace S Tieman 
Mechanical Gauge 

0-20 torr, lin. scale 

Wallace fi Tieman 
Mechanical Gauge 

0-100 torr. lin. scale 

Thermocouple gauge 
0 •torr - i at i . 

log scale 

6ranville - Phillips 
Convectron 275 

Pirani Sauge 
0 itorr - 1000 tarr. 

log scale 

X^-HKS 310 Transducer 
0 Btorr - 1 torr 

lin. scale 

Teledyne transducer 
0-800 torr 
lin. scale 

Calibrated 
Variable Leak 

fiesidual Gas Analyzer-
Quadrupole Mass Spectrometer 

F I G . A - 9 



125 

tion was less than 1.03=1). 
The gas handling system connected to the test section 

was divided into three major assemblies: primary vacuum 
pumping, pressure measurement, and gas composition analysis. 
The primary vacuum pump was a MOO liter/sec turbomolecular 
pump connected, and in close proximity, to the test section. 
Pressure measurement and test-gas introduction were conduct­
ed via a secondary manifold as shown in the figure. Final­
ly, the secondary manifold also connected the test section 
to another turbomolecular pump and a residual gas analyzer. 

Since the vacuum system contained many indium and Viton 
0-ring seals, it was not a bakeable ultra-high vacuum sys­
tem. Even so, the entire system was heated to about 100°C 
to reduce water vapor outgassing, and those parts of it not 
adjacent to rubber and indium seals were heated to 150°C. 
After baking and pumping for 2 or 3 days, the waveguide test 
section reached its minimum base pressure of approximately 
1>10 - 6 torr. All experimental runs were conducted after 
pumping to this base pressure and then backfilling with gas. 
At 1 •10 - B torr, the test section volume had an outgassing 
rate of 15 vtorr/min. This outgassing rate implied maximum 
contamination levels of 1 part in 10 5, during a typical ex­
perimental run, at the lowest test gas pressures studied. 
As measured by the residual gas analyzer, the contaminants 
consisted primarily of H 20 and small amounts of CO and H 2, 
typical of unbaked leak-tight vacuum systems containing hot 
filaments. With the filaments off during the runs, water 
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vapor was the principle contaminant. Though contamination 
at this level may have affected the accuracy of the helium 
breakdown measurements,1'1 earlier studies of breakdown in 
air and nitrogen containing water vapor1*2 suggest that there 
are no significant effects on the air and nitrogen measure­
ments. 

The pressure transducers and mechanical gauges used 
were all calibrated with a mercury-colu.Tin manometer over the 
range of 1 to 760 torr, and a mercury McLeod gauge over the 
range of 0.001 to 1.000 torr. The calibration equipment was 
isolated from the vacuum system with a dry ice/acetone trap 
to prevent mercury contamination. The test gases used were 
obtained from the Matheson company: 

Air - Matheson Ultra-Zero Air, dry, certified total 
hydrocarbons as CH„ < 0.1 ppm 

Nitrogen - Matheson Ultra-High Purity Nitrogen; the sum 
of 0 2, Ar, C0 2, THC as CH,,, and H 20 < 10 ppm, 
99.999? 

Helium - Matheson Ultra-High Purity Helium; the sum of 
N 2, Ar, C0 2, THC as CH_, and H 20 < 10 ppm, 
99.999? 
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A.7 Errors 
The two primary physical quantities measured in the 

experiments done for this thesis were gas pressure and in­
stantaneous time-average microwave pulse power in WR28*t 
waveguide. From standard impedance relationships for the 
TE 1 0 mode, the peak microwave electric fields in the wave­
guide were determined. 

All pressure instrument calibrations, and experimental 
pressure measurements, were carried out at 30±1°C. The mea^ 
sured pressures for which breakdown data were recorded were 
estimated to have the following accuracies in the given 
pressure ranges: 

1? uncertainty for 1 torr £ p and p 2 100 torr; 
3% uncertainty for 100 torr > p > 10 torr; 
10? uncertainty for 10 torr 5 p £ 2 torr; 
25% uncertainty for 2 torr > p > 1 torr. 

These values were determined from instrument manufacturer 
specifications (verified by manometer and McCloud gauge cal­
ibrations), and the minimum resolution of the U-tube mano­
meter used for the calibrations of the pressure transucers. 

For pulses of greater than 10-ns duration, the micro­
wave pulse power was determined from diode-detector voltage 
responses to pulses sampled from the waveguide test section 
and attenuated to within the dynamic range of the detectors. 
The maximum voltage response, related to the maximum pulse 
power by a cw calibration of detector response vs microwave 
power at 2.856 GHz, was recorded digitally by the data ac­
quisition system (DAS) described in Sec. A.1 of this appen-
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dix. The directional couplers and attenuators used were 
calibrated to 0.61-dB precision and 0.04-dB accuracy with a 
2.856-GHz cw signal source and a Hewlett-Packard 438A power 
meter with 8481A and 8484A power sensors. The integral non-
linearity of the DAS was less than 2%, and the detector 
calibrations were reproducible to within an accuracy of 
0.1-dB in microwave power for a given voltage response (the 
reproduciblity, not the accuracy, of the detector calibra­
tions determined the estimated error). In a particular ex­
periment, then, the maximum pulse power error (i.e. the er­
rors in attenuation, detector calibration, and computerized 
measurement of detector responses added in quadrature), was 
less than 0.2 dB. It was found, however, that in indepen­
dent experiments, line-voltage fluctuations and uneharacter-
ized mismatches between coaxial and waveguide components 
xntroduced further errors, making maximum power measurements 
reproducible only to within an accuracy of 0.5 dB. Thus in 
the E-field vs pressure and E-field vs time data in Sees. 
4.1 and 4.2.2, the electric fields (proportional to the 
square root of the measured pulse power) were estimated to 
be accurate to within 0.25 dB, or 6%. 

The times-to-breakdown in Sec. 4.1 were measured by a 
LeCroy 2228A octal TDC, which recorded the difference in 
time between two discriminator pulses: one coincident with 
the microwave incident pulse leading edge and one coincident 
with the leading edge of a photomultiplier or microwave re­
flected power pulse, as described in Sec. A-1. The EG&G 
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T105/N discriminator? used had less than 2-ns output pulse 
jitter and slewing when triggered on the leading edge of the 
47-ns rise time input pulses (regulated to constant ampli­
tude ±5%). The TDC had 1Jns resolution, and an integral 
non-linearity of 2-ns. The times-to-breakdown reported in 
Sec. 4.1 were thus accurate to less than 1?. The times re­
ported in Sec. 4.2.1 for 10-ns tc 100-ns duration pulses, 
were only accurate to ±4 ns. The additional error in the 
shorter pulse measurements resulted from the pulse zero-tiae 
definition; for these pulses the zero-time was not the time 
the pulse reached 10 or 90% of its maximum amplitude, be­
cause there was no discrii;;inator-pulse signal. Instead, the 
TDC acquisition cycle start time was related to the 0% time 
of the microwave pulse, and because of the small slope of 
this pulse at early times, the 0% time was determined only 
within ±2 ns. 

The power envelope wave forms in Sec. 4.2.2 were decon­
volved from waveforms measured with Tektronix 7104 oscillo­
scopes and 7A29 amplifiers and 7B15 time bases (see Sec. 
3.2). The amplifier accuracy reported by the manufacturer 
was ±2$; the time base sweep accuracy was the same. These 
accuracies were verified by calibrations with a precision 
voltage source (0.1 mV absolute accuracy) and a pure oscil^ 
lating signal (frequency deviation < 5 parts in 10L°) from a 
Hewlett-Packard 5360A computing counter. Without deconvolu-
tion, however, the peak pulse powers measured could have 
been in error by more than 50? because of oscilloscope and 
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detector bandwidth limitations. The measured impulse re­
sponse of the oscilloscope/detector system (see Sec. A.3) 
yielded 590 ps ±10? for the system rise time. 10? error in 
the rise time resulted in ±8-mV error in the deconvolved 
detector responses at the peaks of the power envelopes, for 
detector responses in the range 50 to 140 mV. From the de­
tector calibrations, ±8-mV error corresponded to ±0.8-dB 
error in the power, for detector responses less than 130 mV, 
resulting in an overall error (including errors in attenua­
tion and detector calibration), for the peak pulse powers in 
Sec. 4-1, of ±25?. The results for the incident pulse at 66 
torr in air (see Fig. 4-11), where the detector output vol­
tage was larger than 130 mV, and the detector was saturated, 
are estimated to be accurate to within ±30?. 

To some extent deconvolution errors will "cancel", at 
least as far as comparisons with the 2-D simulations are 
concerned. That is, an error in the incident pulse re­
sulting from an incorrect impulse response will also result 
in an error in the same direction in the transmitted pulse 
calculated by the 2-D simulation. The absolute experimental 
error, however, is as given above. 
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APPENDIX B. THE INITIAL ELECTRON DENSITY 

Accurate predictions of breakdown dynamics require a 
knowledge of the initial "seed" electron density, prior to 
the application of the microwave field. In this appendix, 
estimates of the initial electron density generated by two 
160-mCi 6°Co Y-ray sources placed just outside the breakdown 
test section will be made. 

The geometry of the radioactive source placement rela­
tive to the waveguide test section is indicated in Fig. B-1 
(see also Fig. 2-1 in chapter II). Ionization inside the 
waveguide is produced directly by the interaction of the 
Y-rays (1.25-Mev average energy) with the gas and by the 
interaction of forward and back-scattered Compton electrons 
with the gas, the Comptons being produced inside the copper 
waveguide walls by the Y-rays. 

In general, this problem is very complex; its solution 
requires a detailed knowledge of the photon transport into 
the waveguide, of all possible energy loss processes, both 
elastic and inelastic, that can occur to the photons and 
electrons within the gas, and of the chemistry and reaction 
kinetics of the gas under irradiation. Most of the cross 
sections and kinetics for the relevant reactions have been 
measured, and following all these processes, e.g. in a nu­
merical simulation, is possible in principle. However, 
since the breakdown condition, as indicated by equation 
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2.13, depends only logarithmically on the initial density, a 
more economical and approximate approach will be taken. 
Here, for processes in the gas, energy dependent quantities 
will be evaluated at the average electron or photon energy, 
or, where appropriate, thermal values used. Chemical ef­
fects will be ignored. Also, dry air will be the only gas 
considered. 

To determine the equilibrium spatial electron density, 
the homogeneous continuity equation for the electrons must 
be solved, 

fjr - S - v n - .'D,/Aa)n + BdNN~ = 0. (B.1) 

Here S is the volume production rate of electrons due to 
ionization processes caused by the radioactive sources, v 

a 
is the attachment rate, which accounts for loss of electrons 
due to attachment to neutral molecules to form negative 
ions, D^A 2 is the loss rate due to electron diffusion, and 
B.NN is the production rate of electrons due to collisional 
d 
detachment of electrons from negative ions. In this last 
term, 6 . is the detachment coefficient, N" is the negative 
ion density, and N is the neutral density. Because of the 
low electron densities under consideration, electron-ion 
recombination processes will be neglected. Since the last 
term in equation B.I contains the negative ion density, two 
additional equations must also be solved. These are the 
equilibruim equations for positive ar.d negative ion density, 
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|£ - v n - a.N'N4' - (D2/A2)N~ - g.NN" = 0 , (B.2) 

|| = S - a,N~N+ - (D 3/A 2)N + = 0. (B.3) 

Since chemical effects have been ignored in these equations, 
both ions are treated generically. N is considered to be 
the oxygen negative molecular ion density and N is the ni­
trogen and oxygen positive molecular ion density. Atomic 
ions are ignored. The attachment, detachment, and volume 
production rate terms in equations B.2 and B.3 balance simi­
lar terms in equation B.1. In addition, ion-ion recombina­
tion with coefficient a l t and positive and negative ion dif­
fusion terms (D 2/A 2) and (D 3/A 2) are included. To solve 
these three equations, we consider each term separately. 

The Volume Production Rate S 
The two radioactive sources, one of which is indicated 

in Fig. B-1, were placed symmetrically 2 cm from the WR284 
waveguide walls in 1-cm-diameter lead collimators. Assuming 
perfect collimation, 1.78 -108 Y-rays/sec were radiated into 
the waveguide. The Monte-Carlo numerical simulation compu­
ter programs SANDYL"3 and TIGER"" were used to model the 
transport of the Y-radiation through the waveguide walls and 
through the air inside. With these simulations, the trans­
port of Y-rays and electrons could be followed across any 
desired plane or zone in the problem geometry. All nuclear 
and atomic processes occurring at energies greater than 
1 keV were allowed for; in this problem the most signifi-
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cant ones were knock-on, photo-electric effect, -ompton ef­
fect, Auger, bremsstrahlung, and K x-ray processes. The 
simulations calculated energy flux distributions and photon 
and electron flux and angular distributions across problem 
zones, as well as energy and particle depositions within any 
desired zone. Standard deviations for all these values were 
also calculated. The codes automatically deposited all par­
ticles of less than 1-keV energy; therefore they did not 
yield the total electron production rate. They did, how­
ever, yield the flux and energy and angular distributions of 
electrons and photons crossing the inside waveguide wa 1 _d 
into the gas interior. 

We consider first the results of the simulations for 
the electrons. Of *-he "primary" electrons produced, the 
forward scattered ones had 620±12-keV average energy, and 
5.17-10~3±l.0-10-* were produced per Y-ray. The backscat-
tered ones had 357±21-keV average energy and 6.4«10~* 
±3.2'10 - 5 were produced per Y-ray. The scattering angular 
distributions were peaked at 0° for the forward scattered 
electrons and 180° for the back-scattered electrons, with 
the distributions falling off, as shown in Fig. B-1, to 1/e 
of their peak values at H0±H° and 50±10° for the forward and 
backscattered particles, respectively. These simulations, 
coupled with the radioactive source strength, indicated that 
1.03-106 "primaries", with average energy 590±i)1 keV, en­
tered the waveguide interior per second. 
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Although approximately 200 photons entered the gas for 
every electron, photon energy-loss calculations indicated 
that ionization due to photons was less than 1? of that due 
to the electrons. Photon ionization was therefore igmred. 

The tota'. electron production, then, must be determined 
from the interaction of the radioactive source-produced 
"primaries" with the gas. The stopping power -dE/dx, and 
the mean range R, of 590-keV electrons in air are 1.71 
MeV/gm/cm2 and 0.243 gm/cm2, respectively." ' Since the wave­
guide was S.l-cm wide, these numbers allow one to calculate 
the energy lost from the primary electrons to the gas. Fur­
ther, careful measurements have been made of the mean energy 
expended in a gas per ion pair formed. This number, called 
W by most authors, equals E/N, where E i,= the initial elec­
tron kinetic energy and N is the mean number of ion pairs 
formed. For dry air, W - 33.8±0.15 eV/ion pair1*6 at 
590 keV. Included are all ionization processes, including 
ionizations produced by high-energy secondary electrons. 

Since the fractional energy-loss of a 590-keV electron 
crossing 3.4 cm of air is negligible, the volume production, 
assuming uniform radiation and ionization in a 3-cm diameter 
cylinder between the sources (-25 cm3 volume) is: 

S = (4.12.10*)p-^4 electrons/sec/cm3, (B.4) 
CX W 

where p is the gas density in gm/cm3, b is the waveguide 
dimension in cm, and dE/dx and W are in u.-.its of eV/gm/cm2 
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and eV/ion pair, respectively. 
The average energy of the secondary electrons produced, 

though not measured, was estimated to be about 70 eV accord­
ing to electron-beam transport simulations done by Strick­
land and Ali."7 The results of those simulations, shown in 
Fig. 4 of Ref. m as a plot of average initial secondary 
energy vs energy of all secondaries up to a given energy, 
with initial beam energy as a parameter, also yielded the 
same result as equation B.H, within 30?. 

Attachment 
Several attachment processes can occur between 

trons and neutral oxygen molecules or atoms in air. 
predominant ones are 

dissociative attachment, e + 0 2 - » 0 + 0 + K.E., (B.5) 
three-body attachment, e + X + O j + O j + X , (B.6) 
radiative attachment, e + 0 + 0 + hv , (B.7) 

or e + 0 2 -> 0~ + hv . (B.8) 

Rate constants for all these reactions have been mea­
sured."8'''9 At electron energies of a few eV, dissociative 
attachment is important, but below 1 eV, three-body attach­
ment dominates. 

Initially, the electrons created by ionization inside 
the waveguide have an average energy of 70 eV, as indicated 
above. Using the electron energy-loss rate vs energy shown 
in Fig. 2-6 to integrate a loss equation of the form 

elec-
The 
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one finds that approximately 10VN seconds, where N is the 
gas number density in cm - 3, are required for the 70-eV elec­
trons to drop to 1 eV. Equation B."5 has a rate coeffi­
cient 5 0' 5 1 at 5-eV electron energy of about 10" 1 1 cmVsec, 
which implies a lifetime due to two-body attachment of 
5-10ll/N seconds in air. Clearly, 70^eV electrons are re­
duced to less than 1 eV faster than two-body attachment can 
occur. For this reasdn, only three-body attachment will be 
considered. Electrons undergoing these processes obey the 
rate equation, 

fjr = -{K.EOJ 2 --K^OjCNjI-n - -van , (B.10) 

where the square brackets indicate concentrations (number 
densities). K, is the three-body coefficient for attachment 
with oxygen as the stabilizing third body, and K, the coef­
ficient for nitrogen as the third body. Ref. 49 gives these 
coefficients as 

K, = (1 .l)±0.2).10-29-(300/T)exp(-600/T) cmVsec, (B.11) 

KJ = (1 ±0.5} -1 0~3 x cmVsec, (B.12) 

where T is the gas temperature in K. Here, the electrons 
will be considered thermal. At the lowest pressures we con­
sider", where average electron energies are 1 or 2 eV, this 
attachment rate will not be correct. However, a value of v 
» 10~ 3 1N 2 sec - 1 will be in error by no more than a factor of 
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two or three 5 2' 5 3 over the electron energy range of 0.025 to 
1 eV. Furthermore, at the lowest pressures, where the error 
is largest, diffusion dominates attachment as an electron 
loss mechanism. 

Detachment 
Because three-body attachment is the primary attachment 

process, the negative oxygen molecular ion will be the domi* 
nant negative ion. Both collisional detachment with neutral 
molecules and associative detachment with neutral atoms can 
occur, 

Collisional detachment, 0 2 + 0 2 * 20 2 + e , (B-i3) 
0~t + N 2 •+ 0 2 + N 2 + e , (B.14) 

Associative detachment, 0 2 + 0 •* 0 3 + e , (B.15) 
0 2 + N -• N0 2 + e . (B.16) 

Only collisional detachment will be considered because of 
the relative densities of the molecules and atoms. The rate 
coefficients for these reactions are given by 1"' 5" 

B. 1 3 : K 2 = (2.7±0.3)-10-lo-(T/300)I/2 -exp(^5590/T), (B.17) 

B.14: K 2 = (1.9±0.H).10-la-(T/300)1'2 -exp(-MH90/T). (B.18) 

The experimental data from which the above coefficients were 
derived was taken at temperatures between 375 and 600 K, so 
their use here, at 300 K, will be an extrapolation. At 
300 K, these equations yield an electron rate equation, 
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ft * ~4lH = K.COlHO,] + KdOllLlUl. or 

t = -"IfiH' * B

d

[ 0 * ] = ( 9 . 2 - 1 0 - l 9 ) N [ 0 j . (B.19) 

ion-Ion Recombination 
For the two dominant recombination reactions, 

0~i + Nj + 0 2 + N 2 , (B.20) 
0J + ot -*• 20 2 , (B.21 ) 

the two-body rate coefficients are 5 5 (1 . 6+0. 5) • 1 0" 7 cmVsec 
and (4.2 + 1 . 3) • 10 -' cmVsec, respectively, at 300 K. At 
pressures above 10 torr in air, recombination proceeds by a 
three-body, or so-called Thompson56 process, with rate coef­
ficient55 (3±1)-10 - 2 5 cmVsec. Since positive ions are be­
ing treated generically, a value for a, in equations B.2 and 
B.3 of 2.0-10"7 cmVsec will be used below 10 torr, while 
above 10 torr a, = 3-10 _ 2 5N cmVsec will be used. Above 10 
torr, this choice of a, corresponds to the measured value 
for air, regardless of the specific recombination reaction. 
Combining the rate coefficients for B.20 and B.21 to get 
a, - 2.0'10 - 7 cmVsee for air below 10 torr is an approxi­
mation which more strongly weights the predominant reaction, 
B.20. This value should be in error by no more than a fac­
tor of two for airj moreover, the recombination terms in 
equations B.2 and B.3 are the least significant ones at low 
pressures, and the computed electron densi'.y is insensitive 
to even large errors in them. 
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Ion Diffusion 
It is assumed that diffusion takes place in the funda^ 

mental mode in the waveguide. For an infinite rectangular 
pipe of width a and depth b, fundamental mode diffusion 
means that A2 in equations B.1, B.2, and B.3 is 5 7 

A 2 = [ (u/a)2 + U / b ) 2 J"1 . (B.22) 

For VR23H waveguide, A2 = 0.96 cm 2. The thermal diffusion 
coefficients for N 2, 0 2, and 0 2 can be determined from their 
zero-field mobilities, since the mobility, u, is 

y = De/kT. (B.23) 

The measured zero-field mobility of N 2 in N 2 is 5 8 1.87 
cm2/volt-sec, while that for 0^ in 0 2 is 5 9 2.22 
cm2/volt-sec. At 300 K, the mobilities of 0 2 and 0 2 in oxy­
gen are about equal; for 0 2 it i s 5 9 ' 6 0 2.4 cm2/volt-sec. 
Since the diffusion constant and mobility are inversely pro­
portional to pressure, equation B.23 implies that at 300 K, 

DN = (6.9-10I7)v , (B.24) 

where D is in cm2/sec, N in cm - 3, and u in cm2/volt-sec. 
Assuming a positive ion mobility of 2.0 cm2/volt-sec in air, 
and an 0 2 mobility the same in air as in oxygen (Recall that 
we are ignoring chemical reactions. If charge exchange oc­
curs, one still has a diffusing ion, though its identity may 
be unknown.), one gets 

( 
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l_ • - 4 > f • — N 2 , 
D . a i r V 

D 2N = 1.6-1018 sec - 1 for 0 2 , (B.25) 
and D,N - 1.4-101" sec - 1 for 0+

2 and N 2 . (B.26) 

Electron Diffusion 
The thermal diffusion constants for electrons in oxygen 

and nitrogen given in Dutton's survey61 will be used, 

electrons in N 2, bfch'N = 9.5 • 10 2 1 cm - 1sec - 1 , (B.27) 
electrons in 0 2, D N = 39-10 2 1 om-'sec-1 . (B.28) 

Since there are no published thermal diffusion values for 
air, a density weighted average, 

(B.29) 

where f Q and f N are the fractions of 0 2 and N 2 in air, 
respectively, will be used. Again, these values will not be 
correct at the low pressures where the average electron en­
ergies are not thermal. However, using the definition of 
the diffusion constant, D = <vV3v >, with an energy inde­
pendent value' of v n = 5-3*109P, and averaging over a Max-
wellian distribution, oris obtains1 

DN = 7.8-10 2 le 0 or'sec -', (B.30) 

where e 0 is the average energy, over the distribution, in 
electron volts. Equation B.30 is applicable for electron 
energies of up to a few eV, and pressures greater than about 
10 torr, where v is approximately independent of energy. 
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For additional comparison, we have the results of swarm 
measurements of the longitudinal diffusion coefficient in 
nitrogen (for diffusion parallel to an applied electric 
field) at E/p of approximately H volts/cm*torr, which cor­
respond to electron energies of about 1 eV. This result 
is 6 2 

DLN « 2• 10 Z 2 cm-'sec"1. (B.31) 

From equations B.27, B.28, B30, and B.31, we see that 
using B.27 and B.28 in equation B.29 should yield a diffu­
sion constant accurate to within a factor of three over the 
entire pressure range under consideration. 
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Table B-1 lists values of the rate coefficients dis­
cussed above as a function of air pressure, at those pres­
sures for which short-pulse air breakdown data was obtained. 
All coefficients are in units of s _ 1 , except for S and a,, 
which have units of c m - 3 s _ I and em's - 1, respectively. 

Table B-1 
Pressure 300 66.3 15.4 3.5 0.8 
[torr] 

Rate Coeff. 
S 3.7-106 8.1-105 1.9-105 4.3-10" 9.8-10' 
v a 1.1-10' 5.5-105 3.0-10" 1.5-10' 80 
6dN 9.8 2.2 0.50 0.11 0.026 
a, 3.2-10-6 7.0-10" 2.0-10"7 2.0-10" 2.0-10": 

D,/A2 1.5-10' 6.8-10' 2.9-10" 1.3-105 5.6-105 

D 2/A 2 0.16 0.71 3.1 13 59 
D 3/A 2 0.14 0.62 2.7 12 51 

Using the results shown in table B-1, one obtains, after 
simultaneous solution of equations B.1, B.2 and B.3, the 
estimated initial electron densities in cm - 3 given in table 
B-2. 

Table B-2 
Pressure 300 66.3 15.4 3.5 0.8 
[torr] 

Density n 1.3 5.5 4.8 0.4 0.02 
[cm"'] e (0.47) (2.1) (4.5) (0.4) (0.02) 

The numbers in parentheses in table B-2 indicate the results 
obtained from solving equation B.1 without the detachment 
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term 6dNN . They are presented not only to show the effects 
of detachment, but also because there is less uncertainty in 
the rate coefficients used to derive them. If one accounts 
for uncertainties in deposition volume, source production 
rate, attachment, and diffusion, one finds that the numbers 
in parentheses are accurate to within about a factor of 
five. The initial density estimates which include detach­
ment are more uncertain, however. 

During the course of the longer-'pulse (>1 ys) measure­
ments done for this work, it became apparent that at pres­
sures greater than 200 torr, the statistical distributions 
of times-to-breakdown following the onset of many identical 
pulses were not consistent with the statistics one would 
expect would result from primary electrons produced once 
every microsecond, all secondaries of which had attachment 
lifetimes of less than 100 ns. It appeared that an addi­
tional source of electrons was present, and for this reason, 
detachment was considered. 

Table B-2 indicates that detachment can be important, 
particularly at higher pressures, because of the large ion 
densities produced by the radioactive sources. At atmo­
spheric pressure, a similar analysis indicates an order of 
magnitude difference in calculated initial density, depen­
ding on whether detachment is included or not. 

The detachment rate calculated from equations B.17 and 
B.18 lies outside the range of experimental data and its 
uncertainty is unknown, though the exponential temperature 
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dependence of equations B.17 and B.18 would be expected for 
a Boltzman distribution of ion energies. Because chemical 
reaction effects were ignored, the calculated ion density 
uncertainties are difficult to estimate. The recombination 
coefficients used were reasonable, but the calculations of 
ion removal due to diffusion assumed that the only ions pre­
sent were Oj, 0 2, and N 2. However, the zero-field mobili­
ties of the diatomic ions in irradiated air all lie within a 
factor of two of each other, while other species (N02 .NO^) 
would diffuse somewhat more slowly. The ion diffusion coef­
ficients used should thus be within a factor of five of the 
actual values regardless of the identity of the ion. 

Ion identities also affect the detachment rate, since 
electrons have higher affinities for N0 2 and N0 3 than 0 2. 
Hirsh and Eisner,62 in an experiment in which air was irra­
diated by MeV electrons from an accelerator, found that in­
itially the predominant negative ion was 0 2, while after 30 
minutes of continuous irradiation, the dominant ions were 
NOj, N0 2, and 0 , in that order. Their electron flux was 
about 10" times that produced by the sources described here, 
but the results are consistent with observations made during 
experiments conducted for this work. Time^-to-breakdown dis­
tributions at pressures greater than 100 torr had a much wi­
der spread if the measurements were made using aged, irradi­
ated air than fresh air, suggesting lower detachment rates. 
For this reason, the gases used were replenished often 
enough that no aging effects on the distributions were ob-



served. 
Reasonable estimates of uncertainties are a factor of 

five for the detachment rate and a factor of ten for the ion 
densities, resulting in an uncertainty factor of fifty for 
the initial electron density above 200 torr. Below that 
pressure, uncertainties should be the same as without de­
tachment . 

Though these uncertainties are large, the ultimate aim 
is to be able to accurately predict breakdown field thresh­
olds, which depend logarithmically on initial density, as 
was mentioned earlier. One can examine the field dependence 
of the breakdown condition, equation 2.13, by employing the 
effective field concept. DC measurements have been made of 
v /p = (v.-v )/p as a function of electric field divided by 
the pressure. Using the effective field E to relate DC 
breakdown fields to microwave breakdown fields, one can em­
pirically fit E /p to v /p, obtaining,63 for pulses short 
enough that diffusion can be neglected, 

Ee/p = 3.75[(pT)_1ln(nf/n0) + 6.4 - 1 0 " ] 3 / 1 6 Volt/cm-torr 

(B.32) 

Using this expression, with n f = 10 1' cm - 3, and any product 
pt in the range 10~ 9 < pxCtorr-sec) < lO-*, one finds only a 
U% variation (at most) in E /p, when n n varies between 

e r 0 
1 cm - 3 and 100 cm"3. This insensitivity of the breakdown 
field to a two order-of-magnitude change in initial electron 
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density clearly suggests that the initial densities derived 
above, used as input for numerical simulations, should lead 
to accurate results, even given their large uncertainties. 

i 
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Appendix C - Helium Data 

In the course of the microwave breakdown experiments on 
air and nitrogen, pulse breakdown data was also obtained for 
helium. Though the helium data has been reduced from its 
raw form for presentation here, no analyses or comparisons 
to theoretical models have been done; the data is presented 
only for reference purposes. The experimental measurements 
and techniques used were the same as those used for air and 
nitrogen, and one should see earlier chapters and appendices 
of this thesis for more information on those topics. 

Fig. C-1 shows distributions of times-to-breakdown in 
helium for pulses of 100-ns to greater than 1-us duration. 
The figure is similar to Figs. 4-1 and 4-2 for air and nit­
rogen, and the data were obtained in an identical experi­
ment. From distributions like those shown in Fig. C-1, 
breakdown times vs microwave field strength, as shown in 
Fig. C-2, were determined; this figure is similar to Fig. 
4-4 in Chapter IV, and the data were derived the same way. 

Fig. C-3 shows the most probable breakdown field 
strengths and times-to-breakdown for helium breakdown during 
the rise time of the 47-ns klystron pulse. Again, the ex­
periments which yielded these results were identical to 
those done with air and nitrogen, whose results are shown in 
Fig. 4-9. 
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Finally, Fig. C-H depicts the effects of breakdown in 
helium on the 2-ns duration, cavity-generated pulse. The 
first column of plots shows incident pulses before breakdown 
and the second column shows pulses transmitted after break­
down. These plots are similar to those shown in Figs. 4-11 
and 4-12 for air and nitrogen. 

The experimental errors for the air and nitrogen mea­
surements reported in Sec. A-7 of Appendix A also apply to 
these data. 



P-?00 1QPW, I P-1^-3 3 IE»Qi / /CM 700 'ORR, E-RMS 3 611*03 V/CV 

Pa4 0 TQBR, C-RUS-.2 55E+02 V/CM 

301 CvENlS 

_ui 
P = 4 ^ I 0 R R ^ - f i M S = V M ^ 0 ^ ^ C M ^ 

P = P SO TORR, E-RMS=6.00£+02 V/CM 

281 EvCNTS 361 CVENIS 

• M L I L J I lidiiMiiiiin 
0 3 4 6 a ID 12 14 1* 18 20 0 7 4 t • 10 12 14 1* IB 20 

'02 TiME(NS) E+03 t i u E ( N S ) 

P = 0 . 6 0 TORR, E-KMS=7.7SE+02 V/Oi 

P=7QO IQRH, E-Rus=4 79E»Q3 V/CM P=7Q0- IQRR, E-RMS=5.69E*03 V/CM. 

* . 0 TOBH E-RMS=Ja2 .>02 V/CM P = 4.Q TORR. E-RMS=5 76E*02 v/CM 

PaQ^BQ TORH, E-RMSsI .31E-»03 V^CM 

^ 2 ^ 4 i t 10 12 14 I * ' • 

PsQ.aO IQRR, E-RMS=1 ,99E«-03 V/C* 

JU l_ 
3 * • • 

io 12 )4 i t ia IO 

iiMe(ivs) 

FIG. C-1 - Distributions of times-to-breakdown in helium. From repeated measurements at 
constant pulse amplitude and pressure. Incident pulse duration = 1,8 vs, total 
abscissa range = 2 ys. Fields are rms fields at the center of the waveguide. 

Ul 



152 

Long-Pulse Fields vs Breakdown Times in Heli um 
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Helium Breakdown During the Rise Time of the 
47-ns Rise Time Fuise 
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2-ns Pulse Breakdown in Helium; 
Measured Inc/Trans Pulse Envelopes 
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