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Chapter 1

Introduction

An extensive search for the top quark was performed over many years at
electron-positron and hadron colliders. In 1995, the top quark was discov-
ered by the CDF and DO collaborations [1, 2, 3]. The analyses demonstrated
not only the existence of the anticipated quark, but at the same time pro-
vided a kinematic determination of the top quark mass around 180 GeV and
a production cross section consistent with the QCD prediction. The mass
value is in perfect agreement with the indirect mass determination based on
precision measurements of the electroweak parameters.

The top quark completes the fermionic spectrum of the Standard Model.
All its properties are uniquely fixed in the Standard Model after the mass is
determined. However, it is not just the desire for completion of the fermionic
spectrum which raises interest in the top quark. As a consequence of its
large mass and small lifetime it behaves very differently compared to the
five lighter quarks and it is plausible that the study of the top quark could
provide an important clue for the understanding of fermion mass generation
and the pattern of Yukawa couplings. Top physics gives insights into QCD
and electro-weak physics and provides the playground for the search for new
phenomena at the same time. In models beyond the Standard Model a top
quark condensate could even be responsible for the mechanism of electroweak
symmetry breaking [4].

The 1992-1996 run (Run I) of
the FERMILAB Tevatron (right)
was very successful and produ-
ced a large number of physics re-
sults. In Spring 2001 a new run-
ning period (Run IT) has started.
The Tevatron collides protons
and anti-protons at a center-of-
mass energy of 1.96 TeV, slightly
higher than the energy of 1.8 TeV
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in Run I. An increased integrated luminosity and improved detectors provide
a basis for a rich physics program. This includes precision mass measure-
ments of the W boson (dmy < 40 MeV/c?) and the top quark (dm; <
3 GeV/c?) and it provides an opportunity to discover the Standard Model
Higgs boson at low masses. Studies of the properties of electroweak and
strong interaction are continued, searches for new phenomena can be ex-
panded and the study of the origin of CP violation is possible in the B-
sector.

The analysis presented in this thesis de-
scribes the measurement of the production
cross section of t¢ — W W ~bb — pv,,bbjj/
events (right) in data taken with the DO %)
detector between August 2002 and July 2003
with an integrated luminosity of £ = 94 pb—1.
In the “u-plus-jets” channel the signal sig-
nature is characterized by one isolated muon, p p
missing transverse energy and at least four
jets. A further selection based on the kine-
matics of ¢t events is applied to separate
the signal from the overwhelming “W-plus-
jets” and QCD background. A first mea-
surement of the tt cross section with Run IT
data was accomplished in spring 2003 [5].
The analysis described in this thesis was /4
presented in summer 2003 [6, 7].

The tt cross section analysis with the D@ experiment in the early phase
of Run IT has encountered numerous challenges. The measurement is limited
by the size of the data sample, not only in the finally selected sample but
also in the here necessary samples to calibrate the detector and to optimize
the reconstruction. Some detector components were not available or were
still being commissioned. One emphasis of this thesis was therefore the
commissioning of the detector and the optimization of the trigger and the
event reconstruction.

The dissertation is organized as follows:

e The second chapter (Theoretical Aspects) gives a short introduction to
the Standard Model of particle physics and an overview of the physics
of the top quark.

e In the third chapter (Ezperimental Environment) a description of the
accelerator facilities at FERMILAB is given and the D@ detector is
described.



Chapter four (The Event Reconstruction) presents the reconstruction
and identification of the final state particles.

The trigger, the collected data set and the event simulation are dis-
cussed in Chapter five (The Trigger, Data Sample and Event Simula-
tion).

Chapter six (Analysis of the tt Event Selection) provides the selection
of t¢ candidate events and the measurement of the selection efficiency.

Chapter seven (The tt Production Cross Section) presents the ¢t pro-
duction cross section for the analysis of the u-plus-jets final state and
the combination of results obtained in analyses of different final states.

In Chapter eight (Conclusion and Prospects) a conclusion is given to-
gether with the prospects of future ¢t cross section analyses.
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Chapter 2

Theoretical Aspects

The “Standard Model” of elementary particle physics is the model which de-
scribes our present understanding of quarks, leptons and their interactions.
The model is enormously successful in predicting a wide range of fundamen-
tal phenomena. It is characterized in part by the spectrum of elementary
particles shown in Table 2.1. An introduction and discussion of the basic
concepts of the Standard Model can be found in [10] and [11].

The top quark plays a prominent role in this thesis. In Section 2.1
the physics of the top quark in the framework of the Standard Model is
discussed. In Section 2.2 W-plus-jets production is addressed, the main
source for background in the analysis of ¢ events discussed in this thesis.

2.1 The Physics of the Top Quark

The top quark, discovered at the FERMILAB Tevatron in 1995 [1, 2, 3],
completes the quark sector of the three-generation structure of the Standard
Model. 1t stands out by its large mass, about 35 times larger than the mass
of the next heaviest quark (bottom quark).

The Tevatron with a center-of-mass energy of /s = 1.96 TeV is at
present the only collider where a direct observation of the top quark is
possible.

Several properties of the top quark have already been examined at the
Tevatron in Run I. These include studies of the kinematical properties
of the top production [12], the measurement of the production cross sec-
tion [13, 14], the top quark mass [15], the searches for decays into charged
Higgs bosons [16] and for flavor changing neutral current decays [17], the
measurement of the W helicity in top decays [18] and bounds on % spin cor-
relations [19]. Most of these measurements are limited by the small event
sample of about 200 top quark pairs collected at the Tevatron in Run I.

In Run II the increased number of proton-antiproton collisions and the
higher center-of-mass energy lead to a larger sample of top quarks. The

5
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Table 2.1: The three generations of the constituents of matter and the gauge
bosons. The dates of discovery are given in parentheses [1, 2, 3, 8, 9, 10].

Generation
I II IIT

leptons: ve (1953) v, (1962) v, (2001)

e (1897) 1 (1936) T (1976)
quarks: u (1961) c (1974) t (1995)

d (1961) s (1961) b (1979)
gauge bosons: g1,---gs (1979)

~ (1900)

w*, 20 (1983)

improved D@ detector allows a more precise examination of the properties
of the top quark.

2.1.1 Properties of the Top Quark

In the Standard Model, the top quark is defined as the weak isospin partner
of the bottom quark. As such, it is a spin—% fermion of electric charge +§
and transforms as a color anti-triplet under the SU(3) gauge group of strong
interactions. Its quantum numbers have not yet been measured directly,
although a large amount of indirect evidence supports the Standard Model
assignments [19]. The analysis of electroweak observables in Z° decays [19]
requires the existence of the top quark with a mass in the order of 180 GeV.
The mass of the top quark is measured with better relative precision than
any other quark. The Tevatron experiments have measured the top mass
to be my = 174.3 + 3.2(stat.) £ 4.0(syst.) GeV [15]. The Yukawa couplings
relate the matter content of the Standard Model to the Higgs sector [20]. In
the Standard Model the top quark mass is fundamentally related to the Higgs
vacuum expectation value and its Yukawa coupling, m; = %, where Y; is
the Yukawa coupling. With v = 246 GeV and m; = 174.3 GeV, Y; appears
to be close to 1, a theoretically interesting value, leading to speculations
that new physics may be accessible via the study of the top quark [21].

2.1.2 The Virtual Top Quark

The top quark plays an important role in precision electroweak analyses [22].
At leading order, all electroweak quantities depend on just three parameters.
A particularly useful set is @, mz and Gp. In higher order calculations, how-
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Figure 2.1: Virtual top quark loops contributing to the W and Z boson
masses.
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Figure 2.2: Virtual Higgs boson loops contributing to the W and Z boson
masses.

ever, corrections from other parameters become important. By defining:

9 My
Sy = - — 2.1

the W mass at tree level is given by a simple expression:

T
ml, = YXr, (2.2)
Sw
Including one-loop corrections, the expression in Equation 2.2 is modified
to:

e
2 V2GR
= YEIR 2.3
mw s3,(1— Ar) (2:3)

where Ar contains all the one-loop corrections. The top quark contributes

to the mass of the W and Z boson via the diagrams shown in Figure 2.1.
3G Fm% 1
8\/§7r2 tan? Ow ’

This one-loop correction depends quadratically on the top quark mass. Also
the Higgs boson contributes to Ar via the diagrams shown in Figure 2.2:

(A"')top = (2.4)

11Gpm2Z cos? Oy m%

AT) g; ~ n .
(A7) Higgs NI m

This one-loop correction depends only logarithmically on the Higgs boson
mass. Therefore Ar is not nearly as sensitive to my, as it is to my.

(2.5)



8 CHAPTER 2. THEORETICAL ASPECTS

Due to the contribution of the top quark to Ar, it has been possible to
predict the mass of the top quark before the particle was actually discovered.

With the additional contribution from the Higgs boson to Ar, precision
measurements of m; and my can be used to predict the mass of the Higgs
boson. Figure 2.3 shows the direct and indirect measurement of m; and myy.
Also shown are the Standard Model predictions of Higgs masses between
114 and 1000 GeV. As can be seen in the figure, the direct and indirect
measurements are in good agreement and prefer a low value of the Higgs
mass.

80-6 ! ! ! | J J T I T T T T T T
|1 —LEP1, SLD Data

80.591 68%CL

>’
[¢b) d
2. 80.4- .
= I
E -
80.3 .
m, [Ge ]
80.2 114 ?0" 000/ 'P?Mnmaw

130 150 170 190 210

Figure 2.3: Contour curves of 68% confidence level in the (ms, my/) plane,
for the corresponding indirect (LEP1, SLD data) and direct (LEP2, pp data)
determination in a global fit to electroweak precision data [23]. Also shown
is the correlation between m; and my as expected in the Standard Model
for different Higgs boson masses.
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2.1.3 Production of the Top Quark at the Tevatron

An illustration of a pp collision which involves a hard scattering subpro-
cess is shown in Figure 2.4. The incoming proton and anti-proton consist
of a large number of partons carrying longitudinal momentum fractions z
(0 < z < 1) of the proton momentum. The parton distribution function
fi(x1, Q?) represents the probability density that the parton of flavor i was
participating in the hard scattering interaction with momentum fraction x of
the proton, when proved at a scale Q2. Similarly the momentum f_j(ZEQ, Q?)
for the anti-proton is given. Since the parton distribution functions (PDF)
can presently not be calculated in perturbative QCD, they are being ex-
tracted in global QCD fits at next-to-leading order from data. A recent
example parameterization, obtained by the CTEQ collaboration, is shown
in Figure 2.5. The hard scattering subprocess is separated from the pro-
cesses with low momentum transfer. This separation is called factorization
and is set by the factorization scale 2.

B

Figure 2.4: The parton model description of a hard scattering process.

At the Tevatron two Standard Model top quark production mechanisms
are possible: the dominant ¢ pair production via strong interaction
(Figure 2.6) and the single top production via charged-current weak in-
teraction (Figure 2.8).
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Figure 2.5: The quark and gluon momentum densities in the proton as a
function of the longitudinal momentum fractions z at Q? = m%,[, The left
figure shows the distributions for gluons, valence quarks and the d sea quark.
The right figure shows the distributions for sea quarks.

Production of the Top Quark via the Strong Interaction

The ¢t pair production proceeds through a hard-scattering process involving
initial-state light quarks q and gluons g. The total #¢ pair production cross
section for pp — tt + X in Born approximation can be expressed as:

GPPHEHX Z dxidxjff’(:vi,u2)f?($j,u2)&ij%tt(§aMQ’mt)’ (2.6)
i,j:q,a;g

where the summation indices i and j run over all gg and gluon pairs. The
partonic cross section is denoted 6. The partons i and j carry momentum
fractions z;; of the proton and anti-proton. 5 = z; - z; - s is the effective
center-of-mass energy squared for the partonic process.

In lowest-order QCD, at O(a?), the two partonic subprocesses are quark-
antiquark annihilation and gluon-gluon fusion. The Feynman diagrams of
the leading order subprocesses are shown in Figure 2.6. The partonic cross
sections are of the form:

st 81 a? p
~qq—tty 4 — s 1 _]
) 273 [ ty

éﬂaf
9 5
7 41 o 2 1 1
5997t (5) = f;;s [(1+p+ p—) mith g (£+i’—6p)]
lwag
48 3

¢

¢

B, (2.8)
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g t 9 t 9 t
L K e

g t 9 t
Figure 2.6: Lowest order Feynman diagrams for the production of ¢t pairs at

the Tevatron. At Tevatron energies, the diagram involving quark-antiquark
annihilation dominates over those involving gluon-gluon fusion.

+
t 9

with p = 4m?/3 < 1. B = /T — p is the velocity of the top quarks in the
tt center-of-mass frame and v/3 the invariant center-of-mass energy of this
process. The relative enhancement of the gg cross section as compared to the
gg cross section by a factor of 3 has to be combined with the prominent ¢g
luminosity. As a result, at Tevatron energies the g§ — tt process dominates,
contributing 85% of the cross section and the gg — tt process contributing
15%. This is in contrast to the situation at the Large Hadron Collider
(LHC), where gluon fusion is the dominant reaction due to the large center-
of-mass energy of /s = 14.0 TeV. Table 2.2 shows the relative contributions
to the total #¢ cross section for the two colliders. The higher the center-of-
mass energy, the higher the contribution from the gluon fusion process. This
is due to the increased gluon luminosity, which is a result of the increased
z— and Q%—range and the dynamic evolution of the gluon density at low z.

At Tevatron energies, the uncertainty in the leading order cross section
calculation is large (~50%). Primary sources of uncertainties are the choices
of the scale y and its effect on a;. A smaller source of uncertainty are the
parton density functions and the mass of the top quark.

The calculation of the top quark production cross section at next-to-
leading order receives significant contributions from the threshold region
(\/§ = 2my) where there is a limited phase space for the emission of real
gluons. This leads to large, logarithmic corrections, which can be re-summed
in all orders in the perturbative expansion.

Physical observables are independent of the choice of the scale as long as
all orders in the perturbation are considered. At fixed order, variations of
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Table 2.2: Relative contributions to the leading order #t cross section for
the Tevatron Run I and Run IT and the LHC. The higher the center-of-mass
energy, the higher the contribution from the gluon fusion process, which is
due to the increased gluon luminosity.

qqg —tt gg—tt

Tevatron Run I (/s = 1.8 TeV, pp) 90 % 10 %
Tevatron Run II (/s =1.96 TeV,pp) 85 % 15 %
LHC (y/s = 14.0 TeV, pp) 10 % 90 %

the scale give an idea of the uncertainty of the calculation. Figure 2.7 shows
the results of the exact next-to-leading order (NLO) and the next-to-next-to-
leading order (NNLO) calculations, with next-to-next-to-leading logarithmic
soft gluon corrections (NNLO-NNLL) as a function of the mass of the top
quark. The dashed and dotted lines show the cross section at a factorization
scale of 5t and 2m; indicating the uncertainty of such calculations. The
NNLO is above the NLO cross section calculation and the factorization scale
dependence is reduced in the higher order calculation. The dependence on
the choice of the scale is reduced by taking higher order corrections into
account.

The numeric next-to-leading order result [24] with re-summation correc-
tion (NLL) for proton-antiproton collisions at 2 TeV is:

GPPHX (g, = 175 GeV, v/5 = 2 TeV) = 7.56 7010 pb1, (2.9)

A next-to-next-to-leading order prediction with next-to-next-to-leading
logarithmic accuracy [25] (NNLO-NNLL) predicts:

PP X (0 =175 GeV, /s = 2 TeV) = 8.870-10 pb=1 (2.10)

where the errors indicate the uncertainty from sub-leading terms.

A recent calculation [26], which includes additional sub-leading correc-
tions and new parton density functions, results in a noticeably smaller total
NNLO t#t cross section:

PP X (g, = 175 GeV, /5 = 1.96 TeV) = 6.77 £ 0.42 pb™', (2.11)

Deviations of the measured cross section from the theoretical prediction
could indicate effects beyond QCD perturbation theory. Explanations might
include substantial non-perturbative effects, new production mechanisms or
additional top-decay modes beyond the Standard Model.
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pp—>tf S”=2.0Tev
20 x‘.» T T T T

—
(4]

Cross section (pb)
a
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Figure 2.7: tt production cross section as a function of the top quark mass.
The cross section is calculated for exact NLO and NNLO-NNLL. The dashed
and dotted lines show the cross section at a factorization scale of % and 2
times the top mass, a measure of the uncertainty of the calculation.

Production of the Top Quark via the Weak Interaction

The top quark may also be produced singly via the charged current weak
interaction. Figure 2.8 shows the leading order diagrams for the s- and t-
channel processes and the Wt associated production. Table 2.3 shows the
cross sections at next-to-leading order for the individual subprocesses.

t Y

g
q Jﬂﬂmjﬂﬂﬂﬂﬂ

q t

Yy’ b b b W

Figure 2.8: Single top quark production via the weak interaction. The first
diagram corresponds to the s-channel subprocess, the second to the t-channel
and the third to Wt associated production.

The observation of single top production at the 5o level is expected to
require about 400 pb~—! integrated luminosity at the Tevatron [21]. The s-
and t-channels can be experimentally defined by the number of central b-
tagged jets. The t-channel results in jets which have slightly less energy and
are more forward, and is therefore, despite its higher cross section, more
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Table 2.3: Cross sections in pb at next-to-leading order in QCD for top
quark production via the weak interaction at the Tevatron and the LHC.
The uncertainties for the s- and t-channel processes are 5% and for the Wt
associated production about 10% [22].

o [pb] s-channel t-channel Wt
Tevatron (v/s = 2.0 TeV, pp) 0.9 2.1 0.1
LHC (/3 = 14.0 TeV, pp) 10.6 250 75

difficult to observe.

Single top production gives rise to the direct measurement of the CKM
matrix element Vj, which is of great interest. Under the assumption that
there are only three families in the Standard Model, Vy is constrained by
unitarity and the measurements of the light quark CKM matrix elements to
be within the range 0.9990-0.9993. Without this assumption, the range is
constrained to 0.08-0.9993 [21]. Since the electroweak single top production
cross section is proportional to |Vi3|2, this quantity can be inferred using the
branching ratio for ¢ — Wb extracted from a pair production signal.

2.1.4 Decay of the Top Quark

The top quark decays via weak interaction. The Standard Model predicts a
branching fraction B(t — bW) > 0.998, because |Vy| ~ 1. The next most
likely decay modes are the off-diagonal CKM decays t — sW and t — dW.
Flavor changing neutral current processes are not allowed at tree level and
loop-induced decays are highly suppressed.

The decay rate for ¢ — bW can be written as:

- —W - W § M 2.12
dly 2my (2m)"o7(t ) (2r)32Ew (27 32E,, M7 (212)

Neglecting the mass of the b quark I'j is expressed as:

g% mye 3 m%,V 2 m%,V

r, = 2 ) (1-22) (142X

o= g () (1 5) (1020)
~ 1.45 GeV (2.13)

Further radiative QCD and electroweak corrections [21] yield I', = 1.42 GeV.
The extremely short lifetime of the top quark is given by:
_h
T = T
~ 4.6-107% s. (2.14)

¢
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The lifetime 7, is O(10) times shorter than the characteristic time scale for
hadronization. As a consequence the top quark decays before it is affected
by hadronization and is therefore a particularly suitable candidate for ex-
perimental studies of a bare quark.

2.1.5 Signature of ¢t Events

A tt pair decays almost exclusively into two W bosons and two b quarks.
The W boson decays into leptons and quarks. All three leptonic W decays
are kinematically allowed. Hadronic W decays produce first and second
generation gq’ pairs with a color factor of three for a subtotal of six potential
decay paths. Together with the three leptonic W decays, there are nine
possibilities, see Table 2.4. The resulting final states for ¢f events are shown
in Table 2.5, where j indicates a light quark from a hadronic W decay. Four
signatures can be distinguished: the di-lepton category, the lepton-plus-
jets category, the all-hadronic category and the 7 channels. A fraction of
21% of all events which result in the 7 channels are hard to identify in a
hadron collider environment due to the possible subsequent decay of the 7
in leptons or hadrons. Figure 2.9 shows a pie chart of the ¢t decay channels
distinguished by the decay of the two W bosouns.

B e-e (1/81)

B mu-mu (1/81)
B tau-tau (1/81)
B e —mu (2/81)

Bl e -tau (2/81)

[l mu-tau (2/81)
O etjets (12/81)

B mu+jets (12/81)

B tau+jets (12/81)

O jets (36/81)

Figure 2.9: Pie chart of the ¢ event decay channels.
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Table 2.4: Leading-order branching fractions of the real W~ boson.

decay mode BR
W~ —> ev 1/9
W~ = upm, 1/9
W - T, 1/9
w- - du  3/9
w- - s¢ 3/9

Table 2.5: tt decay channels. The charge conjugated final states are implied.

decay mode BR
tt =  etvee Tebb 1/81
tt — e+1/e;f7ubb_ 2/81
tt = ptu,puT.bb 1/81
tt — di-lepton 5%
tt = etuejjbb 12/81
tt —  ptu,jjbb 12/81
tt —  lepton-plus-jets 30%
tt —  jjjjbb 36/81
tt  —  all-jets 44%
tt — 7 final states 21%
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2.1.6 Signature of ¢ Events in the u + Fr + Jets Final State

In this thesis the u-plus-jets final state is discussed, where the experimental
signature is:

e one muon from a leptonic W decay with high transverse momentum.

e missing transverse energy (Zr) from the neutrino emission of the lep-
tonic W decay.

e four jets, two from b quark hadronization and two from the hadronic
W decay.

A sketch of a tt event is shown in Figure 2.10

Figure 2.10: Sketch of a tf event in the u-plus-jets final state.

Figure 2.11 shows the pr and 7 distributions at tree level of the muon
and the neutrino from the W decay in simulated ¢ events. Due to the V-A
structure of the W decay, the neutrino has on average a higher pr than the
muon. The bottom quark from the top decay and the light quarks from
the decay of the second W are shown in Figure 2.12. The pr distribution
of the softest parton, the |n| distributions at tree level of the most forward
parton and the distance in AR, where AR = /A¢? + An? between the
muon from a W decay and neighboring quarks in simulated ¢¢ events are
shown in Figure 2.13.

Event displays with different views of the D@ detector are shown for a
simulated ¢ event in the u-plus-jets final state in Figures 2.14, 2.15 and 2.16.
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Figure 2.11: py and 7 distributions at tree level of the muon (black) and
the neutrino (light grey) from the leptonic W decay in simulated ¢t events.
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Figure 2.12: pr and 7 distributions at tree level of the b-quark (black) and
light quarks (grey) from the hadronic W decay in simulated ¢t events.
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Figure 2.13: The pr distribution of the softest parton, the |n| distributions
at tree level of the most forward parton and the distance in AR between
the muon from a W decay and neighboring quark in simulated ¢t events.
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Figure 2.14: The transverse energy in the 7-¢ plane of the DO calorimeter
for a simulated ¢t event in the p-plus-jets final state. Dark grey (grey)
boxes are energy deposition in the electromagnetic (hadronic) calorimeter.
The light grey box indicates the imbalance of the event in the transverse
plane measured in the calorimeter.
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Run 2622 Event 5 Tue Nov 25 17:56:05 2003

E scale: 66 GeV

Figure 2.15: The r-z view of the DO detector for a simulated ¢t event in
the p-plus-jets final state. The grey, dark grey and light grey boxes indicate
reconstructed segments in the muon chamber. The off-center tracks are
produced in an underlying proton-antiproton event.

Run 2622 Event 5 Tue Nov 25 17:56:06 2003

ET scale: 44 GeV —

Figure 2.16: The x-y view of the DO detector for a simulated ¢f event in the
pu-plus-jets final state.
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2.2 W-plus-jets Background Events

The dominant background for the ¢Z cross section analysis in the u-plus-jets
final state are W + 4 jets events. In these events, the W boson is produced
via electroweak interaction while the jets result from QCD processes. Fig-
ures 2.17, 2.18 and 2.19 show some Feynman diagrams for the W + 0 parton,
W +1 parton and W42 parton processes. With each additional parton a ver-
tex proportional to y/a; is added. The lowest order matrix elements for the
W-plus-jets processes at hadron colliders have been computed for n < 4 [27]
using various techniques to control the rapid growth of the number of con-
tributing Feynman diagrams as the number of partons increases. The cross
section is obtained from Monte Carlo integration of the final state parton
phase space. An effective scaling law (Berends scaling) has been found which
relates the cross section of W + n jets production with W + (n + 1) jets:

o (W + (1 + Djess) _

2.15
(W + njets) ( )
q
w
NS NN
q

Figure 2.17: Feynman diagram for the W + 0 parton process.

i

Figure 2.18: Some examples of Feynman diagrams for the W + 1 parton
process.



22 CHAPTER 2. THEORETICAL ASPECTS

q W
q
g
q g
q w q w
g g
q q
g q q g
q W
q
[¢]
g q

Figure 2.19: Some examples of Feynman diagrams for the W + 2 partons
process.



Chapter 3

Experimental Environment

At present, the FERMILAB Tevatron is the world’s highest-energy collider.
Beams of protons and anti-protons collide at a center-of-mass energy of
1.96 TeV. Two detectors, CDF and D@, both consisting of many different
detection subsystems, are located in the Tevatron beamline. The particle
collisions take place in the center of these detectors where signals of the
resulting final state particles are recorded for offline analysis.

During the data-taking period from 1992 to 1996 (Run I), the Tevatron
experiments CDF and D@ collected about 125 pb~! of pp collision data at a
center-of-mass energy of 1.8 TeV. The new data-taking period (Run IT) has
started in March 2001 and is expected to deliver between 4 fb~! and 9 fb~!
by the year 2009. The upgrade of the FERMILAB accelerator is designed
to provide collisions at center-of-mass energy of 1.96 TeV and an initial
luminosity of 8.6 - 103tcm 2?5~ 1.

The following sections describe the Tevatron accelerator complex at
FERMILAB and the D@ detector.

3.1 The Tevatron Collider

The Tevatron at FERMILAB is the last stage of accelerators which produce
high energy proton and anti-proton beams. The design and operation of
this accelerator chain is described in detail in [28, 29], and therefore only a
brief description is given here. A sketch of the accelerator facilities is shown
in Figure 3.1.

A 400 MeV proton beam is produced from hydrogen, accelerated by a
Cockroft-Walton accelerator followed by a 165 m linear accelerator. The
electrons are stripped off as the ions pass through a carbon fiber foil. The
protons are accelerated to 8 GeV in the Booster synchrotron ring before
being transferred to the Main Injector where the particles are accelerated
to 150 GeV. The Main Injector arranges the protons into a bunch structure
before delivering them to the Tevatron where the proton bunches are finally

23
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Extracted Beams

Cockroft-Walton

Target Hall /.

Main Injector Anti-Protons

\/

TEVATRON

Figure 3.1: The accelerator facilities at FERMILAB with the two detectors
CDF and D@.

accelerated to 980 GeV.

Proton bunches from the Main Injector are also used to produce anti-
protons. A proton beam of 120 GeV is directed at a nickel/copper target.

The anti-protons produced are accelerated to 8 GeV and accumulated.
Once the number of anti-protons is sufficiently large, the anti-protons are
passed to the Main Injector where they are accelerated to 150 GeV for
transfer into the Tevatron.

In Run II, 36 bunches of protons and 36 bunches of anti-protons are
delivered to the Tevatron with 396 ns bunch spacing. The 36 bunches in the
proton and anti-proton beam are organized into three super-bunches, with
a 2 us gap between each super-bunch. The CDF and D@ experiments are
located at two of the six possible interaction points around the ring.

Figure 3.2 shows the integrated luminosity per week and total integrated
luminosity for Run II from May 2001 until September 2003. The initial
luminosity for each store is shown in Figure 3.3.
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Figure 3.2: The integrated luminosity per week and total integrated lumi-
nosity for Run II from May 2001 until September 2003 in pb—1.
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Figure 3.3: The initial luminosity for each store for the Tevatron Run II
from May 2001 until September 2003.
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3.2 The DO Detector

The DO detector is a large multi-purpose detector. It has been designed
to precisely measure electrons, muons, jets, and missing transverse energy.
The Run IT D@ detector was built on the strength of the Run I detector:
excellent lepton identification [30]. The detector consists of a vertex de-
tector, precision tracking detectors, a finely segmented hermetic and almost
compensating liquid argon calorimeter, a muon spectrometer and a fast data
acquisition system with three levels of online trigger. The most substantial
improvement to the D@ detector in Run IT is the tracking system which
consists of a silicon vertex detector and a scintillating fiber detector within
a solenoidal field of 2 T.

The DO coordinate system is right-handed with the z-coordinate point-
ing along the proton direction, the x-coordinate pointing towards the center
of the ring and the y-coordinate pointing upwards. A useful set of coordi-
nates are polar coordinates (r, ¢), defined by:

r o= Vaz+y? (3.1)
¢ = tan L
x
The pseudo-rapidity 7 is a convenient choice for the polar angle 8 at hadron
collider as the multiplicity of high energy particles is roughly constant in 5

in QCD production.
0
n = —Intan 7" (3.2)

Figure 3.4 shows a cross-sectional view of the Run IT D@ detector. In
the following sections, a brief overview of each detector subsystem and its
performance is given with emphasize put on the components used in this
analysis. A more detailed description of the D@ detector can be found
in [31, 32].
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Figure 3.5: Cross-sectional view of the DO tracking and pre-shower system.
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3.2.1 The Tracking System

The purpose of the tracking system is to measure the momentum, direction
and charge of particles produced in a collision. A particle with non-zero
charge ¢ and momentum p in a solenoidal magnetic field along the z direction
of strength B will travel along a helix with radius r given by:

_ pr[GeV]
r[m] = 70"—5 vk (3.3)

where pr = ,/pZ + p2. The transverse momentum of a particle is given by

the measurement of the track curvature in the r — ¢ plane. The track direc-
tion in the r — z plane completes the measurement of the three-dimensional
momentum vector of the particle. An important purpose of the silicon ver-
tex detector is to identify tracks from particles that do not decay at the
primary interaction point. It is used to reconstruct the decay vertex of
hadrons containing bottom quarks and to extend or improve track-finding
and momentum resolution.

The DO tracking system (Figure 3.5) has been completely rebuilt for
Run IT [31]. It consists of a silicon vertex, a scintillating fiber detector and
benefits from a 2 Tesla solenoid field from a coil surrounding the tracking
volume at a radius of approximately 60 cm.

Silicon Vertex Detector

The silicon vertex detector (Figures 3.6 and 3.7) is made of six barrels cen-
tered around the beam-pipe close to the interaction point, twelve disks in
between and at the end of the barrel segments (F-Disks) and four large disks
in the forward region (H-Disks). The design was driven to cover the long
luminous region along the beam direction (25 ¢cm root mean square) and to
study b-hadrons produced in the forward region down to a pseudo-rapidity
of 3.0. Table 3.2.1 lists some specifications of the silicon vertex detector.

H-Disk 1
H-Disk 4

Barrel 1 Barrel 4 Barrel 6 i e |
Beam Plpe ' A
L "

ﬁb 3 Jf
F- DISk 1 v - y

F-Disk 11 N AN

F-Disk12 ' ° P

Figure 3.6: Schematic 3D view of the silicon vertex detector.
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Figure 3.7: xy-view of the silicon vertex detector barrel structure with four
super-layers.

Assemblies made of kapton flex circuits laminated to Be substrates (high
density interconnects or HDIs) are used to hold the read out chip, SVXIIe [33].
The SVXIIe has 128 channels, each with 32 cell analog pipeline and an 8-
bit ADC. It features 53 MHz read out speed, sparsification, down-loadable
ADC ramp, pedestal, and bandwidth setting. Figure 3.8 shows the read out
chain of the silicon vertex detector. The HDIs are connected by 2.5 m long
kapton flex cables to adaptor cards (AC) located at the face of the central
calorimeter. The ACs transfer the signal and power supplies of HDIs to
10 m long high mass cables which connect to interface boards (IB). The IBs
supply and monitor power to the SVXIle chips, distribute bias voltage to
the sensors and refresh data and control signals traveling between the HDIs
and the sequencers. The sequencers control the operation of the chips and
convert their data into optical signals carried over 1 GB/s optical links to
VME read out Buffer boards. The VME readout buffers receive and hold
the data pending a Level-2 trigger decision.

The detector has been very stable since the beginning of data taking
two years ago. Figure 3.9 shows the fraction of disabled silicon vertex de-
tector modules. Out of the total 793k channels, about 85% are currently
operational. In order to keep the total dead-time of the experiment below
5%, “problematic” detectors were disabled [34]. The increased Level 1 rate
(1.5 kHz) in May 2003 is correlated with the increased number of disabled
devices. In addition about 10% of the F-Disks are affected by noise. The
lifetime of the silicon vertex detector due to radiation damage will be lim-
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Figure 3.8: Read out chain of the silicon vertex detector.

ited by micro-discharge [35] breakdown in the inner four barrels [36]. Higher
voltages are needed after radiation to bias the detectors. The effect of micro-
discharge formation will start to have significant impact at bias voltages of
150 volts. This translates into an integrated luminosity of 3.6 fb—!, where
the uncertainty is estimated to be 50%. Figure 3.10 shows the depletion
voltage as a function of the dose and the number of shorted channels as a
function of the bias voltage.

Only strips above a given threshold and their neighboring strips are read
out during normal data taking. The SVX chip allows one threshold for its
128 channels, which is determined in special calibration runs. In calibration
runs, the detector is operated in full readout mode and pedestals and their
fluctuations are recorded. Figure 3.11 shows a typical pedestal distribution
and the variation as a function of the channel number for three chips. The
threshold is calculated from the average pedestal plus six ADC counts, which
corresponds to three times the pedestal fluctuation of two ADC counts. One
ADC count corresponds to 0.3 fC and the signal (most probable value) of a
minimal ionizing particle is about 25 ADC counts (4 fC).
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Figure 3.10: Measured depletion voltage as a function of accumulated radia-
tion dose (top). Coupling capacitor breakdown for a typical Micron detector
with 648 channels. The number of shorted channels is shown as a function
of the depletion voltage (bottom) [36].
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Figure 3.11: Pedestal distribution (left) and noise (right) for three SVX
chips. The threshold is calculated from the average pedestal per chip plus
six ADC counts.

Table 3.1: Specifications of the Silicon Vertex Detector [37].

Barrels F-Disks H-Disks
#Channels 387072 258 048 147 456
Sensors s/d-sided  double-sided single-sided
Stereo 0°,2°,90° +£15° +7.5°
#Modules 432 144 96 pairs
Si area 1.3 m? 0.4 m? 1.3 m?
Inner radius 2.7 cm 2.6 cm 9.5 cm
Outer radius 9.4 cm 10.5 cm 26 cm

Maximal |z|  38.4 cm 54.8 cm 120 cm
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Scintillating Fiber Tracker

The scintillating fiber detector consists of layers of scintillating fibers ar-
ranged in 8 cylindrical super-layers between radii of 20 and 60 cm, each
layer containing a layer of axial fibers and a layer of 3° “stereo” fibers. The
detector allows tracking with all layers in pseudo-rapidity || < 1.62 and is
part of the first level trigger decision. The scintillating fiber detector is com-
posed of 830 pm diameter scintillating fibers, providing a cluster resolution
of about 100 pum. The single hit efficiency was measured to be 99% [38].
When a charged particle traverses one of the fibers, the scintillator emits
light, which is transmitted by total internal reflexion to the end of the fiber
and then transported inside a waveguide to a visible light photon counter
(VLPC). The visible light photon counters are situated in a liquid Helium
cryostat and operates at a temperature of 9K. The VLPCs detect photons
with a quantum efficiency of 85% and provide charge of about 30 to 60k
electrons per photon. Figure 3.12 shows a schematic view of the scintillat-
ing fiber detector elements for a single fiber. A minimum-ionizing particle
creates an average of eight photo-electrons per layer, depending on the angle
between the scintillating fiber and particle trajectory.

/ 2.5m Scintillating Fiber |

/Mirrored Fiber End Optical Connector /
\ 10-11m Clear
Waveguide\

: / SIFT / SVXII
Optical Connector

Cryostat (9 K)

Cassette

VLPC /

Figure 3.12: Schematic view of the scintillating fiber detector elements for
a single fiber.
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Solenoid Magnet

The momenta of charged particles are determined from their curvature in
the 2 Tesla magnetic field provided by a 2.7 m long superconducting solenoid
magnet [39]. The superconducting solenoid, a two layer coil with mean ra-
dius of 60 cm, has a stored energy of 5 MJ and operates at 10 K. Inside
the tracking volume, the magnetic field along the trajectory of any particle
reaching the solenoid is uniform within 0.5%. The uniformity is achieved in
the absence of a field-shaping iron return yoke by using two grades of con-
ductor. The superconducting solenoid coil plus cryostat wall has a thickness
of about 0.9 radiation lengths.

Tracking performance

Hits from both tracking detectors are combined to reconstruct tracks. The
momentum resolution of the tracker for minimal ionizing particles can be
parameterized as:

olp 1) = V(S - \/coshz)2 + (C 'pT)Q’ (3.4)

where p is the particle momentum and 7 is the pseudo-rapidity. S accounts
for the multiple scattering term and C represents the resolution term. A
study [40] of Z — u*p~ events has found S = 0.015 and C = 0.0018.

To calibrate the tracker, meson and baryon resonances are used. The
process Ky — w7~ is measured with a width of ¢ = 7 MeV and A —
ptn~ with 0 = 3 MeV (Figure 3.13). The reconstruction of secondary
vertices is crucial to identify b-hadrons. The impact parameter resolution is
shown as a function of transverse momentum in Figure 3.14. As an example,
the reconstruction of processes £+ — A%r® and Q* — A°K# is shown in
Figure 3.15, where multiple tracks with impact parameter of the order of
centimeters are reconstructed.
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Figure 3.14: Impact parameter resolution measured in data (stars) and in
simulated single muon events (dots). The line shows a fit to the MC. [42]
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Figure 3.15: Invariant mass distributions for the processes Z* — A% (top
left) and QF — A°K¥* (bottom left). The reconstruction of the processes
are examples of events with multiple tracks with impact parameter in the
order of centimeters. A sketch of the decay =~ — A7~ — pTn 7~ is also
shown (right). [41]
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3.2.2 The Calorimeter System

The calorimeter is used for the identification and energy measurement of
electrons, photons, jets and missing transverse energy. The calorimeter sys-
tem is segmented longitudinally into electromagnetic and hadronic calorime-
ters. The electromagnetic calorimeter measures the energy of electrons
and photons and has improved position measurement at the point of max-
imum shower development. The hadronic calorimeter measures the energy
of hadrons as they interact with the material of the calorimeter. Muons
only deposit a small amount of energy due to ionization. Neutrinos deposit
no energy in the detector, but the absence of energy deposition results in
a momentum imbalance in the transverse plane. The imbalance is called
missing transverse energy.

The Liquid Argon Calorimeter

The DO calorimeter is designed to measure the total energy of most particles
produced in pp collisions. The basic unit of the calorimeter is a cell, which
consists of layers of absorber (U and Fe) and an active layer of liquid argon.
The latter is ionized by the charged particles within a shower. The ionized
charge represents a fraction of the energy of the shower and is collected on a
copper plate within each cell (Figure 3.16). The DO calorimeter construction
and geometry [30] (Figure 3.17 and 3.18) have not changed for Run II of
the Tevatron. A detailed description of the calorimeter can be found in
[30, 47]. The central calorimeter (CC) is made of 32 wedge-shaped modules.
The electromagnetic (EM) section (LAr+U) has 4 cylindrical floors (EM1-4)
representing 2+2+7+10 radiation lengths at n = 0. The hadronic (HAD)
section consists of 7 interaction lengths of liquid argon, uranium and copper.
It has 4 cylindrical floors (FH1-3 and CH), the FH1 also plays the role of
a tail catcher for the electromagnetic showers. The lateral segmentation in
n and ¢ is 0.1 x 27/64 ~ 0.1 x 0.1 for all floors except in the EM3 floor
were the granularity is doubled both in  and . The cells are arranged in
projective towers of An x Ap = 0.1 x 0.1.

The Pre-Shower Detectors

The central and forward pre-shower detectors (Figure 3.5) are designed to
improve the electron identification and to restore the energy resolution which
is degraded compared to Run I by the presence of the solenoid. Scintillating
fiber detectors with axial and stereo views are installed between the solenoid
and the calorimeter in the central (CPS) and the forward (FPS) region.
Scintillating light produced from the passage of charged particles is collected
by wavelength-shifting fibers and piped through clear fibers to the visible
photon counters in the same way as explained for the scintillating fiber
detector in Section 3.2.1. To induce showering, thin layers of lead are placed
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Figure 3.16: Schematic view of a calorimeter cell (top) and the read out
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in front of the scintillators. The pre-shower detector works in combination
with the central tracking system to distinguish photons from electrons and
from hadronic tracks. Photons produce no track in the fiber tracker, but
after interacting in lead, they leave a cluster of energy in the pre-shower
detector. Electrons have a track and a similar cluster of energy in the pre-
shower detector. Muons do not deposit much energy in the lead and leave
only a minimume-ionizing hit in the pre-shower detector. The pre-shower
detectors are discussed in more detail in [43] and [44].

The measured spatial resolution of the central pre-shower detector is
about 1.5 mrad in ¢ and 2.5 cm in z direction. The forward pre-shower
detector measured a spatial resolution of 3.6 mrad. The hit efficiency mea-
sured with Z — eTe ™ events is 95-99% [45]. The pre-shower detectors were
still being commissioned while the data sample analyzed in this thesis was
collected.



3.2. THE D@ DETECTOR 39

Quter Hadronic
(Coarse)

Middle Hadronic
(Coarse & Fine)

s
o=

=7

=

o
——X
—
——
——)
%

—

——O

7 /§_
/4 N
A

N ‘ZZ///%

§'z’

N

||||||||

Coarse Hadronic

Inner Hadronic

(Coarse & Fine) Electromagnetic

Figure 3.17: Cutaway view of the DO calorimeter.

The Inter-Cryostat Detectors

To improve the coverage between the central and the forward calorimeter,
the region 0.8 < |n| < 1.4 scintillator detectors are installed (Figure 3.5
and 3.18). Arrays of scintillating counters (ICD) are mounted on the front
surface of the end cap calorimeter. The segmentation of AnxAp =0.1x0.1
matches exactly the liquid argon calorimeter geometry. In addition, separate
single-cell structures, called massless gaps are installed both in the central
calorimeter and in the end cap calorimeters.

Energy resolution

The performance of the calorimeter modules was tested with pion and elec-
tron test beams of energies between 10 and 150 GeV [30]. The relative
resolution as a function of energy can be parameterized as:

OE / S2 NZ



40 CHAPTER 3. EXPERIMENTAL ENVIRONMENT

U~ NO O A~ N

Figure 3.18: Cross section view of a quarter of the DO calorimeter.

Table 3.2: Test-beam results for calorimeter resolution parameters.

Particle C S N

e 0.014 0.135VGeV  0.14 GeV
0.032 0.41vV/GeV 1.3 GeV

where the constants C, S and N represent calibration errors, sampling fluc-
tuations and noise contributions. The test-beam results are summarized in
Table 3.2. The energy resolution for jets reconstructed only in the calorime-
ter measured in Run II data, Run II MC and Run I data [46] is shown in
Figure 3.19. It can be seen that the performance achieved in Run I can not
be reproduced with the Run IT detector due to additional material from the
tracker, pre-shower and solenoid magnet.

Known di-electron resonances can be used to improve the calibration of
the detector by comparing calorimeter measurements with results obtained
with the central tracking system. Figure 3.20 shows the di-electron invariant
mass spectrum measured with the calorimeter (left) and the central tracker
(right). Figure 3.21 shows the di-electron invariant mass spectrum in the
region of the Z° boson mass.
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and Run I data (dark grey). The black dotted line indicates the resolution
from the intrinsic imbalance of the events [46].
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Figure 3.20: Di-electron invariant mass spectrum measured with the

calorimeter (left) and the central tracker (right). The J/¥ and T can clearly
be seen [48].
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3.2.3 The Muon System

The muon system is the outermost part of the D@ detector (Figure 3.22
and 3.23). The muon detection strategy relies on the penetration power of
muons through material since they do not undergo hadronic interaction but
only loose energy by ionization. Several meters of high-density material ab-
sorb almost all hadrons. Any charged particle that penetrates this material
is defined to be a muon. The purpose of the D@ muon system is to identify
and to measure charge and momentum of muons.

Forward
Scintillators

Beam
Shielding

=

Toroid
%1 Magnet
Forward *‘L*\\_N_
Drift Chambers

Figure 3.22: A cut-away view of the muon system.

The muon spectrometer consists of three subsystems: Proportional Drift
Tubes (PDTs), Mini Drift Tubes (MDTs) and scintillation counters [31].
The PDTs provide tracking coverage for pseudo-rapidity |n| < 1.0. The
forward muon tracking system uses planes of mini drift tubes and extends
the muon detection to |n| = 2.0. The scintillator counters are used for trig-
gering and for cosmic and beam related muon rejection. Toroidal magnets
and special shielding complete the muon system. Each system has three
layers called A,B and C. The A layer is innermost and located between the
calorimeter and the iron of the toroid magnet. B and C layers are located
outside the iron. In the region directly below the calorimeter, only partial



44 CHAPTER 3. EXPERIMENTAL ENVIRONMENT

Mini-Drift Tubes (MDT) Proportional Drift Tube (PDT)

A layer MDTs
Muon

B layer MDTs ) Toroid C%s;gc C layer PDTs
| l < B layer PDT:

C layer MDTs N ye S
\1 =) --::::: layer PDTs

Shielding . A-D
e Scint. Counters
[ 9.0.0.0.0.0_ A',AQA X
C Pixels
B Pixels 1 e
cint.

A Pixels

Figure 3.23: Side view of the muon system with Proportional Drift Tubes
(PDTs), Mini Drift Tubes (MDTs), scintillator counters, toroid magnet and
shielding.

coverage by muon detectors is possible. The support structure for the DO
detector and readout electronics is located in this region.

The detector thickness is in the range of 5-9 interaction lengths in the
calorimeter, and in the range of 7-9 interaction lengths in the iron. The
most probable value for the energy loss of a muon in the calorimeter is
1.6 GeV and about 1.7 GeV in the iron. The momentum measurement is
corrected for this energy loss. In the following the subsystems of the muon
spectrometer are discussed.

Toroid Magnet

The toroid magnet [39], located between the first and second layer, allows
a measurement of the muon momentum. The central toroid is centered at
317.5 cm off the Tevatron beam-line. In order to give access to the inner
portions of the D@ detector, the central toroid is split in 3 parts. A bottom
section gives support for the calorimeter and tracking detectors. The central
toroid is completed by two movable c-shaped shells. The two forward toroid
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magnets are located at 447 < |z| < 600 cm. The coils carry currents of
1500 A and result in an internal field of 1.8 T.

Proportional Drift Tubes

In the central muon system, the drift chambers hold a row of 24 cells, each
with a sense wire running parallel to the magnetic field lines in the toroid
magnet. The cells have a cross section of 5.5 cm x 10 cm and are 240 cm
long. The inner layer (A-layer) is four chambers deep and the outer layers
(B and C-layer) are three chambers deep. The drift distance corresponds to
the z coordinate, with expected resolution of around 0.5 mm. The PDTs
are discussed in more detail in [50].

Mini Drift Tubes

The design of the forward muon system is made of individual tubes with 8
cells of 1 cm x 1 cm cross section, each holding one wire. As in the central
system, the A-layer is four layers deep at |z| = 447 cm. The B and C-layer
are each three layers deep, lying at |z| = 630 cm and |z| = 827 cm. Shielding
around the beam-pipe has been implemented to reduce the radiation dose
from beam remnants. The MDTs are discussed in more detail in [51].

Scintillator Counter

Scintillator counters are installed both in the central and forward (Pixels)
regions: 2 or 3 layers of scintillator pixels in the forward, A-layer counters
and BC counters in the central region. Scintillator time is read out with both
a 15-20 ns “trigger” gate, and a 80-100 ns “read out” gate. The counters
have a ¢ segmentation of 4.5 degrees and are used for triggering, cosmic ray
veto, beam related muon rejection and track reconstruction. The scintillator
counters are discussed in more details in [52].

Performance

The performance of the muon system combined with the central tracker is
shown in Figure 3.24 where the di-muon invariant mass is shown at the J/¥
mass and at the Z° mass.

The momentum resolution of the muon system has been studied using
reconstructed muons for which a central track was associated. The mo-
mentum resolution for muons as measured by the muon system, o(p;)/p:,
varies between 0.1 for low-momentum muons and 0.5 for muons with p; >
50 GeV [53]. Details of the trigger and reconstruction efficiency are discussed
in Chapter 6.
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Figure 3.24: Di-Muon invariant mass spectrum at the J/¥ mass (left) and
at the Z° mass (right) [54].

3.2.4 The Trigger and Data Acquisition System

A particular challenge of hadron collider physics is the necessity to select
a very small fraction of interesting events out of the very large number of
hadron-hadron interactions. An event can fail the trigger because it was
recognized as a less interesting process, because it was mistaken for a less
interesting process (trigger inefficiency), or because the trigger or data ac-
quisition systems were busy processing previous collisions (dead time). At
the Tevatron an input rate of 7.5 x 10° bunch crossings per second must be
reduced to the final rate of 50 Hz, a limit given by the offline reconstruction
capabilities. In D@, this rate is reduced in three steps where each step uses
an increased read out precision and object quality.

Level 1 Trigger

Information from the first trigger stage (Level 1) provides a deadtime-less
trigger decision within 4.2 us with an accept rate of 2 kHz. Each front-end
digitizing crate has sufficient memory to retain data from 32 bunch crossings.

The trigger decision is made by a framework built of field programmable
gate arrays (FPGA’s). The information consists of simple objects created
in the individual subdetectors. The analysis presented in this thesis relies
primarily on the calorimeter and the muon trigger system.

The Level 1 calorimeter trigger is segmented into towers of Anp x Ap =
0.2 x 0.2. The transverse energy in a tower of the cells in the EM layers is
used to identify electromagnetic objects, while the total transverse energy
is used to identify jets. The calorimeter provides triggering in |n| < 2.5 for
electrons and |n| < 4.0 for jets. The calorimeter trigger coverage has been
increased during the first two years of Run II data taking from |n| = 0.8 to
In| = 3.2.

A calorimeter trigger requires E7 above a preset threshold in one or more
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calorimeter trigger towers. Additional trigger terms are possible for global
quantities or trigger tower sum such as total Ep, total energy and missing
Er. Those terms are not yet available for Run II at the time of writing of
this thesis.

The Level 1 muon trigger includes scintillation counters, drift tubes and
the central fiber tracker. The trigger decision can be based on four thresh-
olds, three pseudo-rapidity regions, three track qualities and multiplicities.
However, for most of the data analyzed in this thesis a trigger based only on
scintillator hits has been used. The “tight all region muon scintillator trig-
ger” requires hits in the A and B/C-layer and allows triggering in |n| < 2.0.

Level 2 Trigger

The second stage (Level 2), is made of hardware engines associated with
specific detectors and a single global processor which tests for correlations
between Level 1 triggers. Level 2 has an accept rate of 1 kHz at a maximum
dead-time of 5% and a maximal latency of 100 us. The Level 2 trigger passes
events to the Level 3 system.

Figure 3.25 shows the design of the D@ Level 1 and Level 2 trigger. The
components currently being commissioned are shown in light grey.
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7.5 MHz 2 kHz
Calorimeter L1 Cal L2 Cal

Pre—Shower L1PS L2 PS
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i
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Figure 3.25: The design of the D@ Level 1 and Level 2 trigger. The compo-
nents currently being commissioned are shown in light grey.
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Level 3 Trigger

The third stage (Level 3) uses a collection of approximately 100 farm nodes
running an online version of the event reconstruction code to reduce the
input rate of 1 kHz to approximately 50 Hz. The online version of the event
reconstruction is optimized to fit into the timing requirements (~50 ms) at
Level 3.

When an event satisfies the Level 2 condition, the data from the roughly
80 readout crates is sent to a single farm node, where event reconstruction
takes place. Filters can select events based on physics quantities. A single
farm node handles events at a rate of 10-20 Hz. Events that pass a Level
3 filter are sent from the farm node to a collector, which in turn sends
the events over Gbit/s optical ethernet to the Feynman Computing Center,
where the events are written to tape for offline analysis.

3.2.5 The Luminosity System

To measure the luminosity of the recorded data, inelastic pp interactions
are counted by the luminosity system. Two scintillator systems are placed
around the beam pipe in front of the end cap calorimeter at approximately
+135 cm down the beamline from the nominal interaction point (Figure 3.26).
Whenever an inelastic interaction occurs, the remnants of the incident pro-
ton and anti-proton give pairs of time correlated hits in the scintillators. The
difference in the arrival times provides a fast measurement of the z vertex
position with a precision of ~ 6 cm . The number of time correlated pairs
of hits (scalers) is recorded. Every minute, the scalers are read out and a
unique identifier called luminosity block number (LBN) is attributed. This
number flags every event recorded during the same period of time. Thus,
every event is uniquely identified by a run number, an event number and a
luminosity block number.

The fraction of the total cross section accepted by the luminosity mon-
itors has not yet been computed in detail for the Run II monitors. The
calculation relies on the acceptance and efficiency of the luminosity detec-
tors and the precise relative positions of the beams. The measurement of
the luminosity also depends on the total pp cross section. Based on the
experience of Run I counters which were very similar to the one presently
used, a value of

Oeff = 43 £ 4mb, (3.6)

is estimated to be the effective cross section, the 10% relative error being
very conservative [55]. This number is used to compute the luminosity for
the various triggers during the various data taking and processing periods.
A detailed discussion of the luminosity calculation is given in Appendix B.
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Figure 3.26: Schematic view of the luminosity system in transverse view
(left) and r-z view (right).

3.2.6 The Forward Proton Detectors

A set of proton spectrometers is installed along the beam-line in both the
proton and the anti-proton direction, as shown in Figure 3.27. The system
consists of scintillating fiber detectors in two Roman pot stations placed
behind the bending dipole magnets on the outgoing anti-proton side and in
four roman pot stations behind the quadrupole magnets on both sides. The
system provides a measurement of the proton scattering angle and fractional
energy loss to study diffractive and elastic pp collisions.

Reconstructed tracks are used to measure the momentum transfer £ and
the four-momentum transfer squared |¢|. The forward proton detector covers
the region 0 < ¢ < 4.5 GeV?, with the high |¢| branch never being explored
at Tevatron energies [56]. Figure 3.28 shows first results of the forward
proton detector system. The £ distribution after various level of corrections
and the ¢ distribution is shown. The minimal value of ¢ is determined by
how close the Roman pots are positioned to the beam.
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Figure 3.27: Roman Pot Detectors (D1, D2, A1, Ag, Pi, P,), placed along the
beam-line.
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Chapter 4

The Event Reconstruction

Information collected with the D@ detector consists of almost one million
channels per event. The challenge of the event reconstruction is to process
these channels and provide an accurate estimate of the kinematics of the
interaction.

The signature of a top candidate in the p-plus-jets channel is a high
transverse momentum, isolated muon, and missing transverse energy from
a leptonic W decay and four jets, two from a hadronic W decay, and two
from the b quarks.

Algorithms have been developed to identify these muons, neutrinos and
jets and are optimized to provide the best possible measurement of the
magnitude and direction of their momenta.

In the following sections the reconstruction for the objects analyzed in
this thesis is described. In the last section of this chapter calorimeter failures
and their corrections are discussed.

4.1 Primary Vertex

The space point of the interaction between the proton and the anti-proton
is called the primary vertex. The primary vertex position is crucial for an
accurate estimate of the transverse momentum of the jets and the missing
transverse energy. The incorrect reconstruction can result in increased trans-
verse momenta and missing transverse energy and therefore an increased
contribution from instrumental background. Due to soft underlying events
and misreconstruction it is possible to reconstruct more than one candidate
vertex. The primary vertex reconstruction consists of three steps:

e track selection
e vertex finding

e vertex selection

o1
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The primary vertex is limited by the size of the beam-spot, which is of the
order of ~ 30 pm in z- and y- direction and of some ten cm along the beam
axis. Tracks are selected if they are consistent with originating from the
beam-spot.

A pre-vertex is reconstructed from the sample of selected tracks and all
tracks inconsistent with the vertex position are removed iteratively, until
the vertex is established [57]. The procedure is repeated with the remaining
tracks.

It is possible to reconstruct more than one primary vertex in an event,
due to a second hard scattering process in the same bunch crossing. The
selection of the primary vertex can be based on the track multiplicity or on
the transverse momentum of the associated tracks. The optimal selection
depends on the physics process. It was found that the logarithmic sum of
the track transverse momenta gives the best efficiency to find the correct
primary vertex in ¢t events [58].

In order to ensure the quality of the event reconstruction, additional
requirements were imposed on the reconstructed primary vertex:

® |z9| < 60 cm, the primary vertex is reconstructed within the volume
of the silicon detector.

® Nyracks = 3, at least three tracks are associated to the primary vertex.

Figure 4.1 shows the number of tracks associated to the vertex (left) and
its position in z (right) for simulated ¢¢ — pv,bbgq! events.

Entries
Entries

0 20 40 60 80 %00 -50 0 50 100
no. associated tracks z-position [cm)

Figure 4.1: The number of tracks associated to the vertex (left) and its
position in z (right) for simulated t¢ — pv,bbgq/ events.
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4.2 Muons

4.2.1 Muon Reconstruction

Muons are identified in two steps, from the muon system and from the central
tracker. The first step consists of finding the muons identified in the muon
system. Drift chamber and scintillator hits are grouped into segments on
either side of the toroid, and tracks are reconstructed from these segments.
An estimate of the muon momentum is obtained from the bending angle in
the toroidal magnetic field. The following quality requirements are used to
select muon tracks (medium muon):

e at least 1 wire hit in the A segment,

e at least 1 scintillator hit in the A segment,
e at least 2 wire hits in the BC segment,

e at least 1 scintillator hit in the BC segment.

A veto on cosmic muons is applied by requiring the time difference between
scintillator hits in B or C Layer and the A layer to be consistent with a
muon coming from the interaction region (d¢ > —10ns). The muon tracks
are then extended to the point of closest approach (PCA) to the beam and
their parameters are compared with those of central tracks at the PCA. A
global fit is performed with all central tracks within 1 radian in azimuthal
and polar angle of a muon track at PCA. The central track with the highest
x2-probability is considered as the muon candidate. The measurement of
the muon track parameters are taken from the central tracking system.

4.2.2 Muon Isolation

The isolation of high transverse momentum muons is used to discriminate
muons from W bosons against muons from QCD background, i.e. semilep-
tonic decays of heavy quarks. Three strategies are discussed to define muon
isolation. They define isolation with respect to reconstructed jets, calorime-
ter energy and neighboring tracks.

e Jet Isolation
The jet isolation is defined by the angular separation between the
muon and the closest reconstructed jet in the calorimeter. A muon is
considered to be isolated if:

AR(u,jet) > 0.5. (4.1)

The distance between a muon and the closest jet is one of the simplest criteria
for the isolation of muons. However, as some jets are not reconstructed, a
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muon close to those jets appears isolated by mistake and more elaborate
criteria are needed.

e Calorimeter Halo Cone Isolation

In order to test muon isolation, independent of possible jet reconstruc-
tion inefficiencies, the calorimeter cell information can be used directly.
A simple cone in R around the muon is defined and the transverse en-
ergies of all cells in the cone are added. Since the muon deposits energy
in the calorimeter itself distributed according to a Landau distribution,
the transverse energy in a smaller cone around the muon is subtracted,
as illustrated in Figure 4.2. The isolation variable is defined as:

R;<Ry
Calorimeter Halo Er(R,, Ry) = Z EL, (4.2)
Ri>R,

where R, and Ry are the inner and outer radius of the halo cone. A
muon is considered isolated if:
Calorimeter Halo E7(0.1,0.4) < 2.5 GeV.

e Tracker Halo Cone Isolation
Similar to the calorimeter halo cone isolation, a halo cone isolation is
defined for tracks:

R;< Ry
Tracker Halo pr(Rp) = Z Y (4.3)
R;>0

The tracker halo cone does not require an inner cone to avoid measur-
ing the contribution from the muon. A muon is considered isolated if:
Tracker Halo pr(0.5) < 2.5 GeV.

For further reference two isolation criteria are defined:
e the loose isolation criterium is defined as the jet isolation.

e the tight isolation criterium uses a logical and of the calorimeter halo
cone isolation and the tracker halo cone isolation.

Figure 4.3 shows the AR, ¢, Halo(0.1,0.4) and TrackHalo(0.5) distribu-
tions for muons from W bosons (signal) and from semileptonic decays of
b quarks (background) in ¢ — p-plus-jets Monte Carlo. Detailed studies
of muon isolation criteria and their optimization are discussed in [59] and
explained below.
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Figure 4.2: A halo cone in R, with the inner edge R, and the outer edge R;
surrounding the muon. The transverse energies of all calorimeter cells i at
a radius R; with Ry > R; > R; are summed.

4.2.3 Muon Momentum Correction and Resolution

The transverse momentum of the reconstructed muon is measured by the
central tracker and its accuracy is therefore limited by the resolution of the
central tracker. The geometry used in the p13 version of the reconstruction
code did not correct for a shift in position between the silicon vertex detector
and the scintillating fiber detector. The effect on the track parameters was
studied in a special run without magnetic field [60]. The following correction
was applied:

1 1 ) .
— — — + ¢ -sign(Byq) « A sin(¢, — B) — C, (4.4)
br pr

where ¢ is the charge of the muon and sign(Bs,) the polarization of the
solenoidal field. The correction parameters are given in Table 4.1.

Table 4.1: Correction factors for track realignment.

A (2.297£0.041)-107 GeV™!
B 1.373 £ 0.016
C  (-2.73+£0.28)-107* GeV™?!
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and semileptonic decays of bottom quarks - background (black histogram) in
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lines.
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A substantially different resolution in real and simulated data will bias
the efficiency calculation of a chosen transverse momentum threshold. It
is therefore important to measure the resolution in real data events and to
tune the simulated data until it reproduces this performance. The method
to study the pr resolution and to find the best smearing for MC events is
described in [5]. The cleanest sample upon which to perform this study
is the sample of Z — up events. To compare the resolution in data and
simulation, the shape of the muon pr spectrum as well as the width of the
di-muon invariant mass spectrum are examined. As the resolution of the
central tracking system is not anticipated to be constant in 7, we separate
the sample into central (|n| < 1.0) and forward (|n| > 1.0) regions. Note
that for the di-muon distributions, both muons must be either in the central
or in the forward region.

The measured muon pr in the simulated events is adjusted to attempt to
reproduce the effects of larger cluster position errors and the poor knowledge
of the overall scale (which could be due either to a misevaluation of the ab-
solute radius or total integrated magnetic field) by smearing the momentum
according to the prescription:

1 C

— = —+ fG, (4.5)

pr pr
where C accounts for the overall calibration, G is a random variable drawn
from a Gaussian distribution of unit width and zero mean, and f is the
smearing parameter. The results are summarized in Table 4.2

Table 4.2: Derived smearing factors for muon pr resolution.

region f ()

forward  0.00300 1.03
central  0.00275 1.00
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4.3 Jets

4.3.1 Jet Reconstruction Algorithm

Jet algorithms associate clusters of energy into jets such that the kinematic
properties of the jets can be related to the corresponding properties of the
energetic partons produced in the events. The jets analyzed in this thesis
are reconstructed using the improved legacy cone algorithm [61] designed
following the recommendation of the Run IT QCD workshop.

Seeds are composed of the sum of all cells sharing the same pseudo-
rapidity and azimuthal angle (tower). To reduce the effect of noise in the
jet reconstruction, a cell is removed from a seed, if the cell of a seed leading
in Er is in the coarse hadronic calorimeter, the end cap massless gap or the
end cap hadronic layer 16 or 17. Only towers with a minimal transverse
energy, Elower > E%“d, are kept as seeds to the cone algorithm. Proto-jets
are created with a simple cone algorithm from an E7 ordered list of seeds.
A list of midpoints, the E7 weighted centers between pairs of proto-jets, is
added and proto-jets are reconstructed around the midpoints. Midpoints
are included to eliminate the dependence of the seed based algorithm on
radiation effects. Overlapping cones are separated with a split and merge
procedure. The decision to split or merge a pair of overlapping proto-jets is
based on the percentage of transverse energy shared by the lower Er proto-
jet. Proto-jets sharing a fraction greater than f = 50% will be merged, and
split otherwise with the shared towers individually assigned to the proto-jet
that is closest in the n X ¢ space. This method performs predictably, even
in the case of multiple split and merged jets. In ¢ production, featuring a
large number of high transverse momentum jets, a cone of R=0.5 is chosen.
The specifications of the jet algorithm is given below:

® Reone =0.5

E5eed = 0.5 GeV

midpoints: added after cone clustering

split and merge proto-jets, threshold f = 50% of lower jet Ep

report all jets with more than E7°°° = 8 GeV.

4.3.2 Separation of Jets and Electromagnetic Objects

Electrons and photons with transverse energy greater than 8 GeV are also
reconstructed as jets in the calorimeter. This represents a problem of how
to discriminate properly between real jets and electrons, but on the other
hand to apply the appropriate energy correction for the type of interaction
the particles in the energy cluster had within the calorimeter (i.e. electro-
magnetic vs. nuclear).
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Reconstructed jets are labeled to belong to the following three categories:

e high pr electrons:
- selected following the electromagnetic object identification based on
electromagnetic fraction, isolation, shower shape and a track match.
- pr > 15 GeV.

e high pr 'photons’ (more likely 7°):
- same as electrons, but omitting track-match.
- pr > 15 GeV.

e jets:
- AR > 0.5 from an electron or photon.

In future versions of the reconstruction it would be more efficient to remove
cells associated to electrons or photons before jets are reconstructed.

4.3.3 Jet Identification

Once jets are clustered following the Run II cone algorithm, further quality
selection cuts are applied to each jet. These criteria are aimed at removing
fake jets.

e To remove isolated electromagnetic particles not reconstructed as elec-
trons and photons a cut on the fraction of energy deposited in the
electromagnetic section of the calorimeter (EM F') is applied at 0.05 <
EMF < 0.95.

e To remove jets which predominantly deposit their energy in the coarse
hadronic section of the calorimeter, a cut on the fraction of the jet
energy deposited therein (CHF) is applied at CHF < 0.4. This cut is
essentially aimed at removing jets which consist of noise in the coarse
hadronic section of the calorimeter.

e To remove jets clustered from hot cells, a cut on the ratio of the highest
to the next-to-highest transverse energy cell in the calorimeter (HotF')
is applied at HotF < 10.

e To remove jets clustered from a single hot tower, the number of towers
containing 90% of the jet energy, n90, is required to be greater than
1.

e For jet multiplicity distributions and to calculate topological variables
only jets which exceed 15 GeV in Er and which are within the pseudo-
rapidity range of 2.5 are considered.
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Despite the numerous quality requirements applied to avoid cluster-
ing jets on noise in the calorimeter, a large number of jets resulting from
calorimeter noise are selected. Such “noise” jets tend to create merged jets.
As these jets have their energy widely spread throughout all its towers, n90
could be used to discriminate them against good jets. However in the case of
very wide jets, for example with soft gluon radiation in the final state, which
underwent numerous merges, n90 could be very large as well, resulting in a
loss of discrimination power. A more suitable discriminating variable would
thus be f90 which is the ratio of n90 and the number of towers.

However, studies have indicated that a significant number of real jets
undergo merging even in the absence of noise. These jets often still have a
high f90 value and would be a source of inefficiency if rejected by the ID
cuts.

As a result, the f90 parameter, the coarse hadronic fraction, as well
as a parameter equal to the scalar sum of the transverse energies of all
Level 1 calorimeter trigger tower in the jet cone were studied. The Level 1
calorimeter trigger tower comparison, which utilizes a separate readout chain
that does not suffer from the same noise problems which have been observed
in the calorimeter precision readout, helped to demonstrate that many of
jets with high f90 values in data are actually fake. Furthermore, it was
determined that the number of fakes increases towards lower E7 or higher
coarse hadronic fraction within the high f90 population of jets. Conversely,
jets with a low value for the coarse hadronic fraction regardless of f90 value
appear to be good jets. The following cuts are applied to select good jets:

e jetEr <25 GeV : £90 < 0.7—0.5 x CHF or CHF < 0.025.
e jetEr >25GeV : 90 <0.8—0.5x CHF or CHF < 0.05.

4.3.4 Jet Energy Scale

The jet energy scale corrections attempt to correct jets back to the particle
level energy. Because of non-linearities, dead material, noise and showering
effects, the measured energy in a jet cone is not equal to the original particle
level energy. Since the simulation may not model these effects accurately,
there can be a difference in the scale of jets in data vs. those in MC events.
Jets reconstructed in the calorimeter need to be corrected for this scale, in
order to bring data and Monte Carlo on an equal footing. Jet energies are
corrected using:

Emeasured -0
RxS

Here, R is the calorimeter response to jets. It is measured using Er bal-
ance, as determined from 7 with «y-plus-jets events. O is the energy offset
due to the underlying event, energy pile-up, multiple interactions, electronic

E(corrected) =
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noise, and uranium noise from the uranium absorber. O is determined by
energy densities in minimum bias trigger events. S is the fraction of shower
leakage outside the jet cone R=0.5 in the calorimeter. Showering is deter-
mined from measured energy profiles of jets. In the present analysis the
package JetCorr [46] incorporates all three components of jet energy scale,
and provides corrections for data as well as MC. Statistical and system-
atic errors are provided and used to study the effect on the ¢t cross section
measurement [62].

4.3.5 Jet Energy Resolution

The jet energy resolution can be measured in di-jet or y-plus-jets events.
The method to measure the resolution is based on the assumption that
those events are balanced in transverse momentum. Deviations from this
assumption can be corrected. The jets are binned in E7 bins according to the
mean value of both jet transverse energies (di-jet-events) or the transverse
energy of the photon (y-plus-jets events). An asymmetry can be defined for
each Er bin from which the transverse energy resolution can be determined.

The energy resolution of jets in data and MC was studied by the jet
energy scale group [46]. The jet energy resolution measured in Run IT data
and Run IT MC is shown in Figure 4.4 for AR = 0.5 cone jets.
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Figure 4.4: Jet energy resolution for AR = 0.5 cone jets in four bins in
pseudo-rapidity measured in Run IT data (grey) and Run IT MC (light grey).
The black dotted line indicates the resolution from the intrinsic imbalance
of the events.
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4.4 Neutrino Identification

The presence of a neutrino in the final state can be detected only from the
imbalance of an event in the transverse plane. The neutrino is reconstructed
from the vector sum of the transverse energies of all cells with positive energy
in all layers of the calorimeter except for those in the coarse hadronic one
which are treated separately due to their high level of noise. Only cells of
the coarse hadronic calorimeter clustered within good jets are accounted for
in the sum. The vector opposite to this vector is denoted the missing energy
vector and its absolute value is the raw missing transverse energy.

The response of electromagnetic particles such as photons, electrons or
7¥’s is different from that of hadrons and in particular from that of jets (as
described in sec. 4.3.4). In events with both electromagnetic objects and
jets, this imbalance translates directly into missing transverse energy. Since
a jet energy scale correction is derived for all good jets, it can also be applied
to the missing transverse energy calculation. In order to do so, the jet energy
scale correction (limited to the response part of the correction) applied to
all good jets is subtracted from the Fr vector. The resulting absolute value
is denoted the calorimeter missing transverse energy. The same procedure
is used to take the energy scale corrections for electrons and photons into
account.

As a muon is a minimum ionizing particle, it will deposit only a small
amount of energy in the calorimeter. Its presence can thus also fake missing
transverse energy in the calorimeter. The momentum of all matched muons
present in the event is subtracted from the missing transverse energy vec-
tor after deduction of the expected energy deposition of the muon in the
calorimeter. The correction is taken taken from GEANT look-up tables to
take the n dependence of the calorimeter geometry into account.

The Formula 4.6 summarizes the calculation of the missing transverse
energy vector.

Bo= -3 B (4.6)
Njets
= jet Chf = jet
+ Z <_Ei]e — + Eifjees met cor’rection)

= [ i
+ Z (_pi +Ei,uenergyloss)’

where chf and jes are the coarse hadronic energy fraction and the energy
scale correction for reconstructed jets. The sum over the cells does not
include cells in the coarse hadronic calorimeter.
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4.5 Calorimeter Reconstruction Problems

The calorimeter performance in Run II is affected by various problems, which
were analyzed, and wherever possible corrected.

The so-called shared energy problem is a hardware failure that affects a
few baseline subtracter boards (BLS) of the electronics of the DO calorime-
ter. A broken electronic connection on the board affects the analog bus such
that it always keeps its analog buffer connected. As a result, the charge (en-
ergy) from the broken BLS board is read out correctly, but the charge from
the other seven boards on the same ADC card is read out incorrectly. Since
the calorimeter is read out zero suppressed, the information can not be re-
stored fully. Figure 4.5 shows a display of a typical event, where the shared
energy problem occurred, before and after correction. The so-called tower
two problem is a special case of the shared energy problem. The 48 channels
of a BLS board are grouped into two sets of 24 channels, each representing
two towers. For most of the broken BLS boards, only 12 of the 24 cells in the
second set are affected. All broken boards have been fixed and the analyzed
data is corrected for all known problems, most of which occurred after the
shutdown in January 2003. The Level 1 trigger with its separate digitiza-
tion of the calorimeter energies is not affected. A detailed description of the
failures and the correction can be found in [63] and [64].

Run 175054 Event 7671798 Sun Sep 21 13:29:57 2003 Run 175054 Event 7671798 Sun Sep 21 12:33:15 2003

mE_t: 36.7 mE_t: 4.17
phi_t: 235 deg phi_t: 284 deg

Figure 4.5: A lego plot in the 7-¢ plane of the D@ calorimeter for a typical
event were the shared energy problem occurred before (left) and after (right)
correction.

The performance of the calorimeter is also degraded due to external
sources of noise, in part identified as grounding problems, which are cur-
rently under investigation. A signal appears in the precision readout and
the trigger readout causing the calorimeter trigger to fire with high rate.
The data affected by noise can not be corrected. The monitoring of the
data quality is discussed in Section 5.2.1.



Chapter 5

The Trigger, Data Sample
and Simulation

To guarantee that interesting events are collected by the D@ experiment, a
list of triggers was designed and run online during the data taking period.
The list contains signal trigger for various physics processes and control
trigger to monitor and measure the performance of the D@ detector. The
signal trigger and control triggers used in this analysis are discussed in this
chapter as well as the method used to extract the trigger efficiency from
data. The efficiency to trigger tt events enters directly into the cross section
measurement and will be discussed in Chapter 6.

The measurement of the ¢t cross section strongly depends on the quality
of the data sample. To ensure the quality of the data, we only analyze data
where all major detector components were working accurately. An addi-
tional data quality selection was applied which is described in Section 5.2.

The analysis does not depend strongly on simulated events. However,
to estimate efficiencies which address the topology of signal and background
processes, MC is used. The samples of simulated events are summarized in
Section 5.3.

5.1 The Trigger

5.1.1 Trigger List

The list of triggers run online selects the physics processes, which can be
analyzed offline. The design of such a list has to take the physics priorities of
the experiment, the expected luminosity, the potential of the detectors used
to trigger events and rate limitation of the trigger system into account. Since
the performance of the Tevatron and of the DQ experiment has constantly
improved during the first two years of data taking, several versions of the
trigger list were developed. In this thesis data collected with version 8 to

65



66 CHAPTER 5. THE TRIGGER, DATA SAMPLE AND SIMULATION

11 are analyzed. The trigger makes use of calorimeter, muon and tracking
triggers.

The trigger list is structured in groups of triggers ordered by trigger
objects: electrons, muons, taus and jets. Before a trigger list can be run
online a precise knowledge of the rates, rejections and overlaps with other
triggers is necessary at each trigger level. For each trigger a pre-scale has to
be determined such that the complete trigger list satisfies the rate limitations
at each level of the trigger.

5.1.2 The Signal Trigger

The trigger name of the signal trigger used in this analysis is MU_JT20_L2MO0.
This term translates into the following requirements:

e at Level 1:
- tight muon scintillator trigger.
- Er > 5 GeV calorimeter tower.

e at Level 2:

- medium muon as described in [66].
e at Level 3:
- Er > 20 GeV jet, the transverse energy is uncorrected.

The trigger efficiencies are discussed in Sections 6.2.2.7 and 6.2.3.2. The
cross section of the trigger at Level 1, 2 and 3 are shown in Figure 5.1 and the
corresponding rejections at Level 1 and 2 are shown in Figure 5.2. Displayed
are all runs taken between August 2002 and July 2003. Several features of
the data sample can be seen already from the trigger cross sections:

e run 167015:
the zero suppression limit of the L3 calorimeter unpacker

was changed from 1.5 o to 2.5 o.

e run 168618-169290:

readout failure for muon drift chambers in the central region (PDT).

e run 170374-172174:

winter shutdown.

e run 174845:
extended Level 1 calorimeter jet trigger from || < 2.4 to |n| < 3.2.

e run 178069:

tests and transition to new trigger list version 12.
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Figure 5.1: Trigger cross section in nb at Level 1, Level 2 and Level 3 for
the signal trigger MU_JT20_L2M0 as a function of the run number. Special
features of the data sample are labeled.



68 CHAPTER 5. THE TRIGGER, DATA SAMPLE AND SIMULATION

3.0

L2 rejection
Ao
s S

1.0T

PDT (central muon system)
readout failure extended Level 1jettrigg_er‘ ‘
‘3

-
i \‘5 i coverage

| I s 3 i " ,I . t
2-":!‘-415& Bal fl\g‘“l‘l‘,‘

Wt AN e BN S W B e - e e - e

< 10,07
o
§ 8.0 tight L3 calorimeter ;!
T zero suppresson  *1|
N |
4.0 . a ' 1 4
i - L
20—‘#”?‘“‘ o3
s e ame e WE se WEE S LSS mes - * sae o s @ dbe
0.0 I I | T I T T | 1
-~ > >~ - - > P ” P >
o < =S =
BT L%t D
% P % % P F R %
run number

Figure 5.2: Trigger rejection at Level 1 and Level 2 for the signal trigger
MU_JT20_L2M0 as a function of the run number. Special features of the
data sample are labeled.
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5.1.3 The Control Trigger

To measure the reconstruction efficiency of objects used in this analysis and
the efficiency of the signal trigger, control triggers are necessary. Control
triggers have to be part of the trigger list, but are not required to have high
rate or efficiency and can be pre-scaled. Their task is to provide an unbiased
sample of data allowing for an efficiency measurement.

The most important control trigger for this analysis is a single muon trig-
ger. Samples selected with this trigger can be used to study the muon recon-
struction efficiency and acceptance in di-muon events and to study the effect
of the calorimeter trigger requirements in the signal trigger. The triggers
used for this study have the following requirements (MU-W_L2M3_-TRK10
or MU-W_L2M5_TRK10):

e at Level 1:

- tight muon scintillator trigger in the wide n-region (|n| < 1.5).

e at Level 2:

- medium muon with transverse momentum greater 3 or 5 GeV.

e at Level 3:
- track with transverse momentum greater 10 GeV.

To measure the efficiency of the track reconstruction, di-muon events
are used. The requirement of a track in the trigger would bias the measure-
ment. Therefore, a di-muon trigger based only on the muon system is used.
The trigger used for tracking studies in di-muon events used the following
requirements (2MU_A_L2MO0):

e at Level 1:
- two tight muons scintillator trigger in the “any muon”

n-region (|n| < 2.0).
e at Level 2:

- medium muon.

e at Level 3:
- none.

For trigger efficiency studies events are analyzed where the trigger under
study was not used. From the trigger list two sets of triggers were selected:
one set, where only calorimeter triggers are used and a second set where
only muon triggers are used. The efficiency of the Level 3 condition in the
signal trigger was analyzed with Mark and Pass events. Those are events
where the Level 1 and Level 2 condition is satisfied without requiring any
Level 3 condition. The method to measure trigger efficiencies from data is
described in the following subsection.
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5.1.4 Trigger Efficiency Measurement from Data

A procedure to measure trigger efficiencies from data was developed [67].
First, an independent control sample which is unbiased with respect to the
trigger under test (test trigger) needs to be defined. For tests of the calorime-
ter jet and electron trigger, the muon triggers can serve as an independent
selection (reference trigger) and vice versa.

In such an unbiased sample, offline objects for the test trigger are iden-
tified, yielding the unbiased reference sample with a certain pr-, - or ¢-
spectrum. Depending on the detector instrumentation coverage and the
characteristics of the physics object further selection criteria need to be ap-
plied to obtain a clean sample. The fraction of these events, for which the
test trigger has fired, is a measure of the trigger efficiency with respect to
the offline object pr, n or ¢. The resulting dependence of the efficiency is
also termed ‘turn-on curve’.

As an example the measurement of the CJT(1,5) efficiency has been done
by:

e select all events triggered by the Level 1 trigger mulptzatzz, i.e. the
Level 1 any region tight muon trigger.

e identify jets which are reconstructed using the 0.5 cone jet algorithm
and apply the selection criteria specified in Section 4.

o test for the Level 1 trigger mulptzatzz_CJT(1,5), which requires a
central muon trigger as well as at least one central calorimeter trigger
tower above an energy threshold of 5 GeV.

e the fraction of the two samples is the trigger efficiency for CJT(1,5),
le.
e(CJT(1,5)) = % mulptzatee_CJIT(L,5)
?

- # mulptratrx

Figure 5.3 illustrates the samples used for the measurement of the
CJT(1,5) trigger efficiency study for offline jets with mulptratzz as ref-
erence trigger. Figure 5.4 shows the Ep-spectrum for jets in the reference
sample and for jets which satisfy Level 1 CJT(1,5) trigger condition along
with the resulting efficiency turn-on curve.

With this procedure the trigger efficiency can only be determined for
trigger conditions which exist in combination with the reference trigger as a
separate Level 1 trigger bit. Otherwise the reference trigger condition does
not cancel out in the efficiency. This limits the event statistics available for
trigger efficiency measurements significantly. Studying trigger which were
pre-scaled on level 1 suffers from the same limitations.

The Level 1 trigger forms accept-decisions for events based on the combi-
nation of so-called And-Or-Terms. For example, the Level 1 trigger
mulptzatzz_CJTS is the ‘AND’ combination of the And-Or-Terms for
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offline jets

Figure 5.3: Illustration of the samples used for the measurement of the
CJT(1,5) trigger efficiency for offline jets with mulptzatzz as reference trig-
ger.
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Figure 5.4: Spectrum of jet E7 in the reference sample (light grey) and
jets for which the CJT(1,5) trigger fires (dark grey) in the left plot. The
resulting efficiency turn-on curve for the Level 1 CJT(1,5) trigger condition
is shown in the right plot as a function of corrected offline-FEr.
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mulptratzz of the muon system and the CJT(1,5) of the calorimeter. 256
bits are available to store the And-Or-Term information, where the assign-
ment of a bit number to the actual And-Or-Terms is dynamic.

Since information of most of the trigger objects at Level 1, Level 2 and
Level 3 is stored in the data, it is possible to reconstruct a trigger condition
from those objects instead of using the trigger bits. In the above example
the trigger condition can be tested by matching a calorimeter trigger tower
with the reconstructed jet in a sample of events triggered by a muon trigger.

5.2 The Data Sample

The data sample analyzed in this thesis is part of the data taking period
starting from August 22'% 2002 (run 162458), until June 24" 2003 (run
178310) where 176.6 pb~! of integrated luminosity were delivered to the
experiment, 137.6 pb~! were recorded and 134.1 pb~! were reconstructed.
Data taken before August 22! 2002 are not used for the analysis presented
in this thesis because important components of the D@ detector were not
fully commissioned. As described in Section 5.1, the data quality and trig-
ger configuration has changed during the data taking period. In the next
section the data quality selection is discussed. The data sample comprises
approximately 350 million events.

5.2.1 Data Quality Selection

The monitoring of the quality of the D@ data has initially been introduced
by [68]. A run data quality database was implemented from where a list of
good runs is extracted. Runs are selected where:

Jet/MEt:
- shift in Br-xy: \/<Bry >2 + <Bry >? < 4 GeV.
- average Tms-xy: \/rms(Brg)? + rms(Bry)? < 16 GeV.

- average scalar ET: < scalar ET > > 80 GeV.

Calorimeter:

- no hardware failure is known.

- all readout crates are included in the readout.

Muon System [69]:
- no hardware failure is known.

- all readout crates are included in the readout.

Silicon Microstrip Tracker (SMT):

- no hardware failure is known.
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- all readout crates are included in the readout.

e Central Fiber Tracker (CFT):
- no hardware failure is known.

- all readout crates are included in the readout.

A single run can combine data taken within up to 5 hours. The quality
of the data can change within this period dramatically. Bad quality data,
especially calorimeter data, can occur at any time of a run. The current
selection based on the average shift in missing transverse energy is blind
to short variations in the data quality. Therefore, a requirement on the
quality of the data taken within a short period of time, one luminosity block
(~1 min), was added to the selection of runs to monitor the quality of the
calorimeter data. To avoid a bias from the luminosity and the trigger list,
only zero and minimum bias events were used to determine the quality of the
calorimeter data. Zero bias events have been triggered by the accelerator
clock and minimum bias events by time correlated hits in the scintillators
of the luminosity system. Groups of consecutive luminosity block numbers
(LBN’s) were formed to have a sufficient number of events to perform a data
quality selection. With a rate to tape of approximately 1 Hz for zero and
minimum bias events each group of ten consecutive luminosity blocks has
about 600 events. The mean and root mean square values of the missing
transverse energy, the total scalar energy and the number of reconstructed
jets were studied. A group of consecutive LBN’s is labeled “good” if all
criteria listed in Table 5.1 are satisfied.

Table 5.1: Summary of selection criteria based on groups of 10 consecutive
LBN.

65 GeV < < scalarEr > < 100 GeV

< HEr > < 10 GeV
3 GevV < o By < 12 GeV
-4 GeV < < Er: > < 4 GeV
4 GevV < O B, < 12 GeV
-4 GeV < < HBry > < 4 GeV
4 Gev < o B, < 12 GeV

< number of jets > < 0.3

The distributions for the variables used to define the list of good groups
of luminosity blocks are shown in Figure 5.6 for all data, data with good
Jet/MEt run selection and after the LBN quality selection is applied.
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Figure 5.5: Distributions obtained from zero and minimum bias events for
groups of 10 consecutive LBN’s for all data (grey), all LBN’s qualified as
good by the run selection based on the shift in Ep (dark grey) and the
groups of LBN’s which pass the quality selection (light grey).
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5.2.2 Luminosity of the Data Sample

The integrated luminosity is measured for each luminosity block. To ensure
the correct normalization of the data sample, a list of luminosity blocks
was created during the event preselection process [68]. From this list the
luminosity for the signal trigger (MU_JT20_L2L0) is determined. The result
is listed in Table 5.2 for the different data quality selections.

Table 5.2: Summary of integrated luminosities, £, for the data sample with
different quality selections. Data which passes the selection based on the
calorimeter data quality of events within 10 consecutive LBN is labeled as
good LBN.

Quality J Ldt [pb™" ]
no 128.1
good LBN 118.8
good Jet/MEt 111.3
good run 100.4
good Jet/MEt & good LBN 104.5
good run & good LBN 94.0

5.2.3 Analysis Tools

The main analysis tool used to analyze D@ data is a software-package called
TopAnalyze [70]. The package contains object definitions and processes data
stored in Data Summary Tapes files (DST) or thumbnails (micro DST). The
package can produce a root-tuple (top_tree), a thumbnail or DST file for se-
lected events. Since the package is integrated in the DO software framework,
it is not only possible to extract information about reconstructed objects,
but also to redo parts of the reconstruction. The known miscalibrations and
other calorimeter problems (Section 4.5) are corrected in TopAnalyze.
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5.3 Monte Carlo Event Simulation

The analysis presented in this thesis is designed to be as much as possi-
ble independent of simulated events. Most of the information needed to
perform the cross section analysis is derived from data itself. The advan-
tages are manifold. The analysis does not rely strongly on the quality of
the D@ detector simulation, which includes variations in the performance
of the detector and the tuning of parameters like the momentum resolution.
Furthermore, uncertainties in the calculation of simulated processes can be
large. Especially, the simulation of QCD background is difficult and has to
rely on fragmentation models.

The MC event simulation is used to study effects of the topology of
the signal and the background processes and to verify the methods used to
measure efficiencies in data. Details on the usage of simulated events are
given in the next chapter where the analysis is discussed.

The philosophy to simulate pp collisions is the following;:

e the parton interaction involving quarks and gluons from the incoming
proton or anti-proton is calculated in perturbative QCD. The initial
momentum of quarks and gluons is given by structure functions.

¢ QCD gluon radiation from quarks and gluons that participate in the
scattering process has to be added. These parton showers can be
ascribed to initial and final state radiation. For some particular cases
like the W-plus-jets production matrix element calculations involving
higher order QCD processes are used.

e the collections of partons must then be hadronized into mesons and
baryons. Different approaches are used by the event generators. The
model implemented in PYTHIA [71] splits gluons into ¢g pairs and turns
them into hadrons via a string model. HERWIG [72] uses an approach
where clusters are formed from quarks and gluons with low invariant
mass, which are turned into hadrons.

All signal and background processes are generated at /s = 1.96 TeV.
The set of parton distribution functions used for modeling the proton and
antiproton is CTEQ 6.1M [73]. For initial and final state radiation, decays
and hadronization PYTHIA 6.202 and JETSET [74] was used. All events, af-
ter hadronization, have additional minimum bias proton-antiproton events
superimposed. The number of added events is taken from a Poisson distri-
bution with a mean of 0.5 events.

5.3.1 tt Signal Simulation

The tt signal was simulated using ALPGEN 1.1 [75], with the top quark mass
set to 175 GeV. Note that ALPGEN 1.1 does not include the spin information
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for top quark production or decay. For the scale for the calculation of the
tt processes Q% = m? was chosen.

The tt signal sample was produced without W — 7v decays. The effect
of 7 leptons in ¢t events was studied in a sample of events simulated with

PyTHIA.

5.3.2 W-plus-jets Background Simulation

The main background processes are W +jets and QCD multijet events. How-
ever, only simulated W+jets are used in this analysis. QCD background is
taken directly from data, because Er and the muon isolation are due to
mismeasurements which are not well simulated.

Samples of W+jets events were generated using ALPGEN 1.1. The model
implemented in ALPGEN is more complete than VECBOS used for earlier
measurements. It includes the particle masses of the various types of initial
state radiation and the various combinations of quarks flavors can be gener-
ated separately. The following samples of W+ 4 jets events were generated:
Wiijij, Wejjg, Weedj, and WbbJj, where j is any of u,d, s,g and J is any
of u,d, s, g,c (Wecee, Wbbcee, and Wbbbb are not included in the model; their
cross sections are negligible). The scale for the parton-level calculations is
Q? = m%,V /4. The parton-level cuts necessary to avoid singularities and dou-
ble counting are: pr(jets) > 12 GeV, pr(lepton) > 12 GeV, pr(v) > 8 GeV,
|n(jets)| < 2.7, |n(lepton)| < 2.7, and AR(jet, jet) > 0.4.

5.3.3 Event Simulation

All Monte Carlo events are subject to the D@ detector simulation and offline
reconstruction chain. The response of the different detector components is
simulated taking their material and geometry into account by the software
package dOgstar. It is based on the GEANT program [76] and incorporates
the present understanding of the detector and test beam results. The events
are then processed by the software package d0sim to digitize the signals from
dOgstar, and reco to reconstruct the events. All of these packages are from
the p14.02.00 DO-software release. For the simulation of the trigger Trigsim
was part of the simulation chain. However, the information was not used in
this analysis, because the simulation does not describe the trigger list used
online and it does, in the p14.02.00 DO-software release, not describe the
turn-on curves measured in data accurately.



Chapter 6

Analysis of the ¢t Event
Selection

In this chapter the analysis of the ¢t event selection in the u-plus-jets final
state is described. An overview of the analysis is given in the first section,
where the individual steps to measure the cross section are discussed. The
efficiency to reconstruct and trigger on muons and jets and the survival
probabilities for the preselection cuts are given in Section 6.2. Methods to
estimate the background contribution in a preselected sample are discussed
in Section 6.3. A selection based on the topology of the event, described
in Section 6.4, is applied on events with four or more reconstructed jets to
extract the number of tt candidate events. This section is followed by a
discussion of the systematic uncertainties. In the last section of this chapter
the ¢t candidate events are presented.

6.1 Outline of the tf cross section analysis

The signature of a tt candidate event in the p-plus-jets final state is:
e 3 high transverse momentum muon,
e isolation of the muon from hadronic activity,
e missing transverse momentum,
e four jets, two coming from b quarks.

Figure 6.1 shows one leading-order Feynman graph for the signal process.
The two main sources for backgrounds are W-plus-jets production and QCD
events, where for the latter the Z7 and the muon isolation are instrumental
fakes.

In the first step of the analysis, the preselection, an inclusive sample of
W — uv events is selected. In this sample the number of QCD background is

79
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Figure 6.1: A leading order Feynman graph for the process tt —
WHW~bb — pv,bbjjr.

Xsec(W+]Jets)

|

Nets

Figure 6.2: Illustration of the method to evaluate the number of elec-
troweak W-plus-jets background events in a preselected sample using the

Berends scaling method.
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evaluated and statistically subtracted. The number of electroweak W -plus-
jets background events is assumed to follow a scaling law called Berends scal-
ing. The scaling law is based on the behavior of one additional a,-coupling
for each additional jet in the event. A fit is performed to the inclusive jet
multiplicity distribution (Nje; > 1,...,4 jets) including a contribution from
the tt signal. From the results of the fit for events with four or more jets, the
number of W-plus-jets background events is extracted. Figure 6.2 illustrates
the method to evaluate the number of W-plus-jets background events in a
preselected sample.

At this point the absolute normalization of QCD and W-plus-jets back-
ground events is evaluated directly from data in a sample of high transverse
momentum, isolated muons, missing transverse energy and four or more jets.
To increase the signal sensitivity a selection based on topological properties
of tt events is applied. From the resulting final sample the ¢ production
cross section can be extracted by:

Nobs _ kag
)
Br-L- Eselection

o,pﬁ—)tf—i—X — (61)

where N is the number of events observed, N®9 the number of back-
ground events, Br the branching fraction for the y-plus-jets final state, £
the integrated luminosity and ¢ the overall efficiency.

The problem to measure the efficiency €ejection for the complete selection
of tt candidate events is factorized into the preselection and the topological
selection:

Eselection = Epreselection * Etopological (62)

Since parts of the selection are correlated the factorization in Equation 6.2
is only correct if the topological selection is analyzed on a sample where
the preselection was applied. The efficiencies for the preselection and the
topological selection are further factorized to analyze different aspects of the
selection.

6.2 Preselection

The analyzed data sample is triggered with the signal trigger
(MU_JT20-L2L0) as discussed in Section 5.1. A sample of W — uv events
is selected with a cut on the transverse momentum of the muon, missing
transverse energy and the requirement on the muon to be isolated from
hadronic activity. To ensure the quality of the event reconstruction the
vertex is required to be in the fiducial region of the silicon vertex detector
and to have a sufficient number of tracks associated. To further reduce the
contribution of QCD background events, the muon is required to come from
the primary vertex. Muons from semileptonic decays of a b quark can be
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Table 6.1: Summary of preselection cuts.

cut value comment

trigger MU_JT20_-L2M0  p-plus-jets trigger

2 > 20 GeV muon transverse momentum

Er > 20 GeV missing transverse energy

iso p tight tight muon isolation

|z| pv < 60 cm z-position of primary vertex

Nirk PV > 3 number of tracks associated with the primary vertex
opcap <3 significance of the distance to closest approach

Ny =1 soft u-veto for combination with b-tagging analysis
Njets >4 jet multiplicity

produced at some distance from the primary vertex. Signal events, where
a muon from a semileptonic decay of a b quark is identified, are analyzed
in a separate analysis. To be able to combine both analyses, a veto on a
second reconstructed muon is applied. After the electroweak W-plus-jets
background is evaluated, only events with four or more jets are considered.
ATl cuts used to define the preselected sample are listed in Table 6.10. The
measurement of the reconstruction efficiencies and the survival efficiencies
for the preselection cuts are discussed in the following subsections. The
preselection efficiency €preseiection 15 factorized in the following way:

Epreselection — Epv * Emuon * Ejets * T - (63)

The exact definition and the measurement of the efficiencies in Equation 6.3
are discussed in the following.

6.2.1 The Primary Vertex Reconstruction Efficiency

The primary vertex reconstruction efficiency is measured in data and MC.
The vertex z-position is required to be within |zp,| < 60 cm. A minimum
of three tracks associated with the primary vertex is required. A sample of
events with a high transverse momentum muon (pr > 15 GeV) was selected
to determine the efficiency of the primary vertex requirements. For the loose
(tight) sample, the loose (tight) muon isolation was applied. The efficiencies
are summarized in Table 6.2 and shown in Figure 6.3 as a function of the
inclusive jet multiplicity. For simulated ¢t events the efficiency is measured
to be ~ 98%. But, since especially the tracking system is not simulated well,
the results are derived from the data.

The tight sample is enriched in W-plus-jets events, while the loose sample
is dominated by QCD background, mostly heavy flavor QCD events. By
comparing the loose and the tight sample the efficiency for samples with
different b quark content is studied.
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Table 6.2: Primary vertex reconstruction efficiency for a loose and tight data
sample and tt MC.

data (loose) data (tight) MC(tt)

>1jet 92.5+0.2% 92.9+0.3%  97.7+£0.3%
>2jet  90.7+0.3% 92.8+0.6%  97.8+0.3%
>3jet  89.840.6% 92.8+1.2%  97.9+0.3%

>4jet  88.2+1.4% 89.243.1%  97.9+0.4%

In data it can be observed that the primary vertex reconstruction is
degraded in events with b quark content due to the following effects:

e the multiplicity of tracks associated to the primary vertex is reduced,
because secondary vertices are reconstructed.

e tracks from b-hadrons have real lifetime and an impact parameter > 0,
but they are occasionally assigned to the primary vertex.

The quadratic sum of the difference between the efficiencies for the |pv,|
cut and the cut on the number of tracks in the loose and the tight sample is
treated as a systematic uncertainty. The result is consistent with the result

found in [65]:

epp = 89.2+ 3.1(stat.) = 1.8(syst.)% (6.4)
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Figure 6.3: The efficiency of the primary vertex reconstruction as a function
of inclusive jet multiplicity. The upper left plot shows the efficiency to
reconstruct the primary vertex within |pv,| < 60 cm. The efficiency for a
cut on the number of tracks associated to the primary vertex is shown in
the upper right and the total efficiency in the bottom left histogram. The
filled circles (open circles) with error bars show the efficiency for the loose
(tight) sample and the open triangles for the ¢t MC.
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6.2.2 The Muon Efficiency Measurement
The measurement of the muon efficiency addresses the following aspects:

e the muon reconstruction and acceptance in the muon system,

the central tracking and the matching to an object identified in the
muon system,

the veto on a second muon and the separation from jets,

the requirement of large transverse momentum pr > 20 GeV,

the tight muon isolation,
e the muon trigger at Level 1 and Level 2.

The muon efficiency emyuon is factorized as follows:

_ id&acc  _track veto,AR _pr cut _ogq 180 trigger

Emuon = €muon * Emuon " Emuon " Emuon * Emuon * Emuon " Emuon - (65)
The definition and the measurement of the efficiencies in Equation 6.5 is
discussed below.

6.2.2.1 Muon Acceptance and Reconstruction Efficiency

The understanding of the muon acceptance and reconstruction efficiency is
crucial for the measurement of the ¢ cross section in the u-plus-jets channel.
The quantities are measured in data and MC events resulting in a correction
factor k applied to the ¢t event simulation.

To measure the efficiency of the muon reconstruction in data, Z° — ppu
events are used which can be identified by one fully reconstructed muon
(control muon) and a second muon only reconstructed in the tracking system
(test muon). The test muon is required to be within || < 2.0 and within the
instrumented part of the central acceptance, i.e. 3.9 < ¢ < 5.5 for |n| < 1.0.
To ensure that the reconstructed track is the trace of a muon, the invariant
mass of the reconstructed muon and the track has to be compatible with
mzo. A possible bias due to a muon trigger was removed by using a single
muon trigger and matching the muon trigger objects with the control muon.

The reference sample is defined with the following criteria:

e select events where a single muon trigger fired, either
MU_W_L2M3_TRK10 or MU_W_L2M5_TRK10
e select one reconstructed muon with:
- a match to a central track of p;r > 15 GeV,
- isolation,

- a match to a muon reconstructed by the Level 2 trigger.
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control

—_—— -

muon chamber

Figure 6.4: Schematic view of the method to measure the muon acceptance
and reconstruction efficiency. In a sample of Z° — uu events a track recon-
structed using the central tracker is tested for a muon reconstructed using
the muon system.

e select a second track with:
- pr > 15 GeV,
- p and track back-to-back, Ad(u,track) > 2.5,

- within the muon system acceptance.

The rate at which the second track is matched to a reconstructed muon is
a measure of the local muon reconstruction efficiency and acceptance. A
schematic view of the method to measure the muon acceptance and recon-
struction efficiency is shown in Figure 6.4.

Figure 6.5 shows the di-muon invariant mass for all events satisfying the
above criteria, as well as those in which the test muon is reconstructed as a
medium muon.

The reference sample has larger background contribution than the sam-
ple with two identified muons. The background must be subtracted from
each sample to obtain a measurement of the Z° contribution.

The distributions are fitted to the lineshape function:

2

Ae™® 4 Be*e" (6.6)
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Figure 6.5: Di-muon invariant mass of the reference sample (light grey) and
for events where a second medium muons was found (dark grey).

and in each case the number of Z9 events is obtained as
76,104 104
Ny = N0 _ /7 A (6.7)

Computing the efficiencies yields:

gd = 86.6+0.9(stat.)% (data),
gd = 80.0+0.5(stat.)% (MC). (6.8)

The results lead to a correction factor s to be applied to the simulation of
k = 1.08, the ratio of the measured efficiencies in data and MC (Eq. 6.8).

The efficiency to reconstruct a medium muon in ¢t — u-plus-jets events
is derived from the simulation where the correction factor x is taken into
account. The efficiency is found to be:

giddace _ 79 7 4 ().9(stat.) £ 3.7(syst.)%, (6.9)

The systematic uncertainty is determined by the variation of the background
fit within its errors.
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Figure 6.6: Schematic view of the method to measure the muon tracking
efficiency. A muon reconstructed in the muon system is tested for a track
reconstructed using the central tracker.

6.2.2.2 Muon Tracking Efficiency

Muons are identified in two steps, in the muon system and in the central
tracker. Equation 6.9 gives the efficiency for the first step, the reconstruction
of a muon in the muon system. The efficiency to reconstruct a track and
to match this track in a combined fit is evaluated using two methods. The
first method uses the J/U resonance reconstructed with the muon system
only and the other method uses a sample of high transverse momentum
di-muon events, where the transverse momentum was measured locally by
the muon system (priocqr)- Both samples under study are triggered by a di-
muon trigger (2MU_A_L2MO0). Events with two medium muons, each with
[Mocat] < 2.0, are used to calculate the per muon tracking and matching
efficiency as a function of ¢, n and pr of the muons measured locally by the
muon system. A schematic view of the method is shown is Figure 6.6.

Muon Tracking Efficiency in a J/¥ Sample

In this study, events with two medium muons with prioeqr > 3 GeV were
used. The per muon tracking and matching efficiency is derived from the
number of J/U events with 0, 1 and 2 matched tracks (Ny, N7 and Ny,
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respectively):

track _ N1+ 2N,
T 2(Ng + Ny + No)'

(6.10)

Fitting the local di-muon mass distributions for the three samples shown in
Figure 6.7 with a Gaussian and a first degree polynomial leads to:

Ny = 1470.1 + 38.3(stat.) & 102.3(syst.)
Ni = 3265.9 & 57.1(stat.) + 124.7(syst.)
Ny, = 8306.2 +91.1(stat.) + 172.7(syst.)
sﬁr/“qfk = 76.2 £ 0.3(stat.) = 1.2(syst.)%. (6.11)

The systematic uncertainty is determined by the variation of the background
fit within its errors.

Figure 6.9 shows the tracking efficiency as a function of 1 for muons
measured in the muon system for all di-muon pairs with invariant mass less
than 5 GeV. The tracking efficiency decreases in the center of the detector
which can be explained by the fact that fewer photoelectrons are produced
by particles crossing the scintillating fiber detector perpendicularly. The
tracking efficiency for large values of n is limited by the acceptance of the
tracker.

Muon Tracking Efficiency in High pr Di-Muon Sample

This method attempts to compute the tracking times matching efficiency
for muons with high pripeqr, i-e. Z/~* events without requiring the di-muon
mass to be close to the Z° mass. The momentum resolution in the local
muon system is about 25%, which is not sufficient to reconstruct the Z°
mass. Events with two medium muons with prjocq > 15 GeV and separated
in azimuth (A¢ > 2.5) are used. The efficiency as a function of transverse
momentum measured in the muon system is shown in Figure 6.8 and as a
function of pseudo-rapidity in Figure 6.9. The efficiency is measured to be:

et ooy = T4.1 £ 0.5%. (6.12)

Muon Tracking Efficiency in ¢ Events

To extract the muon tracking efficiency in t# — u-plus-jets events the effi-
ciency curves are convoluted with the expected 7 distribution of the recon-
structed muon, which leads to the following efficiencies:

ghrack — — 73.5 +0.5(stat.)% (J/T sample)

muon

glrack  — 755 4 0.5(stat.)% (high pTigeal muons). (6.13)
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Figure 6.7: Invariant di-muon mass measured in the local muon system with
no track matched (top), only one track matched (middle) and both muons

match to a central track

(bottom).
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Figure 6.8: Tracking efficiency in a high local py sample as a function of pr
of the muons measured in the muon system.

Since the muons in ¢ — u-plus-jets events form a high transverse momentum
muon sample, the estimated efficiency derived from the high pr ;5 sample
is used and the difference to the efficiency measured in the J/¥ sample is
treated as a systematic uncertainty. The resulting tracking and matching
efficiency is:

glrack — 75 5 + 0.5(stat.) & 2.0(syst.)%. (6.14)

muon

6.2.2.3 Efficiency of the Muon Veto and the Muon Separation
from Jets

To simplify the combination of the topological analysis with the analysis
where a soft muon is used to tag jets coming from a b quark and the di-
muon analysis, a veto on a second muon in the event is applied. Only the
topological analysis is discussed in this thesis.

Events are rejected if a jet is tagged with the following soft muon tag
definition:

¢ medium muon, pr > 4 GeV
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Figure 6.9: Tracking efficiency in a J/¥ — pu sample (left) and in a high
local pr sample (right) as a function of n of the muons measured in the
muon system.

o AR(u,jet) < 0.5, jet Ep > 20 GeV and |n;e| < 2.0.

Events with a second medium muon are rejected if a second muon is recon-
structed with:

e pr > 15 GeV
o AR(u,jet) > 0.5.

The reliability of the simulation for a veto on a second muon and a cut on
AR(u, jet) is studied separately. As a test for additional muons in single
muon events, Z° — pu events are studied and the efficiency for the veto
on a third muon is measured. A comparison between data and simulation
indicates that no correction for the efficiency for the second muon is needed.
The probability to find no additional muons in Z% — pu is found to be:

Epveto = 99.60 = 0.15(stat.)% (data)
Epete = 99.56 + 0.06(stat.)%  (MC) (6.15)

The efficiencies for muons to be isolated from jets is studied in Z° events with
at least one reconstructed jet. The results are compared in data and simu-
lation to test the reliability of the simulation. Since the isolation efficiency
for tt depends on the topology, the simulation is used for this measurement.

In Figure 6.11 the efficiency for ¢t — pu-plus-jets, W-plus-jets MC and
7% — pp data and MC is shown. Good agreement between Z° — pu data
and simulation is found and no correction is applied for t£ MC events. The
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efficiencies are measured to be:

gioodate 887+ LA(stat.)% for Njey > 1
ebme = 882+ 04(stat.)%  for Njgg > 1
egf:ijets — 88.5 + 0.4(stat.)% for Nje; > 4. (6.16)

The combined efficiency for t¢ — u-plus-jets events to reconstruct only one
muon isolated from jets is taken from the simulation and found to be:

gUeto AR — 640 + 0.6(stat.)% (6.17)

muon

6.2.2.4 The Efficiency for the Muon Transverse Momentum Cut

The efficiency for the cut on the muon momentum (pr > 20 GeV) was
studied in ¢ MC. The muon momentum resolution was discussed in Sec-
tion 4.2.3. It was found that the muon momentum in MC has to be smeared
to correspond to the resolution observed in data. The effect on the muon
pr cut is estimated by varying the smearing by 100%. The difference in the
resulting efficiency is taken as a systematic uncertainty. The efficiency for
the cut on the transverse momentum of the muon in simulated ¢ events is:

ebr cut — 858 + 0.5(stat.) + 0.8(syst.) % (6.18)

6.2.2.5 Muon Distance To Closest Approach

Muons from semileptonic decays have larger significance for the measure-
ment of the distance to closest approach (o4.,) due to the lifetime of the
heavy quark, while muons from W bosons are produced promptly at the
primary vertex. Figure 6.10 shows o4, for muons in ¢t — p-plus-jets, W-+4
light flavor jets, Z — uu Monte Carlo events and Z — pu data. The cut
Odea < 3 is used to reject muons from semileptonic decays, while most of
the muons from W decays are kept. The comparison of the o4., distribu-
tion shows good agreement between Z — uu data and simulation. For W+4
light flavor jets a broadened distribution is observed and can be explained by
the higher track density at the primary vertex. An even wider distribution
can be observed for ¢t events. Due to the heavy flavor content the primary
vertex position is shifted towards to secondary vertex. The efficiency for the
cut on o4, is extracted from simulated ¢t events:

gldea — 92.9 + (0.1(stat.)% (6.19)

muon
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Figure 6.10: Invariant di-muon mass (left). The yellow histogram shows all
7% — pp candidates and the blue histogram shows events where at least one
muon failed the cut on o4.,. The right plot shows the distribution of o4,
for tt (light grey), W+4 light flavor jets (dark grey), Z — pp data (black,
dashed) and MC (grey).

6.2.2.6 Tight Muon Isolation Efficiency

The muon isolation criterium is inherently dependent on the topology. The
efficiency has been measured for Z — pu events, but this does not accurately
reflect the efficiency in events which have distinctly higher jet multiplicities,
such as tt events. The isolation efficiency is measured in Z — upu events as a
function of jet multiplicity both in simulated and in data events. Addition-
ally, the efficiency is measured in ¢t and W-plus-jets events, see Figure 6.11.

The p-plus-jets analysis makes the additional requirement that the muon
is isolated with respect to the closest jet by AR > 0.5, see Section 6.2.2.3.
The efficiency for the tight isolation with respect to a sample of loose isolated

muons is:

et . = 95.5+1.0(stat.)% for Nje, > 1
€7%u = 93.3+0.4(stat.)% for Nje, > 1
Egﬁ,uﬂ-ets = 90.4 £ 0.4(stat.)% for Nt > 4. (6.20)

The difference in efficiency between data and MC in Z — puu is taken as a
systematic uncertainty.

g0 =90.4 + 0.4(stat.) + 2.2(syst.)% (6.21)

muon
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Figure 6.11: Muon isolation efficiency as a function of jet multiplicity for
7Z — pp data (dark grey filled triangle) and MC (grey open triangles), tt
MC (black open circles) and W-plus-jets MC (light grey). The left plot
shows the efficiency for muons to be separated from jets and the right plot
shows the tight muon isolation efficiency.

6.2.2.7 Muon Trigger Efficiencies
Muon Trigger Efficiencies at Level 1

The Level 1 trigger efficiency for offline reconstructed muons is measured
using a calorimeter based trigger as reference trigger [67]. Offline muons are
identified using the criteria as described in Section 4.2.1.

In order to measure the Level 1 muon trigger efficiency the following
steps are taken:

e select events triggered by a calorimeter based trigger,

e identify muons and reject events with more than one reconstructed
medium muon,

e test the Level 1-And-Or-Bit (85) for the Level 1 muon trigger, which
requires one scintillator hit inside and one outside the toroid magnet
aligned with the interaction point,

e derive the trigger efficiency for muons at Level 1 as the fraction of the
two samples.

A Level 1 muon trigger efficiency of 96.0 + 0.2% was measured. Figure 6.12
shows the Level 1 muon trigger efficiency as a function of the muon pr, 7
and ¢. It is found that there is no dependence on the transverse momentum.
The decreased efficiency at ¢ ~ 4.8 in the bottom of the muon system is
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due to missing scintillator counters in this region. To fold the 5 distribution
of the trigger efficiency with the 7 distribution of muons in ¢ events a
parameterization with a third degree polynomial is used.

Muon Trigger Efficiencies at Level 2

The Level 2 medium muon trigger efficiency for offline muons is measured
using a calorimeter based trigger in a similar way to the measurement of
the Level 1 trigger efficiency. For the medium muon Level 2 trigger effi-
ciency 91.2 £ 0.4% was found with respect to a sample where the Level 1
muon trigger condition is satisfied. Figure 6.13 shows the Level 2 muon
trigger efficiency as a function of the muon pr, 1 and ¢. The regions at
¢ ~4 and 5 and in || ~ 1 are the bottom corners of the muon system. The
muons which are reconstructed but not triggered have hits in the central
region and the forward region and are not well reconstructed by the trigger
system. An improved reconstruction code at trigger level was implemented
with trigger list version 12. The n distribution is parameterized with a 6,
degree polynomial.

Muon Trigger Efficiencies for ¢t — u-plus-jets

The Level 1 muon trigger efficiency decreases for large values of 1, while the
Level 2 muon trigger efficiency is lower in the bottom corners of the muon
system. The Level 1 x Level 2 muon trigger efficiency is parameterized in 7.
This efficiency curve is convoluted with the expected n distribution of the
reconstructed muon in ¢t — p-plus-jets MC events. The combined Level 1
x Level 2 muon trigger efficiency is:

glrigger — 88.7 & 0.5(stat.) + 1.3(syst.)%. (6.22)

muon

The systematic uncertainty is estimated from a variation of the efficiency
parameterization at Level 1 and Level 2.

The details of the fits used to parameterize the Level 1 and Level 2 muon
trigger efficiencies as a function of muon 7 are given in Appendix A.1.
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6.2.2.8 Summary of the Muon Efficiency Measurement

A summary of the muon efficiencies is given in Table 6.3. The central values
of the efficiencies and the statistical uncertainties are shown. The systematic
uncertainties are discussed in Section 6.5.

Table 6.3: Summary of the muon efficiency measurement.

efficiency value
Eﬁgg 78.740.9%
gprack 75.3+£0.5%

gueloAR 64 040.6%
ghr cut 85.840.5%

Emiean 92.9+0.1%
€50 90.4-0.5%

glrigger 88.74+0.5%
Emuon 24.2+40.4%
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6.2.3 The Jet Efficiency Measurement

The measurement of the jet efficiency addresses the following aspects:
e the selection of events with four or more jets njers > 4,
e the jet identification,
e the jet trigger.

The jet efficiency €;es5 is factorized as follows:

et = €y €l - €5t (6-23)
The definition and the measurement of the efficiencies in Equation 6.23 is
discussed in the following.

6.2.3.1 Jet Identification Efficiency

Because of the fairly severe noise problems in the calorimeter, and the se-
rious attempts to suppress them with quality cuts, the efficiency of these
cuts for real jets has to be quantified. It has to be pointed out that the f90
variable used to qualify jets is not calculated correctly for merged jets in the
version used for the reconstruction code (p13). To study the jet identifica-
tion efficiency a direct photon candidate sample is used. Figure 6.14 shows
the Feynman diagram of a 7-plus-jets (QCD-Compton) process. A defined
physics process is chosen to ensure that the considered jet is reconstructed
from a real energy deposition. Events are selected where two energy clusters

q Y

g q
Figure 6.14: Feynman diagram for direct photon production.

are observed with a A¢ > 3.0. This back-to-back cut is used to maximize
the presence of real jets over fakes. In addition it is required that a jet with
more than 3 GeV was found by the Level 2 trigger matched to the calorime-
ter cluster under study. The jet identification quality cuts are applied and
the fraction of jets passing the cuts is a measure of the jet identification
efficiency. To select the sample the following selection is applied:
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e identify a photon candidate (Ep > 15 GeV),

e require a calorimeter cluster with A¢(y, cluster) > 3.0, |n| < 2.5,
Er > 15 GeV and (in data) a matched Level 2 jet (E7 > 3 GeV),

o Zr < 10 GeV.

As shown in Fig. 6.15, similar behaviors are observed in both data and simu-
lation. It has to be pointed out that the jet identification efficiency decreases
for jets in the low transverse energy region. The difference of the efficiencies
for the data and MC in the direct photon sample is measured and treated
as a systematic uncertainty. The results are summarized in Table 6.4. To
be conservative the slightly larger discrepancy of 0.8% in the central region
is taken as the systematic uncertainty per jet. To measure the effect on
tt — p-plus-jets, jets are randomly removed with a rate of 0.8% from ¢z MC
events and a variation of the signal efficiency of 2.7% is found.

Table 6.4: Jet identification efficiency for direct photon samples in data and
MC.

all central cal. end cap cal.
data  96.6% 95.7% 97.7%
MC 97.2% 96.5% 97.8%

The central values of the efficiency to reconstruct at least four jets and of
those the efficiency for at least four jets passing the jet identification criteria
are estimated from simulated ¢t events:

e’ = T1.8+0.8% (6.24)
e, = 86.6+0.8% (6.25)

6.2.3.2 Jet Trigger Efficiencies
Jet Trigger Efficiencies at Level 1

The Level 1 trigger efficiency for jets is measured using muon triggers as ref-
erence triggers. The method to measure the jet trigger efficiency is described
in Section 5.1. The trigger condition CJT(1,5) is satisfied if transverse en-
ergy of more than 5 GeV is measured in a calorimeter trigger tower.

The measurement of the CJT(1,5) efficiency has been done by:

e selecting events triggered by the muon system.

e identifying reconstructed jets and applying the selection criteria spec-
ified in Section 4.3.1,
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Figure 6.15: Measured identification efficiency for reconstructed jets back-
to-back with a photon in data (filled circles) and MC (triangles) and for
all jets in a ¢¢ sample (open circles) as a function of jet Er (left) and the
pseudo-rapidity (right).

e removing jets with a soft muon tag,

e testing the leading Level 1 tower matched with offline jets (AR < 0.35)
such that the tower is fully contained in the jet and require at least
5 GeV transverse energy,

e taking the fraction of the two samples as the trigger efficiency for jets at
Level 1 (CJT(1,5)).

The Level 1 trigger efficiency for single jets is measured for jets in the region
of —2.5 < n < 2.5 and Er > 15 GeV. Figure 6.16 shows the transverse
energy spectra for the jets in the reference sample and the resulting efficiency
turn-on curve.

The details of the fits used to parameterize the Level 1 jet trigger efhi-
ciencies as a function of jet Fr is given in Appendix A.2.

Jet Trigger Efficiencies at Level 3

The Level 3 jet trigger efficiency for an Ep-threshold of 20 GeV (JT20)
is measured using a sample of Mark-And-Pass (Section 5.1) events for the
MU_JT20-L2L0 trigger. Offline jets are selected with the jet identification
criteria as described in Section 4.3.1. Jets tagged with a soft muon are
removed from the sample.

With trigger list version 9, starting with run number 167015, the zero
suppression limit of the calorimeter unpacker was changed from 1.5 ¢ to
2.5 0. The trigger turn-on curves are measured for the two run periods
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Figure 6.16: Spectrum of jet E7 in the reference sample (light grey) and
jets for which the CJT(1,5) trigger fires (dark grey) in the left plot. The
resulting efficiency turn-on curve is shown in the right plot as a function of
jet Er.

separately. Figures 6.17 and 6.18 show the spectrum of jet Ep for the
reference sample and for jets where the Level 3 jet trigger fires. The left
plot shows the resulting efficiency turn-on curve. It can be observed that the
turn-on curve for data taken with a 1.5 o zero suppression limit is less sharp
and starts at lower jet energies due to the effect of noise on jets reconstructed
at trigger level.

For transverse energies above 40 GeV the Level 3 jet trigger (JT20)
becomes fully efficient. The slow turn-on can be explained by the different
energy scales for Level 3 jets and offline jets, where online no non-linearity
corrections are applied. Furthermore, the Level 3 jet E7 is reconstructed
assuming a fixed vertex position (z=0) and a simple cone algorithm with 0.7
cone size is used to find jets.

An effort was made to improve the Level 3 turn-on by using calibrations,
the vertex z position and a cone size of 0.5. Unfortunately, the trigger
requested in April 2003 is not used online in the data set described in this
thesis. The studies are summarized in Appendix C.

The details of the fits used to parameterize the Level 3 jet trigger effi-
ciencies as a function of jet Er are given in Appendix A.2.



104 CHAPTER 6. ANALYSIS OF THE TT EVENT SELECTION

3 ‘
O osf
S | \
E 0.6:
0.4}
02|
0 20 40 60 80 0(; 20 20 50 80
jet E, [GeV] jet E; [GeV]

Figure 6.17: Spectrum of the jet Er for run numbers less than 167015, 1.5¢0
zero suppression. The reference sample (light grey) and jets for which the
Level 3 jet trigger fires (dark grey) are shown in the left plot. The resulting
efficiency turn-on curve is shown in the right plot as a function of jet Er.
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Figure 6.18: Spectrum of the jet Er for run numbers greater than 167015,
2.50 zero suppression. The reference sample (light grey) and jets for which
the Level 3 jet trigger fires (dark grey) are shown in the left plot. The
resulting efficiency turn-on curve is shown in the right plot as a function of
jet ET-
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Jet Trigger Efficiencies for ¢t — u-plus-jets and W-plus-jets Back-
ground

The Level 1 x Level 3 jet trigger efficiencies measured in data are folded
with jets in ¢t and W-plus-4 jets events. The resulting efficiencies are:

g9 = 99.5 & 0.2(stat.)% (t7) (6.26)
g9 = 91.3 +0.3(stat.)% (W + 4jets). (6.27)

6.2.3.3 Summary of the Jet Efficiency Measurement

A summary of the jet efficiencies is given in Table 6.5. The central values of
the efficiencies and the statistical uncertainties are shown. The systematic
uncertainties are discussed in Section 6.5.

Table 6.5: Summary of the jet efficiency measurement.

efficiency value

et 71.8 + 0.8%
eld, 86.6 + 0.8%
e % 99.5 £ 0.2%
Ejet 61.9 + 1.0%

6.2.4 Efficiencies for the Missing Transverse Energy Cut

The efficiency for a cut on the missing energy (1 > 20 GeV) was deter-
mined with simulated ¢¢ events and found to be:

gy = 91.3 £ 0.6(stat.)% (6.28)

The missing transverse energy resolution is limited by the resolution of the
objects, jets and muons, reconstructed in the event. The effects of the jet
resolution and energy scale corrections, and of the muon resolution on the
selection efficiency are discussed in Section 6.5.

6.2.5 Summary of Preselection Efficiencies

The preselection efficiency measurement was discussed in the previous sec-
tions. The problem was factorized in the measurement of the efficiency for
the primary vertex, the muon, the jets and the transverse missing energy:

Epreselection = Epv * Emuon * Ejets * Fpp - (629)
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A summary of the preselection efficiencies for ¢t events is given in Ta-
ble 6.6. Systematic uncertainties are discussed in Section 6.5.

Table 6.6: Summary of the preselection efficiency determination.

efficiency value

Epv 8902 +31%
Emuon 242+ 04 %
Ejets 619+ 1.0%
&y 91.3 £ 0.6 %

Epreselection 122 + 0.5 %
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6.3 Background Evaluation in the Preselected Data
Sample

After the preselection is applied the background consists mainly of elec-
troweak W-plus-jets events and QCD heavy flavor events. In the following
the methods to estimate the background contributions are discussed.

6.3.1 Evaluation of QCD Background

In a first step the instrumental background from fake isolated muons is
evaluated. This background is essentially due to heavy flavor QCD events
where the muon originates from a semi-leptonic heavy quark decay. Real
isolated muons are produced in W decays in W-plus-jets background events
or tt signal events.

Two samples of events, a loose and a tight set are used, the latter being a
subset of the first. The loose set (N¥) corresponds to the preselection sample,
with a loose muon isolation cut (AR(u,jet) > 0.5). The tight sample (N?)
is defined with a selection of the tight muon isolation. If the total number of
W-plus-jets background, t¢ signal and QCD background events are denoted
NWHtt and NQCD respectively, N¥ and N* can be written:

NK — NW‘Hif + NQCD
N, = EsigNW+tE + EQ()DNQCD (6.30)

Solving this linear system for NQCL and NW+t yields:

wwei - Mz eqenNe g vaon _ EsiglNe = Mo (6.31)
Esig — €QCD Esig —€QCD

The efficiency (eyiq) for t¢ signal and W-plus-jets background has been
studied in Z — up events and the dependency on the number of recon-
structed jets is taken from the simulation. The rate for which a muon in
QCD events appears isolated was measured in a data sample enriched in
QCD events. The following selection has been applied:

o MU_JT20-L2MO0 (trigger)
o I <15 GeV

o Fr car <25 GeV

e 15 GeV < pf. < 25 GeV

The numbers of observed events in the loose (N;) and the tight (V;) sample
are listed in Table 6.7, together with the values of egcp and e,y and the
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Table 6.7: Number of observed events in the loose and tight data sample,
the efficiency for the tight muon isolation cut and the estimated number of
W -plus-jets and QCD background events for each inclusive jet multiplicity.

% D
N Nt Esig EQCD Esig : NVT™  eqop - NQF

>1jet 8762 4339 90.3 +0.5% 9.6 +£0.3% 3911.7 £ 69.0 427.3 +20.6
>2jet 3339 1548 90.3 +0.5% 12.5 £0.6% 1311.9 +429  236.1 + 17.0
>3jet 847 347 89.8 £ 0.5% 11.6 + 1.3% 285.4 + 20.7 61.6 = 9.1

>4jet 173 71 90.1 £+ 0.6% 9.9 + 3.3% 60.5 £ 9.5 104 + 43

number of estimated W-plus-jets background plus t¢ signal events and QCD
background events for each inclusive jet multiplicity bin. Figure 6.19 shows
the transverse mass distribution of the events in the tight sample for each
inclusive jet multiplicity bin.

6.3.2 Evaluation of W-plus-jets Background

Having estimated the QCD background contribution in the sample, the next
step of the analysis deals with the estimation of the electroweak W-plus-jets
background and its separation from the ¢t signal.

To extract the top signal from the overwhelming W-plus-jets background,
a large jet multiplicity must be required. In the case of the topological anal-
ysis at least four jets need to be reconstructed.

The W-plus-jets background contribution is evaluated under the assump-
tion of Berends empirical scaling law [27] which connects the n'* and the
(n + 1)™ jet multiplicities:

oW + (n+ 1)jess)
(W + Njets)

=a, (6.32)

where «a is dependent on the jet transverse energy and pseudo-rapidity re-
quirements and 7 is the inclusive jet multiplicity. After QCD background
subtraction, the number of W-plus-jets events with a jet multiplicity of ¢ or
higher is given by:

NV = NI x o7 RN (6.33)
where Nz-W + i5 the number of events remaining with a multiplicity in excess
of i in the sample once the QCD background is subtracted, N{¥ is the
number of W events with at least one jet in the final state estimated by the

matrix method, fiti is the fraction of ¢t events expected to be present in the
tight sample with a jet multiplicity above . This fraction is extracted from
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Figure 6.19: The transverse mass distribution of the events in the tight
sample for each inclusive jet multiplicity bin.
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the Monte Carlo simulation. The values of o, N{¥ and N}* are obtained
from a fit to the distribution of NW+t for i € 1,2,3,4. The parameters «
and N}V are used to extrapolate the number of W events in the four or more
jets topology:

NY =NV xao?. (6.34)

The Berends scaling hypothesis relies on the ISR gluon spectrum for W
events. The inclusive jet multiplicity distribution for W+t events is highly
biased by the presence of jet selection criteria in the trigger. Given the
slow pr turn-on curves of the jet trigger, events with higher jet multiplicity
are more likely to fire the signal trigger. This effect changes the shape of
the jet multiplicity distribution. A correction factor (n;) for each inclusive
jet multiplicity bin can be derived from an unbiased trigger. The single
muon triggers are used to derive this correction. Applying the trigger bias
correction results in a jet multiplicity distribution which is expected to obey
the Berends scaling.

The extrapolated number of W events in the fourth bin corresponds to
an estimation without trigger bias. To further measure the number of W-
plus-four-jet events as selected by the trigger (N}V) their trigger efficiency
(n4) correction is applied.

NY =n-NJV . (6.35)

The estimated number of ¢t events in the sample is given by:

Nz = Nj - NV - N2C°P (6.36)

Table 6.8 shows the number of selected W -plus-jets events before and after
the correction of the trigger bias and the fraction of ¢t events expected to be
present in the tight sample for each inclusive jet multiplicity. The results of
the fit are given in Table 6.9. Figure 6.20 shows the number of W-plus-jets
events as a function of the inclusive jet multiplicity corrected for the jet
trigger bias.

6.3.3 Results of the Preselection and Background Evaluation

The selection of W-plus-jets events and the estimation of the background
contributions was described in the previous subsections. Table 6.10 summa-
rizes the number of events selected, the estimated background contribution
from W-plus-jets and QCD processes and the preselection efficiency for ¢t
events in the y-plus-jets final state. These numbers are the starting point for
the tt event selection which is applied to increase the sensitivity of the mea-
surement. The estimated number of background events in the preselected
sample is larger than the number of observed events which would lead to
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Table 6.8: The Table shows the number of selected W-plus-jets events, the
trigger bias, the number of selected W-plus-jets events corrected for the
trigger bias and the last column contains the expected fraction of tf events
per inclusive jet multiplicity.

£sig - NVH%  trigger bias, Nt i
>1jet 3911.7 £ 69.0 30.2 + 0.6% 12934.4 + 336.5 100 %
> 2jets 1311.9 4+ 42.9 53.8 + 1.4% 2437.8 +£101.8 99.6 + 0.2 %
> 3 jets 285.4 £+ 20.7 67.6 + 3.1% 4225 + 364 928 +£0.7%
> 4 jets 60.5 + 9.5 80.0 + 6.0% 75.7 + 131 623 +13 %
0
5
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2
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10
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jets

Figure 6.20: Number of W-plus-jets events as a function of the inclusive jet
multiplicity corrected for the jet trigger bias. The line shows the result of
the fit for the number of W-plus-jets backgound events.
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Table 6.9: Results of the Berends scaling fit.

@ 0.187 =+ 0.009
N}V 12979.4 + 3194
Ny 84.7 £ 11.1

Ny 67.8 + 10.2

Table 6.10: Result of the preselection.

Nops 71

N9 78.2+£11.1
NJ¥.s 678102
N 10.4 +4.3

Epreselection 12.2 £ 0.5%

a vanishing cross section for ¢t production, which is a result of a statistical
fluctuation. This is, however, no longer so after the full #¢ selection is applied
which is discussed in the following.
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6.4 The tt Event Selection

The selection based on the topology of ¢t events and the derived efficiencies
for the tt signal, W-plus-jets and QCD background are discussed in this
section. An alternative approach to estimate the number of electroweak W-
plus-jets background events is described and the results of the selection are
given.

6.4.1 The Topological Analysis

For the topological analysis properties are selected which provide the best
separation between ¢t signal and W-plus-jets background. The variables
found to have the best discrimination in the p-plus-jets analyses are:

e the scalar sum over all jet transverse energies and the reconstructed
transverse W momentum Hr = SE7 + pJ¥,

e the transverse energy of the leading jet Jet Er,

e the aplanarity A, a measure of the flatness of the event defined as
% times the smallest eigenvalue of the normalized momentum tensor

M:
LopiDj
o | p‘a |2 ?

M;j = (6.37)

where p° is the momentum-vector of a reconstructed object o, i and
j are Cartesian coordinates. The objects included in the sum are the
jets and the reconstructed leptonic W. Large values of A are indicative
of spherical events, whereas small values correspond to more planar
events. tt events are quite spherical as is typical for the decay of a
heavy object. W-plus-jets and QCD events are more planar, primarily
due to the fact that the jets in these events arise from gluon radiation.

In order to calculate the topological variables, jets are required to pass all
identification criteria, Er > 15 GeV and |nje| < 2.5.

Figure 6.21 and Figure 6.22 show Jet Er, Hr and A distributions for
simulated ¢t and W-plus-jets events after the preselection is applied.

A grid search has been performed to search for the selection criteria
leading to the smallest expected statistical uncertainty, \/ssﬂ, on the cross
section measurement. The result of the optimization is displayed in Fig-
ure 6.23, where the expected number of signal and background events for
the various cuts on JetEr, Hr and aplanarity are shown together with
curves of constant statistical uncertainty of the cross section measurement.
The star indicates the chosen cut points for the u-plus-jets analysis:

o Jet Er > 60 GeV
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Figure 6.22: The Hr, A and Jet Er distributions for simulated ¢ (solid
line) and W-plus-jets (dashed line) events. The vertical lines indicate the
values of the cuts used to separate signal and background.
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o Hp > 250 GeV

e A > 0.05.
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Figure 6.23: Expected number of signal versus background events for vari-
ous cuts on JetEp, Hy and aplanarity. The lines show curves of constant
expected statistical uncertainty of the cross section measurement. The star
indicates the chosen cut point for the u-plus-jets analysis and the filled dot
corresponds to the optimal point.

Figure 6.23 suggests a better choice of cut values as indicated in the
figure by the filled dot. Since the values of the cuts were frozen before the
final optimization was performed, the cuts used in this analysis are slightly
suboptimal. The possible improvement on the expected Ao / o is on the
order of 10%.

The efficiency for ¢ and W-plus-jets events is derived from the simula-
tion, while for QCD background events a data sample with reversed tight
muon isolation was used. The efficiencies of each cut are summarized in
Table 6.11.

6.4.2 Result of the Topological Selection

The results of the topological selection are summarized in Table 6.12. A total
of 14 tt candidates events have been selected with a background expectation
of 11.7+1.9 events, where 9.9+1.5 events are W-plus-jets and 1.8+1.2 QCD
background events. The final selection efficiency is corrected for the presence
of 7 decays to muons as discussed in Section 5.3 and found to be 7.2+0.3%.

Figures 6.24 and 6.25 show distributions for Njets > 3 and 4, for variables
used for the topological selection and the reconstructed transverse mass for
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Table 6.11: Summary of selection efficiencies for ¢ signal, W-plus-jets and

QCD background.

tt W-plus-jets bkg. QCD bkg. cuts
Epreselection  12.240.5% - - preselection
EJetEr 90.5+0.9% 58.24+1.4% 47.0+4.9% JetEr > 60 GeV
EHr 88.9+1.0% 63.0+1.8% 60.4+7.1% Hr > 250 GeV
€A 67.6+1.5% 39.8+2.3% 62.0+9.0% A>0.05
Etopological ~ 94.4%+1.4% 14.6+1.0% 17.6+3.7%  topological selection
Eselection 67:|:03% - - selection
Eselection 7.240.3% - - corrected for 7 decays

Table 6.12: Number of observed events and estimated background after each

of the topological cuts.

Nobs kag NW NQCD
preselection 71 78.2 £11.1 67.8 £10.2 10.4 £+ 4.3
JetEr > 60 GeV 33 444+ 63 394+ 59 49 £ 2.1
Hr > 250 GeV 19 278 +£ 4.0 249 £ 3.7 3.0+14
A>0.05 14 11.7+£ 1.9 99+ 1.5 1.8 +£1.2
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data, simulated W-plus-jets background and the QCD background normal-
ized to the expected number of events. The ¢t signal is added to the distri-
butions for Njets > 4 normalized to a cross section of 7 pb. Only events with
at least four reconstructed jets are considered in this analysis. Reasonable
agreement between data and MC is observed. However, it appears that the
Er spectrum of jets in data is harder than the spectrum in the simulation.
A discussion of the systematic uncertainty is given in Section 6.5.

6.4.3 Alternative Approach to Evaluate the W-plus-jets Back-
ground Contribution

A second approach to separate the tf sample from W-plus-jets events uses a
method similar to the matrix method described in Section 6.3.1. Instead of
the by muon isolation, the W-plus-jets and ¢ signal sample can be distin-
guished by the efficiency of the topological selection. The number of events
in the tight sample (N;) and the selected number of events (Ng) can be
written as

N = NY+ NV4+ o NP
T arti CD ArQCD
Nsel = egtethtt + ESZYNtVV + 6sQel NtQ
T w cD
= Nig+ N+ Ns%l . (6.38)

Solving this linear system for Ns\g{ yields:

w
€ % CD 1 CD
sel — W sel i (Nsel - 8gteth - (5861 - 8?5el)NtQ ) ’ (639)
15 — &
sel sel

where the ei o are the efficiencies for the topological selection. One obtains
N2 = 7.6 + 0.2 (this approach) (6.40)

in comparison to NSYX = 9.9 + 1.5 using Berends scaling. This alternative
method does not rely on the assumption of Berends empirical scaling law
and is therefore not dependent on the evaluation of the trigger bias. The
uncertainty given here only accounts for the statistical uncertainty of the
efficiency measurement. With the smaller number of estimated W-plus-jets
background events the alternative approach leads to a larger central value for
the ¢t cross section. For the analysis presented in this thesis the alternative
approach is not used to evaluate the W-plus-jets background contribution.
For the combination of the electron- and u-plus-jets analyses discussed in
following chapter it has been decided to use the (Berends scaling) method
and pursue the alternative approach for future cross section measurement.
The difference in the number of expected background events is treated as a
systematic uncertainty.
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Figure 6.24: Spectrum of the jet E}, Hy, A and the transverse mass for data
(points with error bars), QCD background (grey) and W-plus-jets back-

ground (light grey) for Njeis > 3.
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Figure 6.25: Spectrum of the jet E;, Hp, A and the transverse mass for
data (points with error bars), QCD background (dark grey), W-plus-jets
background (light grey) and the ¢t signal (black line) Njess > 4.
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6.5 Discussion of Systematic Uncertainties

The systematic uncertainties studied in this analysis are summarized in Ta-
ble 6.13 where correlated and uncorrelated uncertainties are listed.

The largest uncertainties on the background are due to the limited statis-
tics of the control samples. To account for the reliability of the Berends
scaling assumption, 100% of the difference between the result that assumes
Berends scaling and the alternative approach to evaluate the W-plus-jets
background contribution discussed in Section 6.4.3 is taken as a systematic
uncertainty.

The most significant correlated source for systematic uncertainties is
the jet energy scale. The uncertainty is derived by varying the normal jet
energy correction by +1o, where the error is the combined data and MC
uncertainty. A study was performed on ¢t and W-plus-jets MC and the
results are listed in Table 6.14. It can be observed that the effect of the jet
energy scale correction has a different sign for the cut on Hy and A. This
is a feature which could be used to reduce the systematic uncertainty from
the jet energy scale in future analyses limited by the systematic uncertainty.

The uncertainty of the jet resolution was studied in signal and W-plus-
jets MC. The results are summarized in Table 6.15. The jet momenta were
smeared according to the uncertainty on the jet resolution.

The mass of the top quark is measured to m; = 174.3 £ 5.1 GeV [15].
The uncertainty of the measurement results in an uncertainty of the cross
section measurement especially since the topological selection is dependent
on the mass of the top quark. The selection efficiency was studied at three
mass points and the results are listed in Table 6.16. With an increased mass
of the top quark the selection efficiency is higher, mainly due to the cuts on
the lepton transverse momentum and Hr and increasing Hr and lepton pr
with increasing mip.

The uncertainty on the luminosity is about 10% [55].

6.6 Discussion of ¢t Candidate Events

A total of 14 candidates pass all cuts in the topological analysis. Tables 6.17
and 6.18 show the run and event numbers for all candidates together with
the kinematic properties for jets and muons, the Hr, aplanarity A and the
missing transverse energy Fr. Event displays with different views of the
D@ detector are shown in Figures 6.26, 6.27 and 6.28 for three t¢ candidate
events (run 167003, number 27714859; run 174429, number 11994886; run
176571, number 42915016).
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Table 6.13: Summary of relative systematic uncertainties.

background uncertainty signal uncertainty

Uncorrelated
statistic 16.3% 4.6%
Berends scaling 14.0%
branching ratio 2%
top mass +6.0 -3.0%
Correlated
PV 2.0%
muon pr 1.0%
muon Id 4.8%
muon tracking 2.7%
muon isolation 2.5%
muon ogeq 1.2%
muon trigger 1.6%
jet 1d 2.7%
jet resolution 3.7%
jet energy scale +15.2 -16.6%

Table 6.14: Systematic uncertainties from the jet energy scale. The results
A+ take into account the data and MC uncertainties.

AT central value A~

tt

preselection 12.2% 11.5% 10.6%
JetEr > 60 GeV  93.9% 90.5% 84.1%
Hr > 250 GeV 90.9% 86.6% 82.6%
A>0.05 73.6% 74.8% 75.6%
topo. selection 63.1% 58.1% 52.5%
selection 7.7% 6.7% 5.6%
relative uncert. 15.2% - -16.6%
W -plus-jets

JetEr > 60 GeV  65.9% 62.4% 60.3%
Hr > 250 GeV 69.7% 64.1% 62.7%
A>0.05 7.6% 4.8% 44.2%
topo. selection 17.3% 16.0% 16.7%

relative uncert. +7.1% - +4.2%
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Table 6.15: Systematic uncertainties from the jet resolution.

central value smeared jets

tt

preselection 12.2% 11.6%
JetEr > 60 GeV 90.5% 90.1%
Hr > 250 GeV 88.2% 88.8%
A>0.05 68.9% 69.8%
topo. selection 55.0% 55.9%
selection 6.7% 6.5%
relative uncert. - 3.7%
W-tjets

JetEr > 60 GeV 62.3% 63.8%
Hr > 250 GeV 64.0% 63.8%
A>0.05 41.2% 39.4%
topo. selection 16.4% 16.7%
relative uncert. - 1.5%

Table 6.16: Systematic uncertainties from the mass of the top quark.

top-quark mass efficiency uncertainty

170 GeV 6.5% -3.0%
175 GeV 6.7% -
180 GeV 71% +6.0%




6.6. DISCUSSION OF TT CANDIDATE EVENTS

Table 6.17: List of ¢t candidate events (I).

123

run/event jet I

Er n ¢ pT n ¢ Hr A Er

[GeV] [GeV] [GeV] [GeV]
163938 100.7 -1.28 0.51 40.0 -0.51 212 4113 0.050 156.3
495855 875 -0.12 5.48

23.5 -0.38 6.12

18.3 0.83 541
165985 69.2 -1.32  4.47 56.9 -0.08 2.68 425.7 0.093 77.4
24997654 68.3 -0.61 5.88

49.0 0.09 6.22

45.9 -1.52  2.40

28.7 -0.87 292

23.1 1.06 5.68

20.7 1.01 2.84
166530 163.5 -0.89 543 30.69 -1.75 3.74 497.0 0.085 50.6
58919354 154.6 1.38  1.47

66.3 1.67 3.56

36.2 -2.0 4.83

21.9 -0.42  2.49
167003 170.5  -0.96 0.44 52.4 -0.30 5.23 5643 0.147 62.70
27714859 98.4 -0.32  4.36

96.3 -0.87 3.30

69.7 0.19 6.17

55.8 0.07 241

358 -1.02 1.86
173527 65.6 0.38 4.18 85.8 -0.25  3.03 250.1 0.118 69.7
4988383 53.8 0.01 0.12

36.9 -0.55  5.53

22.6 1.47  2.13
174429 108.1 -0.04 220 88.95 0.49 6.21 4539 0.072 102.8
11994886 88.3 -0.37  3.12

47.7 -1.33  3.55

21.1 0.06 5.17
175334 80.3 1.16 2.39 2087 048 0.67 295.85 0.084 50.96
23993900 68.8 0.98 4.79

56.7 -0.75  5.70

34.4 2.00 0.29

15.3 -1.31  0.45
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Table 6.18: List of ¢f candidate events (II).

run/event jet "
n

Er n ¢ pr
[GeV] [GeV] [GeV] [GeV]

175681 84.5 -041 113 2197 -0.74 347 280.99 0.091 8591
9499101 78.2 0.56  3.17

16.8 1.52  0.61

154 -0.44 598

175795 109.6 -0.25 0.87 2289 041 6.07 360.28 0.236 58.07
20460468 83.9 -095 4.00

64.3 -1.00 2.58

30.7 -1.05 0.76

175917 82.58 038 156 76.22 -0.52 3.41 307.89 0.109 76.23
22961681  50.68 -1.92 0.15

34.03 -1.33 5.09

2835 0.74 6.22

176571 129.5 0.10 0.98 38.08 -0.50 4.29 506.16 0.170 149.37
42915016 77.2 042 6.02

65.1 -049 1.78

55.9 -1.10 5.06

176973 83.9 -0.59 289 3432 042 0.53 304.1 0.148 111.24
39850057 47.9 0.52 211

42.0 -0.03 1.00

23.1 1.35 4.09

177312 106.6 -0.87 3.46 43.33 -0.06 0.15 309.6 0.133 45.68
11507232 97.4 0.57 1.01

475 -1.06 0.07

26.8 -1.31 4.24

178152 70.7 097 239 2926 -041 0.83 281.8 0.055 87.5
29809427 60.7 1.77  2.92

46.4 1.29  0.60

15.2  -2.40 4.38
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Run 167003 Event 27714859 Tue Jul 15 03:57:23 2003

125

Bins: 163

Mean: 2.32 3

Rms: 6.03 0 T4z

Min: 0.031

Max: 56.3
mE_t: 37
phi_t: 205 deg

Run 167003 Event 27714859 Tue Jul 15 03:57:24 2003 Run 167003 Event 27714859 Tue Jul 15 03:57:25 2003

E scale: 84 GeV ET scale: 101 GeV

Figure 6.26: The transverse energy (top) in the 7-¢ plane of the DO
calorimeter for a ¢t candidate event (run 167003, number 27714859). Dark
grey (grey) boxes are energy deposits in the electromagnetic (hadronic)
calorimeter. The light grey bar indicates the imbalance of the event in
the transverse plane measured in the calorimeter. The r-z view (bottom
left) of the DO detector. The dark grey, grey and light grey boxes indicate
reconstructed segments in the muon chamber. The x-y view (bottom right)

of the DO detector.
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Run 174429 Event 11994886 Tue Jul 15 05:17:37 2003

Bins: 241
Mean: 0.809
Rms: 2.8 0 47
Min: 0.00949

Max: 35.4

mE_t:

111
phi_t: 336 deg

Run 174429 Event 11994886 Tue Jul 15 05:17:38 2003 Run 174429 Event 11994886 Tue Jul 15 05:17:39 2003

E scale: 49 GeV

ET scale: 45 GeV

Figure 6.27: The transverse energy (top) in the 7-¢ plane of the DO
calorimeter for a t¢ candidate event (run 174429, number 11994886). Dark
grey (grey) boxes are energy deposits in the electromagnetic (hadronic)
calorimeter. The light grey box indicates the imbalance of the event in
the transverse plane measured in the calorimeter. The r-z view (bottom
left) of the DO detector. The dark grey, grey and light grey boxes indicate
reconstructed segments in the muon chamber. The x-y view (bottom right)
of the D@ detector.
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Run 175917 Event 22961681 TuglJul 15 05:18:16 2003

Bins: 188

Mean: 0.755 -3

Rms: 1.91 0 47

Min: 0.00966

Max: 15.6
mE_t: 69.4
phi_t: 225 deg

Run 175917 Event 22961681 Tue Jul 15 05:18:17 2003 Run 175917 Event 22961681 Tue Jul 15 05:18:18 2003

E scale: 33 GeV ET scale: 26 GeV

Figure 6.28: The transverse energy (top) in the 7-¢ plane of the DO
calorimeter for a ¢t candidate event (run 175917, number 22961681). Dark
grey (grey) boxes are energy deposits in the electromagnetic (hadronic)
calorimeter. The light grey box indicates the imbalance of the event in
the transverse plane measured in the calorimeter. The r-z view (bottom
left) of the DO detector. The dark grey, grey and light grey boxes indicate
reconstructed segments in the muon chamber. The x-y view (bottom right)
of the DO detector.
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Chapter 7

The tt Production Cross
Section

In the following chapter the method to extract the ¢ cross section is de-
scribed. Results obtained in the p-plus-jets analysis are discussed and a
combination of analyses in different final states is presented.

7.1 Extracting the {f Production Cross Section

In order to extract the tt production cross section in p-plus-jets events
and to combine them with other channels a maximum likelihood method
is used [78]. The cross section o can be extracted from:

Nobs _ ka g

o= G (7-1)

where N° is the number of events observed, N?*9 the number of back-
ground events, Br the branching fraction for the p-plus-jets final state, £
the integrated luminosity and € the overall efficiency.

To account for the small number of observed events Poisson statistics is
used. The likelihood of the hypothesis of N signal and background events
is given by the number of observed events:

N =0 -Br-L-e+ N9 (7.2)

bs aTbk NN N
L(O’,{No S,N g,B’l",E,&'}) = W B (73)

The cross section is then estimated by minimization of:
—2In L (0, {N°* ,N®%9 Br, L, e}) (7.4)

with respect to o.
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The combined result of the cross section for multiple channels can be
obtained using the product of the individual channel likelihoods:

=], (7.5)

where n is the number of channels to be combined.

The statistical uncertainty can be found directly from the likelihood
function by taking the soultions at —2In £ + 1.

The systematic uncertainty on the cross section measurement is obtained
by varying the signal and background efficiencies within their errors, with
all correlations taken into account.

7.2 The tt Cross Section in pu-Plus-Jets Events

A summary of the results of the analysis presented in this thesis is given in
Table 7.1. The likelihood function for the u-plus-jets channel is shown in
Figure 7.1.

Table 7.1: Summary of the results.

Nobs Br Nbkg L £
14 145% 11.7 940 pb~! 7.2%

The result of the tt production cross section in the u-plus-jets channel at
v/$ =1.96 TeV yields:

Oppstivx = 2.4 T22 (stat.) 722 (syst.) £ 0.3 (lumi.) pb. (7.6)

7.3 The Combined ¢t Cross Section Result

The results of the ¢f cross section measurements presented at the Lepton
Photon Conference 2003 [7] are discussed below.
The following analysed channels are combined (Fig. 7.2):
o di-lepton:
ee, up and ey

e lepton + jets topological selection with soft u-veto:

e+ jets and p + jets (presented in this thesis),
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Figure 7.1: Likelihood function for the u-plus-jets channel.

e lepton + jets selection with soft muon b-tagging:

e+ jets/ pand p + jets/ p
not included in the combination are:
e all jets: all-hadronic final state ,
e [+ jets/ btag: lepton-plus-jets with lifetime b-tagging .

The analyses in those channels were not finalized in time and will enter the
combination in the future.

A summary of the number of candidate events (N°%*), branching fraction
(Br), integrated luminosity (£) in pb~!, expected background (b), ¢ signal
efficiency, expected signal (s) for a cross section of 7 pb™! and expected signal
plus background (s+b) are given in Table 7.2 for each individual channel.
The tt production cross sections obtained in each channel are summarized
in Table 7.3.

The results of a combination of the di-lepton, lepton+jets and the total
combination are summarized in Table 7.4 and Table 7.5. Figure 7.3 shows
the results for the cross section measurements and the combinations.
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lepton+jets topological selection lepton+jets soft muon b—tag di—lepton

Figure 7.2: Final states used for a combined cross section measurement.
Shown are the two orthogonal lepton+jets channels with a topological se-
lection and a soft muon b-tag and the di-lepton channels.

Table 7.2: Summary of all channels. The number of candidate events (N°%),
branching fraction (Br) integrated luminosity (£) in pb !, expected back-
ground (b), ¢ signal efficiency, expected signal (s) for a cross section of 7 pb
and expected signal plus background (s+b) are given for each individual
channel.

Channel  N°*  Br L (pb™) b e (%) s s+b
ee 2 0.012 107 0.620.5 70 0.6+0.1  1.240.5
B 0 0.012 90 0.7+0.4 6.0 0.5%+0.1 1.240.5
ep 3 0.024 98 0.6+0.4 105 1.740.3  2.3+0.5
e+ jets 12 0.145 92 6.841.7 57 5.3%+0.9 12.1+1.8
u+ jets 14 0.145 94 11.742.0 7.2 6.8+1.4 185424
e+ jets/ p 7 0.145 92 1.1240.9 3.1 29404  4.0+1.0
p+ jets/ p 8 0.145 94 2.2+1.1 45 43406  6.5+1.2

Table 7.3: Summary of the ¢t cross sections for individual channels.

Channel o[pb] Ao(stat.)[pb] Aoc(syst.)[pb] Ac(lumi.)[pb]
ce 15.8 +19.8 e +1.6

oy <77 - - -

ep 9.7 18 e +1.0

e+ jets 6.8 e e +0.7
p+ jets 2.4 e e +0.3
e+jets/ p  14.2 re e +1.4

ptjets/p 95 i 5 +1.0
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Table 7.4: Di-lepton, lepton-+jets topological, lepton+jets with soft muon
tag, all lepton+jets and all channels combination. The number of candidate
events (N°), expected background (b), expected signal (s) for a cross sec-
tion of 7 pb and expected signal plus background (s+b) are given for each
combination.

Combination  N°%® b S s+b

Di-lepton 5 1.94+0.8 2.840.3 4.740.9
£+jets/topo 26 18.5+2.5 12.1+1.6 30.6%+3.0
C+ets/p 15 33+14  7.240.7 10.5+1.6
{+jets 41 21.8+2.9 19.3+1.8 41.2+3.4
Total 46 23.7£3.0 22.24+1.8 45.943.5

Table 7.5: Summary of the combined ¢t cross sections.

Channel o[pb] Ao(stat.)[pb] Ao(syst.)[pb] Ao (lumi.)[pb]

Di-lepton 8.7 +e7 R +0.9
{+jets/topo 4.6 e e +0.5
O+jets/p 11.4 - e +1.1
L+jets 8.0 R e +0.8

Total 8.1 A B +0.8
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Figure 7.3: Summary of the ¢t cross section measurements per analysis
channel.
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A total of 46 tt candidate events have been selected with an estimated
background of 23.7 + 3.0 events yielding a combined ¢ production cross
section at /s =1.96 TeV of:

Oppsiipx = 81754 (stat.) T1§ (syst.) = 0.8 (lumi.) pb. (7.7)

The precision of the measurement amounts to 35% and is dominated by
the statistical uncertainty. The measurement is in good agreement with the
theoretical prediction. Figure 7.4 shows the results for Run I and Run II
together with the theoretical prediction as a function of the center-of-mass
energy.

[ 7] Kidonakis NNLO=NNLL

i §§ Coccioﬁri et al.

* DO Ruin Il Preliminary

1750 1800 1850 1900 1950 2000
Vs (GeV)

Figure 7.4: The tt cross section results for Run I and Run IT together with
the theoretical prediction as a function of the center-of-mass energy.
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Chapter 8

Conclusion and Prospects

This thesis presented a measurement of the ¢t production cross section in
the p-plus-jets final state with the DO detector at /s = 1.96 TeV using a
data sample of 94 pb~! integrated luminosity.

The characteristic signature of ¢f events in the u-plus-jets channel is one
isolated high-p7 muon, large ¥ and four or more jets. The two main sources
of backgrounds are W-plus-jets production and multijet events. The analysis
proceeds in two steps. The first step is the definition of a data sample
enriched in W-plus-jets and tt events, in which the absolute normalization
of the backgrounds, QCD and W-plus-jets events, is evaluated. In a second
step, an additional kinematic selection is applied to select the final candidate
sample.

A total of 14 events has been selected with a background expectation
of 11.74+1.9 events, where 9.9+1.5 events are W-plus-jets and 1.8+1.2 are
QCD background events. The cross section o was extracted from:

Nobs_Nblcg
T " Br-L-e

The measurement of the ¢ production cross section in u-plus-jets yields:

Oppsiirx = 2-4 22 (stat.) 752 (syst.) £ 0.3 (lumi.) pb.

The presented analysis is part of a larger effort to observe the top quark
in Tevatron Run IT data and to measure the production cross section. It
has been combined with results from all available analyses channels. The
combined results yield a value of the cross section of:

Oppstivx = 8.1 +2.2 (stat.) 71§ (syst.) £ 0.8 (lumi.) pb.

In order to perform such a cross section measurement at the early stage of
the experiment the following steps have been taken:
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first measurements of Level 1 trigger efficiencies in D@ Run IT data
have been performed for electrons, jets and muons [67]. The method
established in these studies is by now the standard procedure for trig-
ger efficiency measurements in D@.

automated tools have been developed for the production of streams of
preselected events [68].

a data quality control system has been introduced [68].

a p-plus-jets trigger was designed in order to select ¢t events at the
trigger level. In addition a missing energy trigger was certified [79].
This trigger is used to select W — ev events and lepton-plus-jets
events and as a backup trigger for the y-plus-jets trigger.

in further steps the identification efficiency for various physics objects
such as muons, jets and missing energy was studied and improved.

methods have been developed to estimate the QCD background con-
tribution in W-plus-jets events and to evaluate the absolute normal-
ization.

large tt and W-plus-jets Monte Carlo sample have been produced.

a first Run II cross section measurement of ¢ production in D@ in the
p-plus-jets final state [5] was performed. The analysis was presented
at the winter conferences 2003 and the analysis presented in this thesis
at the summer conferences 2003 [6].

The first studies of the top quark in D@ data collected in the Tevatron

Run IT is just the starting point for a rich physics program with top quarks.
Future analyses will benefit from:

e alarger data sample. An integrated luminosity of 210 pb~! is expected

for spring 2004. The larger data sample will lead to a larger sample of
tt candidates and at the same time allow for better precision in studies
of reconstructed objects.

improved reconstruction. The tracking performance has been im-
proved dramatically with the latest reconstruction version and the
jet and missing transverse energy reconstruction gains from a new al-
gorithm to reduce noise in the calorimeter.

better understanding, calibration and alignment of the D@ detector.

better simulation with more statistics. Studies of the topology of back-
ground processes are possible in more detail and the mechanisms for
instrumental background can be studied.
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e new detector components. The pre-shower detector can be included
into the reconstruction and object identification. New muon scintilla-
tor detectors in the central bottom region will increase the acceptance
to trigger and reconstruct muons.

Top physics continues to define one of the highlights of elementary parti-
cle physics in the coming years. Despite playing a very special role amongst
the fermions, the top quark is the one that is least known about. It remains
to be seen if the measurement of its properties and production mechanisms
are fully described by the Standard Model.

Top quark physics is a rather young field in high energy physics and is
expected to develop rapidly in the next years. At present, the only facility
where the top quark can be produced is the Tevatron. The Run II will result
in a large sample of tt or even single-top events which will shed light onto
the top quark’s strong as well as its electroweak interactions and allow for
the test of its Standard Model character.

In physics as in many other fields, one discovery leads to another. The
properties of the top quark are linked to many phenomena. Its investigation
may reveal new physics beyond the Standard Model or give a clue to the
solution of the still unanswered puzzle of electroweak symmetry breaking.
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Appendix A

Parameterization of

Efficiencies

A.1 Parameterization of Muon Trigger Efficien-

cies

To parameterize the Level 1 muon trigger efficiency a third degree polyno-
mial fit was used. The parameters are:

9.859 -
4.834 -

—2.656

—4.263 -

1071 +1.34-
1073 +2.68 -
1072 4+ 1.56 -
1073+ 1.54-

1073
1073
1073
1073

(A.1)

To parameterize the Level 2 muon trigger efficiency a 6;, degree polynomial
fit was used. The parameters are:

p0 =
pl =
p2 =
p3 =
pd =
pd =
pb6 =

9.358 -

—2.265

—9.583 -
1.755 -
6.535 -

—3.447 -

—1.061 -

107 +3.52-
1072 4+6.99 -
10 24+1.28-
10724+ 7.64-
10 24+9.81-
103 +1.85-
10°2+1.93-

1073
1073
102
1073
103
103
103

(A.2)

To parameterize the tracking efficiency a 64, order polynomial fit was used.
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The parameters are:

p0 =
pl =
p2
p3
p4
Po
p6 =

PARAMETERIZATION OF EFFICIENCIES

6.693

—2.413

-1071 +£1.05 -
—1.155 -
4.345 -
1.420 -
21071 +£2.95 -
—2.937 -
2.832 -

1072 +1.99 -
107! +3.67-
10724+ 2.17-

1073 +5.45 -
1072 +6.17 -

1072 (A.3)
102
1072
1072
1072
1073
1073

A.2 Parameterization of Jet Efficiencies

To parameterize the calorimeter trigger turn-on curves the following function

was used:

//

Double_t turnon2(Double_t *x, Double_t *par)

//

{
Double_t arg = 0;
Double_t arg2 = 0;

arg2 = (x[0] - par[3])/ (TMath::Sqrt(2)*par[4]);

if ( fabs (TMath::Sqrt(x[0])#*par[1]) > 0)
arg = (x[0] - par[0])/ (TMath::Sqrt(x[0])*par([1]);
else arg = 100000000000. ;

Double_t fitval = 0.5%par[2]*(1+TMath: :Erf(arg)+TMath: :Erf(arg2));

return fitval;

For the Level 1 CJT(1,5) turn-on the following values are found:

p0 =
pl
p2
p3
pd =

2.987 -
3.134 -
6.335 -
1.151 -
1.337 -

101! +8.83 -
1070 +1.43 -
101 +3.72.
10T +3.74 -
1071 +1.84-

101 (A.4)
1071
103
1071
10—1—0
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For the Level 3 Jets with 1.5 o zero suppression the following values are

found:

p0
pl
p2
p3
p4

—1.562 -
2.728 -

8.248

2.669 -
5.161 -

10t +1.11-
107t +1.11-
-1071 + 255 -
10t +£6.52-
1010 +1.42.

1012 (A.5)
1012
1071
1071
10+0

For the Level 3 Jets with 2.5 o zero suppression the following values are

found:

p0
pl
p2
p3
p4

1.045 -
5.973 -
9.117 -

3.522

4.733 -

10T +£1.26 -
107t +7.70 -
1071 +£5.03 -
.10t +£2.16 -
1070 +4.23-

10t (A.6)
101!
1072
107!
1071
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Appendix B

Luminosity Calculation

B.1 Tevatron Luminosity

The instantaneous luminosity for two colliding beams is given by:
N fnpng

Loy, = —— 010

F(o/B%), (B.1)
where n, and ny are the number of protons and anti-protons per bunch, N
is the number of bunches in each beam, f is the revolution frequency, o the
transverse emittance and F is a form factor that depends on the ratio of the
bunch length o; and £*, the S-function at the interaction point. Typical
parameter for the Tevatron for Run I and Run II are given in Table B.1.

The luminosity relates the interaction rate with the interaction cross
section:

c=E (B.2)

ag

At DO multiple interactions can occur within one bunch crossing and the
luminosity can be expressed by:

Ncrossing B

Teff
where 4 is the mean number of interactions per crossing and oy is the
effective cross section, the total cross section times the efficiency of the lu-
minosity monitors time the acceptance. o,y results from the world average
of the cross section measurements and acceptance studies performed for the
Run I luminosity system:

£D@ = u, (B3)

oefr =43.01£4.3 mb. (B.4)
The number of interactions per bunch crossing is given by Poisson statistics:
ur

P(z,p) = o) e, (B.5)
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Table B.1: Operational performance in Run I and goals for Run IT [28]

RunI Run IT
Ny 23.10°  27.10%
ng 5-10% 3-10%°
Op 237 mm 207 mm
op 137 mm 157 mm
8" 35 cm 35 cm
o 60 cm 37 cm
Energy 0.9 TeV 1.0 TeV
N 6 36
bunch spacing ~ 3500 ns 396 ns
interactions/crossing 2.5 2.3
typical luminosity 1.6-10*  8.6-10%

The probability to find more than one interaction is given by:
Plz>0,p)=1—¢* (B.6)

u can be expressed by the probability to find more than one interaction.
p=—1n(1 — P(z > 0)) (B.7)

The luminosity monitors described in Section 3.2.5 count the number of
inelastic interactions N (z > 0, i) for a given crossing and therefore P(z > 0)
is measured. The luminosity can thus be expressed by:

N .
Lpy = ——29 .In(1 — P(z > 0)) (B.8)
Oeff

B.2 Total pp Cross Section

The total pp cross section is given by the luminosity and the rate for elastic
and inelastic scattering:

1
or = E(Rel + Rinel) (B.Q)

The optical theorem relates the total cross section to the imaginary part of
the forward elastic scattering amplitude:

4
or = %ImF(O) (optical theorem)

1672 ImF(0)?

or = k? ImF(0)? + ReF(0)? - (ImF(0)? + ReF(0)?) (B.10)
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do

FO))? = (= B.11
ror - (%) (B.11)

_ 114k (dRy

ToL2m 2\ dt

with p = for)
16m(hc)? 1 [dRgy

2 _ Ry ] B.12
T 1+p* L ( dt /g (B42)

Dividing Equation B.12 by Equation B.9 results in:

- 167 (hc)? . (dRg/dt),_, (B.13)
1+ p2 Rel + Rinel
The elastic and inelastic rates can be measured separately. The t-spectrum
can be measured experimentally and extrapolated to ¢ = 0. With this
method the total cross section can be determined from event rates without
knowing the luminosity.
With the forward proton detector discussed in Section 3.2.6 D@ is able to
perform a measurement of the total pp cross section. The CDF collaboration
has measured the total pp cross section in Run I [77].
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Appendix C

Trigger Studies

For the trigger list version 12 the u-plus-jets trigger was studied and im-
proved. The trigger list v12 was designed to run online at initial luminosi-
ties less than 6-103'cm 251, a value currently not reached at the Tevatron.
The first run was taken in June 2003 (run 178069). The data is not included
in the analysis presented in this thesis.

The main improvements of the u-plus-jets trigger are the reduced Level
1 jet threshold (from 5 GeV to 3 GeV) and modified jets at Level 3.

Figure C.1 and C.2 show the turn-on curves for the trigger conditions
CJT(1,3) and CJT(1,5). The change was possible because of the increased
available bandwidth at Level 1 and Level 2.

The jets at Level 3 were modified to be as close as possible to the jets
used in offline analysis. The differences between Level 3 jets and offline jets
are:

e the calibration,

e the vertex position,

e the cone size,

e the jet energy scale correction,

e the jet algorithm.

e the calorimeter noise suppression.

The first three items were corrected such that the new Level 3 jets use the
calibration, the position of the vertex along the beam axis and the cone
size was reduce to R = 0.5. The remaining differences are the jet energy
scale and the jet algorithm, where online a simple cone algorithm is used.
The primary vertex position can still differ from the offline primary vertex
position, since different tracking and vertexing algorithms are used online
and offline.
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Figure C.1: Turn-on curves for CJT(1,3).
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Figure C.2: Turn-on curves for CJT(1,5).
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Table C.1: Trigger conditions at all trigger level for the u-plus-jets trigger in
trigger list v8 till v11 (old trigger) and the new trigger designed for trigger
list v12 (new trigger).

old trigger, v8-v11 new trigger, v12
Level 1  tight scintillator muon & CJT(1,5) tight scintillator muon & CJT(1,3)
Level 2 medium muon medium muon & 10 GeV jet
Level 3 20 GeV jet 20 GeV jet

Figure C.3 shows Level 3 jet turn-on curves for thresholds at 15 GeV and
20 GeV. The Level 3 jet efficiency is shown as a function of the uncorrected
jet Er and for corrected jet Ep. For uncorrected jet E7, the turn-on curves
are shown for the following Level 3 jet parameter settings:

e R = 0.7 simple cone jet, no calibration, vertex at (0,0,0) (old Level 3
jets),

e R = 0.7 simple cone jet, no calibration, vertex at (0,0,z),
e R = 0.7 simple cone jet, calibration, vertex at (0,0,z),

e R = 0.5 simple cone jet, calibration, vertex at (0,0,z) (new Level 3
jets).

The steepest turn-on is achieved for the new Level 3 jet parameter setting.

Table C.1 shows the trigger conditions at all trigger levels for the u-
plus-jets trigger in trigger list v8 up to v11 and the new trigger designed for
trigger list v12.

Table C.2 shows the trigger rates for an initial luminosity of
6103 cm 2?s! and rejections measured for the old and estimated for the
new pu-plus-jets trigger. The rejection was studied in events were only the
Level 1 muon condition was satisfied to allow the study of jet filters at Level
1, Level 2 and Level 3. It turned out that the run used had larger noise
and the rejections are therefore overestimated. In addition, the calorimeter
calibration used for this study was updated before the new trigger list has
been used online.

Additional p-plus-jets triggers were added in trigger list version 12. Some
examples are listed below. The signal trigger with a 5 GeV higher Level 3 jet
threshold MU_JT25_L2M0 was added because the trigger MU_JT20_L2M0
runs unprescaled only for luminosities less than 3 - 103'cm =25~

e at Level 1:

- tight muon scintillator trigger
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and 20 GeV (right). The Level 3 jet efficiency is shown as a function of the
uncorrected jet Er (top) and for corrected jet Ep (bottom).
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Table C.2: Trigger rates for an initial luminosity of 6 - 103'cm™2s~! and
rejections for the old u-plus-jets trigger and estimated and measured (run
180432) for the new p-plus-jets trigger.

old trigger, v8-v11 new trigger, v12

rate [Hz] rejection rate [Hz] estimated rej. measured rej.

Level 1 40 - 150 - -
Level 2 26 1.5 56 2.7 3.3
Level 3 4.6 5.7 5.3 10.6 8.4

- Er > 3 GeV calorimeter tower

e at Level 2:
- medium muon

- Er > 10 GeV jet

e at Level 3:
- Er > 25 GeV jet
A signal trigger MU_JT20_MET10 with a Level 3 missing transverse energy

filter [79] of 10 GeV. The missing energy is not corrected for muons in the
event:

e at Level 1:
- tight muon scintillator trigger
- Er > 3 GeV calorimeter tower
e at Level 2:
- medium muon
- Er > 10 GeV jet
e at Level 3:
- Er > 20 GeV jet
- B > 10 GeV, not corrected for muons.

A control trigger 3CJT5_JT20_L2M0 without tight muon scintillator trigger
at Level 1. The trigger is aimed to increase the acceptance for u-plus-jets
events, degraded by the muon trigger at Level 1.

e at Level 1:

- three calorimeter tower with Er > 5 GeV
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e at Level 2:
- medium muon

- Er > 10 GeV jet

e at Level 3:
- Er > 20 GeV jet
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