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This thesis presents design and development of a gesture recognition system to 

recognize finger spelling American Sign Language hand gestures. We developed this 

solution using the latest deep learning technique called convolutional neural networks. 

This system uses blink detection to initiate the recognition process, Convex Hull-based 

hand segmentation with adaptive skin color filtering to segment hand region, and a 

convolutional neural network to perform gesture recognition. An ensemble of four 

convolutional neural networks are trained with a dataset of 25254 images for gesture 

recognition and a feedback unit called head pose estimation is implemented to validate 

the correctness of predicted gestures. This entire system was developed using Python 

programming language and other supporting libraries like OpenCV, Tensor flow and Dlib 

to perform various image processing and machine learning tasks. This entire application 

can be deployed as a web application using Flask to make it operating system independent. 
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CHAPTER 1

INTRODUCTION

1.1. Introduction

Spoken language is one of the unique communication techniques of humans, which

has not just enabled a vital medium of expression but also plays a crucial role in main-

taining a social coherence. Any physical abnormality causing hindrance to speaking makes

it impossible for them to use vocal language for communication. To overcome this, a vi-

sual communications system called sign language which uses body (mostly hand) gestures

to translate expressions into verbal language was developed. Finger-spelling American sign

language (ASL) is one such standard sign language which uses hand gestures to represent

letters in English alphabet.

Figure 1.1. Finger Spelling American Sign Language

Source: www.daytranslations.com

1



1.2. Motivation

Even with this alternative form of communication, it is very challenging to have an

ease of conversation with the general public, as understanding American Sign Language

needs a lot of training and practice and is pursued as a special skill by a very small set of

people on a need basis [25]. In consequence, this gap is creating a lot of social isolation among

people with disability of hearing and speaking in the society they co-exist. To bridge this

gap there is need for a robust assistive technology which can recognize ASL hand gestures

and translate them into natural language.

With a strong motive of making artificially intelligent personal assistant technology

available to specially-abled community for overcoming their challenges, we have developed an

American Sign Language hand gesture recognition system using deep learning. In this project

we have perceived hand gesture recognition as an image recognition problem and trained

convolutional neural networks (CNNs), using transfer learning to perform the recognition

task. Along with the gesture recognition we integrated head pose estimation as a feedback

system to validate the correctness of the gesture recognized to mitigate the misclassification

errors in the real-time.

1.3. Hand Gesture Recognition

Hand gesture recognition is an ability of computing devices to understand human

hand gestures with help of sophisticated mathematical algorithms. Computer vision based

hand gesture recognition is a popular human computer interaction technique, as it is very

near to natural human interaction.

The computer vision based hand gesture recognition is a well explored technique in

the research community with numerous implementations using conventional image processing

techniques like skin detection, hand segmentation and hand motion tracking. But, there is

very less transformation of this research into a real-world application as it is very challenging

to attain robustness in highly varying lighting conditions and wide variation in the skin color

based on the ethnicity. With the recent advancements in the artificial intelligence and deep

learning, Computer vision domain (especially image recognition) is progressing very rapidly
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after 50 years of its birth[21]. One such deep learning algorithm called Convolutional Neural

Networks is incorporated in our system to perform hand gesture recognition.

1.4. Deep Learning and Transfer Learning

Deep learning is a rapidly growing special class of machine learning which is developed

by cascading non-linear processing units in the form of several layers which perform opera-

tions like transformation, feature extraction and decision making. The algorithms developed

using deep learning can solve complex signal processing problems like Speech recognition,

Image classification, Natural Language processing and Machine Translation [30].

As this model has a large number of processing units, it requires a very high compu-

tational resource while performing training. In practice, parallel processing techniques are

adapted by using GPU clusters for learning the training dataset. An alternative for running

such massive models with a limited computational power is using Transfer Learning.

Transfer Learning is a method of transferring the hyperparameters of pretrained net-

works which are trained for weeks on multiple GPUs and has the ability to classify the input

data over 1000 classes. This method mitigates the tedious job of building a deep network

from the scratch. And, the decision making in machine learning is a data driven task, trans-

fer learning can be adapted in the case of having a limited amount of training data and

considerably large number of class labels. In this project, we used MobileNet CNN Model

for transfer learning which is trained with 1.2 million images with 1000 classes[11].

1.5. Convolutional Neural Networks

Convolutional Neural Network is a deep learning technique which is developed from

the inspiration of visual cortex which are the fundamental blocks of human vision. It is

observed from the research that, the human brain performs a large-scale convolutions to

process the visual signals received by eyes, based on this observation CNNs are constructed

and observed to be outperforming all the prominent classification techniques.

Two major operations performed in CNN are convolution (wT ∗ X) and pooling

(max()) and these blocks are wired in a highly complex fashion to mimic the human brain.
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The neural network is constructed in layers, where the increase in the number of

layers increases the network complexity and is observed to improve the system accuracy.

The CNN architecture consists of three operational blocks which are connected as a complex

architecture. The functional blocks of Convolutional Neural Network:

Convolutional Layer

Max Pooling layer

Fully-Connected layer

Figure 1.2. Convolutional Neural Network

Source: www.clarifai.com

1.6. Thesis Outline

The organization of this thesis report is as follows,

Chapter 1 Introduction: In this chapter we introduce the problem statement we are

addressing, our motivation to choose this problem and a preview of our solution.

Chapter 2 Significant Challenges: This chapter aims at introducing the challenges

involved in developing a robust hand gesture recognition system.

Chapter 3 Literature Review: This chapter provides a brief summary of our study on

related work in literature.

Chapter 4 System Design: This chapter gives an overview of our project pipeline and

brief explanation of each module and their significance in our system.

Chapter 5 Implementation: In this chapter, we discuss about implementation of each

module in our system. This chapter deals with algorithms, techniques, technologies and
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computational platforms incorporated and integrated in this project.

Chapter 6 Results: In this chapter, we discuss about the performance of our system

which is measured using various standard metrics like accuracy, cross entropy and confusion

matrix.

Chapter 7 Discussion: In this chapter, we discuss about how this solution address

our problem statement, our research innovations in developing this solution and limitations

of our system.

Chapter 8 Future Work: The scope for improving the performance and adding more

features in our system is discussed in this chapter.

Chapter 9 Conclusion: This chapter provides a synopsis of our work.
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CHAPTER 2

SIGNIFICANT CHALLENGES

In this project, we have developed a visual recognition system which uses camera

sensor to capture the real-time hand gesture, computer vision techniques to process the

captured frames and a trained deep learning model to recognize the gesture. We have

experienced some significant challenges at each stage of design and implementation, which

will be discussed in this chapter.

2.1. Uncontrolled Environment

The uncontrolled environment is one of the major concerns of developing any real-

time computer vision project. The dynamic changes in illumination, background and camera

positions will make it complex to develop a technique to extract the regions of interest from

the entire frame. In our system, the ambient lighting conditions and camera position have a

great impact on face and hand localization.

(a) Hand gesture with fair

skin-tone and variable back-

ground

(b) Hand gesture with a

brown skin-tone and poor

lighting conditions

Figure 2.1. Example Images of Hand Gestures with Variable Background

and Lighting Conditions

2.2. Robust Hand Detection

Detection and localization of hand region is a very complex task. Incorporation of

most common practices like motion or skin based detection is not an accurate approach as
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the motion in the background is uncontrolled and extracting skin region based on a threshold

is impractical because of various skin tones based on the ethnicity. An object detection based

approach is also not robust technique as the hand can transform into various sizes and shapes

because of its moving fingers.

Figure 2.2. False Detection of Hand Region in Skin Based Detection Technique

2.3. Occlusion

As image is a two-dimensional projection of three-dimensional world, occlusion is

observed to be a very common obstruction in accurate image recognition. In ASL recogni-

tion, few signs obstruct the visibility of certain parts of hand and figures which will create

ambiguity in image classification task.

(a) ASL gesture for ’R’ (b) ASL gesture for ’D’

Figure 2.3. Example of Occlusion: R Gesture can Look like D in 2D Pro-

jection because of Occlusion
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2.4. Low Inter-Class Variability

Maintaining a high variability among inter-class data and low variability among intra-

class data is a general practice in machine learning classifier training as it reduces misclas-

sification errors. But few signs in American sign language has very high visual similarity

which can negatively impact the accuracy of the system.

(a) ASL Gesture for ’A’ (b) ASL Gesture for ’S’

Figure 2.4. Example of Low Inter-Class Variability: A gesture can be Mis-

Classified as S because of Low Inter-Class Variability

2.5. Trigger to Recognition Process

In real-time systems, it is important to have a trigger for initialization and termination

of processes. There is practice of using hot-words in voice assistants to start the speech

recognition process and in a visual recognition system like this, a vision-based trigger to

initiate the image recognition process is required, whereas the process can be terminated

based on the idle time.
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CHAPTER 3

LITERATURE REVIEW

The hand gesture recognition is a well contributed research area with a lot of different

approaches in implementing it, in this chapter, we review a variety of such approaches for

hand gesture recognition. Our entire literature review on hand gesture recognition can

be categorized into three groups, image processing/statistical modelling based recognition,

classic machine learning based recognition and deep learning based recognition.

3.1. Image Processing/ Statistical Modelling based approaches

These approaches either involve image processing using conventional image filters

or pursued gesture recognition as action recognition problem and solved through extracting

spacio-temporal features and developing models like Hidden Markov Models (HMM) or Finite

State Machines (FSM).

[29]Triesch and Malsburg in 1996 developed an ASL hand gesture recognition system,

aiming at performing accurate gesture recognition even for images captured with complex

background. In this system, they have eliminated hand segmentation assuming hand images

input. For hand representation or feature extraction, the system uses Gabor filters as the

Gabor filters are known to resemble the receptive fields of visual cortex. Upon obtaining

the Gabor features, they performed a similarity matching technique for gesture recognition

called Elastic Bunch- Graph Matching (EBMS) technique. For experimentation they have

considered a subset of 10 gestures from American sign language and the dataset consists

of 657 images captured from 24 people in three different backgrounds (Complex, uniform

light and uniform dark). The system has achieved an accuracy of 86.2% under complex

background condition and overall accuracy of 91% under all background conditions. Many

researches have taken the path of HMM based modeling for hand gesture recognition pursuing

it as action recognition problem.

Bergh et al. [8] proposed a hand gesture recognition system using Haar wavelets and

database searching where Haar classifier is used to segment the hand features which are used
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to retrieve the hand gestures from the pool of pre-labeled gesture images in the database.

Even though the accuracy of both the systems were considerably good, these systems could

classify only six gesture classes.

[3]Ashutosh et al. in 1998, developed a HMM based hand gesture recognition system

to control a robot. In this system they have obtained shape and optical flow based features to

build a HMM to recognize twelve different type of gestures. The authors claim, the proposed

system achieves 90% accuracy on testing with around 50 gesture inputs.

[14]Kapuscinski and Wysocki in 2001 have developed a gesture recognition system

to recognize digits 0-9. They have performed skin color based hand segmentation using

normalized color space and estimated hand postures using Hit-miss transform. These hand

postures are used to train two, three and four state HMMs with a training data of 600

gestures and has yield a training accuracy of 98% on training data and 97.2 % accuracy on

test data.

There were a few approaches using Bayesian networks which achieved high accuracies

in case of temporal gesture recognition. Liwicki et al. [17] work on British Sign Language

recognition system using Histogram of Gradients (HOG) descriptors and Hidden Markov

Models (HMM), Starner et al. [28] developed a gesture recognition system using 3-D glove

for hand motion tracking and HMM for gesture recognition and achieved an accuracy of 99%.

A Dynamic Bayesian Network (DBN) based model for temporal hand gesture recognition

like identifying circles or waving hands has been proposed by Suk et a. which achieved an

accuracy of 99%.

3.2. Classic Machine Learning based approaches

In these approaches, authors used classical machine learning techniques like Support

Vector Machines (SVM) classifiers, Artificial Neural Networks (ANN) classifiers and Fuzzy-

c-mean clustering. In these classic machine learning based approaches, feature engineering

plays a major role in the system design. A variety of feature extraction and classifica-

tion/clustering techniques and their performance in gesture recognition are briefly discussed

in the category.
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[2]Amin and Yan in 2007 proposed a gesture recognition system using Gabor features

with Fuzzy-c-mean clustering for ASL recognition. In this system, they have eliminated hand

segmentation by cropping the hand region manually and the captured dataset consisting of

hand images with uniform light background. Gabor filters are applied to these images

followed by Principal Component Analysis (PCA) for dimensionality reduction as a part

of feature extraction and extracted features are used in training Fuzzy-c-mean clustering

algorithm. This system has performed 93.2% accurate in cross-validation test conducted

under experimentation.

[12] Huang et al. in 2009 has taken a similar approach of using Gabor with PCA

for feature extraction and trained a Support Vector Machine for classification. For this task

they have chosen a set of 11 hand gestures and generated a dataset of 1320 images using

11 signers. For hand segmentation they have incorporated skin color based segmentation

in normalized RGB color space. The system has yielded an accuracy of 95.2% when tested

with 660 set of images.

Gopalan Gopalan and Dariush in 2009 has developed an SVM based classifier by

introducing Inner Distance Shape Context (IDSC) descriptors for feature extraction. In this

technique, they have performed skin color based segmentation where a gaussian probabilistic

model are built for filtering skin pixels in YCbCr color space and IDSC is applied to the

segmented hands for feature extraction. Inner Distance Shape Context (IDSC) is used to

compute the similarity and point correspondence between different shapes. These features

are used to train a SVM classifier with 8 gesture classes. This technique has attained an

accuracy of 85%.

[26] In this system Savur and Sahin use Surface Electromyography(sEMG) signals

with SVM classifier for American sign language recognition. The surface EMG signals are

obtained by obtaining signals by placing external sensors on the hand. Features like Mean

Absolute Value (MAV), Simple Square Integral (SSI), Average Amplitude Change (AAC)

are extracted from the signal and used for training a SVM classifier. The system is trained

to recognize 26 ASL gestures and resulted a training accuracy of 95% and test accuracy of
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91.73%.

[24] Otiniano-Rodriguez et al. has developed a ASL recognition system using Kinect

depth camera. In this system, depth map is used for hand segmentation and Scale Invariant

Feature Transformation (SIFT) is applied to hand images to extract features for training

SVM. This system with a combination of RGB and depth map images has resulted an

accuracy of 91%.

[6]Chuan et al. had a similar approach but used leap motion sensor instead of cyber

glove or Kinect sensor. The leap motion sensor data collected data is used to train both K-

Nearest Neighborhood classifier and SVM with round 7900 images. This technique achieved

an accuracy of 72.7 and 79.7% of accuracies for KNN and SVM respectively.

[7] Dardas et al. have incorporated Bag-of-features in SIFT with SVM gesture recog-

nition system. In this system, the features obtained from SIFT are vectorized using vector

quatization(VQ) and key points are extracted using k-means clustering. These key points

also known as code vectors are used for building codebooks which are used for training

SVMs. The SVM is trained to recognize five fingers of the hand and has resulted an average

accuracy of 90%.

[16] Lamari et al. has proposed a gesture recognition system using Artifical Neural

Networks. In this system, colored glove is used for easy hand segmentation and morpho-

logical Principal Component analysis is applied on the hand images for feature extraction.

The Neural network used for classification is a 3 layered feed forward perceptron network

with sigmoid activation function, trained using back propagation algorithm. The network

architecture consists of 20 or 24 neurons (depending in dimensionality) and hidden layer

contains 42 neurons and output layer contains 26 neurons for 26 ASL finger spelling gesture

classification. This trained neural network has yielded a training accuracy of 97.94% and

test accuracy of 89.06%.

[19] Mekala et al. used a neural networks based ASL recognition which used Gaussian

average model based background subtraction for hand segmentation. Shape descriptors and

motion vectors are extracted from segmented frames and are used for training a three layered
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neural network. The authors claim to obtain 100% recognition rate on recognizing gestures

from A-Z.

[1]Admasu and Raimond have developed an Ethiopian Sign Language (ESL) recog-

nition system using neural networks which has produced a recognition rate of 98.5%. In

this system, they used manually preprocessed hand images and performed some basic hand

segmentation for obtaining hand region. Gabor filters are applied to extract features and

train a three layered neural network. The network architecture consists of 20 input neurons,

100 hidden layer neurons and 34 output neurons.

3.3. Deep learning based approaches

Nagi et al. [20] proposed a gesture recognition system for HCI using CNNs in

2011.There was research on recognizing sign languages are used in different countries or

regions, like Pigou et al. [23] proposed an Italian sign language recognition system using

CNNs which reported 95.6% accuracy for 20 classes on the training set but performed poor

for test set.

[13] Kang et al. have developed a American sign language recognition system using

depth map images trained on convolutional neural networks. In this system they have used

3100 depth maps for 31 gestures which includes all the alphabet and digits except for J,

Z as they require temporal detail and 2/V, 6/W were assigned with single class label. For

training they have chosen Alexnet architecture and achieved 99% validation accuracy and

85% accuracy on test dataset.

[5]Bheda and Radpour also developed a CNN based ASL gesture recognition system

which classifies all the ASL alphabet and digit gestures. In this system they have used both

existing NZ ASL dataset and their own dataset of all the gestures. The system has resulted a

validation accuracy of 82.5% on alphabet gestures and 97% accuracy on ASL digit gestures.

[9]Garica and Viesca has implemented a similar CNN based ASL recognition system.

The system uses googlenet trained with Surrey nad Massey university datasets using transfer

learning technique. The model was trained to recognize A-Y excluding J and the authors
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observed that recognition for A-E classification has performed the best when compared to

other their models which are trained to recognized A-K and A-Y (excluding J ).
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CHAPTER 4

SYSTEM DESIGN

Figure 4.1. Our Hand Gesture Recognition System

4.1. Input

The input unit consists of a camera sensor which captures the live frames containing,

frontal face and hand performing gestures and feeds them to the cascaded units for process-

ing. This project aims at performing gesture recognition on the native RGB frames captured

from a web camera instead of using augmentation techniques like depth cameras or specially

designed gloves for hand detection.

4.2. Blink Detection

As it is very essential for a real-time recognition system to have trigger for initiation

and termination of recognition process. We have developed a blink detection module to

trigger the hand gesture recognition pipeline. Blink detection is a two-stage process, Facial

landmark detection: Facial landmark detection is a technique obtain key points from a
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facial image which are referred as landmarks. Using these facial landmarks, we can localize

different parts of a face like eyes, nose and lips and use their shape information for various

facial analysis. In this project we have extracted eyes from the face using landmarks and

performed blink detection.

Figure 4.2. Facial Landmarks

Source: http://blog.murraycole.com

Eye Aspect Ratio estimation: Eye Aspect Ratio (EAR) is a coefficient obtained by

computing the ratio of height and width of the eye (pixels) in the given image frame. This

coefficient is used as a threshold for identification of a blink.

4.3. Hand Gesture Recognition

In our design, hand gesture recognition is also a two stage process, hand detec-

tion/segmentation and hand gesture classification. For hand detection we have employed

a skin color filter with the thresholds obtained from face pixels. This technique is observed

to achieve desired accuracy along with fastness. For gesture recognition we have trained

a bank of CNNs and ensembled their classification output in a bagging approach. This is
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called ensemble learning, an innovative adaption from classic machine learning practices. A

brief description of ensemble learning is provided below.

Ensemble Learning: As the name describes, ensemble learning is a technique of

combining a group of machine learning models which are trained to perform same task. This

technique proved to boost the performance of classification, as it reduces the chance of model

overfitting during training and mitigates the occurrence of bias and variance conditions which

will have a negative impact on the performance of the classifier on a new distribution of data.

Bagging (Bootstrap Aggregation) is one of the popular and simple approaches to ensemble

a group of classifiers. In bagging prediction scores of each classifier are aggregated to obtain

a final score and this score is used to assign the predicted class label.

Even though ensemble learning is a proved technique to improve the performance of

classification, it is not much explored in the deep learning domain. In our system we have

employed this technique as a research innovation and its implementation and significance in

improving the gesture recognition are discussed in the future sections.

4.4. Head Pose Estimation

In this system, users can validate the correctness of predicted gesture by nodding

their head vertically or horizontally as a sign of ”yes” or ”no” respectively. These head

poses are estimated using computer vision and geometric technique. The process typically

involves face detection, facial landmark extraction and landmark orientation approximation

to horizontal and vertical axis.
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CHAPTER 5

IMPLEMENTATION

5.1. Blink Detection

Blink detections acts as a trigger to initiate the gesture recognition process followed

by head pose estimation. Implementation of blink detection in this system involves two

crucial step which will briefly be discussed in this section.

5.1.1. Blink Detection Flow

Figure 5.1. Blink Detection Pipeline

5.1.2. Facial Landmark Extraction

In our system, Facial landmark extraction is implemented using an opensource object

detection library called Dlib[15]. It provides a robust trained model for frontal face detec-

tion and facial landmarking. This dlib model is trained over a large set of Histogram of

Oriented Gradients (HoG) of faces using Support Vector Machine (SVM). Compared with

any sophisticated deep neural network based model, this trained model is very light-weighted

and highly compatible for our real-time system as it adds negligible latency while processing

input frames. In this blink detection process, we detect all the faces in a given frame and

lock the closest face to the camera and perform facial landmarking for the face using dlib.

Facial landmarking of detected frontal face yeilds 68 landmark coordinates on the face as

shown in the figure below.
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Figure 5.2. 68 Facial Landmark Points

Source: www.pyimagesearch.com

Figure 5.3. Landmark Points Depicting Different Regions of a Face

From 68 facial landmark coordinates, 6 points which can be used to obtain the width

and height of each eye are obtained to calculate Eye Aspect Ratio (EAR) which will be

discussed in the following section.
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5.1.3. Eye Aspect Ratio Estimation and Thresholding

Eye Aspect Ratio (EAR) is a single scalar quantity proposed by Soukupov and ech in

2016 for eye blink detection. EAR is the ratio of horizontal and vertical distances calculated

using six cartesian coordinates from 68 facial landmarks which represent the eye region. The

EAR is formulated as follows,

Where P1, P2, P3, P4, P5, P6 are Facial Landmark Points Depicting Eye Re-

gion [27].

In the above formula, the numerator computes the Euclidian distance between the

vertical landmarks where as denominator computes the distance between horizontal eye

landmarks. EAR significantly falls and reaches zero when the eyes get closed and this

feature helps identifying blink detection.

Figure 5.4. Open and Closed Eyes with Landmarks Pi . The Eye Aspect

Ratio (EAR) Plotted for Several Frames of a Video Sequence [27]

5.2. Hand Segmentation

The hand gesture recognition triggered by blink detection is a two stage process,

hand segmentation and gesture classification. Hand segmentation is the most crucial part of

the system as the inaccuracies in hand segmentation effects the overall performance of the
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system, the segmentation process involves, localizing the hand region that is enacting the

American sign language and extracting it for gesture recognition. In this section, the steps

involved in implementing a robust hand segmentation technique is briefly discussed.

5.2.1. Hand Segmentation Flow

Figure 5.5. Hand Segmentation Pipeline

5.2.2. Skin Color Extraction from Face

We have adopted color based hand segmentation technique in our system. It is

experimentally observed that transforming image frames from RGB to YCbCr color space

and applying skin color thresholds for each channel has yielded better results compared to

HSV or any other color space. To filter the skin region we have implemented an adaptive

skin color thresholding technique. In this technique, a patch of pixels from nose region

are extracted from real-time frames using facial landmarks detection and a mean image is

computed from the patch and transformed into YCbCr color space. We obtain the upper

threshold and lower threshold by adding a permissible offset of ± 100, ± 15, ± 15 for mean

image’s Y,Cb,Cr channels respectively.
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Figure 5.6. Nose Pixels Extracted Using Facial Landmarks for Computing

Skin Color

(a) Original Image Captured

from General Purpose Cam-

era

(b) Mask for Skin Region Ex-

traction

Figure 5.7. Skin Region Extraction using Skin Color Offsets from Nose Patch
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Figure 5.8. Image after Filtering Non-Skin Pixels

5.2.3. Convex Hull for Hand Segmentation

On filtering skin color pixels from the entire frame, we binarize the image using

the popular Otsu’s binarization technique and perform a series of morphological operations

to obtain a perfect contour of hand region. After contouring all the skin regions, hand

segmentation is performed using Convex hull algorithm.

For a given set of Euclidian points, convex hull algorithm computes the smallest

convex polygon that circumscribes all the given points. In our system, the convex hull

algorithm is used to obtain the smallest convex polygon which tightly circumscribes the

hand region. Along with isolating the hand region, convex hull also allows us to detect tip

of the fingers and center of the hand with few additional geometric computations which can

used for further validation of accuracy in hand region extraction.

23



(a) Extracted Hand Region

from Skin Masking

(b) Binarized Extracted

Hand Region

(c) Hand Region after Apply-

ing Convex Hull

Figure 5.9. Hand Segmentation using Convex Hull

Figure 5.10. Detected Hand Region using Convex Hull
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5.3. Hand Gesture Recognition

This module performs the core functionality of our system. Hand gesture recognition

module performs image classification of segmented hand images and assigns a class label

which is a letter from English alphabet. In our system we have an ensemble of image

classifiers through transfer learning technique and developed a scoring function to combine

confidences ensembled classifiers. Implementation of each of these techniques is discussed in

this section.

5.3.1. Training

In our system we have trained four independent deep convolutional neural networks

through transfer learning process using Tensorflow and ensembled together for predicting the

hand gestures. The datasets used for training, the convolutional neural network architecture

and training configuration are discussed in detail in this section.

Dataset

Machine learning is a data driven technique. The dataset used for training the ma-

chine learning model has a significant influence on the prediction confidence of the classifier.

For this system, we have used two types of datasets for training; one is a standard finger-

spelling American sign language dataset curated by Massey University.

This dataset consists of 2425 images captured from 5 individuals under various light-

ing conditions and variable hand postures and is also subjected to primary image processing

in order reduce the presence of noise and extract important features from the image. The

original dataset consists of 36 classes which are 26 letters from A-Z and digits from 0-9 but

for our system we have taken a subset of 23 classes which are letters A-Y excluding J, Q and

Z as these gestures need additional temporal features for recognition.

As the number of images in Massey dataset is very less to train a deep-convolutional

neural network, we have generated an in-house finger-spelling ASL dataset by almost emu-

lating the experimental set-up of Massey dataset. In our set-up instead of using a green or

any other uniform background, we have used the hand segmentation technique discussed in

the earlier sections for obtaining hand gesture images for training.
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The experimental setup for capturing standard American sign language dataset by

Massey university is as follows,

Figure 5.11. Massey University Experimental Set-Up for Capturing ASL

Dataset (A Bird’s Eye View) [4]

Figure 5.12. Sample Images from Massey University American Sign Lan-

guage Dataset
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Figure 5.13. Sample Images from In-House Generated American Sign Lan-

guage Dataset

In total, 25,254 images with 1,098 images for each class are used as dataset for this

project

MobileNets

Since Alexnet, the winner of imageNet challenge: ILSVRC 2012 various deep con-

volutional neural networks like VGGNet, GoogleNet and ResNet gained a lot of popularity

by achieving high accuracies in the coming years ImageNet Large Scale Visual Recognition

Challenges(ILSVRC). These network architectures have become deeper and more compli-

cated over the years to achieve high accuracies over large image datasets. In contrast, the

real-world applications like our system like gesture recognition, robotics or self-driving cars

require a neural network that runs on a computational device with limited computational

resource. MobileNets is a deep-convolutional neural network developed by Google targeting

the mobile and embedded vision application like ours. MobilNets are developed based on the

concept of depth wise separable convolution. The conventional convolution operation has

effect of filtering features based on the convolutional kernels and combining features in order

to produce a new representation. These filtering and combination steps can be split into two

steps using factorized convolutions which is called depth wise separable convolution. This

modification of convolutional neural network has enabled MobileNets to achieve equivalent
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accuracy as any high performing neural network with better efficiency in terms of fastness

and consumption of computational resources. A comparison of various Deep Convolutional

neural network accuracies with respect to number of Multiplication and Addition Operations

(MACs) they perform is visualized in the below figure,

Figure 5.14. Comparison of Popular CNNs Accuracies with Respect to their

MACs

The model architecture of MobileNets with filter and input dimensions is as follows,

Figure 5.15. MobileNet Architecture [10]
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Four MobileNets are ensembled together to perform gesture recognition.

Training Configuration

As discussed earlier, we have trained four independent MobileNets at different learning

iterations using transfer learning technique. In transfer learning, we import a pre-trained

MobileNet whose weights for each layer obtained through training the ILSVRC dataset and

re-initiate the final classification layer to optimize for the new target dataset, in this case

ASL dataset. As the CNNs seeks to optimize the cost function or loss function in our

architecture we use SoftMax activation function in the final layer and use cross-entropy as

loss or objective function.

Four Mobilenets are trained at 5000, 10000, 15000 and 20000 learning iterations with

a learning rate of 0.001. A dataset of 25,254 images with 1,098 images of each class are used

for training out of which 10% of data is used for cross-validation. The MobileNet architecture

used for training accepts input images of size 224x224 and the batch size is set to 100 for

both training and validation.

5.3.2. Scoring Function

The scoring function ensembles the independently trained MobileNets by aggregating

their individual confidence scores. In ensemble learning, there are two popular techniques

bagging and boosting and in our system, we use bagging technique to obtain final prediction

confidence. This bagging based scoring makes the system highly stable as it reduces the

prediction variance.

We take 10 consecutive frames of single gesture and aggregate their confidence scores

for each classifier to obtain a final prediction confidence. In real-time, while performing image

classification there is a chance of inputting transition frames which are captured while hand

is transitioning between gestures. To avoid misclassification or low confidence scores, we

capture 10 consecutive frames and aggregate their scores for each of the four CNNs. Later,

a second level aggregation of scores obtained for all four learners is performed to obtain final

prediction score.
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5.3.3. Validation and Testing

As discussed in the previous section, 10% of the input dataset is used for validation i.e,

2525 images. For testing, we have captured gesture images from 10 subjects under variable

environmental conditions like complex background, variable lighting conditions, inclining the

gesture posture, posing gesture close and far-way to the camera etc. 100 test images for each

letter are generated and given to the testing module. A sample of test images is as follows,

Figure 5.16. Sample Images from Test Set

5.4. Head Pose Estimation

To validate the correctness of the gesture recognition, we have incorporated a head

pose estimation module as a feedback system where on a final decision of the gesture recog-

nition system the user nods his head vertically or horizontally to convey his agreement or

disagreement with the decision. For implementing this module, we have again made use of

facial landmarks, estimated their 3D locations using 3D models from literature and com-

puted translation and rotation of the head which will yield us the head pose. A detailed

description of these techniques is discussed in this section.
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5.4.1. Head Pose Estimation Flow

Figure 5.17. Head Pose Estimation Pipeline

5.4.2. Facial Landmarks for Head Pose Estimation

For head pose estimation, we require few 2D image coordinates of the face and their

estimated 3D coordinates to compute translation and rotation of the head. To obtain the 2D

image coordinates on the face we extract 6 crucial points from 68 facial landmarks obtained

from dlib. The crucial coordinates are the landmarks that depict, tip of the nose, chin, left

corner of the left eye, right corner of the right eye, left corner of the mouth, right corner of

the mouth. We obtain the estimated 3D coordinates of these 6 feature points from world

coordinates of OpenCV docs. The 2D feature points and their 3D locations are illustrated

in the figure below [18],

Figure 5.18. 2D and 3D Locations of the Feature Points for Head Pose

Estimation [18]
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5.4.3. Head Pose Detection

The head pose detection problem is solved by approaching it as a Perspective-n-Point

problem. The Perspective-n-Points problem (PnP) deals with estimating the camera’s pose

in 3D when we have information about 3D coordinates and 2D image coordinates of the

object it is capturing along with camera calibration [22].

Figure 5.19. Illustration of Perspective n Point Problem [22]

Given a point Pi with coordinates (u,v,w) in real world coordinate system termed as

’world coordinate system’ and ui it’s projection on a image plane with coordinates (u0, v0),

head pose estimation involves two computational steps. First, computing (x,y,z) 3D coor-

dinates that are representing the point in camera coordinate system and then computing

(u0, v0), the projection of (u,v,w) on 2D image using camera calibration information. The

first is computed using the following equation below,


x

y

z

 = R ∗


u

v

w

+ t

Where R and t are Rotation and translation matrices which deal with rotation and
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translation of camera in it’s coordinate system ,

R =


r00 r01 r02

r10 r11 r12

r20 r21 r22

 , t =


tx

ty

tz


The camera calibration matrix can be written as follows,

K =


fx γ cx

0 fy cy

0 0 1


Here fx and fy are scaled focul lengths, (cx, cy) is principal point and γ is skew

parameter assumed as 0.

For a given camera calibration information, we can compute (u0, v0) using the following

equation, 
u0

v0

1

 = s ∗


fx 0 cx

0 fy cy

0 0 1

 ∗


x

y

z


Where s is an unknown scaling factor. For simplicity consider focal lenghts to be 1

and principal point is (0,0). Therefore,


u0

v0

1

 = s ∗


1 0 0

0 1 0

0 0 1

 ∗


x

y

z




u0

v0

1

 = s ∗


x

y

z
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From the above equation we can derive a relation between world coordinates and

their projection coordinates as,


u0

v0

1

 = s ∗


r00 r01 r02 tx

r10 r11 r12 ty

r20 r21 r22 tz

 ∗


u

v

w

1


In our case, (u0, v0) is a facial landmark point in image plane and (u,v,w) is a point in

3D coordinate system obtained by real-world 3D coordinates estimation model. For example

if we know a facial landmark (u0, v0) depicting tip of the nose in the image, and estimated

3D coordinates of nose tip from estimation model, we can obtain the rotation and translation

information by solving the above equation which will yield us the head pose. As the equation

is nonlinear, the solution is not straightforward.

To solve for Rotation and translation matrices, we use iterative solvepnp technique

implemented in OpenCV. This technique performs Direct Linear Transform (DLT) which

is a technique used to solve equations like ours, which are almost linear equations but be-

have non-linear because of a scalar multiplication of an unknown factor. This is followed

by Levenberg-Marquardt optimization technique which will minimize the inaccuracies intro-

duced by DLT called reprojection errors. Therefore, the 2D projection obtained through

rotation and translation vectors is used for head pose estimation.

To detect the estimated pose as ’Yes’ or ’No we use Euler angles which are used to

describe the orientation of rigid objects. The Euler angles for a human head are as follows,
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Figure 5.20. Euler Angles

Among the five quadrants, top left and right quadrants act as transitional buffers

between ’Yes’ and ’No’ pose and the bottom left and right quadrants are used to detect Yaw

i.e. ’No’ and quadrant above the head is used to detect Pitch i.e. ’Yes’. The rotation and

translation matrices obtained through solvePnP are used draw a line segment with certain

magnitude from tip of the nose which changes it’s orientation based on head pose. Using

this illustration ’Yes’ or ’No’ can be decided based on the quadrant the other end of the line

segment is lying in. The above detection process is clearly visualized in the below images,

Figure 5.21. ’Yes’ Detection using Head Pose Estimation
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Figure 5.22. ’No’ Detection using Head Pose Estimation

Figure 5.23. ’No’ Detection using Head Pose Estimation
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CHAPTER 6

RESULTS

To evaluate the performance of our system, we use training and validation accuracies,

optimization of cross entropy and confusion matrix as metrics. The evaluation results for

each of these parameters are presented in this chapter.

6.1. Training and Validation Accuracies

Training and validation accuracies are computed for each iteration during the training

process. The training accuracy is the percentage of images in training set that are assigned

with correct class label, this accuracy is generally observed to increase as the model converges

over a number of iterations. To compute validation accuracy, 10% of training set is used

for validation and validation accuracy provides the percentage of images in validation set

that are assigned with correct class label. The training and validation accuracy trends four

classifiers over the configured learning iterations are visualized in the plots below,

Figure 6.2. Training/Validation Accuracy (MobileNet @ 10000 Iterations)

Figure 6.1. Training/Validation Accuracy (MobileNet @ 5000 Iterations)
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Figure 6.3. Training/Validation Accuracy (MobileNet @ 15000 Iterations)

Figure 6.4. Training/Validation Accuracy (MobileNet @ 20000 Iterations)

6.2. Cross-Entropy Loss

Cross entropy is the loss function or objective function of our CNN. The cross entropy

between the actual class distribution p and estimated class distribution q is defined as:

H(p, q) = −
∑

x p(x) log q(x)

As we are using SoftMax function as activation function the final layer, The cross

entropy loss can be written as follows,

Li = − log

(
efyi∑
j e

fj

)
or equivalently Li = −fyi

+ log
∑

j e
fj

Visualization of cross entropy decay over defined learning iterations for four of our

classifiers is as follows,
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Figure 6.5. Cross Entropy (MobileNet @ 5000 Iterations)

Figure 6.6. Cross Entropy (MobileNet @ 10000 Iterations)

Figure 6.7. Cross Entropy (MobileNet @ 15000 Iterations)

Figure 6.8. Cross Entropy (MobileNet @ 20000 Iterations)
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6.3. Confusion Matrix

The confusion matrix provides a visualization of classification accuracy over the test-

set. To evaluate the system performance, we construct two confusion matrices of each

classifier based in Top-1 accuracy and Top-2 accuracy. Top-1 accuracy is a regular accuracy

measurement where the predicted class labels with highest probability (top 1 probability)

are compared with ground truths for correctness. Where as in Top-2 accuracy we check

for expected label in top 2 predicted class labels. Top-2 accuracy is used in our system as

we use head pose estimation to validate the correctness of first prediction and obtain the

second-best prediction if the first label is wrong. This measure will help us to understand the

significance of head pose estimation system. The confusion matrices for all four classifiers

and ensemble classifier is as follows,

(a) Confusion Matrix Top-1

Accuracy

(b) Confusion Matrix Top-2

Accuracy

Figure 6.9. Confusion Matrices Comparison for MobileNet@5000

An average Top-1 and Top-2 accuracies of MobileNet@5000 classifier are 78% and

90% respectively. By observation, it is evident that head pose estimation will boost the

system performance and for this classifier, there is a lot of confusion between M & N, D,U

& V.
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(a) Confusion Matrix Top-1

Accuracy

(b) Confusion Matrix Top-2

Accuracy

Figure 6.10. Confusion Matrices Comparison for MobileNet@10000

For MobileNet@10000, average Top-1 and Top-2 accuracies are observed as 81% and

90% with a similar confusion between D, U & V.

(a) Confusion Matrix Top-1

Accuracy

(b) Confusion Matrix Top-2

Accuracy

Figure 6.11. Confusion Matrices Comparison for MobileNet@15000

For MobileNet@15000, average Top-1 and Top-2 accuracies are 81% and 91% respec-

tively.
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(a) Confusion Matrix Top-1

Accuracy

(b) Confusion Matrix Top-2

Accuracy

Figure 6.12. Confusion Matrices Comparison for MobileNet@20000

An average Top-1 and Top-2 accuracies of MobileNet@20000 classifier are 82% and

91% respectively

(a) Confusion Matrix Top-1

Accuracy

(b) Confusion Matrix Top-2

Accuracy

Figure 6.13. Confusion Matrices Comparison for Ensemble Model

For ensembled model the Top-1 and Top-2 accuracies are 85% and 92% respectively.

From observation it is evident that misclassification of ’U’ and ’D’ is significantly reduced

and confusion between ’U’ and ’V’ also considerably mitigated.

Comparison between individual models and ensembled model
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(a) Comparison between Mo-

bileNet@5000 and ensembled

model

(b) Comparison between Mo-

bileNet@10000 and ensem-

bled model

(c) Comparison between Mo-

bileNet@15000 and ensem-

bled model

(d) Comparison between Mo-

bileNet@20000 and ensem-

bled model

Figure 6.14. Comparison between Individual Models and Ensembled Model
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CHAPTER 7

DISCUSSION

From observation of above performance metrics, it is clearly noticed that head pose

estimation to validate the correctness of highest predicted letter will definitely boost the

performance and it is observed that each model has shown high accuracy in recognizing

certain gestures and the ensembled model was useful in attaining certain level of uniformity

in terms of accuracy among all the gestures. Also, ensemble technique had the minimum

difference between Top-1 and Top-2 accuracies which signifies that the classifier is showing

a consistent performance.

Ensemble of Convolutional neural networks is one of the unique research innovations

of our system which boosted the performance of the system and transfer learning has played

a significant role in training an accurate CNN model with comparatively small set of data

points.

Head pose estimation as a feedback unit is a very helpful feature in a real-time

system as the image classification based gesture recognition doesn’t always produce 100%

classification results. The technique used to identify ’Yes’ and ’No’ head pose also results to

be a robust technique with no scope for misidentification of ’Yes’ as ’No’ and vice versa.

Blink detection is another engineering innovation in our system as it is essential in

the real-time because continuous up-time of recognition unit is computationally expensive

and adds a lot of latency to the system.

Limitations

Along with the above features there are limitations of this system which shall be

addressed in the coming versions. The current recognition system is trained to work only

for right hand gestures and hand detection technique using skin color based segmentation

has mitigated majority of false positives but may not work efficiently incase of a background

very similar to skin color. Also the system is not trained to recognize gestures for letters J,

Q, Z and digits.
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CHAPTER 8

FUTURE WORK

This hand gesture recognition system we developed performs a fundamental task of

mapping gestures with English letters. There is a high scope in extending this project and

making it more assistive to specially-abled community. few of such advancements that has

immediate scope to incorporate in our system are discussed in this section.

Including letters ’J’,’Q’ and ’Z’ for gesture recognition

The current system is not trained to recognize gestures for letters ’J’, ’Q’ and ’Z’

as the letters ’J’ and ’Z’ involves spatio-temporal details for gesture classification, where as

our system deals with static image classification which involves only spatial details. These

gestures can be recognized by implementing hand motion tracking and memory based deep

learning algorithms like LSTMs. Training gestures for ’Q’ are exempted because the specific

user for whom this system is designed cannot pose gesture ’Q’ because of his physical chal-

lenges.

Deep learning based hand segmentation

Adapting advanced deep learning algorithms for hand detection may nullify false

positives in hand detection and segmentation which will boost the performance of our system.

Integrating auto word/sentence completion techniques

With the recent advancements in Natural Language Processing (NLP), a lot of per-

sonalized predictive models for auto-completion of words and sentences are being developed.

Integrating one such technique to our recognition system shall make it redundant for the

user to enact each letter to compose a sentence.

Implementing Reinforcement Learning based gesture recognition model

Reinforcement learning is one of the latest deep learning techniques which performs its

current actions by drawing inferences from previous failures. It learns based on a technique

called Markov Decision Process. Incorporating such model into our system can use our

feedback system to learn from its mistakes.
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CHAPTER 9

CONCLUSION

We have aimed at developing a real-time computer vision based finger spelling Ameri-

can sign language recognition system without any special equipment like Kinect 3D camera or

data glove. Also we wanted to implement a touch-less feedback unit using any of the natural

gestures used in our daily life. This system performs gesture recognition using MobileNet, a

mobile and embedded system compatible CNN architecture. Along with a standard dataset

from Massey university we have created our own ASL dataset for training four independent

mobileNet models. Ensembling of these four models through bagging approach has yielded

an overall accuracy of 92% in classification and helped in obtaining near uniform accuracy

across all the letters. Along with the core system, head pose estimation based feedback unit

which is inspired from natural way of expressing acceptance or denial through head nodding

is successfully implemented and observed to boost the overall classification accuracy.

The entire system is developed using python, OpenCV and tensorflow and deployed

as a web application using Flask to make it operating system independent. Along with

current features, there is a scope for making lot of improvements and enhancements. Deep

learning based hand detection, re-enforcement learning based gesture recognition and LSTM

based word/sentence auto completion enables this system to be more flexible for specially

abled community.
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