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the network is consistent with those specified in the service level agreements. 
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CHAPTER 1

INTRODUCTION

Internet - a place where dreams can turn into reality and reality can feel like a dream.

Every day billions of gigabytes make their way on to the Internet. Humans, being social

creatures post millions of pictures, videos and also share their views and opinions for others to

see. Often, this data might include deeply personal information and forms a digital footprint

which is unique to each person. Data on the Internet may include memories, dreams, and

thoughts. It is easy to see how digital manifestations of human lives now reside on the

Internet. The sensitive nature of the data makes it a target for the people with malicious

intent (threat actors).

What motivates these attackers? Hackers may impersonate other users to elicit infor-

mation they otherwise wouldn’t be privy to. They steal sensitive information from various

prominent organizations and sell them to their competitors. State-sponsored actors, acting

on behalf of governments engage in cyber warfare [6,13,98,102], while, some hackers do it

for fun.

Microsoft [27] proposed a threat model that categorizes threats into six categories.

• Spoofing: An attack the threat actor impersonates a device or user on a network.

• Tampering with data: Data tampering includes unauthorized modifications in the

data and adulteration of data in the network.

• Repudiation: Repudiation involves a malicious task performed by the attacker which

cannot be validated

• Information Disclosure: The attack which involves revelation of data for unautho-

rized or unprivileged users

• Denial of service: This type of attack denies service to the legitimate users. This

type of attack floods the network with a large number of packets and devours the

bandwidth of the target

• Elevation of privilege: In this type of threat, an unprivileged or unauthorized user

1



gains access to privileged data.

One of the most infamous attacks is the distributed denial of service attack (DDoS).

In this dissertation, I present a novel mechanism to limit the impact of DDoS attacks on

various network services.

1.1. Distributed Denial of Service Attacks

A DDoS attack is a malicious attempt to disrupt the services or even a network

and make them unavailable by swamping the target with a flood of pointless packets. The

threat actors achieve their objective by utilizing multiple compromised systems to initiate

the attack. These include billions of internet of things (IoT) devices connected to the internet

and other networked computers. The attacker achieves this by infecting the devices with

a malware which opens a backdoor entry to the infected device. This malware abets the

attacker in controlling the device. This compromised device is commonly known as ”zombie”.

A collection of these zombies is referred to as botnet [3,36]. There are several ways the threat

actor could achieve this.

1.1.1. Taxonomy of DDoS

Mirkovic et al. [81] present few common classifications of DDoS attacks which in-

clude classification based on the degree of automation, based on propagation mechanism,

by spoofing technique, by the impact on the victim or victim type. The limitations of the

transport and application layer protocols are exploited by the attackers to perform a flooding

attack. The most common type attacks pertaining to these layers are

1.1.1.1. Layer 3 (L3) - Layer 4 (L4) Attacks

These attacks utilize the transport layer protocols such as User Datagram Protocol

(UDP), Transmission control protocol (TCP) and Internet control message protocol (ICMP)

to flood the network.

1.1.1.1.1 Volumetric DDoS attack (Network flooding attack)

Attacks that use an enormous amount of traffic to saturate the bandwidth of the network

are referred to as Volumetric DDoS attack. These attacks congest the network, resulting in
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a massive amount of packet loss. The service availability of the network service drops, as a

result, the end to end throughput of the network drops dramatically. Some of the examples

of these type of attacks include UDP flooding and ICMP flooding. In UDP flooding the

attacker sends an enormous number of UDP packets to random ports of the victim. The

victim’s host responds to the packet with an ICMP packet. If a million hosts are targeted,

both the UDP and ICMP packets consume the bandwidth of the network. The packet size

could be up to 65,536 Bytes.

1.1.1.1.2 Protocol exploitation attack

These type of attacks exploit the vulnerabilities or introduce bugs in the l3 protocols to

consume the resources of the victim’s device. The TCP’s ”3-way-handshake” design is vul-

nerable to such type of attacks. In a TCP 3-way handshake to establish a connection, the

client sends a SYN packet, which is acknowledged by the server with a SYN-ACK. The server

then waits for the ACK from the client. The attacker misuses this design for their benefit

and keeps the server on wait state by sending only SYN packets. As a result, the resources

of the server are utilized, dropping the service availability to the legitimate user.

1.1.1.1.3 Reflection/Amplification-based attack

This type of attack is carried out by abusing the functionality of reflectors. Reflectors are

host devices that respond to requests. The attackers abuse reflectors by sending a large

number of requests with ”spoofed IP addresses.” The reflectors respond to the requests and

send the response to the victims bearing the spoofed IP addresses. The requests sent by the

attacker are tiny such as DNS requests. However, the reflectors reply with a larger response

(DNS response), consuming the bandwidth of the network. E.g., DNS amplification attack,

smurf attack.

1.1.1.2. Application layer or L7 flooding attacks

Attacks based on the exploitation of the layer seven protocols such as HTTP, DNS,

and Session initiation protocol (SIP). These attacks consume the resources of the victims

such as CPU, memory, and disk bandwidth. These are the most sophisticated type of attack.
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Detecting these attacks is challenging, as it is difficult to distinguish between legitimate traffic

and attack traffic. Some of the most common types of application flooding attacks are:

1.1.1.2.1 HTTP flood

HTTP flooding attack is a volumetric DDoS attack that consumes the resources of the server

by sending an enormous number of HTTP-GET requests to the target server. The server

utilizes all of its resources to respond to these requests. Eventually, the target server is

saturated and can no longer respond or responds slowly to legitimate users with a large

delay.

1.1.1.2.2 Slow HTTP attack:

This type of DDoS attack has the potential to bring down a server with limited resources.

This attack is performed by exploiting the stateful operation of the HTTP protocol. The

attackers send a large number of HTTP requests to the server slowly. Due to the requirement

of the HTTP protocol, the server does not close the socket until it receives the complete

request. This slow rate keeps the server’s resources waiting and will eventually saturate the

server, dropping the service availability. Some of the examples of slow HTTP attack used

before including slow headers, slow body (R-U-Dead-Yet) and slow read [29,88].

1.1.2. Impact of DDoS

DDoS is a malicious attempt which brings networks and various web-services to knees.

The services are made unavailable to the users. These attacks not only limit the users

to access the services but also potentially damage the reputation of many businesses and

companies. According to Verisign [37] the impact of DDoS on Business is classified into four

categories:

• Revenue loss

• Productivity loss

• Theft

• Reputation damage
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Figure 1.1. Internet outage during the Dyn DDoS attack. This data is

provided by The Daily Dot. Src:[7]

On October 21, 2016, Dyn, Inc., an Internet infrastructure company that provides

core Internet services for Twitter, Reddit, and Spotify among others, sustained a distributed

denial of service (DDoS) attack. The attack rate measured was 600 Gbps. Figure 1.1 shows

the impact of the attack on Dyn Inc. During the two hour attack, there was a network

outage in a significant portion of the U.S. north-east coast and central Texas. Due to the

attack, users were not able to stream music and post their tweets.

Figure 1.2 shows the fail ratio of the Dyn and other DNS service providers. According

to [22], during the attack the fail rate of the Dyn service increased to 80% and averaged

nearly 50%. While the fail ratio of the rest of the services such as Google, Azure, and

Cloudflare was as low as 5% - 10%. Figure 1.3 compares the response time of the Dyn

service with others. The response time during the attack peaked at nearly 3.5 seconds,

which is unacceptable.

1.1.3. Mitigation Techniques

Existing DDoS mitigation mechanisms usually rely on detection techniques. Some of

the most common mitigation techniques employed by the internet service providers are as
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Figure 1.2. DNS - fail ratio. This data is provided by TurboBytes. Src:[22]

Figure 1.3. DNS - mean response time in milliseconds. This data is provided

by TurboBytes. Src:[22]
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follows [91].

• Access Control List: Acess control lists (ACL) are a set of rules imposed on traffic

or data files to control permissions. ACL’s are applied in network devices such as

routers and firewalls. When an ACL is imposed on a router, the packets arriving at

the router are verified against the ACL table. The restrictions can be made based on

the source and destination IP address, IP subnet, port numbers and various other

tuples.

• Rate Limiting: Rate-limiting mechanisms are employed by network systems to

control the traffic flow rate. This mechanism limits the number of packets originating

from a malicious source identified by various detection algorithms and tools. This

control is not only imposed on traffic originating from malicious sources but also aim

at specific network service. This limiting technique can be applied to both incoming

and outgoing traffic. Restrictions on the traffic are applied based on two parameters

”conform action” and ”exceed action.” The main drawback of this mechanism is that

it does not characterize the attack; as a result, some of the malicious traffic find its

way to the victim.

• Combination of Rate-limiting and ACL: A combination of rate-limiting and ACL

also can be employed on the network, which provides the benefit of limiting the

malicious traffic while allowing the legitimate traffic. The features of ACL and

rate-limiting can be enforced on the traffic.

Saman Taghavi Zargar et al., [115] present some of the defense mechanisms against

DDoS flooding attacks. Some of the other mitigation techniques include anomaly-based

detection [50,65,99] and signature-based detection [44,84,93]. Alan Saied et al. [94] present

an artificial neural network (ANN) algorithm to detect DDoS attacks. Their algorithm

differentiates malicious traffic from legitimate traffic using patterns. Some mechanisms also

include detection and filtering of adulterated routers [66] based on trust including tor routers

[117].

Some of the defense mechanisms incorporated before an attack occurs are load bal-
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ancing [67], server-side configurations such as allowing recursive queries from trusted sources

[112] reduces DNS amplification attacks and by employing filters such as ingress and egress

filter [97], packet filters, hop-count, and history based filtering as well.

1.1.4. Motivation

On Feb. 7th, 2000, the first-ever DDoS was recorded [4] which was targeted on

Amazon, eBay Dell, and CNN. The estimated financial damage was nearly 1.2 billion dollars.

DDoS attacks have evolved since then. Almost 20 years later, in 2016 and 2017 attacks the

likes of which never seen before were registered. These attacks continue to pose a severe

threat to various businesses and consumers. With the growth in the number of devices

connected to the internet, these attacks continue to grow in number. Despite a number of

security tools, the attacks continue to happen and are bringing various businesses to their

knees.

1.1.4.1. Anticipating Attack

Existing static techniques [91] focus on detection and mitigation which is a passive

approach. These are inadequate to respond to the ever-changing threat landscape. Ad-

ditionally, detecting malicious traffic from the legitimate traffic is difficult especially when

the attacker impersonates a device or a user. Current mitigation techniques and tools may

take anywhere from a few hours to a few days to counter the attacks, which is entirely

unacceptable.

Dynamic Systems

Networks are complex, dynamic and volatile. With ever-changing network configu-

ration, predicting the route of the packet is very difficult and challenging. Slight changes in

the network configurations cause severe disruptions in the network traffic. Understanding

the dynamic nature of a network is critical to being able to create and maintain an accurate

model.
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1.2. Objective

The primary goal of this dissertation is to be able to provide uninterrupted network

services in the face of an attack or any failures. It is my aim to capture the dynamics of the

network to be able to build an accurate model. An attack disrupts the real-time services in

the network such as video and voice, degrading the quality of experience.

My work is interdisciplinary to computer science and control system theory with a

focus on system identification and closed-loop feedback control. This methodology can be

used to model the dynamics of the network.

1.3. Contributions

In this section, I will highlight the significance and impact of each project in the field

of network security. The significant contribution of this dissertation is to applying control

theory to achieve service level objectives in the face of an attack.

1.3.1. Building Resilient Systems

DDoS attacks continue to be problematic for websites and service providers and

thanks to the Internet of Things (IoT) supporting a rapidly growing number of network-

connected devices from refrigerators to thermostats, and so on, this trend is expected to

grow in size and complexity. With attacks growing in number, the design of a resilient net-

work is critical. As mentioned by Tammy Butow [5], the need for building resilient systems

is rising. Resilience is the ability of a system to withstand when provoked by an external

disruption. Disruption or disturbance is an abnormal activity that hinders the normalcy of

the system. Resilient networks have the ability to provide the desired level of service, despite

challenges such as malicious attacks and misconfigurations.

A desirable attribute of resilient networks is the ability to configure the network

dynamically. In this manner, feedback control mechanisms play a crucial role. These mech-

anisms can be used in mitigating the attacks in real time [52]. Feedback control is about

regulating the system characteristics with disturbance rejection.
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My dissertation focuses on designing a robust feedback control mechanism that is

both scalable and effective in real-time. These feedback mechanisms offer uninterrupted

network service even in the face of an attack. Enforcing these mechanisms also stabilizes the

unstable network in real-time. In my approach, I look to system identification to design and

validate a model for the complex and dynamic network.

1.3.2. Graceful Degradation

DDoS attack causes severe degradation of network services. Attackers flood the net-

work with pointless packets and congest the network, resulting in a huge amount of packet

loss. Mission-critical real-time applications such as surveillance traffic, 911 emergency calls

and air traffic control cannot tolerate any packet loss.

My research focuses on employing dynamic and predictive control approaches to re-

duce the impact of an attack on real-time services. The closed-loop control feedback control

mechanisms tackle this issue by degrading the real-time service gracefully to an acceptable

level and the stabilize the network in real-time.

1.3.3. Self Configurability

Networks are configured by the internet service providers to provide better QoE to the

users. Service level agreements (SLA) are enforced on a network to ensure user satisfaction.

Service level agreement is a commitment guaranteed by the internet service providers to

the user. These agreements include one or more service level objectives (SLOs), which is a

criterion used to evaluate the performance of the service. Enforcing these objectives requires

the service providers to meet their requirements.

Existing static configuration settings does not guarantee efficient services with ever-

changing network conditions. Employing a feedback mechanism provides the ability to auto-

matically configure the settings such that the QoS metrics of the network is consistent with

those specified in the service level agreements.

1.4. Dissertation Roadmap

The roadmap of this dissertation is presented in Figure 1.4.
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Figure 1.4. My dissertation roadmap
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CHAPTER 2

METHODOLOGY

2.1. Introduction

Feedback control is a process of controlling or regulating the characteristics of a

system. The objective of feedback control is to use the measurements of the system’s outputs,

such as response times, QoS metrics, jitter, CPU utilization, and throughputs, to achieve

desired system states. This objective is achieved by regulating the system control input,

such as queue sizes, maximum clients, number of keep-alive and rates. As the measured

outputs determine the control inputs of a system and the control inputs drive the output of

a system, this phenomenon is called feedback or a closed loop.

Feedback is the data from the output or a portion of the output collected by a sensor

and fed to the controller which controls the dynamics of the system. The measured output

data is the characteristic of the system to be regulated to the desired value. The control

input, which can be dynamically adjusted, influences the output data. The output is also

affected by an unmeasured data known as disturbance input, such as a large number of

requests.

Feedback control systems are applied in diverse fields including economy, chemical and

biological process, biomedical research, and psychology [46,47,59,64,76,104,106,107,110].

They are also employed in our day-to-day lives such as a vehicle cruise control system which

achieves the desired speed by controlling the accelerator pedal using the measurement fed

by the speedometer. In this scenario, the control input is the accelerator pedal adjustments,

and the measured output is the speed. The desired speed is maintained even when the

vehicle is affected by external disturbances, such as friction from the road, slope of hills, and

other terrains. Another example is a thermostat, used to control the temperature of a room

by controlling the speed of the fan. When the room temperature is less than the desired

temperature, the controller increases the fan speed.

These feedback concepts can be applied to computing systems as well [62,63,78,90,
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Figure 2.1. Block diagram of a feedback control system. The reference input

is the desired value of the measured system output. The sensor feeds back the

measured current output to the controller. The controller detects the difference

between the reference input and the feedback signal and drives the system with

an adjusted control input so that the measured output matches the reference

input. The disturbance input disrupts the system, unstabilizing the stable

system.

105]. For example, to provide a better quality of experience, the CPU utilization of servers

should be at no greater 70% [33]. The CPU utilization is directly proportional to the number

of processes running in the server, generated by the number of requests or workload. So, to

maintain the server utilization rate, the workload should be controlled. Hence, the control

input is the maximum number of connections permitted by the server. The control input

can be regulated by a controller to affect the utilization.

The block diagram of a closed-loop feedback control system is shown in Figure 2.1.

The controller which is the brain of the entire system detects the error from the feedback and

regulates the system output to the desired state. The essential components of a closed-loop

feedback control system shown in Figure 2.1 are:

• Plant or System: The system such as the network or the server which is to be
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controlled

• Control input: The input to the system that affects the behavior of the system.

• Measured ouput: The quantifiable data of the system using which the performance

of the system is defined.

• Reference input: The desired value of the measured output such as CPU and Mem-

ory Utilization, and other QoS metrics.

• Error: It’s the difference between the reference input

• Controller: The essential component of the feedback control system which provides

an input to the system to adjust the output to the reference input. The controller

detects the irregularities in the measured output based on the error signal.

• Disturbance input: The unmeasured input that affects the measured output corre-

spondingly as the control input

The principal feature of feedback control is that we can achieve the desired value

automatically by providing the reference input instead of adjusting the input to the system,

which is time-consuming and requires significant skill and knowledge. The other main feature

of feedback control is disturbance rejection, i.e., The desired value. The disturbance input

is like a second input to the system that disrupts the system’s normal working conditions.

An example of disturbance input in computing systems is an attack scenario such as a worm

attack [52] and a DDoS attack where the number of requests increases sharply.
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2.2. System Identification

To build a robust feedback control mechanism, identifying the dynamics of a system

is critical and required. System identification is the process of constructing mathematical

models of dynamic systems using the statistical methods [80]. In this process, models are

developed using measurements from inputs and outputs of a system. These inputs and

outputs determine the behavior of the system. Inputs are the signals which can manipulate

the characteristics of a system. Outputs are the signals that are observed. An external

stimulus, known as a disturbance, also affects the system. These signals can be directly

measured or observed through their impact on the measured output.

To determine all the internal properties or features of a system is challenging. A

model generated by the system identification technique tries to emulate critical features of

the system behavior. System identification techniques are classified into two different ways:

• prior modeling or white-box identification technique: In this approach the parame-

ters of the model are estimated from the data.

• black-box identification technique: This is a data-driven approach. The system

dynamics are identified only by using experimental data without having any prior

knowledge. This technique is the most commonly used. This dissertation uses

black-box method to identify the system characteristics.

• grey-box identification technique: This technique can be used when certain features

of the system are known but not entirely. This technique is based on both prior

knowledge and data collected.

System identification technique estimates the parameters of a black or grey model

based on the observed input-output data. The applicability of system identification tech-

niques did expand in diverse fields including computing systems. System identification tech-

nique serves various purposes including:

• To design robust feedback control systems and control strategies

• To analyze the dynamics of the system

• To forecast the functioning of the system
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The following steps are involved in constructing a model:

(1) Collect data. The inputs and outputs of the system are recorded from several ex-

periments where we determine which signals to measure. The selection of inputs

and outputs is very critical, as they define the dynamics of the system.

(2) Select a model. A set of models are selected which look suitable to define the system

characteristic. This step is the most important and the most challenging. Models

can be constructed with a priori knowledge and engineering intuition and insight.

Models can also be constructed with basic and other known relations between the

input and output data. In most of the cases, where prior knowledge is unavailable,

models are identified as a black-box adjusting the fit to the data.

(3) Identify the model. The system is identified at this step. The best model is de-

termined from the set of candidate models. After determining the best model, the

parameters of the model are identified and recorded.

(4) Model Validation. After identifying the model and arriving at a particular model,

we validate the model with a fit criterion. We test whether the model is good enough

to determine the system dynamics with a newly observed data (different from the

data used for modeling).

2.2.1. System Identification Loop

The flow diagram of the system identification procedure is shown in Figure 2.2. First,

collect data from a selected set of experiments. Then, select a model from the candidate

model set, then picking the best model from the set. The model obtained must be validated

using a fit criterion. If the selected model fails, go back and revise the steps from step 2.

16



Figure 2.2. System identification loop [80]
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2.3. Control Analysis and Design

The main objectives focused on designing a controller are:

• Regulatory control. To ensure that the measured output matches the reference

input. For example, the Quality of Service metrics such as jitter and packet loss

should be maintained at less than 10ms and 5% respectively.

• Disturbance rejection. To ensure that the disturbances introduced on the system

should not significantly impact the measured output. For example, when a stable

network is attacked with a large number of packets the network congests, dropping

the QoS of the traffic. However, a good controller ensures the QoS of the real-time

traffic is maintained in spite of an attack.

• Optimization. To obtain the optimum value of the measured output.

2.3.1. Control Loops

Fundamentally two types of control loops exist:

• Open loop control: The control system where the controller regulates the system

or the process independent of the system output. E.g., to constantly heat a room

for a certain period, regardless of the temperature of the room.

• Closed loop control: The control system where the controller regulates the sys-

tem by utilizing the feedback from the system output. E.g., In the similar analogy

mentioned for open-loop, if a thermostat is used, the sensor detects the room tem-

perature. This feedback is used by the controller to regulate the temperature to

reach the desired value.

However, this dissertation will be focused on closed-loop control.

2.3.2. Proportional Integral Derivative Control

A proportional-integral-derivative controller (PID controller) is a closed-loop control

mechanism often used in many industrial chemical and computing systems [40, 43, 61, 75,

101,109,116]. In a closed loop control system the current output measured from the system,

also known as a process variable, is fed back to the controller along with the desired reference
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value. The reference value is also called as a setpoint. The controller continuously calculates

the error e(t) measured from the process variable and the setpoint and applies a correction

to the system based on the P, I and D terms. The error is fed to all the variables individually.

These three variables determine the controller’s behavior. The PID controller architecture

[19] is shown in Figure 2.3. The general equation of a PID controller is given below:

Figure 2.3. Proportional, integral and derivitive controller architecture [19].

The process is the plant or the system under control. The setpoint is the

desired value of the system output. The error is the difference calculated from

the current measured system. Src: [19]

(1) u(t) = Kpe(t) + Ki

∫ t′

0

e(t′)dt′ + Kd
de(t)

dt

where,

u(t)— control input at time t

e(t)— error, which is the difference between measured output and setpoint at time t.

Kp : proportional gain.

Ki : integral gain.

Kd : differential gain.
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2.3.2.1. Components of PID Control System

The proportional (Kp) variable adjusts the system output proportionally to the error

signal by controlling the proportional gain of the controller. Isolated use of a proportional

controller might help in reducing the error, but the final output might result in oscillations

such as an on-off signal. These oscillations can be reduced by the integral variable (Ki) by

rectifying the accumulation of the error. The integral The derivative term (Kd) estimates the

future trend of the error based on the current rate of change of the output. The derivative

tries to neutralize the overshoot caused by the P and I terms.

2.3.2.2. Tuning

Tuning a PID controller is to adjust the control parameter, i.e., the proportional gain

(Kp), integral gain (Ki) and the differential gain (Kd), such that the output closely follows

the setpoint or the reference value. Due to the on-off characteristic of the P term, higher

Kp value results in oscillation. As mentioned earlier, the oscillations are controlled by the

integral term; hence, higher Ki value implies that the output converges to setpoint quickly.

If this reaction very fast, increasing the Kd value will slow down the response and ensures

the system is under control.

2.3.3. Model Predictive Control

Model Predictive Controller (MPC) is an exceptional feedback control system that

uses a model to predict the future outputs of a process. The main components of MPC are

presented in this section. A good understanding of the use of these components is the key

to effective implementation of the various MPC algorithms.

2.3.3.1. Modeling and Prediction

This component is the core component of the prediction control mechanism. In order

to automate the predictions of the future behavior of a system, a model that captures the

dynamics of the system is required. The model should be able to show the correlation of the

output on the current control input or the measured variable and the future inputs.

Some of the important questions that arise while performing predictions are :
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Figure 2.4. Proportional, integral and derivitive controller architecture [19].

The process is the plant or the system under control. The setpoint is the

desired value of the system output. The error is the difference calculated from

the current measured system

(1) What is the significance of prediction?

(2) How far should we predict in the future?

(3) How can we make accurate predictions?

The important requirements to consider while modeling is:

(1) The model should be easy to form predictions, ideally linear

(2) The model parameters should be easy to identify

(3) The model should give accurate predictions.

2.3.3.2. Receding Horizon

To understand the receding horizon, let’s consider an analogy of driving. While we are

driving, we can observe the next few yards of the road ahead and anticipate any roadblocks

or pit holes. As we keep driving, the next few yards of the road keeps moving away at the

same speed we are approaching it, which is receding horizon, that is the information of the

next few yards of the road conditions are continuously fed to update our driving decisions.

MPC works in a similar way; where the behavior of the system is predicted in the future for
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Figure 2.5. Flowchart for MPC calculations [96]
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a certain number of steps. The input trajectory is updated as the controller is fed with new

information. The horizon considered should contain the essential dynamics of the system.

2.3.3.3. Tuning

Much of MPC tuning involves in the selection of the appropriate cost function since

the controller solves the online optimization problem of a cost function. Tuning involves

adjusting the objective function constraints. Following are some of the tuning parameters

present in the MPC controller provided by apmonitor [12]:

Application tuning:

• IMODE = 6 or 9 for model predictive control

• CV TYPE = CV type with 1=l1 − norm, 2=squared error

• DIAGLEVEL = diagnostic level (0-10) for solution information

• MAX ITER = maximum iterations

• MAX TIME = maximum time before stopping

• MV TYPE = Set default MV type with 0=zero-order hold, 1=linear interpolation

Manipulated Variable (MV) tuning:

• COST = (+) minimize MV, (-) maximize MV

• DCOST = penalty for MV movement

• DMAX = maximum that MV can move each cycle

• FSTATUS = feedback status with 1=measured, 0=off

• LOWER = lower MV bound

• MV TYPE = MV type with 0=zero-order hold, 1=linear interpolation

• STATUS = turn on (1) or off (0) MV

• UPPER = upper MV bound

Controlled Variable (CV) tuning:

• COST = (+) minimize CV, (-) maximize CV

• FSTATUS = feedback status with 1=measured, 0=off

• SP = set point with CV TYPE = 2
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• SPLO = lower set point with CV TYPE = 1

• SPHI = upper set point with CV TYPE = 1

• STATUS = turn on (1) or off (0) CV

• TAU = reference trajectory time-constant

• TR INIT = trajectory type, 0=dead-band, 1,2=trajectory

• TR OPEN = opening at initial point of trajectory compared to end

2.3.3.4. Control Design for Multivariable Systems

The major advantage of the MPC algorithm is it handles multi-variable (or MIMO)

systems, unlike PID. The fact that PID uses relatively very little information about the

dynamics of the plant, designing a PID mechanism for a highly interactive multivariable

system is challenging. Although, if a PID solution is developed for a MIMO system, it is

often inaccurate and can be detuned. On the other hand, MPC with an integrated plant

captures the dynamics of the plant effectively.
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Figure 2.6. Steps involved in building the closed-loop feedback control mechanism

2.4. Methodology Implementation Steps

Figure 2.6 shows the steps involved in designing and building a robust feedback mech-

anism for the network. Initially, the system is identified using the input-output data collected

from the network. The data collected varies for different types of services. For a network

with non-real time traffic, the input data comprises a number of requests, a number of clients,

and the number of hits (or hit-rate). The output data collected are the performance metrics

of the service and the system such as response time, CPU utilization of the web server, and

memory utilization. Whereas, the input data for real-time services such as voice and video

traffic consists of bitrate, packet inter-arrival time, and packet size. The output data is the

QoS metrics of the services such as jitter, packet loss, and bitrate. A model is identified

from the data collected from the network using system identification toolbox present in the

Matlab [28].

After identifying the model, it is validated using a goodness of fit test which uses a root
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mean squared error. The data used for validation is collected from the same environment,

but from a different instance of time. After ascertaining the model, stability analysis of the

model is conducted where the model stability is quantified by observing the location of poles

and zeros. Poles and zeros are the roots of the denominator and numerator of the transfer

function, respectively. Network stability is defined by the QoS metrics measured by the

output of the system. If the measured outputs of the system are not within a range of the

desired values, the system is tagged as unstable. For instance, in a network if the response

time of a web service is more than 2 seconds or if the jitter of the real-time service is greater

than 40ms, the network is considered as unstable.

Once the stability of the model is defined, an attack is simulated, to disrupt the

network services and capture the characteristics of the network under attack. Finally, the

controller is designed to limit the impact of the attack and stabilize the system or the network.

Various parameters quantify the performance of the controller: 1) stability analysis, if the

measured output is within the desired region, 2) settling time, how fast the network services

can be restored, and 2) accuracy if the measured network output converges to the reference

values.
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CHAPTER 3

SYSTEM IDENTIFICATION OF A MULTI-INPUT MULTI-OUTPUT NETWORK

USING HAMMERSTEIN-WIENER MODEL

This chapter presents the dynamic modeling of a traditional network using black-

box system identification method. First, we obtain a multi-input-multi-output non-linear

Hammerstein-Wiener model with performance metrics such as response time and CPU uti-

lization. Next, we model the output as a piece-wise linear model based on the observations

from the experimental data. Last, we validate the model with test data by conducting

various experiments such as varying the network topologies and the increasing the rate of

requests to the network.

In our approach, we identify a non-linear model for the network. We use a tech-

nique called a Hammerstein-Wiener model to estimate the dynamics of the network. The

Hammerstein-Wiener model [111] consists of a linear block surrounded by two non-linear

blocks as shown in Figure 3.1. We use a black-box approach to identify the network. We

also observed that the output of the system is piece-wise linear to the inputs.

Figure 3.1. Block diagram of the Hammerstein Wiener model implemented [111]

3.1. System Identification

We considered the complete network, comprising of clients, network devices such as

routers, switches, and firewall, moreover, web server as a plant. We model this plant using the

system identification toolbox present in Matlab [28]. The input parameters to the plant are
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Figure 3.2. Experimental network topology: network elements connected in

a mesh topology. All the network devices are configured with open shortest

path first (OSPF) routing protocol. The routers are configured with a round

robin load balancing algorithm to share the load equally among the links.

the request rate and the number of users requesting the web server. The output parameters

measured are Quality of Service metrics such as response time and the performance metrics

such as CPU and memory utilization of the devices. For this experiment, we are focusing

only on the metrics of the web server.

Figure 3.3. Open-loop system. The input variables measured are number of

users and request rate; The output variables measured are response time to

access the web page and cpu utilization of the web server.

3.1.1. Assumptions

The following assumptions are made to identify and model the system:

(1) We consider two inputs; one is the number of requests, and the other is the number

of users requesting the web server. The users and the requests increase linearly.

(2) The user arrival rate is defined as the rate of users/ new users per second.
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(3) The total number of users is limited to 3,000

(4) The web server serves a single static page of size 200 KB. The maximum requests to

the server are limited to 650 requests/sec to ensure that all the requests are served

without rejections.

(5) We consider two outputs, response time and CPU utilization

(6) We assume that there is no background traffic, and the firewall allows all the web

traffic.

Figure 3.4. Input-output data collected from the network as shown in Figure

3.2. The input variables considered are number of users and request rate. The

output measured from the plant are response time to access the web page and

the cpu utilization of the server. The figure illustrates the non-linearity nature

of the outputs.
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3.1.2. Linear Regions of the System

The input-output data are collected with a sampling interval of 10 seconds as shown

in Figure 3.4. The figure illustrates that the outputs measured are non-linear to the inputs.

We observed that in specific regions the response time is linear to the rate of requests as well

as to the arrival rate of the users/clients. Hence, we conducted experiments to measure the

linear operating regions.

The experiments were carried out by constantly increasing the user rate. The corre-

sponding response time and CPU utilization were measured and plotted. From the Figure

3.4, it is clear that the response time is non-linear to the request rate. However, if we

carefully consider specific regions, from 1 second to 15 seconds and also the region from 17

seconds to 30 seconds, we observe that the response time is linear to the user arrival rate.

Hence we derived to a conclusion that the response time is piece-wise linear to the request

rate.

3.1.3. State Variables

We considered the state variables such as the average response time and CPU uti-

lization measured in seconds and percentage. These variables are measured with a sampling

time interval of 1 second, 5 seconds and 10 seconds. From Figure 3.4 we can observe that

the response time is piece-wise linear to the request rate; hence we model the system as a

piece-wise linear system. From the figure, it is also clear that both the outputs, response

time and CPU utilization are dependent on both the inputs at any instant.

3.1.4. Experimental Environment

The experimental study for system identification is conducted in our lab environment.

The setup consists of a standalone server, ten physical nodes (Cisco catalyst devices), a

firewall and three machines to simulate users/clients. A dedicated machine was used to run

the Web server. We used Apache JMeter [6] load tester to generate HTTPS requests to the

server. The details of the setup are as follows:
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Figure 3.5. (a) no of users requesting the web-server and (b) corresponding

response time of the network; The system is excited with linearly increasing

users and the corresponding response time is collected

3.1.5. Client

Linux containers (LXC) [5] were used to emulate a real-world scenario. LXC is an

operating system level virtualization to run multiple Linux hosts on a single system. These

containers resemble as clients to send requests to the Web Server. These containers are

connected through a bridge interface in the same subnet. The number of users is linearly in-

creased and the corresponding response time to access the web page and the CPU utilization

of the server were recorded.
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3.1.6. Server

A standalone machine is used to host Apache HTTP web server [7]. The following

are the specs of the hosted server: (i) Intel Xenon processor (4 cores); (ii) 32 GB RAM; The

Apache server is configured to accept 10,000 requests/sec. The throughput of the server was

limited to 650 requests/sec. This configuration is to ensure that all the requests are served

without being rejected. The keepalive is enabled in the configuration to reduce the number

of connections to ensure not to overload the server.

3.1.7. Generation of Traffic

Apache JMeter load tester is used to generate HTTPS requests and also to measure

the performance of the server. Distributed testing [refer] scenario of the Jmeter is used to

send multiple HTTPS requests from the Linux containers. The way the distributed testing

works is one master node/controller initiates the test on multiple slave systems. The slave

systems, i.e., containers, in this case, send the quality of service (QoS) performance metric

data such as response time, latency, and a number of request samples to the master controller

periodically. The master controller also collects the performance metrics of the server such

as CPU utilization and memory utilization. The master controller resembles a sensor which

records the output data periodically.

3.2. Results

Two different types of experiments were conducted. In both the experiments the

server was loaded with 3,000 users with a fixed arrival rate. The request rate was limited to

650 requests per second so that all the requests are served without any rejections. Following

are the details of the experiments:

3.2.1. Model

Considering the non-linear nature of the response time and CPU utilization, we se-

lected a non-linear model. The model that was selected was the Hammerstein-Wiener model.

As mentioned in section IV B we observed that the output of response time was piece-wise

linear. Consequently, the output nonlinearity of the response time was selected as piece-wise
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Figure 3.6. Input-output data profile. The input to the network is varied

by altering the number of users and request rate or the hit rate. The corre-

sponding response time and CPU utilization of the web-server are collected.

As the number of users and the request rate increase, the response time of the

request and the CPU utilization of the server increase linearly. The request

rate saturates at 600 requests; as a result, the CPU of the web-server saturates

at 60%

linear with four units. The input to the system was a ramp function, i.e., the arrival rate of

users, hence we selected the non-linearity as a one-dimensional polynomial with two units.

3.2.2. Validation

The baseline data is collected from the network shown in Figure 3.2 . The users are

limited to a maximum of 3,000 while capturing the data. The data was collected with a

33



Figure 3.7. Baseline data collected from the network Figure 3.2. The system

identification model is obtained from the data sample. The model (nlhw27)

was verified against the collected data. A fit percent of 85% for the response

time and 85% of cpu utilization was obtained. The data was collected at

sampling time interval of 10 seconds.

sampling time interval of 1 second, 5 seconds and 10 seconds. This observed data from the

baseline is used for system identification to estimate the model.

After obtaining the model, we validate the model with the experimental data collected

from the experiments mentioned in section IV. We observe that the predicted model closely

follows the response time and CPU utilization collected from the experimental setup.

Normalized root mean square error (NRMSE) was used to validate the goodness of

fit value. The NRSME fit value provides the goodness of fit value of predicted model over

34



Figure 3.8. The fit accuracy of the predicted Hammerstein-Weiner model

against the data sample collected with medium arrival rate of the users. The

model closely follows the response time and the CPU utilization.

the experimental data. The derived model gives an average fit accuracy of 87% to the

experimental data.

Experiment 1: The Figure 3.7 and Figure 3.8 show the fit accuracy of the model

against the validation data collected from the network by varying the arrival rate of the

users. The model proves to be accurate and consistent irrespective of change in the user

arrival rate. However, the CPU utilization prediction was low when a staircase step input

was provided to the network. The model did not yield a good accuracy for the step input.

The sudden rise in a number of connections per second overloaded the server resulting in an

abrupt increase in the CPU utilization of the server. Figure 3.9 shows the model fit accuracy
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Figure 3.9. Staircase step input response; The model closely follows the

output, i.e., the response time and the CPU utilization. The drop in the fit

of the CPU utilization is because the model is trying to fit all the points;

however, it captures the trend of the CPU

with the staircase step input.

Experiment 2: Figure 3.10 shows the fit accuracy of the model for the network.

The model fit percent was similar to the baseline fit which proves that regardless of a change

in the network topology, the model is suitable for the network.

The following table summarizes the goodness of fit for the predicted Hammerstein-

Wiener model against the experimental data.
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Figure 3.10. Estimated vs collected output. The output is collected from

the experiment 2. The model has a response time fit percent of 85.07% and

cpu fit percent of 80%

3.3. Conclusion

A non-linear multi-input multi-output model for the network has been identified using

the multi-input multi-output system identification approach. The model and the fit percent

accuracy demonstrates that the Hammerstein-Wiener model is suitable for the network irre-

spective of change in the network parameters and various types of inputs. Results convince

that the derived model provides an average model fit accuracy of 87%. We consider the

linear regions of the network and identify a linear model to capture the dynamics of the

network. I present the identification of the network using a linear model in the next chapter.
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Table 3.1. Goodness of fit with the predicted model

Response time CPU utilization

System fit % fit %

10 Node 85.02 84.72

2 Node 85.07 79.14

Fast Arrival rate 83.22 81.12

Slow arrival rate 90.70 65.23

Medium arrival rate 84.83 73

Staircase Step increase 91 62
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CHAPTER 4

FEEDBACK CONTROL FOR RESILIENCY IN THE FACE OF AN ATTACK

4.1. Introduction

On October 21, 2016, Dyn, Inc., an Internet infrastructure company that provides

core Internet services for Twitter, Reddit, and Spotify among others, sustained a distributed

denial of service (DDoS) attack that took down a significant portion of the Internet on the

U.S. East Coast [17]. Despite their best efforts, the effects of the multiple attacks were

felt for several hours as Dyn used a wide range of techniques in their armor such as traffic

shaping and rebalancing, internal filtering, and scrubbing services to recover from the attacks

[11]. One problem with a DDoS attack such as this is that it may be difficult to distinguish

between legitimate traffic and attack traffic. In fact, these attacks generated a barrage of

legitimate retry activity that only made the impact on their customers and end-users even

worse.

Interest in network security is skyrocketing due to the numerous highly visible and

severely crippling attacks on our computers and networks and the resulting perception that

our digital presence and environment is no longer secure. Despite the existence of a number of

cybersecurity tools and techniques, many networks are still vulnerable to malicious attacks.

Since network systems are complex, unpredictable, and highly dynamic, static techniques

that are reactive are not able to adequately respond to the changing environment in real-

time. In this manner, feedback control systems can play a vital role in mitigating these

malicious attacks in real-time [52] by detecting and controlling the connections made by an

infected host.

Understanding the dynamic nature of traffic in a network is critical to being able

to create and maintain an accurate model. Continuous revision and understanding of the

model for a variety of given inputs and outputs, therefore, is critical to the success of being

This chapter is presented in its entirety from Vempati, Jagannadh, Mark Thompson, and Ram Dantu.
”Feedback control for resiliency in face of an attack.” In Proceedings of the 12th Annual Conference on
Cyber and Information Security Research, p. 17. ACM, 2017 with permission from ACM.

39



able to provide resiliency in the face of an attack or failure in the network. The response

of the network, as well as service disruptions, should also be studied carefully to be able to

characterize the behavior of the system. Once these components are understood, feedback

mechanisms can then be applied to allow the network to adapt its configuration in response

to an attack or failure to provide and maintain an acceptable level of throughput.

Current mitigation techniques are extremely slow and subject to error, especially in

the face of changing attack vectors that can vary in size and approach. In this paper, we

propose a robust feedback mechanism to provide resilience in a network that is both scalable

and effective in real-time. We look to system identification to design a model of our complex

and dynamic network. We then validate our model using a configurable network that can

act upon feedback received from our transfer function model and respond to disruptions in

the network. The importance of this mechanism is that it provides a passive, real-time, and

scalable solution to mitigate the impact of an attack on the network.

Our approach has a robust defense mechanism. The feedback mechanism imple-

mented in our approach stabilizes the network and makes the network function robustly

despite the attack. Also, we prove that the QoS of the network remains the same even after

the network is disrupted.

4.1.1. Related Work

Control theory approach has been applied to a wide range of computing systems [72].

There has been significant amount of research on identifying and performance modeling of

web servers [60], [100], [87], [92]. Most of these models are based on linear time-invariant

(LTI). There have also been several approaches for designing software systems using con-

trol theory [63]. An LPV approach to performance modeling of web server on a private

cloud was presented in [95]. In this work, an operating region for the web server was de-

fined around which the LPV state space model was derived. An LPV approximation for

admission control of a web server was presented in [87]. T Patikirikoral et al. proposed a

Hammerstein-Weiner nonlinear model-based control for quality of service(QoS) management

[89]. A control oriented model for performance management in a virtual environment was
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suggested by Dharma Aryani et al., [42]. Most of these works concentrate on performance

analysis of a web server and software systems. An Architecture for network security using

feedback control has been proposed in [52]. These mechanisms do not model the attack.

To the best of our knowledge, the use of feedback control to build a resilient network

has to be yet explored. However, there has been work done on the resilience problem of

routing in a parallel link network with a malicious player using game theoretic approach

[39]. But their focus was on building efficient solution algorithms. The solution was a

theoretical approach.

4.1.2. Motivation

DDoS attacks are evolving, and hackers are unleashing new techniques to amplify the

attack. The financial impact of these attacks is growing. The average cost of a DDoS attack

on an enterprise is over $2M per attack and is rising dramatically [85]. These attacks not

only impact the financial costs but also damage the reputation of the organizations. With

attacks increasing rapidly, the design of resilient systems is of utmost importance. Resilience

is the ability of a system to withstand when provoked by an external disruption. Disruption

or disturbance is an abnormal activity that hinders the normalcy of the system. Resilient

networks try to provide the desired level of service, despite challenges such as malicious

attacks, and misconfigurations.

In our previous work, we developed a robust closed-loop feedback mechanism to

maintain the stability of a web service in the face of an attack [108]. We presented a

passive approach of distributing the load to multiple links and reducing the impact of an

attack, using feedback control. The results proved that the proposed feedback mechanism

provided a positive effect on the system and the web services were restored in real time. The

impact of the attack was reduced in about 60 seconds, and the user quality of experience

was maintained, making the network stable.

Our work focuses on designing a robust closed-loop feedback control mechanism to

protect the network and provide resilience to a network when triggered by attacks and faults.

We develop this feedback control mechanism for real-time traffic, such as streaming video
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Figure 4.1. Experimental network topology: network elements connected in

parallel. The routers are configured with a round robin load balancing feature

to share the load equally among the links.

and audio, which is very sensitive to delay, packet loss, and jitter. Slight disruptions in the

network can hinder the performance of the real-time traffic. Network traffic such as the real-

time traffic is highly dynamic, complex and very unpredictable. Understanding this complex

nature of the network traffic is critical in being able to design an accurate model. In our

approach, we look to system identification to build and validate a model for the complex

and dynamic network.

Current mitigation techniques ranging from hours to days are entirely unacceptable

given the cost and inconvenience these attacks place on our society. Our mechanism provides

a real-time and scalable solution to maintain the service level agreements and to deliver video

and audio streaming seamlessly smooth in spite of an attack. After designing the dynamic

feedback controller, the question arises can we quantify resilience, if so, how? We look to

control system theory to define the metrics of the resilient system.

4.2. Architecture

4.2.1. Network Topology

To demonstrate the effectiveness of our feedback mechanism, we implement a network

connected in parallel using eight Cisco Catalyst devices as shown in Figure 4.1. The network
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Figure 4.2. Experimental network topology: network elements connected in series.

itself consists of three parallel links, each comprising of four routers connected in series.

Each router is a configured to use the Open Shortest Path First (OSPF) protocol. The

three-parallel links are configured such that they share the load equally. The administrative

distances between the routers are made identical. The router R4 in Figure 4.1 is configured

to perform the load-balance operation per destination. This load-balance feature in the Cisco

router distributes the packets based on the destination address.

The design of this network is deliberate to be able to measure the performance of

our network relative to one connected in series as shown in Figure 4.2. In this manner, we

can study the response of the network and establish benchmarks needed to characterize the

behavior of the system and ultimately understand the dynamics of the system and be able

to respond to disruptions or failures in the network.

4.2.2. Client

Linux containers (LXC) [16] were used to emulate real-world scenario. LXC is an

operating system level virtualization that can run multiple Linux hosts on a single system.

These containers can resemble clients in sending requests to a web server. These containers

are connected through a bridge interface in the same subnet. In this manner, we can model

a significant number of users making requests to the server.
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Figure 4.3. Open loop system. The input variabes are number of users and

server hits; The output variable measured is response time to access the web

page.

Figure 4.4. Automatic feedback control: Real-time configuration changes in

the event of a Disturbance (e.g., DDoS attack)

4.2.3. Server

A standalone machine is used to host an Apache HTTP web server [35] using an

Intel Xenon processor (4 cores) with 32 GB RAM. The Apache server is configured to accept

50,000 requests per second. This configuration is required to ensure that all of the client

requests in our model are served without being rejected. The Keep-Alive directive is enabled

in the configuration to reduce the number of connections that will ensure the server does not

become overloaded.
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Figure 4.5. System response for the network connected in series and in par-

allel topologies. (a) Response time for the HTTPS requests for the series and

parallel network configuration (b) and (c) are the users and number of hits

connected in series and parallel.
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4.3. Methodology

4.3.1. System Identification

To be able to analyze the stability and sustainability of a network to design a robust

feedback system, a system model representing the complex network is required. A lower-

order linear model is not adequate to model the dynamics of such an intricate network.

We are thus motivated to derive a model using the system identification technique. System

identification is the science of building analytical models of dynamic systems from observed

input-output data [80]. Using this process, we are able to obtain a mathematical relationship

between the input and output data.

We use a black box approach to identify the model of the plant as shown in Figure

4.3. We consider the complete network, comprising of clients, network devices, such as

routers, switches, etc., and web server as a plant. We then model this plant using the system

identification toolbox present in Matlab [28]. The input parameters to the plant are the

number of users browsing the web server, and the number hits, or requests, per second to

the web server. The output parameter that is measured is response time, which serves as a

Quality of Service (QoS) metric.

4.3.2. Assumptions

The following assumptions are made to identify and model the system:

(1) We consider two inputs: the number of users making requests of the web server and

the number of hits per second. We define the number of hits as the number of new

or unique users sending requests to the server.

(2) We limit the total number of users to 20,000.

(3) The web server serves a single static page with a size of 200 KB.

(4) We consider one output: the response time.

(5) We consider the system to be stable when connected in parallel and modeled the

system accordingly.
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4.3.3. Generation of Client Requests

We use the Apache JMeter load tester to generate the HTTPS requests as well as

to measure the performance of the server in terms of the response time. In particular, we

apply the distributed testing [1] component of JMeter to send multiple HTTPS requests

from the Linux containers. In distributed testing, one master node, or controller, initiates

the test on multiple slave systems. The Linux containers, operating as slave systems, can

then periodically send the QoS performance data such as response time, latency, number of

requests, etc. to the master controller. The master controller also collects the performance

metrics from the server, such as CPU and memory utilization, thus acting as a sensor that

records the output data periodically.

4.3.4. Background Traffic

We use the hping3 [15] tool as a background traffic generator to insert homogenous

traffic along the routers R1 and R3 as shown in Figure 4.1. This tool can generate this

background traffic when the network is connected in a series or when the parallel links are

enabled, distributing traffic evenly among the three active paths.

4.3.5. Feedback

Prior to being able to implement the feedback architecture shown in Figure 4.4, we

identify the applicable model using the system identification toolbox. We then conduct

several experiments to determine the region of stability, or acceptance, for the response time

and thus are able to identify the dynamic characteristics of the system accordingly. In doing

so, we found that the network is more resilient when connected in parallel compared to

the network connected in series Section 3.1. Hence, we consider this parallel network as a

benchmark for our model.

With the network initially connected in series, the feedback to the network is applied

by enabling the parallel links. The closed-loop feedback model of our approach is shown in

Figure 4.4. In this study, we consider the homogeneous background traffic to be legitimate

traffic. The response time is fed back to the proportionality controller, which is aware of
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Figure 4.6. The transfer function (through system identification) closely fol-

lows the experimental data even during an attack (observed 79% match). Par-

allel network topology was used as shown in Figure 4.1

the network topology. This feedback is then used to detect anomalies in the response time.

When the network is attacked, the network can go into an unstable state. With the help

of the feedback mechanism, the controller detects the irregularities and disturbances of the

response time so that the necessary configuration changes can be made to bring the network

back to the desired state.

4.4. Analysis of results

Our approach is to initially model traffic when the network connectivity is fixed in

series and in parallel to establish a baseline of what we would expect our input-output traffic

profile to look like during an attack. Figure 4.5 shows this input-output of attack traffic

with background traffic data collected from the network connected in series and parallel.
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Figure 4.7. The identified transfer function model closely follows the data

collected from the network under attack connected in series without the pres-

ence of background traffic.

The input to the network is the number of users and the hits to the server. The output of

the network is the corresponding response time, measured in milliseconds.

As is shown, the network is loaded with step input of 20,000 users sending requests

to the web server. We can easily observe that, when given the same number of users making

requests to the server, the response time of the network performed significantly better than

that of the network connected in series, as we expect, resulting in approximately a 25% drop

in the response time. As a result of this increase in throughput, the number of successful

hits, or requests, increased by approximately 16% for the network connected in parallel.

Thus, we would want our feedback system to be able to bring our input-output traffic profile

when connected in series that of the traffic profile for the network connected in parallel.
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Figure 4.8. The experimental data does not follow the identified transfer

function when the network is under attack. This poor fit % indicates that the

network is unstable.

4.4.1. Stability Analysis

4.4.1.1. Stable system

Here, we focus on the stability of networks. In particular, we note that network

traffic itself can be unstable, perhaps due to large fluctuations in demand brought about

by a varying number of users and retry attempts in the case of timeouts or other message

failures. First, we attempt to model the steady state, and then compare the responses with

the model using fit accuracy in such that the higher the fit, the closer, or more stable, our

data is to the model. Figure 4.7 shows the fit accuracy of the predicted transfer function

model against the traffic data collected from the network connected in series using only

attack traffic.
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Figure 4.9. (a) Response time of the network before and after the attack .

(b) and (c) are the inputs provided to the network. The feedback is applied

at time = 1224 seconds to the network under attack. The network goes to

stable region from unstable state within 300 seconds. (c) shows the increased

number of hits due to the increase in throughput.

Since our model shows a fit accuracy of approximately 81%, we establish this transfer

function model as a baseline for a stable region.

We then model the steady state for attack and background traffic when the network

is connected in parallel, as is seen in Figure 4.6. We observe that the fit accuracy for our

network connected in parallel is nearly 80%, which now serves as our benchmark for us to

51



Figure 4.10. Extension of Figure 4.9; The transfer function model closely

follows the data after the feedback is introduced. This proves that the network

goes to stable state from unstable state after feedback is applied

attain for our network under attack.

Table 1 summarizes the average response time in table form when the network is

connected in series as well as in parallel. We observe that the average response time in the

steady state for networks connected in parallel is similar to networks connected in series up

to 5,000 users. As the number of users increase, however, the response time of the network

connected in series tends to diverge from that of the network connected in parallel.

4.4.1.2. Unstable system

We observed that when we ran attack traffic only in our network connected in series,

we obtained a rather stable system where our transfer function model yielded a very good

fit. In Figure 4.8, we now see that when background traffic is added to our network running
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in series, the fit accuracy of our model drops significantly to approximately 33%, indicating

that our system is now unstable, most likely because the nodes are congested possibly due

to an attack.

4.4.2. Feedback Application

We now show our input-output traffic profile with attack and background traffic when

feedback is applied to our network connected in series once the system becomes unstable,

causing the network connection configuration to change from series to parallel. When con-

nected in parallel, the load is shared among the links, causing a decrease in the response

time for client requests. As a result, the number of hits increases as expected because of the

increase in throughput. Table 2 shows the accuracy of the predicted data against the exper-

imental data when the network is connected in both series and parallel. It is important to

note that as the number of users increases in a network connected in series, the fit accuracy

of our model drops significantly once the number of users reaches 5,000 or more. The model

accuracy for networks connected in parallel, however, remains steady throughout the attack.

What is essential in Figure 4.9 is that once our model detects instability of the

network, our feedback mechanism has a positive effect on the network in real-time, not in

hours as we saw in the case of the DNS attack on Dyn that resulted in a significant amount

of downtime for its customers and end users. Figure 4.10 shows the stable region of Figure

4.9 after the feedback mechanism was applied that jumps back up to have a fit accuracy of

approximately 75%, meaning that the network is back in a stable state. Although we did

not actively stop the attack, we were able to use a passive approach to in fact mitigate the

attack.

4.5. Conclusion

The attack traffic is modeled in this approach to ensure the network maintains a stable

state with any legitimate traffic flowing through the network. Table 1 shows that the passive

mechanism adapted proves to be promising in maintaining a steady state of the network

even when it is disrupted. We used a proportionality controller for this paper, though we
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Table 4.1. This table summarizes the average response time, when the net-

work is connected both in series and parallel.

Average response time (ms)

No. of Users Series Parallel

500 366 272

1000 1000 900

5000 3600 3500

10000 4800 3800

15000 6600 4300

20000 7800 6000

Table 4.2. This table shows the accuracy of the predicted data against the

experimental data, when the network is connected both in series and parallel

Model Accuracy (%)

No. of Users Parallel Series

1000 64.91 64.34

5000 70.36 66.32

10000 74.62 42.23

15000 76.31 41.11

20000 80 33.25

suspect significantly better results may be obtained by using a PID and a PI controller.

Our model is trying to fit all the data points in a higher order system, which may

yield a slightly lower percentage of accuracy. The model can be fine-tuned to a lower order

for better fit accuracy. When the data is filtered further, lower order models yield better

accuracy; however, we might lose critical data.
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4.5.1. Future Work

In the future, we will fine-tune the model by building a better controller. The re-

sponse time does not show a drastic drop regardless of adding three parallel links due to the

bottleneck added at the server. This issue should be able to be resolved using a distributed

server architecture. We would also like to extend this architecture to distributed servers

to load-balance the requests. We would like to test this feedback mechanism in Software

Defined Networks architecture where control theory proves to be more effective.
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CHAPTER 5

UNINTERRUPTED VIDEO SURVEILLANCE IN THE FACE OF AN ATTACK

5.1. Introduction

Distributed denial of service (DDoS) attacks continue to be problematic for websites

and service providers and thanks to the Internet of Things (IoT) supporting a rapidly growing

number of network-connected devices from refrigerators to thermostats, and so on, this trend

is expected to continue [30]. During the second quarter of 2017, for example, the number

of DDoS attacks increased by 28 percent, with the United States being targeted over 122.4

million times [82]. One high profile DDoS attack during this period involved Microsoft’s

instant messaging service Skype where many users lost connectivity to the application and

were unable to send or receive messages for several days with lingering connectivity issues.

In response to this attack, Stephanie Weagle, VP of Corero Network Security, stated that

“proactive, automated protection is required to keep the internet-connected business avail-

able in the face of DDoS attacks” [86]. In order to mitigate these growing DDoS attacks,

we need to be able to identify and respond to malicious traffic immediately.

5.1.1. Motivation

Mitigating the effects of a DDoS attack in a few hours, much less in a few days, is

unacceptable given the financial impact on businesses and consumers every DDoS attack has.

The average damage of a single DDoS attack on business has now increased to more than

$2.5 million per incident [85] while the cost to launch a DDoS attack ranges from a measly

$2,000 to $7,275 [51]. What’s more is that DDoS attacks are quickly evolving and taking a

life of their own as they are growing larger and more complex than ever. In addition, there

is a burgeoning market for DDoS-as-a-Service as the sales of botnets, and DDoS tools have

This chapter is presented in its entirety from Vempati, Jagannadh, Ram Dantu, and Mark Thompson.
”Uninterrupted Video Surveillance in the Face of an Attack.” In 2018 17th IEEE International Conference
On Trust, Security And Privacy In Computing And Communications/12th IEEE International Conference
On Big Data Science And Engineering (TrustCom/BigDataSE), pp. 843-848. IEEE, 2018 with permission
from IEEE.
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grown into a sizable business [30].

In our previous work, we developed a robust feedback design to maintain the stability

of the network despite attacks using non-real-time (NRT) traffic [108]. We presented a

passive approach to minimize the impact of DDoS on web services. As evidenced by the

results, the feedback mechanism provided a positive effect on the network and stabilized the

network in less than 60 seconds. The results in [108] also show a fit accuracy of approximately

75% after the feedback was provided, bringing back the unstable network to a stable state.

In this paper, we consider real-time traffic, such as streaming video, which is very

sensitive to delay, packet loss, and jitter. Slight disruptions in the traffic can deteriorate

streaming video. Understanding this unclear nature of real-time traffic and generating a

corresponding model can be very challenging. A simple model is not adequate to identify

the dynamics of such traffic. We are thus motivated to look to system identification [80]

techniques to design and analyze a robust model. We select autoregressive-moving average

with exogenous terms model to identify the network. We then validate the model with

our robust feedback strategies. We use a micro-firewall rule that identifies and prioritizes

the legitimate traffic. The firewall rule acts as a feedback controller that is used to detect

anomalies in the quality of the video. The importance of this mechanism is that it provides

a real-time and scalable solution to deliver seamless video streaming in spite of an attack.

5.1.2. Related Work

A feedback control approach has been applied to a wide range of network systems [24].

There has been a significant amount of research on performance modeling of video streaming

[55–57,77,103,113]. A feedback control architecture was designed by Luca De Cicco et al.,

[58] for adaptive live video streaming. They propose a quality adaption controller for live

adaptive video streaming. In their proposed design, the controller is fed with the length of

the sender buffer as input. The sender buffer selects the video quality. The authors claim

that their architecture is able to control the video level with a transient time of 30 seconds.

Chao Chen et al., [49] presented a Hammerstein-Wiener model for predicting the

time-varying subjective quality (TVSQ) of rate-adaptive videos transmitted over HTTP.

57



The authors claim that their model predicts TVSQ for the HTTP-based video streaming in

real time. They also claim that their model achieves an outage rate of less than 3.4%. A non-

linear autoregressive model with exogenous outputs model was proposed for the prediction

of streaming video quality of experience (QoE) in [45]. Their model is driven by three

inputs – objective measure of video quality, rebuffering-aware information and QoE memory

descriptor.

Guibin Tian and Yong Liu [103] developed a video adaption algorithm for Dynamic

Adaptive Streaming over HTTP (DASH). Their algorithms use client-side buffered video

time as the feedback signal. They use a PI controller driven by deviation in buffered video

time as the feedback signal.

These methods focus on maintaining the quality of the video at the server-side or the

client-side. To the best of our knowledge, the use of feedback control to mitigate the effect of

denial of service (DoS) attack has to be yet explored for real-time traffic. Our approach has

a solid defense mechanism. The feedback mechanism implemented in our approach stabilizes

the network and makes the network function robustly despite the attack. Also, we prove

that the QoS of the video remains the same even after the network is disrupted.

5.2. Architecture

5.2.1. Network Topology

We implement the same network topology used in [108]. Specifically, we implement a

network connected in parallel using eight Cisco Catalyst devices configured to use the Open

Shortest Path First (OSPF) protocol as shown in Figure 5.1. When our feedback mechanism

is applied, the full network of three parallel links, each comprised of four routers connected

in series, become enabled to respond to disruptions or failures in the network. Each link is

configured to share the load equally, with the F1 router utilizing the load-balance feature to

distribute the packets based on the destination address.

58



Figure 5.1. Experimental network topology: network elements connected in

a mesh topology. All the network devices (F1: firewall, and R1-R7: routers)

are configured with open shortest path first (OSPF) routing protocol to route

the packets. The routers are configured with a round robin load balancing

feature to share the load equally among the links.

5.2.2. Client

We use the VideoLAN client (VLC) media player [34] to view the streaming videos.

The streaming server’s network IP is entered as the network URL. Multiple clients installed

with VLC media player were used to emulate real-world scenarios.

5.2.3. Server

A standalone machine is used to host a video-streaming server to deliver real-time

video content over the Internet to a user with a connected device. This system uses an

Intel Xenon processor (4 cores) with 32 GB RAM. H.264/MPEG-4 AVC is used as the video

coding format.
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5.3. Methodology

5.3.1. System Identification

We use a black-box approach to identify and analyze the dynamics of the network.

We consider the entire network made up of clients, a streaming server, and network devices

such as routers, switches, etc. We then model this network using the system identification

approach. This model describes the relationship between the measured input and output.

Figure 5.2. Input-output profile. This data is used to model the network.

Figure (d), (e) (f) are input to the network and (a), (b) and (c) are the outputs

collected from the network

Real-time traffic, such as video streaming, is very sensitive to jitter, delay, and packet

loss. The inter-arrival time and the rate of incoming packets directly affect the QoS metrics.

Hence, we select the average inter-arrival time and the rate of packets measured from the
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streaming server as inputs. The input is represented as u(t). The outputs of the system,

represented as y(t), are the QoS metrics such as end-to-end jitter, packet loss, and the rate

of RTP packets between the client-streaming server pair.

This Multi-Input Multi-Output (MIMO) black-box model is described using the Sys-

tem Identification Toolbox present in Matlab [28], which constructs an analytical model of

the dynamic network from the observed data. This system identification technique is widely

used in control engineering.

We select an autoregressive moving average with exogenous terms (ARMAX) model

structure to identify the black-box model. ARMAX models are more flexible in handling

disturbances [24] and are encouraged to use for time series modeling. This model structure

is useful when load disturbances are present in the input.

For parameter estimation of the ARMAX model, we initially collect the input-output

data for a sampling period of one second, as shown in Figure 5.2. This data is split into

two components; the first half used to generate the model and last to validate the model.

We then use the ARMAX model order range and estimate the parameters using the System

Identification Toolbox. Using the fit criteria, we select the best model and then validate it

using a different set of the data sample. The order of the model is selected based on the fit

accuracy.

Figure 5.3. ARMAX general architecture
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The general difference equation of ARMAX structure is:

(2) A(q)y(t) = B(q)u(t− nk) + C(q)e(t)

where,

y(t)— Output at time t. The orders of the A, B, and C polynomials are na, nb,

and nc respectively.

na - Number of poles.

nb - Number of zeroes plus 1.

nc - Number of C coefficients.

nk - Number of input samples that occur before the input affects the output, also

called the dead time in the system.

u(t - nk) . . . u(t - nk - nb + 1) - Previous and delayed inputs on which the current

output depends.

e(t - 1) . . . e(t - nc) - White-noise disturbance value.

The parameters na, nb, and nc are the orders of the ARMAX model, and nk is the

delay. Q is the delay operator. Using the ARMAX model jitter, the rate of RTP packets

and packet loss can be predicted in the near future. The jitter and the arrival rate could be

disturbed by the unpredictable cross traffic, making it difficult to predict in the long term.

The ARMAX model generated is:

Model for output ”Rate”:

A(z)y1(t) = - Ai(z)yi(t) + B(z)u(t) + C(z)e1(t)

A(z) = 1 + 0.7408z−1 + 0.0006638z−2

A2(z) = 0.01649z−1 - 0.01265z−2

A3(z) = 0

B1(z) = 0.9892 + 0.7505z−1

B2(z) = -201.8 + 176.7z−1

B3(z) = -0.005782 + 0.006175z−1

C(z) = 1 + 0.8317z−1
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Model for output ”Jitter”:

A(z)y2(t) = - Ai(z)yi(t) + B(z)u(t) + C(z)e2(t)

A(z) = 1 - 1.613z−1 + 0.7593z−2

A1(z) = 0.01649 z−1 - 0.01265 z−2

A3(z) = -7.007e−25 z−1 - 2.38e−25 z−2

B1(z) = -0.03476 - 0.04866z−1

B2(z) = 681.9 - 704.9z−1

B3(z) = 0.03101 - 0.02925z−1

C(z) = 1 + 0.03994z−1

The orders of na, nb, nc, and nk are 2, 2, 1, and 0, respectively. The mean square

error of the model is 0.8733. The model yielded a fit accuracy of 98% and 78% for the rate

of packets and jitter outputs, respectively.

5.3.2. Generation of Traffic

We use VLC media player to broadcast a stream. We select the Real Time Streaming

Protocol (RTSP) as the streaming method with the H.264 video compression codec and

MP4 container format. The selected video was streamed across the network shown in Figure

5.1 The tcpdump packet analyzer is used to sniff the packets at the server’s interface, thus

acting as the sensor. The data such as rate of packets, inter-arrival time, etc. is collected

periodically from the packet capture. We use this collected data as input into our model.

5.3.3. Feedback

We implement and analyze three different feedback mechanisms

5.3.3.1. DSCP Markdown

Differential Services Code Point (DSCP) is simply a measure of the QoS level of a

packet. As a passive approach, this rule still allows the attack traffic but lowers the priority

of the out-of-profile packets by marking them with a different QoS level and prioritizes the

real-time in-profile packets.
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5.3.3.2. Drop Out-of-Profile Traffic

As an active approach, this rule drops out-of-profile traffic based on the rate and

burst size parameters. The rate defines the number of packets removed at each fixed 0.125

milliseconds interval while the burst size is the maximum number of packets that can be

held by the bucket to determine whether a packet is in profile or out-of-profile.

5.3.3.3. Parallel Links

In this passive approach, the attack traffic is still allowed, but parallel links provide

additional bandwidth to stabilize the network when an attack is detected.

Figure 5.4. Arrival rate of the DoS attack. This rate resembles a step input

5.4. Analysis of Results

The feedback to the network is applied by adding a micro-firewall rule that contains

two parameters rate and burst size that control the operation of policing. These parame-

ters are selected based on the measured traffic rate. Two types of policing actions can be

performed if the traffic complies with the specified profile. They are (i) dropping the out-of-

profile packet and (ii) marking down the DSCP value of the packet to the one with a lower

priority.
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According to Cisco [32], QoS policing in the Catalyst 3550 device complies with the

leaky bucket concept to determine whether a packet is considered in-profile or out-of-profile.

That is, if there are enough tokens available for a packet to be transmitted, it is considered to

be in-profile; otherwise, it is considered to be out-of-profile. In effect, the number of packets

proportional to the traffic packet sizes is placed in a bucket so that at regular intervals, the

tokens derived from the configured rate are then removed. If there is no place in the bucket to

accommodate a packet, the packet is considered as out-of-profile and is dropped or marked

down. These actions were applied dynamically to the network as a feedback mechanism

when the network moves to an unstable state.

5.4.1. Marking Down DSCP

The feedback rule applied in this scenario changes the DSCP value of the out-of-profile

traffic to a lower priority and prioritizes the real-time traffic. Figure 5.6 shows the output

collected from the network before and after the attack. The network is attacked after 85

seconds. The rate of attack is approximately 530,000 packets per second as shown in Figure

5.4 that resembles a step input. The attack is the disturbance to the plant. The comparison

of the 1-step predicted data with the experimental data when the network under attack is

shown in Figure 5.5

From Figure 5.6, we can observe that the jitter measured has erratic spikes and is

around 38 ms. This jitter value causes severe deterioration in the quality of the video. Figure

5.6 also shows the measured packet loss and the rate of RTP packets before and after the

attack, respectively. When the network is under attack, the nodes appear congested. As a

result, several packets would be dropped, indicating that the network is unstable. We can

observe from Figure 5.6 that 70 percent of the packets are dropped during the attack. Due

to a very high drop in the percentage of the packets, we can observe the jitter increased by

approximately 50 percent.

After applying the rule of marking down out-of-profile traffic and prioritizing the

real-time traffic, the network returns to a stable region after being unstable. We can observe

that, when feedback is applied to our network, the jitter dropped down to nearly 12 ms with
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Figure 5.5. The experimental data does not follow the predicted data when

the network is under attack. The network is attacked at t = 80s. Due to the

attack, jitter and packet loss increase, resulting in the drop of the packet rate.

no packets lost. The feedback is applied at 145 seconds in the scenario. The network then

goes from an unstable state to a stable state within 10 seconds.
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Figure 5.6. (a) rate of packets, (b) jitter and (c) packet loss measured from

the RTP stream before and after the attack. The network is attacked at t=85s.

The feedback marking-down rule is applied at t = 145s to the network under

attack. We can observe, the model follows the data initially when the network

is in a stable state. During the attack, the predicted response does not match

with the experimental data. The model again closely follows the data after

the feedback is introduced. This shows that the network goes to a stable state

from the unstable state after the feedback is applied.

5.4.2. Dropping Out-of-Profile Traffic

The feedback rule applied in this scenario drops the out-of-profile traffic. Figure 5.7

shows the traffic profile of the network before and after the feedback is applied. The feedback

applied to the network under attack drops the traffic that does not comply with the specified

profile. The real-time traffic matches with the specified rule and gets placed into the bucket.

The attack traffic with a very high rate and burst size gets dropped, reducing the congestion
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Figure 5.7. (a) rate of packets, (b) jitter and (c) packet loss measured from

the RTP stream before and after the attack. The network was attacked at

t=55s. The feedback applied which drops the traffic that does not comply

with the rule is applied at t = 100s. The model closely follows the data after

the feedback is introduced and yields a better fit. This shows that the network

goes to a stable state from the unstable state after the feedback is applied.
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at the router. The network is restored back to a stable state in less than 10 seconds.

Figure 5.8. (a) rate of packets, (b) jitter and (c) packet loss measured from

the RTP stream before and after the attack. The network is attacked at t=85.

The feedback adding a parallel path is applied at t = 150s. We can observe

that after the application of the feedback the network takes about 60s for the

network to restore back to stable state

5.4.3. Parallel Path

Figure 5.8 shows the output traffic profile of our network before and after feedback is

applied. With our network initially connected in series, feedback is applied to the network

once the system becomes unstable, causing the network configuration to change from series

to parallel. When the network is connected in parallel, the traffic load is shared among the

links, causing a lower jitter value as well as only a minor percentage of packet loss. As a

result, the quality of the video restores back to the original. The feedback is applied after

150 seconds. We can observe that after the application of the feedback the network does
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Figure 5.9. Screen shot from the video taken when the network is stable

not restore back to the stable state, right away, as in the cases of marking down DSCP and

dropping out-of-profile packets. Since it takes approximately 60 seconds to establish a link,

the network restores back to stable state after t=200s

The following video screenshots are taken from [38] is used in our experiment.

5.5. Conclusion

Our feedback mechanism has a positive effect on the real-time traffic. The network

goes to the stable state in real-time in all the scenarios except for the parallel path where

there is a slight delay. The delay is due to the time is taken for the link to be enabled. In

this approach, we did not consider the RTP delay, which is an important quality of service

parameter for video streaming, as we did not observe a drastic change in the delay. We used

a UDP flood attack to emulate the DDoS attack. In our approach, the micro firewall rule

detects the known traffic and allows the video streaming seamlessly despite the attack. This

approach is not suitable for data traffic as the rate of data is unpredictable; also, prioritizing

the data traffic is not an acceptable approach. Although we did not actively stop the attack,

70



Figure 5.10. Screen shot of the video when the network is under attack. We

can observe the video is completely distorted and the Quality of Experience

(QoE) is very poor

71



Figure 5.11. Video screenshots taken instantly after the feedback was pro-

vided. We can observe in the first image that the video is not completely

restored. In the second image, the video is completely restored and is stream-

ing seamlessly
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except for dropping the out-of-profile traffic scenario, we were able to use a passive approach

to bring the network back to a stable state.

5.5.1. Future Work

In the future, we will design the controller to automate the feedback process. The

controller will detect the irregularities in the output and add the corresponding rule to

ensure seamless video streaming. We will test this feedback mechanism with several other

types of DDoS attacks such as SYN flood and other application layer attacks, similar to the

one considered in [108], on the Real-Time services. We would like to extend this feedback

mechanism in the Software Defined Networks (SDN) architecture where control theory proves

to be more effective.
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CHAPTER 6

AUTOMATIC FEEDBACK CONTROL FOR GRACEFUL DEGRADATION OF

REAL-TIME SERVICES IN THE FACE OF AN ATTACK

6.1. Introduction

Distributed denial of service (DDoS) attacks are one of the biggest cyber threats for

many businesses such as financial sectors, IT services, and telecom services and with the

growing number of Internet of Things (IoT) devices connected to the internet, this trend is

expected to continue [82]. After the fourth quarter of 2017, DDoS attacks increased by 91%

[9]. According to a Verisign DDoS trends report [8], the average attack peak size increased

to 850%. According to the same report, out of the different types of DDoS, UDP floods

topped the chart with 42%.

On February 28th, 2018, Github suffered from the most massive DDoS attack ever

[14] with a jaw-dropping amount of traffic. The rate of the attack recorded was around 1.2

Tbps. Another high profile attack was on October 21, 2016, that disrupted several services on

the internet. The attack rate recorded was around 600 Gbps. A few months later, Microsoft’s

instant messaging service, Skype, suffered from connectivity issues due to an alleged DDoS

attack [25]. The outage lasted for days, and the users were unable to communicate with each

other. These DDoS attacks make services unavailable to the users. To ensure a user’s quality

of experience (QoE), we need to be able to identify and mitigate these attacks. However,

distinguishing between legitimate traffic and attack traffic is challenging.

6.1.1. Motivation

DDoS attacks are evolving, and hackers are unleashing new techniques to amplify the

attack. The financial impact of these attacks is growing. The average cost of a DDoS attack

on an enterprise is over $2M per attack and is rising dramatically [85]. These attacks not

only impact the financial costs but also damage the reputation of the organizations. With

attacks increasing rapidly, the design of resilient systems is of utmost importance. Resilience

is the ability of a system to withstand when provoked by an external disruption. Disruption
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Figure 6.1. Experimental network topology: network elements connected in

a mesh topology. All the network devices (F1: firewall, and R1-R7: routers)

are configured with open shortest path first (OSPF) routing protocol to route

the packets. The routers are configured with a round robin load balancing

feature to share the load equally among the links.

or disturbance is an abnormal activity that hinders the normalcy of the system. Resilient

networks try to provide the desired level of service, despite challenges such as malicious

attacks, and misconfigurations.

In our previous work, we developed a robust closed-loop feedback mechanism to

maintain the stability of a web service in the face of an attack [108]. We presented a

passive approach of distributing the load to multiple links and reducing the impact of an

attack, using feedback control. The results proved that the proposed feedback mechanism

provided a positive effect on the system and the web services were restored in real time. The

impact of the attack was reduced in about 60 seconds, and the user quality of experience

was maintained, making the network stable.

Our work focuses on designing a robust closed-loop feedback control mechanism to

protect the network and provide resilience to a network when triggered by attacks and faults.

We develop this feedback control mechanism for real-time traffic, such as streaming video

and audio, which is very sensitive to delay, packet loss, and jitter. Slight disruptions in the
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network can hinder the performance of the real-time traffic. Network traffic such as the real-

time traffic is highly dynamic, complex and very unpredictable. Understanding this complex

nature of the network traffic is critical in being able to design an accurate model. In our

approach, we look to system identification to build and validate a model for the complex

and dynamic network.

Current mitigation techniques ranging from hours to days are entirely unacceptable

given the cost and inconvenience these attacks place on our society. Our mechanism provides

a real-time and scalable solution to maintain the service level agreements and to deliver video

and audio streaming seamlessly smooth in spite of an attack. After designing the dynamic

feedback controller, the question arises can we quantify resilience, if so, how? We look to

control system theory to define the metrics of the resilient system.

6.1.2. Related Work

Feedback control theory has been applied to many computing and networking systems.

However, there is not much research on the use of feedback control to detect and control the

attacks. Ram Dantu et al.,[52] propose an Automated Defense System based on feedback

control theory to control the spreading of a worm in a network. They design a state-space

model that detects and controls the virus by measuring the velocity of the number of new

connections. The authors design a PI controller that limits the number of connections. The

authors claim that they were able to limit the infection to less than 5% of the hosts.

Feedback control theory has been applied to various areas including performance

modeling of video streaming [55–57, 77, 103, 113]. A Quality Adaptation Controller for

live adaptive video streaming based on feedback control theory was presented by Luca De

Cicco et al., [58]. This controller throttles the video level. The controller tracks the queue

length and outputs the preferred bitrate of the video to match the available bandwidth. The

authors claim that they achieve this in less than 30 seconds.

Guibin Tian and Yong Liu [103] designed and implemented a receiver-driven adap-

tation algorithm for Dynamic Adaptive Streaming over HTTP (DASH). They design a PID

controller driven by deviation in the client-side buffered video time. The authors claim that
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their algorithm provides a balance between the needs of video rate smoothness and high

bandwidth utilization.

The approaches as mentioned earlier focus on performance and regulating the bitrate

of video streaming. To the best of our knowledge, the use of feedback control to minimize

the impact of an attack has to be yet explored especially for real-time traffic. Our approach

decreases the degradation of real-time services. The feedback mechanism implemented in

our approach minimizes the impact of the attack and restores back the QoE of the network

service.

6.2. Architecture

6.2.1. Network Topology

The experimental testbed implemented in our lab is shown in Fig 6.1 in our lab.

The network comprises a firewall, routing devices, media streaming server, and clients. We

implement a mesh network using the Cisco Catalyst devices and the firewall. These devices

are configured to use Open Shortest Path First (OSPF) protocol to route the packets. We

also set the routers with a load-balancing feature such that the load is shared equally among

the links.

In this architecture, a centralized controller collects information such as arrival rate,

inter-arrival time, jitter, packet loss and various other metrics. This controller is aware of

the network topology, configurations of multiple network devices, security policies and the

service level agreements. This controller is a logical function and can be implemented in

any network device such as routers, load-balancers, and also in any security devices such

as firewalls and intrusion detection systems (IDS). In our proposed approach we implement

the closed loop feedback mechanism in the firewall which is capable of controlling the micro-

firewall rules to stabilize the network under attack. The measurements such as packet loss

and, jitter are fed back into the firewall to understand the current state of the network.
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6.2.2. Client

We use the VideoLAN client (VLC) media player [34] to play the streaming video

and audio content. Multiple clients installed with VLC media players were used to playing

the same content from the streaming server.

6.2.3. Server

A standalone media server is used to host all the media content and to stream to all

the devices over the network. This server is equipped with an Intel Xenon processor (4 cores)

and a 32 GB RAM. We consider three types of video qualities a) 2K Video (High quality),

b) 720p (High Definition), and 480p (Low quality).

6.3. Methodology

6.3.1. System Identification

To be able to design a robust feedback control architecture and to identify the char-

acteristics of the complex network a good system model is required. Due to various working

conditions of the network, building an accurate model to capture the entire dynamics of

the network is challenging. However, based on the observations of the network in certain

conditions, we can dynamically predict a model. We are thus motivated to look into system

identification technique to determine the dynamics of the complex network comprising of

clients, servers, routers, firewalls, and so forth.

System identification is a process of deriving mathematical relations between input

and output data [80]. We use a black box approach [79] [2] to identify the model. We

consider the network comprising of routers, firewall, clients and media server as a plant. We

model the plant using the system identification technique. The inputs considered are the

bitrate of the video and the committed information rate (CIR). The output measured from

the plant are the QoS metrics such as packet loss, jitter, and bit-rate of the video. Control

input is a parameter which can be dynamically adjusted and can affect the behavior of the

system. Hence, we chose the Committed information rate (CIR) as the control input. Details

of the selection of control input are discussed in section III B.
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Figure 6.2. Pole-zero plots of the identified model. According to control

theory [71], location of poles and zeros define the stability of the system.

Here, the poles and zeros lying within the unit circle indicate the model is

stable.

State space models have provided better representations of various classes of engi-

neering, computing and several biological systems and processes [71]. State space models

are used to characterize the system, i.e., how the system functions or performs based on the
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Figure 6.3. Simulink model of our closed-loop feedback control architecture.

The plant is the entire network comprising of all the devices including firewall,

routers, clients, and servers. The output from the plant, i.e., the QoS metrics

such as bitrate and packet loss are fed back into the PI controller. The PI con-

troller designed is the brain of this system, that regulates the process. When

the network is disturbed by an attack, the controller provides a controlled in-

put, i.e., CIR, to the plant. Bitrate and packet loss are provided as a reference

input to the controller. The disturbance is a negative step input added to the

bitrate.

state variables which explain the dynamics of the system [71]. State space models are also

scalable and can be applied to non-linear systems. Hence, we decided to use a state space

model for modeling our network.

The general format of a discrete-time state space model is:

(3)
x(t + Ts) = Ax(t) + Bu(t) + Ke(t)

y(t) = Cx(t) + Du(t) + e(t)

where u is the input, x is the state, y is the output and e is the error. A, B, C, D,

and K are matrix coefficients and must have these characteristics:

A must be an n-by-n matrix, where n is the number of states.

B must be an n-by-m matrix, where m is the number of inputs.

C must be an r-by-n matrix, where r is the number of outputs.
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Figure 6.4. Results from the simulation of the PI controller to control the

impact of an attack and maintain the QoS. We can observe that when the

system is excited with an attack, the PI controller regulates the CIR value,

ensuring the packet loss and bitrate are maintained at the desired range, in

just about 15 seconds.

D must be an r-by-m matrix.

We use the the system identification toolbox of matlab [28] to construct the state-

space model for the network system. The following are the parameters estimated using the

toolbox:
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A =

 0.9895 0.000192

−0.002089 0.9885



B =

2.266e− 06 −3.122e− 07

1.347e− 05 −1.857e− 06



C =

 8.822 1.949

−102.6 −31.67



D =

 2.438 −0.2546

−19.38 3



K =

0.4056 0.02522

−1.341 −0.1155


According to control theory [71], the stability of a model is defined by the location of

the poles and zeros. In a transfer function, poles and zeros are the roots of the numerator and

denominator polynomials respectively. The pole-zero plot of the identified model is shown

in Fig 6.2. We can observe from the figure that the poles and zeros lie within the unit circle

indicating the model is stable [71].

6.3.2. Feedback Control

Our goal is to make the network stable and resilient by maintaining the QoS and

the SLA of the network service, in spite of an attack. During an attack, the network is

congested, due to which the QoS of the real-time traffic drastically drops as shown in Fig 6.5

and Fig 6.7. From the figures, we can observe that as the rate of attack increases the quality

of both audio and video degrades progressively. In order to achieve our goal, the attack

must be managed. We propose a robust closed-loop feedback control approach to limit the

degradation of the real-time traffic gracefully. While designing a controller, we address two

critical questions:

(1) What can be done to control the traffic rate

(2) When is the right time to introduce feedback
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Figure 6.5. (a) Jitter, (b) packet loss and (c) bitrate measured from the

network before and after the attack while streaming video. Under normal

conditions, i.e., from t = 1 to t = 40 seconds, the network is stable, and

the video streaming is seamlessly smooth. After 40 seconds, we flood the

network with different rates of attack as shown in Fig 6.6. We can observe the

degradation of the video traffic against various rates of attack. As the rate

of attack increases the QoS of video traffic drops drastically. All the attacks

deter the video streaming.
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The answer to the first question lies in regulating the attack traffic by using a micro-firewall

rule known as committed information rate (CIR).

Drop Out-of-Profile Traffic

This rule drops out-of-profile traffic based on the committed information rate (CIR)

and burst size parameters. The CIR defines the number of tokens removed at each interval,

and the burst determines the maximum amount of packets (in megabytes) the bucket can

hold at any time. The CIR parameter policies or drops the excess traffic that does not

comply with the policy, i.e., if the traffic flow reaches the configured CIR rate, the excess

traffic is dropped. We consider the CIR as a control input which regulates the flow of traffic.

We now understand that by tuning the CIR value we can control the traffic rate. However,

the most important questions arise, i.e., question two, when is the right time to introduce

feedback and what can be done to control the CIR parameter dynamically. The answer to

this question lies in designing a suitable controller that offers to regulate the attack traffic.

Controller Design

A proportional-integral-derivative controller (PID controller) is a closed-loop control

mechanism often used in many industrial chemical and computing systems. In a closed loop

control system the current output measured from the system, also known as a process vari-

able, is fed back to the controller along with the desired reference value. The reference value

is also called as a setpoint. The controller continuously calculates the error e(t) measured

from the process variable and the setpoint and applies a correction to the system based on

the P, I and D terms. These three variables determine the controller’s behavior. The general

equation of a PID controller is given below:

(4) u(t) = Kpe(t) + Ki

∫ t′

0

e(t′)dt′ + Kd
de(t)

dt

The proportional (Kp) variable adjusts the system output proportionally to the error signal

by controlling the proportional gain of the controller. Isolated use of a proportional controller

might help in reducing the error, but the final output might result in oscillations such as an
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Figure 6.6. Attack rates used to emulate the real world DDoS attack (a)

rate of packets or bitrate in Mbps, and (b) No. of packets. The attack rates

are varied by varying the packet size.

on-off signal. These oscillations can be reduced by the integral variable (Ki). The derivative

term (Kd) estimates the future trend of the error based on the current rate of change of

the output. However, after applying the integral term the error signal converged with the

output, indicating a steady state, which led us to chose a PI controller.

The PI controller implemented is shown in Fig 6.3. This controller controls the attack

traffic by regulating the CIR parameter. The QoS metrics measured are fed back into the PI

controller, which uses this feedback to detect anomalies. When the network is under attack,

the QoS of the network service drops drastically, and the network becomes unstable. This

change in the QoS values such as bitrate, packet loss, and jitter is detected by the controller,
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which determines an appropriate CIR value to bring back the network to the preferred QoS

values. During simulation, we use a negative step input as an output disturbance to the

plant which reduces the QoS values of the real-time traffic.

Tuning a PI controller means selecting the best values for the P and I variables to

achieve the desired results. In our experiment, we want to contain the attack traffic when

an attack is detected. Fig 6.4 shows the results of a simulation of applying a PI controller

to the network designed in Matlab. We can observe that during an attack the bitrate of the

video drops to less than 1 Mbps. When the feedback is provided using P = 0.047 and I =

0.094 the system converges to the setpoint value with an initial overshoot.

6.3.3. Generation of Traffic

We use VLC media player to broadcast a stream. We select the Real Time Streaming

Protocol (RTSP) as the streaming method. We consider three types of video qualities a)

2K (High quality) b) 720p (high definition) and c) 480p (standard definition) and a high-

resolution audio (320 Kbps). The chosen video was streamed across the network shown in

Fig 6.1. We use the tcpdump packet analyzer to sniff the packets at the server and client’s

interface, which acts as a sensor. The data such as rate of packets, inter-arrival time, etc. is

collected periodically from the packet capture. We use this collected data as input into our

model.

6.4. Analysis of Results

We study the performance of the feedback controller architecture by emulating a

real-world network. The firewall and the routers are connected in a mesh topology as shown

in Fig 6.1 and configured with OSPF protocol. We attempt to model the steady state of

the network from the input-output data collected when the network is stable, i.e., when the

network is under normal conditions, and any attacks are not disrupting the network services.

We then flood the network with a large number of UDP packets. The attack rate is

varied by varying the packet size. Fig 6.6 shows the different rates of attack used to stress

the network. We model these attack rates that resemble a step input as a disturbance input
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Figure 6.7. (a) Jitter, (b) packet loss and (c) bitrate measured from the

network before and after the attack while streaming audio. Under normal

conditions, i.e., from t = 1 to t = 40 seconds, the audio is seamlessly smooth.

After 40 seconds, we flood the network with different rates of attack as shown

in Fig 6.6. We can observe the degradation of the audio towards various rates

of attack. During a very high rate attack, the bitrate of the audio drops down

to 1-2 Kbps. The packet loss percentage increases to 98% leading to a very

high jitter value of 400 ms. We can observe that as the rate of attack decreases,

the QoS metrics, i.e., packet loss percentage and jitter decreases but unaccept-

able.
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to the plant. When the network is under attack, the network service is hindered resulting in

the degradation of the QoS. Fig 6.5 and Fig 6.7 show the effect of these attacks on video and

audio traffic simultaneously. In spite of both video and audio traffic being prioritized, the

attacks impact the legitimate traffic. We can observe from the Fig 6.5 that when the attack

rate is very high, the bitrate of the video reduces resulting in more than 95% of packet loss

increasing the jitter. Similarly as shown in Fig 6.7 the audio traffic can also be impacted by

the attack increasing the jitter to nearly 400ms which is unacceptable.

6.4.1. Applying Feedback

To preserve the service level agreements of the network service the feedback to the

network is applied by adding a micro-firewall rule that controls the rate of traffic during an

attack. Two different types of network services are considered to investigate the behavior

of the feedback controller: 1) Video and 2) Audio. We also test the controller performance

with various video and audio resolutions. We consider bit-rate of the video as a reference

input to the plant. Bit-rate of real-time traffic such as audio and video corresponds to the

quality of the audio/video traffic, higher the bit-rate, better is the quality of the real-time

traffic.

We conducted experiments by providing two different reference inputs to the controller

1) bitrate and 2) Packet Loss. We present a detail discussion about the two scenarios in the

next sections.

6.4.2. Bitrate as Setpoint

In this section, we explain the performance of the PI controller when the bitrate

is set as a reference input to the controller. Fig 6.8 shows the QoS metrics (output) of

video traffic collected from the network before and after introducing the feedback to the

network. After 25 seconds we flood the network with a large number of packets, to emulate

a DDoS attack. When the network is under attack, the nodes are congested resulting in

the dropping of packets. During the attack, we can observe from the Fig 6.8 (b) that the

measured percentage of packet loss increased to 80%. Due to a very high drop in the packets,
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Figure 6.8. (a) Jitter, (b) packet loss and (c) bitrate measured from the

network before and after providing feedback. The network is attacked after 15

seconds. We can observe, when the network is under attack, the percentage of

packet loss increased to 80%. Due to this high packet loss, the jitter increased

by nearly 83%. At t = 40s we apply feedback to the network under attack.

After the feedback is applied, the service returns to normalcy, maintaining the

QoE and stabilizing the network under attack. The reference input considered

in this scenario is Bitrate.
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(c) that the bitrate of the video dropped to nearly 2 Mbps from 11 Mbps.

We apply the feedback to the controller after 40 seconds. We can observe that, when

feedback is provided to the network after 40 seconds, the network returns to the stable state

in less than 10 seconds. After implementing the feedback, the PI controller detects the drop

in the bitrate of the video traffic. The controller then tunes the CIR parameter to a lower

value to ensure the network service is maintained at the desired bitrate. After the controller

updates the micro firewall rule into the firewall, we can observe the attack is contained and

the video is restored back in real time.

6.4.3. Packet Loss as Setpoint

In this section, we explain the performance of the PI controller when the packet loss

is set as a reference input to the controller. Fig 6.9 shows the output collected from the

network excited with a different rate of attack. In this experiment, we flood the network

with a low rate attack after 25 seconds. We then provide the feedback after 55 seconds.

The controller detects the drop in the QoS values and controls the non-prioritized traffic by

tuning the CIR to a lower value. In this experiment, the reference input to the controller

was set to maintain the packet loss below 2%. Hence, from the Fig 6.9 (b) we can observe a

very few percentages of packets are lost after providing the feedback.

6.5. Conclusion

The proposed feedback mechanism provides a real-time and scalable solution to make

the network persistent during an attack and delivers video streaming without any degradation

during an attack. In the conducted experiments the PI controller maintained the network

service in a stable state in spite of an attack in less than 20 seconds. The closed-loop feedback

mechanism designed proved that in every attack scenario, the service level agreements of the

real-time services are not violated. The PI controller is designed as a disturbance rejection

controller. The PI controller designed is a multiple loop SISO controller. We look to improve

the controller and make the system more robust by developing a MIMO controller.

In our approach, the micro-firewall rule detects the prioritized real-time traffic. This
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Figure 6.9. (a) Jitter, (b) packet loss and (c) bitrate measured from the

network before and after providing feedback. The network is attacked after 20

seconds. We can observe, when the network is under attack, the percentage

of packet loss increased to 50%. Unlike in the previous scenario Fig 6.8, the

QoS of the real-time traffic dropped by nearly 50% which is unacceptable.

The feedback is applied after 60 seconds to the network under attack. In this

scenario, packet loss is set as a reference input. After the feedback is applied,

the service is restored.
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approach is not suitable for an attack on data traffic, as the mechanism is only capable

of identifying prioritized traffic and prioritizing non-real-time traffic is not an acceptable

method. In our approach, we did not consider the end-to-end delay and latency of the real-

time traffic, which are an essential quality of service metrics because we observed a lot of

artifacts due to high packet loss. Also, we only considered UDP flooding as a significant

source for the DDoS attack. This approach also holds good for TCP based DDoS attacks

such as SYN flooding, where the controller would tune the burst size parameter to minimize

the number of TCP connections.

6.5.1. Future Work

In the future, we will fine-tune the model to reduce the overshoot of the controller

and also look to design more stable controller. We will also test the controller’s performance

with various other types of attacks such as worm propagation, and SYN flooding. We also

look to design a predictive controller such as a model predictive controller (MPC) which

provides the intelligence of predicting the attack. We would like to extend this closed-loop

feedback mechanism in Software Defined Networks.

92



CHAPTER 7

DYNAMIC AND PREDICTIVE CONTROL FOR GRACEFUL DEGRADATION OF

REAL-TIME SERVICES IN SDN ENVIRONMENT

7.1. Introduction

Distributed denial of service (DDoS) attacks continue to plague businesses and con-

sumers alike, and due to the evolving nature of cyber-physical systems, these attacks are

expected to grow in volume and complexity. Despite a number of security tools, the attacks

are still encountered and are causing various businesses to sweat. After the fourth quarter

of 2017, DDoS attacks increased by 91% [9]. According to a Verisign DDoS trends report

[8], the average attack peak size increased to 850%. According to the same report, out of

the different types of DDoS, UDP floods topped the chart with 42%.

The GitHub attack previously mentioned in Chapter 3 serves as a stark reminder

of the perils of unregulated network traffic. Another high profile attack was on October

21, 2016, that disrupted several services on the internet. This massive attack took down

a significant portion of the internet services on the U.S. east coast and in central Texas.

As a result, various internet services such as Twitter, Reddit, Amazon, Spotify were not

available to the users. The rate of the attack recorded was around 600 Gbps. A few months

later, Microsoft’s instant messaging service, Skype, suffered from connectivity issues due to

an alleged DDoS attack [25]. This outage lasted for days, and the users were unable to

communicate with each other. The immediate fallout of these attacks is apparent in lost

revenue and loss of consumer loyalty, which are crucial to network service providers. To

ensure a user’s quality of experience (QoE), we need to be able to identify and mitigate

these attacks. However, distinguishing between legitimate traffic and attack traffic is quite

challenging.

With attacks growing in number, the design of a resilient network is critical. Resilience

is the ability of a system to withstand when provoked by an attack. Resilient networks have

the ability to absorb the disturbance and provide the desired level of service. A desirable
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attribute of resilient networks is the ability to configure the network dynamically. The

emerging paradigm of Software Defined Networking (SDN) that attracted attention in recent

years promises to deliver the elasticity in configuring various network devices, such as routers,

switches, firewalls and other security devices.

With the deployment of SDN, the network performance can be improved by providing

effective traffic engineering. Microsoft designed a software-driven WAN which interconnects

the data centers and achieves high network throughput [73]. The flexibility of SDN archi-

tecture has convinced Google to adopt it in its data centers [74]. The SDN architecture also

finds applications in various types of networks such as wireless, home, cellular and enterprise.

Software Defined Networking (SDN) is changing the design and management of the

internet. The word SDN was coined by Kate Greene [31] about the OpenFlow project at

Stanford. SDN is a networking architecture that decouples the control plane and the data

plane [26]. The controller (known as the brain) is a logically centralized component [26]

of the control plane. The controller is used for network intelligence and policymaking. It

also determines the forwarding path. The data plane consists of forwarding elements and

host machines. SDN radicalized the functionality of the networking area. Early SDN models

focused on moving the entire control plane into the controller leaving the switching elements

simple in the data plane.

7.2. Motivation

DDoS attacks are evolving, and hackers are unleashing new techniques to amplify

them. The financial impact of these attacks is growing rapidly for many businesses. The

average cost of a DDoS attack on an enterprise is over $2M per attack and is rising dra-

matically [10]. In addition, these attacks also damage the reputation of the organizations.

Current mitigation techniques ranging from hours to days are completely unacceptable given

the cost and inconvenience these attacks place on our society. Despite the existence of many

cybersecurity tools and techniques, networks are still vulnerable to malicious attacks.

The main problem with a DDoS attack is that it may be difficult to distinguish

between legitimate traffic and attack traffic. During an attack, the network services are
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Figure 7.1. SDN architecture [26]. Business applications include network

management, QoS enforcement, and load balancing. The API used to commu-

nicate with the controller is the northbound interface. The controller services

include core services such as firewall, flow-entry pusher, forwarding engine.

The controller communicates with the data plane through a southbound in-

terface, OpenFlow
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impacted, and the service availability drops drastically. Since networks are complex and

highly dynamic, static techniques such as rate limiting, using Access Control Lists [91] are

inadequate to respond to such types of attacks. In this regard, feedback control mechanisms

play a crucial role in mitigating the attacks in real time [52]. Feedback control is about

regulating the system characteristics with disturbance rejection.

In this chapter, the closed-loop feedback mechanism is applied to real-time services.

The purpose of the controllers is to limit the impact of an attack, such that the QoS metrics

of the network is consistent with those specified in the service level agreements. Service

level agreement is a commitment guaranteed by the internet service providers to the user.

These agreements include one or more service level objectives (SLOs), which is a criterion

used to evaluate the performance of the service. These objectives include metrics such

as availability, delivery time, response time, failure rate, delay, jitter and various other

scalability metrics. Enforcing these objectives requires the service providers to meet their

requirements by efficiently utilizing sufficient resources. Hence, implementing SLO becomes

a control problem.

I put forth two novel feedback control mechanisms to minimize the effect of volumet-

ric attacks such as DDoS. During an attack, the closed-loop feedback control mechanism

detects and limits the impact of an attack on real-time services by maintaining the service

level agreements (SLA). The controller makes intelligent decisions to ensure the service level

objectives are met by dynamically regulating the configuration settings of the network de-

vices. The service level objectives are provided as a reference input. The first controller is

a multi-loop proportional, integral (PI) controller. The second implemented controller is a

model predictive controller (MPC) which is an exceptional feedback control system that uses

a model to predict the future outputs of a process. The proposed architectures are verified

in a lab setup. Results from the setup show that both the feedback control models provide

graceful degradation of the real-time services and the stabilize the network in real-time. We

implement these feedback control strategies in an SDN platform.
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7.2.1. Related Work

Control theory approach has been applied to a wide range of computing systems

[7]. Xiaoqi Yin et al. [114] propose a control theoretic approach for dynamic adaptive

video streaming over HTTP (DASH) to ensure good quality of experience. The authors

implement a model predictive control algorithm for bitrate adaptation. In addition, the

authors also develop a robust MPC that handles errors in throughput predictions. The basic

MPC algorithm implemented by the authors has three main steps 1) predict the throughput

by looking N steps ahead (which is chosen as the moving horizon), 2) optimizing quality of

experience (QoE) maximization problem, and 3) applying the methodology where the player

downloads the chunks. In this approach, the bitrate of the video and buffer occupancy

is applied as feedback. The authors implement their algorithms in the dash.js framework

and evaluate the performance of their approach with the current existing rate and buffer

based techniques. The authors claim that their proposed approach outperforms existing

algorithms.

A client-side controller for DASH was implemented Luca De Cicco et al. Their im-

plementation differs from the conventional approach, which employs controllers to throttle

the video level and the regulate the buffer. The authors use a single controller that throttles

the video level to drive the buffer length. The control input is the buffer length, and the

measured output is the video level. The authors use a feedback linearization technique to

compute the control law. From various results, the authors show that their methodology

performs flawless and provides high channel utilization even when the video flows share a

bottleneck in the presence of TCP flows.

To the best of our knowledge, the use of feedback control to build resilient networks

is yet to be explored.
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Figure 7.2. The basic architecture of openflow [21]. The controller com-

municates to the switches in the data plane using the openflow channel. The

openflow controller installs flows in the flow table of the switch.

7.3. System Overview

7.3.1. Software Defined Network

Software-defined network is an emerging architecture that decouples the network con-

trol and the forwarding functionalities [26]. This architecture facilitates network manage-

ment by using dynamic programs. In this architecture, a centralized controller that maintains

a global view of the network controls several network devices in the data plane. The controller

is managed by applications present in the management plane. The network can be config-

ured and administered via dynamic and automated SDN programs. The SDN architecture

is shown in Figure 7.1 [26].

7.3.2. Components of SDN

Following are the architectural components of SDN

• SDN Applications: SDN Applications are the programs that are designed to

describe the required resources and behaviors and to perform a task in the SDN
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Figure 7.3. Software defined network topology implemented
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environment. These applications use application programming interfaces (APIs) to

communicate with the controller. In addition, the applications also collect informa-

tion from the controller to make critical decisions such as routing, forwarding, and

load-balancing. These applications include network management, load balancers,

and various DDoS protection tools.

• SDN Controller: The SDN Controller (SDNC) is the most critical component

in the SDN architecture. It is a logical entity that receives instructions from the

Application layer and downloads them to the networking components present in the

data plane. The controller also collects information about the network from various

devices in the data plane and relays it back to the application layer. The controller

achieves this using an OpenFlow channel. Every network device in the data plane

is connected to the controller.

• SDN Networking Devices: The SDN networking devices receive instructions

from the SDN controller to perform forwarding and processing of the data packets.

These devices are located in the data plane, and download flows from the controller

to forward packets.

7.3.3. Openflow

The controller communicates with the devices in the data plane using OpenFlow [21].

OpenFlow is a standard communication protocol for controlling the network within the SDN

architecture. It is an open standard managed by Open Networking Foundation [6]. It is the

first standard communication interface defined between the control and forwarding layers

of an SDN architecture [7]. When a flow is initiated in the network, the first packet is

pushed into the controller by the OpenFlow-enabled switch. The controller computes the

forwarding path and sends the packet out to the switch in the data plane along with the

flow modification entry. All the succeeding packets described by the flow are forwarded in

the data plane. The basic architecture of OpenFlow is shown in Figure 7.2
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7.3.4. QoS and SDN

QoS (Quality of Service) is a measurement of the overall performance of a network

service. It is a technology used to classify data based on the priority and transfer it. It can

also be used to reserve bandwidth for particular traffic such as real-time traffic. Due to new

protocols such as OpenFlow, provisioning of network services is implemented through various

mechanisms in SDN. SDN provides many QoS operations. The most commonly presented

and used in this chapter are Differentiated services (DiffServ) and Meter Table.

7.3.4.1. Differentiated Services

Differentiated service is an architecture that is used to classify and manage network

traffic to provide a better quality of service. It achieves this by assigning Differentiated

services code point (DSCP) values to the packets. DSCP is a 6-bit value present in the

IP header of a packet. The values in the field determine the type of service. The network

devices scan the packet headers for the DSCP values and identify the type of traffic such as

data traffic, video traffic, voice traffic. The 6-bit DSCP values classify traffic into 64 classes.

However, every value is not considered. The most commonly used are [53,54]:

(1) Default Forwarding: This is the default per-hop-behavior (PHB). The recommended

DSCP value is 0.

(2) Expedited Forwarding: The traffic marked with this value has a low delay, packet

loss, and jitter. Voice, video and all the real-time services are marked with this

DSCP value. The recommended DSCP value is 46. This traffic is often given strict-

priority queuing.

(3) Assured Forwarding: Traffic marked with AF PHB is provided with an assurance of

delivery unless congestion occurs. During congestion, the excess traffic beyond the

allowed rate is dropped.

7.3.4.2. Metering

Implementing the DSCP values and marking the traffic in SDN is accomplished using

metering. OpenFlow 1.3 and later versions support metering [20]. Metering is performed
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by using a meter table. The meter table is built with multiple meter entries. Each flow

can be attached to a meter entry, providing the flexibility to control and impose different

operations on the flow. A set of criteria defines every flow. The flows attached to a meter

passes through the meter band, where the statistics of the flow is measured such as the rate

of flow, number of packets, and packet sizes. Utilizing this information, and with the ability

to control the flows, meters can be used to implement QoS.

A traffic monitor application is implemented in the SDNC which receives the traf-

fic statistics from the meter table periodically. The closed-loop feedback control modules

implemented in the SDNC use this information in decision making which is described in

subsequent sections.

7.3.5. Client

We use the VideoLAN client (VLC) media player [34] to play the streaming video

and audio content. Multiple clients installed with VLC media players were used to playing

the same content from the streaming server.

7.3.6. Server

A standalone media server is used to host all the media content and to stream to all

the devices over the network. This server is equipped with an Intel Xenon processor (4 cores)

and a 32 GB RAM. We consider three types of video qualities a) 2K Video (High quality),

b) 720p (High Definition), and 480p (Low quality).

7.3.7. Mininet

Mininet [18] is an open-source network emulator to build a virtual SDN network.

It provides a simple and inexpensive way to design and implement a network including

many virtual hosts, switches, and controller. The hosts created run standard Linux network

software. The switches support OpenFlow for custom routing. This tool is used to simulate

the SDN network and the topology as shown in Figure 7.3.
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7.3.8. Generation of Traffic

We use VLC media player to broadcast a stream. We select the Real Time Streaming

Protocol (RTSP) as the streaming method. We consider three types of video qualities a)

2K (High quality) b) 720p (high definition) and c) 480p (standard definition) and a high-

resolution audio (320 Kbps). The chosen video was streamed across the network shown in

Fig 5.1. We use the tcpdump packet analyzer to sniff the packets at the server and client’s

interface, which acts as a sensor. The traffic monitor module collects the settings of the

configuration parameters of switches and other network devices present in the data plane in

the SDNC. These settings impact the output of the network QoS metrics.

To emulate a real-world attack, we use a DDoS tool, hping3 [15]. This tool is capable

of generating a large number of UDP and TCP packets. The severity of the attack is varied

by varying the packet size. Figure 7.4 shows the attack traffic used in the experiments. This

attack traffic can be modeled as a disturbance input into the plant.

7.4. Methodology

7.4.1. Closed Loop Feedback Control

The goal is to enforce the service level agreements and maintain real-time network

services. Service level agreement is a commitment promised by the internet service providers

to the clients. Service level agreements include many service level objectives (SLO) such as

providing a response time of fewer than 2 seconds, network availability, and network latency

of less than 30 ms. Another important objective is that the internet service provider cannot

afford to drop the 911 emergency calls despite traffic congestion.

In order to reduce unnecessary costs, the service level objectives must be met with

using the available resources. To achieve these objectives, I propose two closed-loop feedback

control mechanisms as shown in Figure 7.5 and Figure 7.6. These mechanisms guarantee a

graceful degradation of real-time services, i.e., to maintain limited functionality of network

services even when the network is disrupted by an attack or large amounts of traffic. During

an attack, the network services are impacted, and the Quality of Service of the legitimate
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Figure 7.4. Attack rates used to emulate the real world DDoS attack (a)

rate of packets or bitrate in Mbps, and (b) No. of packets. The attack rates

are varied by varying the packet size.

traffic drops drastically. The purpose of the controllers is to limit the impact of an attack,

such that the QoS metrics of the network is consistent with those specified in the service

level agreements. The service level objectives are provided as a reference input, which is the

desired value of the network’s output.
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Figure 7.5. Closed-loop feedback controller architecture with multi-loop PI

controller. The plant is the entire network comprising of all the devices includ-

ing firewall, routers, clients, and servers. The output from the plant, i.e., the

QoS metrics such as bitrate and packet loss are fed back into the multi-loop PI

controller. The PI controller designed regulates the process, by adjusting the

control input (CIR configuration setting). The switch selects the minimum

CIR value to ensure a faster steady-state condition of the network. Bitrate

and packet loss are provided as a reference input into the controller. The

disturbance represents the DDoS attack which disrupts the QoS.

7.4.2. Committed Information Rate (CIR)

The Committed information rate (CIR) defines the number of tokens removed at

each interval. The CIR parameter policies or drops the excess traffic that does not comply

with the policy, i.e., if the traffic flow reaches the configured CIR rate, the excess traffic

is dropped. The CIR is considered as a control input which regulates the flow of traffic.

However, two most important questions arise, i.e.,

(1) How can we dynamically control the traffic rate

(2) What is the appropriate CIR setting to enforce service level objectives.

The answers to these questions lie in designing a suitable controller that offers to
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reduce the impact of the attack.

7.4.3. Control Approach 1

The closed-loop feedback architecture designed is shown in Figure 7.5. In this ar-

chitecture, the multi-loop PI controller is implemented to resolve service disruptions. The

controller detects anomalies in the network and regulates the CIR configuration setting to

maintain the network in the desired state. From several experiments, it can be inferred that

the configuration setting of the CIR affects the bitrate and the packet loss. Hence, each

output (bitrate and packet loss) from the system is fed back to an individual PI controller

which determine an appropriate CIR value. The minimum value of the controller’s output

is downloaded into the congested switch to stabilize the network instantly.

The multi-loop PI controller as depicted in 7.5 is a combination of two single-input-

single-output (SISO) model. One SISO model quantifies the relation between the bitrate and

CIR configuration setting, and the other model captures the relation between the packet loss

and CIR. The main objective of any feedback control mechanism is to dynamically control

the system or the process to achieve the desired state defined by the reference input. In a

PI feedback control mechanism, the measured system output is continuously fed back. The

controller receives the control error and determines the appropriate setting of the control

input based on the proportional (P) and integral (I) terms. The control error is the difference

between the measured output and the reference input.

The general equation of a PI controller is given below:

(5) u(t) = Kpe(t) + Ki

∫ t′

0

e(t′)dt′

The proportional (Kp) variable adjusts the system output proportionally to the error signal

by controlling the proportional gain of the controller. Isolated use of a proportional controller

might help in reducing the error, but the final output might result in oscillations such as an

on-off signal. These oscillations can be reduced by the integral variable (Ki).
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Figure 7.6. The closed-loop feedback controller architecture with MPC con-

troller. The plant is the entire network comprising of all the devices including

firewall, routers, clients, and servers. The output of the plant which is the QoS

metrics of the real-time services is fed to the model through mo. mv is the

manipulated variable or the control input which is predicted by the controller.

Bitrate and packet loss are provided as a reference input.

7.4.4. Control Approach 2

Figure 7.6 shows the model predictive controller which constitutes the closed-loop

feedback architecture implemented in this approach. A model predictive controller [48] is

an excellent feedback control algorithm that uses a model to predict the future outputs of a

process. The controller achieves this by using an explicit dynamic model of the system

response to the manipulated variables (MVs) or the control input. The controller uses
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this model to control the plant. MPC controller has been applied to many process control

industries including chemical plants, oil refineries, and power plants. MPC has been proven

to be a better option to PI controller for complex systems [48]. Unlike a PI controller, an

MPC controller provides the flexibility of controlling multiple system configurations which

impact the system outputs.

The MPC controller uses the model of the plant to predict the future plant output

behavior. The prediction horizon determines the number of future control intervals the

controller must predict. The controller uses an optimizer to ensure the predicted output

follows the desired reference input. It minimizes the error of the predicted output and the

reference input by solving the online optimization problem at every control interval. The

solution regulates the control input or the manipulated variables to be used in the plant

until the next interval.

Figure 2.4 shows the anatomy of the closed loop feedback architecture using the

MPC controller. The MPC controller is integrated into the SDN controller. It utilizes the

traffic statistics from the traffic monitor module of the SDNC. The traffic monitor feeds the

network characteristics to the MPC controller. The controller detects the abnormalities of

the network service and adjusts the control input to guarantee the service quality. This

control input is downloaded into the congested switch in the data plane. The control input

is the CIR configuration setting which drops the excess traffic when the traffic reaches the

configured rate. The congested switch is identified through link utilization by the SDN

controller.

The state-space model of the plant contained inside the MPC controller is a second

order discrete-time state space model shown below.

(6)
x(t + Ts) = Ax(t) + Bu(t) + Ke(t)

y(t) = Cx(t) + Du(t) + e(t)

Where u is the input, x is the state, y is the output and e is the error. A, B, C, D,

and K are matrix coefficients and must have these characteristics:
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A must be an n-by-n matrix, where n is the number of states.

B must be an n-by-m matrix, where m is the number of inputs.

C must be an r-by-n matrix, where r is the number of outputs.

D must be an r-by-m matrix.

I use the the system identification toolbox of matlab [28] to construct the state-space

model. The following are the parameters estimated using the toolbox:

A =


0.7359 −0.3647 −0.0143 −0.0604

−0.7647 −0.3437 −0.3779 −0.3745

1.1346 1.0939 0.5318 −0.8582

−0.0674 0.1281 0.4638 0.4950



B =


0.0019 0.0329

0.0098 0.1202

0.0010 −0.0554

0.0003 0.0314



C =

125.5362 −33.3935 9.3692 0.4002

−12.3948 2.9304 −0.1076 −0.5324



D =

 3.1330 9.2601

−0.2920 0.0879



K =


0 0

0 0

0 0

0 0


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7.4.4.1. Tuning

Tuning an MPC controller is to minimize the dynamic control objective or the cost

function. The dynamic control objective is a mathematical optimization problem which

selects the ”best available” values from the available alternatives. Solving the optimization

problem involves minimizing or maximizing the cost function to find a best possible solution

for the controller. The objective function implemented in the MPC controller is L1-norm

objective. It is the absolute value of the difference between the current measured control

value and the desired value [70]. The function is shown below:
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7.5. Results and Analysis

I implement the SDN network as shown in Figure 7.3 to study the performance of

both the feedback architectures. The switches in the data plane are connected in a mesh

topology. These switches are connected to the controller, that has the ability to control the
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Figure 7.7. The unit step response of both the outputs w.r.t the control

inputs of the plant model contained in the MPC controller. The plant is a

second order state-space system. The oscillations in the response reveal the

under-damped dynamics of the plant.

flow, configure the switch and monitor the traffic, using OpenFlow communication protocol.

The data plane is set up using mininet, and the Ryu controller [23] is used as an SDN

controller (SDNC). The switches update their flow statistics to the controller periodically.

The PI controller and the MPC controller are implemented as a module in the SDNC. Traffic

statistics such as a number of flows, packets per second, a rate of packets in bytes per second,
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are fed back to the controllers.

The audio and video traffic is streamed across the network using the VLC streaming

server. The clients play the video using VLC client application. Both the audio and video

traffic are marked as high priority, i.e., DSCP=46. Three different types of video streaming

resolutions are considered i) 2k Video ii) 720p Video (high definition) and a iii) 480p Video

(standard definition). The video played contains many fast moving objects, explaining the

reason for a varying bitrate, while, the bitrate of the audio stream is constant.

In order to emulate a real-world DDoS attack, the network is flooded with a large

number of packets as shown in Figure 7.4. The attack resembles a step input which is

modeled as disturbance into the plant. When the network is under attack, the links get

congested resulting in dropping of packets, increasing the delay and jitter of the services 7.8.

The QoS of the network service drops drastically. Despite prioritizing both video and audio

traffic, the attacks impact the high priority traffic as shown in Figure 7.8 and 7.9.

7.5.1. PI Controller

As mentioned earlier in Section 7.4.3, the PI controller is designed as a multi-loop

SISO controller as shown in Figure 7.5. The controllers are connected to a switch which

selects the minimum CIR value (control input), stabilizing the network. The output of the

PI controller implemented is shown in Figure 7.8 and 7.9. The QoS of the network services,

which is the output of the system, is fed continuously into the controller. When the network is

under attack, the QoS of the real-time traffic drops drastically. The PI controller detects the

abnormalities in the network characteristics from the feedback signal. The controller adjusts

the CIR input to the system calculated from the error signal making the network resilient

towards the attack. The CIR input provided by the controller controls the data/attack

traffic.

Figure 7.8 presents the output from the network shown in Figure 7.3, collected from

the PI controller scenario. A 720p resolution video is streamed across the SDN network.

The variation in the bitrate is due to the content of the video containing many fast moving

objects. The QoS metrics of the video, collected from the traffic monitor module present in
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the SDNC 7.3 is fed to the controller. After nearly 40 seconds, the network is flooded with

a significant amount of UDP packets, congesting the links. Due to the congested links, a

large number of packets are dropped. The packet loss of the video traffic sharply increased

to nearly 50% and the bitrate of the video drops to nearly 50 kbps, degrading the quality

of the video. The PI controller detects this drop in the QoS of the video traffic and adjusts

the control input, i.e., the CIR value of the congested node to bring back the network to the

desired state.

The setpoint values or the reference values define the desired state. The controller

tries to match the measured system output to the provided reference values by adjusting

the CIR input. Since PI controller is capable of controlling single input and single output

system, each PI controller try to reduce the CIR value based on the corresponding reference

input. The reference values of bitrate and packet loss are set to 7 Mbps and 3% respectively,

i.e., the bitrate of the video should be maintained at 7 Mbps, and the network can afford up

to 3% packet loss. These values are based on the SLA agreements of the network.

After nearly 60 seconds, the controller achieves its goal of stabilizing the traffic by

minimizing the control error which is the difference between the current measured output

value and the reference input. The currently measured output of the system is fed periodi-

cally to the controller. The SDNC provides the flexibility to the PI controller to dynamically

set the CIR value. The PI controller gradually decreases the CIR value until the measured

system output converges to the reference value. The video is restored back at t=98s when

the control objectives are met. The packet loss drops down to less than 5%, and the bitrate

of the video matches the reference value. The settling time which is measured as the period

from the detection of the disruption in the video traffic to bringing the system to the desired

state is nearly 60 seconds.

Figure 7.9 shows the QoS metrics of the network traffic collected while streaming high

definition audio. From the figure, it is evident that the bitrate of the audio traffic is very

smooth, unlike the video traffic. The bitrate of the audio traffic is much lower than the video

traffic. During an attack, the packet loss increases to nearly 70%. The controller performs
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Figure 7.8. (a) Jitter, (b) packet loss and (c) bitrate measured from the

SDN network under attack. At time T=40 seconds, an attack causes a drop in

QoS by nearly 50% causing severe deterioration of the video. The percentage

of packet loss increased to 50%, and the bitrate of the video dropped to 50

KBPS from 250 KBPS, which is unacceptable. The controller continuously

receives the feedback and manipulates the CIR configuration setting. The

impact of the attack is reduced after nearly 60 seconds. This delay is due to

the functionality of the PI controller, tuned as a SISO operation.
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Figure 7.9. (a) Jitter, (b) packet loss and (c) bitrate measured from the

SDN network under attack. At time T=40 seconds, an attack causes a drop in

QoS by nearly 70% causing severe deterioration of the audio. The controller

continuously receives the feedback and manipulates the CIR configuration set-

ting. The impact of the attack is reduced after nearly 60 seconds. This delay

is due to the functionality of the PI controller, tuned as a SISO operation.
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Figure 7.10. (a) Jitter, (b) packet loss and (c) bitrate measured from the

SDN network under attack. An attack is simulated at time t=30 seconds.

When the network is under attack, the percentage of packet loss increased

to 50%, and the bitrate of the video dropped to 500 KBPS from 3 Mbps.

As a result, the QoS of the real-time traffic dropped by nearly 50% causing

severe deterioration of the video. The MPC controller detects the drop in

the QoS and adjusts the Committed information rate (CIR) to reduce the

impact of an attack and restore the services. The controller regulates the

process by adjusting the controlled input (CIR) to achieve the desired QoS

metrics (bitrate=250KBPS and packet loss less than 5%). The video stream

is restored after nearly 20 seconds.
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Figure 7.11. (a) Jitter, (b) packet loss and (c) bitrate measured from the

SDN network under attack. An attack is simulated at time t=35 seconds.

When the network is under attack, the percentage of packet loss peaked at

70%, and the bitrate of the audio dropped to 20 KBPS from 150 KBPS,

causing severe deterioration of the audio. The MPC controller detects the

drop in the QoS and adjusts the Committed information rate (CIR) to reduce

the impact of an attack and restore the services. The controller regulates the

process by adjusting the controlled input (CIR) to achieve the desired QoS

metrics (bitrate=250KBPS and packet loss less than 5%). The audio stream

is restored after nearly 20 seconds.
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a similar functionality in controlling the degradation of audio.

7.5.2. MPC Controller

The MPC controller is an advanced multivariable controller which provides the flex-

ibility of controlling a MIMO system. The controller implemented in this scenario controls

the network under attack by adjusting the CIR value, inspecting both the measured sys-

tem outputs simultaneously. From the experiments conducted it is observed that the both

the CIR value setting and the input bit rate of the video affect the behavior of the network.

With MPC’s inherent property of being able to control a MIMO system provides an accurate

prediction of the CIR configuration parameter.

Figure 7.10 shows the output of the MPC controller architecture implemented while

streaming a high definition video stream (720p). This data represents the QoS metrics of

the video traffic collected every second from the client. The reference values of the bitrate

and the packet loss are set to 7 Mbps and 3% respectively. After 40 seconds, the network is

flooded with a large number of packets, congesting the network. Consequently, the QoS of

the video traffic drops to nearly 50%, increasing the control error. This control error is used

to solve the online optimization problem by the MPC controller, and the solution determines

the setting of the control input (CIR value). As depicted in the figure, the impact of the

attack on the video traffic is limited after nearly 20 seconds. Unlike the PI controller, the

MPC controller quickly restores the quality of the video.

A similar approach was applied to the network while streaming high definition audio.

The output of the QoS metrics of the audio stream is shown in 7.11. The quality of the

audio is restored in nearly 15 seconds.

Figure 7.12 shows the predicted control input (CIR values) of the designed MPC

controller for various resolutions of video. The congested switches in the data plane are

configured with the predicted CIR values periodically. We can observe that the predicted

value is inversely proportional to the bitrate of the video. The higher the bitrate of the

video, lower is the predicted CIR value. Initially, CIR is set to 100. When the network

is disrupted by an attack, the QoS metrics drop thereby increasing the control error. This
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Figure 7.12. The predicted control input (CIR values) of the designed MPC

controller for various resolutions of video. The blue, red and black lines are

the predicted CIR configuration settings for 2k (10 Mbps), 720p (7 Mbps) and

480p(5 Mbps) video resolutions respectively. The predicted CIR values are

inversely proportional to the bitrate of the video. The predicted CIR values

reveal the under-damped dynamics of the controller. After nearly 40 seconds,

the oscillating CIR values begin to converge.

control error is used by the plant model contained in the MPC architecture to predict the

CIR values. Furthermore, it can be inferred from the figure that the predicted CIR values

reveal the under-damped dynamics of the controller. After nearly 40 seconds, the oscillating

CIR values begin to converge to a steady state.
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7.6. Conclusion

Since attack traffic is not detected, the dropped traffic might include insignificant data

traffic. This methodology holds good for graceful degradation of the real-time services and

the network. This approach can be applied to mission-critical real-time applications such as

surveillance traffic, 911 emergency calls and air traffic control, where packet loss cannot be

tolerated. Most streaming video applications use TCP as the underlying transport protocol,

which intuitively handles network congestion.

The proposed approached steers the network towards desired performance as pre-

scribed by the SLAs. It is important to note that the controllers designed are modeled for

disturbance rejection. The limitation of a PI controller is that the controller has a longer

settling time to perform the control actions, as evidenced by the results. Whereas, using the

MPC controller the QoS of real-time traffic gracefully degrades the network within a shorter

settling time. MPC controller has the flexibility of handling Multi-input-multi-output sys-

tems where multi-variable inputs control the outputs. On the other hand, PI controllers

handle only SISO systems. However, PI controllers can process MIMO controller by us-

ing multiloop controllers as previously described in Section 7.4.3 but this approach is not

scalable.

This methodology scales well in response to any magnitude of the DDoS attack. UDP

flooding was considered as a significant source for the DDoS attack. However, this principle

also holds good for TCP based DDoS attacks such as SYN flooding, where the controller

would tune the burst size parameter to minimize the number of TCP connections.
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CHAPTER 8

CONCLUSION

Network services are still vulnerable to DDoS attacks. The recent massive attacks

have proved the fact that attackers are finding new and innovative ways to attack and destroy

a network or a target server. With the rise of artificial intelligence, attackers could use new

ideas and novel methods to generate attacks which could be more powerful and destructive.

The security tools and the devices should be implemented with a foresight of the damage

caused by these attacks.

This dissertation focuses on employing control theoretic approaches to reduce the

impact of any volumetric attack. I designed online system identification models and im-

plemented dynamic and predictive feedback control mechanism to analyze the stability of

the network and to ensure graceful degradation of network services in the face of an at-

tack. The mechanism understands the network dynamics in any conditions and provides

system resilience in the face of an attack. The feedback mechanisms employed to stabilize

the unstable network in real-time.

I would like to emphasize the fact that the proposed methodology does not detect the

attack. The impact of an attack is detected by the measuring the rate of degradation of the

network services. The proposed feedback mechanisms were more effective in SDN network

than a conventional network. The centralized nature of SDN enabled increased network

visibility and controllability, which is desirable for control systems. Whereas, in conventional

networks, a network-aware centralized controller is required. These methodologies scale well

in response to any magnitude of the DDoS attack. Volumetric attacks were considered as a

significant source for the DDoS attack throughout the dissertation.

I implemented three types of control algorithms. However, the closed-loop feedback

controller can also be implemented using other efficient controllers such as a Fuzzy logic

controller which uses heuristic rules to determine the action of the controller. Advanced

methods such as neural networks [41,68,69,83] can also be employed to perform accurate
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system identification and efficient control.

8.1. Applicability of Presented Techniques

The solutions discovered can be applied to real-time services, primarily to mission

critical applications where the threshold for packet loss is very low.

The PI and the MPC controllers can be deployed in any network device of a network

such as a firewall or a router. It can also be included as a module inside an SDN controller

as mentioned in chapter 6.

8.2. Limitations

• The feedback control approach implemented in Chapter 5 and 6 holds good only

for real-time services. This approach is not suitable for an attack on data traffic, as

the mechanism is only capable of identifying prioritized traffic and prioritizing non-

real-time traffic is not an acceptable method. However, the methodology discussed

in Chapter 3 and 4, i.e., implementing parallel links can be applied to all types of

traffic.

• If the details of the configuration settings of the trusted node are revealed to the

attacker, this methodology might not function as expected.
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