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EXECUTIVE SUMMARY

Sensor development for quality control is a critical part of today's food handling system. Use of a non-destructive ripeness sensor for monitoring ripeness of fruit and vegetables from production to distribution can help maintain the value of a product, save substantial invested and utilized energy, and improve consumer satisfaction.

About 20 - 25% of the total production of fruits and vegetables in the USA must be discarded after harvest. About 25 - 30% of this loss is the result of over-ripening and this loss represents about 8.39 × 10^{12} BTU of invested energy every year. This invested energy could be saved by non-destructive ripeness sensing. According to our calculation the energy utilized for storage, distribution and transportation could be also reduced by 17 - 38%. Therefore, about 0.0242 quad (i.e. 24.2 × 10^{12} BTU) of total energy could be saved each year.

Sweetness is an important indicator of fruit quality and highly correlated with ripeness in most fruits. Riper fruits have higher sugar contents. Since 1987, research to develop a non-destructive fruit ripeness sensor has been conducted in the Agricultural Engineering Department at Purdue University. It is based on $^1$H-MR (proton Magnetic Resonance). The Department of Energy (DOE) supported a research project (Phase I) which developed a prototype ripeness sensor and included feasibility studies.

A first generation prototype of the ripeness sensor (based on $^1$H-MR) was built and tested with intact small fruit (such as grapes). Results show that the sensor can discriminate small fruit (0.75 in diameter or smaller) differing in sugar content by 6% (or more). This prototype can separate the fruit into at least two groups: one ripe and the other not ripe. The estimated cost for such a ripeness sensor is around $4,000.

The signal sensitivity of the prototype can be improved to enable it to differentiate between fruits varying in sugar content by only 1 or 2%. This can be achieved by: (a) using water peak suppression techniques to recover relatively weak sugar resonance signals in intact fruits, (b) modifying circuits to eliminate noise, leakage and distortion of input/output signals, (c) improving the magnetic console to get a higher magnetic field and better homogeneity, and (d) designing a probe to achieve a higher signal-to-noise (S/N) ratio. As research continues a second generation ripeness sensor will be developed which will incorporate many of the improvements and which will be suitable for commercial use. Additional research will allow application of the technique to a wider range of fruit sizes (from blueberries to watermelons). It would provide considerable energy savings and improve fruit quality. Therefore, it could have a significant economic impact on the fresh food market.

This report describes (1) estimated energy savings, (2) feasibility studies, (3) development of the initial prototype, and (4) preliminary evaluation of the first generation prototype.
BACKGROUND

More than 80 kinds of fruits and vegetables are available in the United States. But only about 6 of
them have quality standards (Dull, 1986). Consumers want quality fruit that looks and tastes good. In a
1990 survey (Zind, 1990), consumers rated 16 characteristics important in their decision when purchasing
fresh produce. The most important factors were ripeness/freshness, taste/flavor, appearance/condition and
nutritional value. Of those surveyed, 96% rated ripeness/freshness as extremely important, or very
important.

Nondestructive quality control in fruits and vegetables is a goal of growers, distributors, and food
processors. Determining a fruit’s quality is difficult unless it is cut and tasted. Good taste is based on
sugar and acid content, and flavor. In most fruits, taste highly correlates with soluble solids content,
which is largely sugars. Thus, nondestructive evaluation of soluble solids (or sugar content) should
indicate fruit quality.

Conventionally fruits are determined to be ready for harvest by a destructive chemical laboratory
analysis of random samples, or by tasting for flavor and observing physical factors such as color, texture,
firmness, shape, lack of defects, etc. Several nondestructive techniques have been developed to grade or
sort raw fruit, including the following techniques: machine vision, soft X-rays, ultrasonics, optical
transmission and infrared radiation. However, these grading methods are not totally reliable and the
individual fruit may not be graded properly because cultural practices, soil moisture and temperature
often affect physical observations (such as color) more than does physiological maturity.

Sugar content is one of the best indications of fruit quality and is highly related to ripeness in most
fruits and some vegetables. The compositions of several fresh fruits and vegetables are shown in Table 1
(Ensminger et al., 1983). The average sugar content of ripe fruits varies from approximately 5% to 20%
while the water content ranges from 80% to 90%. However, the sugar content increases as the fruit ripens.
For example, the sugar content of sweet cherries may vary from 10% to 23%. The optimum range for
harvest is considered to be 14% to 16%. Some fruits, such as apples, apricots, bananas, peaches and pears
are climacteric and they can ripen during storage after harvest. During ripening sugar content increases.
For example, a green banana may contain 8% sugar while a very ripe banana contains 20% sugar.

There are few reports of successful nondestructive measurements of sugar content directly in fruit.
Sugar content in thin-skinned fruits such as peaches has been measured with near infrared radiation
(Bellon et al., 1989; Dull, 1986), but the correlation was low (correlation coefficient $r=0.6$) in thick-
skinned fruits such as melons (Dull et al., 1989). Sugar content is measured only near the skin, and the
skin of fruits can be damaged during the measurement.

Higher quality fruit could be harvested and made available to consumers if there were a non-
destructive and non-contact sensor that detects ripeness level directly by measuring sugar content in the
entire single fruit. Only the proton ($^1$H) Magnetic Resonance ($^1$H-MR) principle is promising for this
type of sensing. It provides electrical signals proportional not only to the total concentration of selected
nuclei (or protons), but also to the amounts of particular components or molecules in the sample being
measured.
Section 1 of this report summarizes the potential for energy savings from use of the ripeness sensor. Sections 2 through 5 report the results of feasibility studies on the ripeness sensor. Sections 6 and 7 describe the prototype and the results of preliminary tests with the prototype.
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Table 1. Carbohydrates and Sugars in Selected Raw Fruit and Vegetable

<table>
<thead>
<tr>
<th>Fruits</th>
<th>Water</th>
<th>Carbohydrates</th>
<th>Sugar</th>
<th>Fiber</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apricots</td>
<td>85.3</td>
<td>12.8</td>
<td>6.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Banana</td>
<td>75.7</td>
<td>22.2</td>
<td>19.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Blackberries</td>
<td>84.5</td>
<td>12.9</td>
<td>7.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Cantaloupe</td>
<td>91.2</td>
<td>7.5</td>
<td>6.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Sweet Cherries</td>
<td>80.4</td>
<td>17.4</td>
<td>14.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Grapes</td>
<td>81.6</td>
<td>17.3</td>
<td>16.9</td>
<td>0.6</td>
</tr>
<tr>
<td>Grapefruit</td>
<td>88.4</td>
<td>10.6</td>
<td>5.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Honeydew</td>
<td>90.6</td>
<td>7.7</td>
<td>4.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Mango</td>
<td>81.7</td>
<td>16.8</td>
<td>7.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Orange</td>
<td>56.0</td>
<td>12.2</td>
<td>8.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Peach</td>
<td>89.1</td>
<td>9.7</td>
<td>8.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Pear</td>
<td>83.2</td>
<td>15.3</td>
<td>8.7</td>
<td>1.4</td>
</tr>
<tr>
<td>Pineapple</td>
<td>85.3</td>
<td>13.7</td>
<td>10.6</td>
<td>0.4</td>
</tr>
<tr>
<td>Plums</td>
<td>86.8</td>
<td>11.9</td>
<td>5.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Strawberries</td>
<td>89.9</td>
<td>8.4</td>
<td>4.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Watermelon</td>
<td>92.6</td>
<td>6.4</td>
<td>3.2</td>
<td>0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vegetables</th>
<th>Carrots</th>
<th>88.2</th>
<th>9.7</th>
<th>5.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onions</td>
<td>89.1</td>
<td>8.7</td>
<td>7.9</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Peas</td>
<td>78.0</td>
<td>14.4</td>
<td>5.5</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>Tomatoes</td>
<td>93.5</td>
<td>4.7</td>
<td>2.8</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Sweet Potatoes</td>
<td>63.7</td>
<td>32.5</td>
<td>7.2</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

*Portion of a 100 gram sample. Data was referred to the HVH-CWRU Nutrient Data Base developed by the Division of Nutrition, Highland View Hospital, and department of Biometry and Nutrition, School of Medicine, Case Western Reserve University, Cleveland, Ohio.

#Average sugar content. The sugar content of ripe fruit and vegetables may be higher.
1. ESTIMATE OF ENERGY SAVINGS

Energy conservation is an important issue in both industry and agriculture. The US is largely dependent on foreign energy sources such as oil. About 23% of the total fresh food (fruits and vegetables) production is lost every year in the US. This wasted energy should be saved. According to our survey, a significant amount of energy is also wasted during storage, distribution, and transportation of harvested fruits and vegetables. Also, local distributors told us that about 15% of their fresh produce is lost before it can be sold. They said that they could decrease the loss to 5% if a sensor which could monitor ripeness of fruits and vegetables were available. The energy which we describe here as invested energy is the energy used in growing the fruits and vegetables. Utilized energy is the energy used to bring them to market.

1.1 Invested Energy

The following is a detailed description of the estimate of the invested energy which could be saved by utilizing a ripeness sensor. A total of thirteen fruits were considered in this calculation: apples, apricots, avocados, bananas, cherries, grapes, grapefruit, oranges, papayas, peaches, pears, pineapples, and strawberries. The following four vegetables were also considered: cantaloupe, honeydew, tomatoes, and watermelon.

According to the USDA (Agricultural Statistics, 1988) the total U.S. production of the thirteen fruits was 28.3 million tons in 1988. The total production for the four vegetables was 11.1 million tons. The average energy cost for producing the fruits was $3.44 \times 10^6$ BTU/ton while the cost for the vegetables was $2.48 \times 10^6$ BTU/ton (R.C. Fluck et al., Agricultural Energetics, 1980). Average losses after harvest were about 22.9% for the thirteen fruits and 22.8% for the four vegetables.

Assuming 20 to 30% of the losses (due to spoilage caused by the lack of ripeness monitoring) could be prevented if the ripeness sensor were used, the estimated energy savings would be:

(1) For a 20% recovery rate

Fruit:

\[ [28.3 \text{ million tons}] \times [3.44 \cdot 10^6 \text{ BTU/ton}] \times 0.229 \times 0.2 = 4.459 \times 10^{12} \text{ BTU} \]

Vegetables:

\[ 11.1 \text{ [million tons]} \times 2.48 \cdot 10^6 [\text{BTU/ton}] \times 0.228 \times 0.2 = 1.255 \times 10^{12} \text{ BTU} \]

**TOTAL:** $5.7 \times 10^{12}$ BTU per year.

(2) For a 30% recovery rate:
Fruit:

\[
[28.3 \text{ million tons}] \times [3.44 \times 10^6 \text{ BTU/ton}] \times 0.229 \times 0.3 = 6.688 \times 10^{12} \text{ BTU}
\]

Vegetables:

\[
[11.1 \text{ million tons}] \times [2.48 \times 10^6 \text{ BTU/ton}] \times 0.228 \times 0.3 = 1.883 \times 10^{12} \text{ BTU}
\]

**TOTAL:** \(8.6 \times 10^{12} \text{ BTU per year.}\)

During the spring of 1990, we conducted a literature search and contacted people working in the fruit and vegetable industry in order to determine the average losses which occur in the handling and marketing of fruits and vegetables. Included in our phone contacts were USDA scientists, grocery store managers, and produce wholesalers. On the basis of this information, the approximate recoverable losses were 31.5% for the fruit and 21.9% for the vegetables. Using these figures, the energy savings for the selected fruits would be approximately \(7.02 \times 10^{12} \text{ BTU}\) and the energy savings for the selected vegetables would be approximately \(1.37 \times 10^{12} \text{ BTU}\). This gives a total yearly energy savings of \(8.39 \times 10^{12} \text{ BTU}\). This is equivalent to a yearly savings of about 60 million gallons of gasoline or about 9,000 million cubic ft of natural gas.

### 1.2 Utilized Energy

Additional energy savings are possible during storage, transportation, and distribution of the harvested fruits (28.3 million tons) and vegetables (11.1 million tons). Assuming that 1500 BTU/ton (at 40°F) is used each day for cooling and that cooling is needed 200 days a year, the energy needed for cooling during storage and distribution is \(12 \times 10^{12} \text{ BTU/year}\). If 80% of the fresh produce is transported by truck, another \(20 \times 10^{12} \text{ BTU/year}\) is needed for transportation. Therefore, the total utilized energy for storage, transportation and distribution amounts to \(32 \times 10^{12} \text{ BTU}\) a year. If imported fruits and vegetables are counted, the total energy consumption would be approximately twice this value, \(64 \times 10^{12} \text{ BTU}\), each year. The following example illustrates the procedure for calculating energy savings.

Harvested fruits are routinely stored in cooling facilities for several weeks or more while they further ripen naturally. For example, at the time of harvest, 60 boxes of apples could be separated into four groups according to their ripeness (or sweetness) using the ripeness sensor: (A) well-ripened apples ready to ship, (B) ripe apples which can be stored for a week, (C) moderately ripened apples which need to be stored for two weeks, and (D) slightly ripened apples which can be stored for three weeks or be used for apple pie or sauce. The following estimates are based on the assumption that the energy consumption for a cooler is 700 BTU/box/day.

### With the Ripeness Sensor

In this scenario, the sensor is used to sort the harvested apples according to sugar content: 10 boxes in group (A), 20 boxes in group (B), 20 boxes in group (C), and 10 boxes in group (D). Each group is stored in separate coolers (I, II, III, IV in Figure 1). The apples in group (A) have a high sugar content and are ready to ship so that no storage is necessary. The apples in group (B) have a medium sugar content and are stored for one week. The apples in group (C) have a relatively low sugar content and are stored for two weeks so that sugar content increases as a result of ripening during storage. The apples in group (D) have a low sugar content and require storage for three weeks. Half of them can be processed for apple juice or sauce with no storage. Therefore, the total utilized energy consumption is:
(20 \text{ boxes} \times 700 \text{ [BTU/box/day]} \times 7 \text{ days}) + (20 \text{ boxes} \times 700 \text{ [BTU/day]} \times 14 \text{ days}) + (5 \text{ boxes} \times 700 \text{ [BTU/box/day]} \times 21 \text{ days}) = 367,500 \text{ BTU.}

\textbf{Without the Ripeness Sensor}

In this second scenario, the harvested apples are not sorted according to their ripeness or sweetness. The 60 boxes of ungraded apples are stored in three coolers for two weeks (or 20 boxes each in I, II, and III in Figure 1). The energy consumption is: $3 \times 20 \text{ [boxes]} \times 700 \text{ [BTU/box/day]} \times 14 \text{ days} = 588,000 \text{ BTU.}$ The total energy consumption with the sensor is about 37.5% higher than the consumption with the sensor. This suggests that about $9 \times 10^{12} \text{ BTU}$ (i.e. $0.375 \times 24 \times 10^{12} \text{ BTU}$) can be saved during storage and distribution. About 17% or more (10 boxes in group (A) + some of in group (B)) would be over-ripe when removed from the coolers and could easily spoil during transportation or distribution. In other words, at least 17% of the energy for transportation could be saved. This is equivalent to $6.8 \times 10^{12} \text{ BTU}$ (i.e. $0.17 \times 40 \times 10^{12} \text{ BTU}$) a year.

\subsection*{1.3 Conclusion}

Ripeness sensing can save a significant amount of energy (both \textit{invested} and \textit{utilized energy}) and at the same time improve quality control for the fresh food market. The ripeness sensor can non-destructively monitor ripeness thereby preventing much of the loss due to over-ripening. By sorting fruit and vegetables according to their sugar contents, the sensor can save about 37.5% of the energy utilized for storage and distribution and at least 17% of the energy utilized for transportation. Therefore, the total yearly energy savings amounts to $24.2 \times 10^{12} \text{ BTU}$ (i.e. \textbf{0.0242 quad}). The total includes $8.39 \times 10^{12} \text{ BTU}$ savings for the invested energy, $6.8 \times 10^{12} \text{ BTU}$ savings for the energy utilized in transportation, and $9 \times 10^{12} \text{ BTU}$ savings for the energy utilized in storage and distribution. This is equivalent to a yearly savings of approximately 173 million gallons of gasoline. In addition, over-ripe fruit could be processed into fruit sauce or juice without storage. This would also contribute to the energy savings. There would also be other energy savings which are not included because they are difficult to estimate. For example, the consumer would have to throw away fewer fruits and vegetables due to over-ripening.
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Figure 1. Concept of the utilized energy saving
2. FEASIBILITY STUDIES ON SUGAR CONTENT MEASUREMENTS

$^1$H-MR is based on the resonant absorption and emission of very low magnetic energy by a proton nucleus subjected to two perpendicular magnetic fields (Figure 2). $^1$H-MR spectroscopy is recognized as one of the most powerful techniques for chemical analysis. It can be used to develop sensors which give electrical signals proportional not only to the total concentration of selected nuclei (such as hydrogen nuclei associated with sugars), but also to the amounts of particular components or molecules in the sample. Because it is non-destructive and noncontacting (or non-toxic), $^1$H-MR has many potential applications in biological, agricultural and food engineering. The main objective of this study was to investigate the feasibility of using it to detect ripeness of raw fruit.

2.1 Materials and Methods

A 200 MHz high resolution $^1$H-MR was used to test water-sugar solutions and fruit cores of bananas and apples. The diameter of the sample was limited to 5 mm. The single pulse technique was employed to detect water and sugar peaks.

The magnetized nuclei induce an electrical signal in an adjacent receiver coil. This is called the free induction decay (FID) signal. Eight FID signals of a sugar-water mixture and sixteen FID signals of a fruit sample were accumulated and processed using the Fourier transformation. The water peak was used as a reference and it was assumed that it had a chemical shift of 4.608 ppm.

The strength of an $^1$H-MR signal, which is related to the area under the $^1$H-MR spectrum line, is proportional to the number of nuclei contributing to the spectrum line. Sugar peak intensity is proportional to the sugar concentration or total number of sugar molecules. The intensity is represented as the area under the sugar peak. The area under the peak at 3.5±0.25 ppm was used as an indicator of the sugar peak intensity. To calculate the approximate area, we measured sugar peak height from the baseline and multiplied it by the average peak width, which we assumed was always constant at 0.5 ppm. This allowed us to simplify our data analysis by using the sugar peak height for the correlation with sugar contents in both sugar-water mixtures and raw fruit samples.

The soluble solids content of each sample was measured with an Atago N1 refractometer. It was assumed that sugar content was equal to soluble solids content. Each sample was smashed and, using an IEC Clinical Centrifuge separator, was separated into a liquid phase, called supernatant, and a semi-solid phase. The supernatant was applied to the glass surface of the refractometer.

2.2 Water-Sugar Solutions

The $^1$H-MR spectra of fruit could be simulated using water-sugar mixtures. Sugar is almost pure sucrose. Six sugar-water mixtures were used to investigate the correlation of sugar content to $^1$H-MR spectra. They contained 2%, 4%, 6%, 8%, 10% and 15% sugar by weight.

Figure 3 shows the $^1$H-MR spectra of a 10% sugar-water mixture. The sugar peaks of the $^1$H-MR spectra appeared around 3 to 4 ppm. Figure 4 shows the correlation of sugar content to amplitude of the
highest sugar peak. The correlation was the best (correlation coefficient $r=0.987$) when the highest sugar peak was used (see Figure 3). This method is promising because it is simple and gives a more rapid quantitative measurement of sugar content than determination of the area under the peak.

2.3 Raw Fruit Core Samples

Two different kinds of raw fruits were tested: bananas and apples. The 5 mm diameter $^1$H-MR tube was gently pushed into the fruit so that there was minimal destruction of the tissue. The fruit samples were not smashed or ground. Also, the sample was tested as soon as possible (within 5 minutes) to reduce effects of enzymes that break down sugars.

The fruit samples were a solid-and-liquid mixture consisting of water, sugar and other carbohydrates. To increase the signal-to-noise (S/N) ratio of the fruit samples, the scanning time was increased to twice that of the sugar-water mixture. Figure 5 shows water and sugar peaks of a sample of ripened banana. The peaks were broadened because of non-uniformity inside the sample core. The sugar peak was located around 3.5 ppm. A deconvolution technique could be used to get a narrow sugar peak and the exact peak location.

The amplitudes of the sugar peaks corresponding to the sugar content (closely related to ripeness) of banana and apple samples are plotted in Figures 6 and 7. Linear regression analysis gave correlation coefficients, $r$, of 0.94 and 0.87, respectively. The standard errors of correlation (SEC) were 1.53 and 1.37, respectively.

2.4 Conclusions

The measurement of sugar contents of water-sucrose mixtures using $^1$H-MR was quite successful. Ripeness level (or sugar content) of fruit samples was linearly correlated to the amplitude of the sugar peaks. This suggests that raw fruits could be graded into several ripeness categories by the measurement of the amplitude of the sugar peaks. No sugar peak was detected from the unripe (green) bananas, because the strong water peak masked the weak sugar peak. Its sugar content measured with the refractometer was approximately 8%. Therefore, if detection of sugar content of fruits over a wide range of sugar contents is desired, a water peak suppression technique must be used.
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Figure 2. Block diagram of a typical $^1$H-MR spectrometer

Figure 3. The $^1$H-MR spectrum of 10% sugar-water mixture
Figure 4. Correlation of sugar content to the highest sugar peak from sugar-water mixtures

Figure 5. The $^1$H-MR spectrum of a well-ripened banana sample
Figure 6. Correlation between ripeness of bananas and height of sugar peak

Figure 7. Correlation between ripeness apples and height of sugar peak
3. REVIEW ON WATER PEAK SUPPRESSION TECHNIQUES

Although Fourier transform or pulsed $^1$H Nuclear Magnetic Resonance ($^1$H-MR) spectroscopy has several important advantages over other analytical methods, it is not widely used for the analysis of high water content materials (such as dilute aqueous solutions, and raw fruits and vegetables) because of two major drawbacks: (i) the strong water peak resonance, and (ii) the broad undecipherable aspect of the spectrum due to the ubiquity of the $^1$H in biological systems combined with the non selective nature of the $^1$H-MR method (strong overlapping background).

As pointed out in the conclusion of part two, in order to study weak metabolite signals (such as those from sugar) in biological systems, the water signal must be suppressed and the resulting spectrum enhanced. As mentioned in the Background section (see Table 1), water content of fresh fruits usually varies from 80% to 95%, and sugar content varies from 5% to 20%. The $^1$H-MR spectra of fruit tissue samples contain primarily water and sugar peaks (section 2, Figure 5). The water peak is broad and intense and partially overlaps the sugar peak, making quantification difficult. This problem is worse when inherent resolution of the spectrometer is low, as it is when lower magnetic fields are used. Thus, in developing a fruit ripeness sensor based on $^1$H-MR with low magnetic fields, the water resonance should be suppressed. The suppression of a strong peak eliminates the need for excessive demand on receiver linearity and allows the A/D converter to have a narrower dynamic range [10]. This prevents computer memory overflow and rounding errors during the FT operation [6].

Hore [6] classifies the methods of removing the strong solvent signals in two categories: (i) those which try not to excite the intense solvent signal and (ii) those which minimize the solvent magnetization at the time when the resonance frequency is observed. The first category includes selective excitation sequences. Martin et al. [9] proposed two methods which fall in the second category: double irradiation and the use of the differences in relaxation times $T_1$ between the solute and the solvent. Other researchers [20,2,1,12] have used the $T_2$ relaxation times to separate a solute with a short-$T_2$ from a solvent with a longer $T_2$.

A question which must be answered for fruit sugar content measurements is which technique should be used for water peak suppression. Two general techniques enable suppression or removal of the water peak. The first technique is selective excitation or irradiation of certain peaks. The second uses the differences between $T_1$ and $T_2$ relaxation times. There are many pulse sequences which can be used to accomplish these two general objectives. Detailed reviews on the pulse sequences are given elsewhere [22].

3.1 Excitation and Irradiation Techniques

A major limitation of these techniques occurs when the solute and the solvent peak are close to one another. It is then impossible to irradiate (or excite) one without having an influence on the other. This limitation may be severe in the case of lower field strengths because the resolution is poorer and the bands are closer together.
3.1.a Irradiation Methods

If the solvent peak is wide because of inhomogeneities of the magnetic field $B_0$, it can not be irradiated by a pulse at the peak frequency. An attempt to do so results in a burning hole. Indeed, in this case, the peak is composed of a series of smaller peaks at various frequencies clustered around the center frequency and distributed according to the variation of the magnetic fields in the sample [4]. This makes the FID much shorter and the $^1$H-MR line broader.

Generally, when irradiation methods are being used, it is highly recommended that the homogeneity of the magnetic field be improved as much as possible by careful shimming [6]. On the other hand, spatial inhomogeneity of the decoupler is rather a good thing because it increases the dephasing. Other difficulties of the irradiation technique occur because of saturation transfer and cross-relaxation. In conclusion, irradiation should be avoided if the field $B_0$ is inhomogeneous.

3.1.b Excitation Methods

The selective excitation sequences are numerous. However, some general observations can be made:

1. The soft pulse (or long pulse) methods require very fine tuning of $B_1$.

2. Methods with an even number of pulses (e.g. 1-3-3-1) are less sensitive to pulse shape inaccuracies than those with odd numbers (e.g. 1-2-1) because each pulse in one phase is balanced by a pulse of exactly the same length in the opposite phase. (Note: the numbers give relative pulse lengths and the overbar means a 180° shift. The delay time, $\tau$, between pulses is constant.)

3. Even sequences are less sensitive to $B_0$ and $B_1$ inhomogeneities but are more susceptible to phase shifts.

4. Problems with a switching transient may be encountered if the pulse angles are small.

5. Sequences involving phase shifts (e.g. 1-1) require very accurate phase shifts and precise balance in the RF channel.

6. The longer the pulse sequence, the higher the risk of phase distortion.

These features enable selection of the most appropriate method for sensing the sugar content of fruits. Generally, soft pulses are more sensitive to $B_1$ and $B_0$ inhomogeneities, and cannot be used. Although the DANTE method usually requires very short pulses, it can cause transient errors during switching. For the binomial sequences and methods derived from them, the even sequences are more advantageous than the odd ones because they are less prone to problems of pulse shape. Therefore, they are the preferred methods.

3.2 Relaxation Time Techniques

These techniques attempt to zero the magnetization of the solvent before the acquisition. They are only successful when there is a great difference between the relaxation times of the solute and the solvent. These are the only available methods if the solute and the solvent peak are close because the selectivity is based on the frequency. Unfortunately, these methods often decrease the signal strength and change the relative intensity. As water is a small molecule, its motion may be very fast. Differences are more likely among larger biological molecules (e.g. carbohydrates, fat, etc).
In a water-solute system, if $T_1(\text{water}) \ll T_1(\text{solute})$, a good method of suppressing the water peak is fast pulsing to achieve a steady state. For $T_1$ methods, a very good $B_1$ homogeneity is needed so that the solvent magnetization can be zeroed everywhere at the same time. Methods using $T_2$ differences, such as the Carr-Purcell-Meiboom-Gill (CPMG) sequence, are less sensitive to field inhomogeneities, but usually require use of a reactant.

### 3.3 Choice of Appropriate Technique

Figure 8 is a block diagram illustrating the choice of an appropriate method for water peak suppression. The choice mainly depends on:

1. The proximity of the solute and the solvent peaks
2. The degree of inhomogeneity of the magnetic fields, $B_0$ and $B_1$
3. The purpose of the spectrum
   - Is phase error essential?
   - Will the relative intensity be measured?
   - Is saturation transfer important? etc.
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Figure 8. Some criteria for choosing a good water peak suppression method
4. WATER PEAK SUPPRESSION

In the study described in section 2, which employed proton Magnetic Resonance (\(^{1}\)H-MR at 200 MHz), the amplitude of the sugar peak was highly correlated \((r \leq 0.99)\) with the sugar content of banana and apple tissue (Cho, 1989). Sugar content has been highly correlated with ripeness in most fruit. A design for a low field \(^{1}\)H-MR ripeness sensor has also been proposed (Cho et al., 1990).

The \(^{1}\)H-MR spectra of fruit tissue samples include both water and sugar peaks. Because the water content is dominant, the water peak is intense and the sugar peak is relatively weak. The water peak is broad and partially masks the sugar peaks, making quantification difficult. This problem becomes worse when the magnetic field of the spectrometer is low. Therefore, in developing a ripeness sensor based on \(^{1}\)H-MR with low magnetic fields, the water peak should be suppressed. This section of the report describes an investigation of the feasibility of measuring sugar content in fruit tissue using two relatively simple water peak suppression techniques in a high magnetic field \(^{1}\)H-MR spectrometer.

The experiments were performed at the Purdue University Biochemical Magnetic Resonance Laboratory, supported by NIH (grant RR01077 from the Biotechnology Resources Program of the Division of Research Resources), and the NSF National Biological Facilities Center on Biomolecular NMR, Structure and Design at Purdue (grants BBS8614177 and 8714258 from the Division of Biological Instrumentation).

4.1 Materials and Methods

A high resolution \(^{1}\)H-MR spectrometer (Varian Unity 200) which operated at 200 MHz was used to observe the \(^{1}\)H spectra of muskmelon samples. The room was maintained at 25°C. The width of a 90° pulse was 24.7 μs and FID (free induction decay) signals were stored as 16K data points. Seven different muskmelons were used; 11 tissue samples from four melons were used for the T\(_1\) (spin-lattice relaxation time) measurements, and 10 samples from three melons were used for the remaining measurements (single pulse, selective saturation, and inversion recovery).

The cored pieces were gently pressed into the glass sample tube to maintain the original tissue structure. The cored fruit tissue was not smashed or otherwise physically changed. The diameter of the sample tube was 5 mm, and was limited by the diameter of the available probe. A refractometer (Atago N\(_1\), Brix 0-32%) was used to measure sugar content (assumed to be equal to soluble solids content) of all samples. Juice was removed from cored samples by squeezing them between thumb and index finger.

Techniques for water peak suppression were reviewed (Bellon et al., 1989) and two simple techniques, selective saturation and the Inversion Recovery Fourier Transform (IRFT) sequence were tested.

4.2 Spin-lattice Relaxation Times

The objectives of these tests were to determine: (1) whether the T\(_1\) values of water and (2) sugar correlated with sugar content and whether the T\(_1\) values of the sugar and water differed enough to use of
the IRFT technique to suppress the water peak. The IRFT technique can only be used when relaxation times vary by at least a factor of 1.4 (Martin et al., 1980).

The measured T₁ relaxation times of water and sugar in muskmelon with different sugar contents varied from 1.86 to 2.7 sec (water) and from 0.53 to 1.3 sec (sugar). The T₁ of water was at least twice as large as the T₁ of sugar in all cases. Therefore, the IRFT pulse sequence could be used for water peak suppression. The samples with higher sugar content had shorter T₁ times. The T₁ values of water and sugar were linearly correlated with sugar content as shown in Figure 9. Correlation coefficients r were 0.76 and 0.82, respectively. Standard errors of calibration (SEC) were 0.202 and 0.160, respectively. The T₁ of sugar was more highly correlated than the T₁ of water.

4.3 Single Pulse

The resonance signal may be detected after a short (µs) and intense radio frequency pulse B₁ that tilts the total ¹H magnetization by a certain angle relative to the static magnetic field (the z-direction). This creates detectable magnetization in the xy (transverse) plane.

The water resonance strongly dominated the sugar resonance, but these were broadened somewhat due to magnetic inhomogeneity in the tissue. The strong water resonance can cause the apparent signal to noise ratio (S/N) of the sugar resonance to appear to be relatively low. (Note: S/N is the ratio of the height of the water or sugar peak to the height of the noise). Also at low sugar contents it masks the sugar peak. The sugar peak was not visible in unripened muskmelon (sugar content less than 8%). The heights of the sugar peaks were measured and their correlation with sugar content is shown in Figure 10. The r was 0.94 and the SEC was 3.48. The S/N was 15 at 8.3% sugar.

4.4 Selective Saturation with Single Pulse

In the selective saturation experiment, the water resonance was irradiated by an additional radio frequency field B₂ applied as a long (ms) and weak (a few watts) pulse. First a spectrum was recorded and then the B₂ frequency was adjusted to correspond to the peak to be irradiated.

Selective irradiation of the water peak resulted in significant reduction of water resonance intensity, but the shape of the residual peak showed "hole burning". This indicated the original water peak was heterogeneously broadened; that is, it was composed of many overlapping resonances of different frequencies. The existence of inhomogeneous broadening suggested that selective irradiation may not be a suitable technique for suppressing the water peak.

4.5 Inversion Recovery Sequence

The IRFT sequence first rotates the total magnetization of all protons by 180°. Then the ¹H longitudinal (z-component) magnetization is allowed to partially relax (i.e. to approach initial equilibrium) during a delay time t₂. After the delay a 90° pulse is applied to create detectable transverse magnetization. The resonance signal is detected immediately following the 90° pulse. The difference in the spin-lattice relaxation times, commonly referred to as T₁, can be used to suppress the water peak. Water protons relax more slowly than sugar protons (i.e. longitudinal relaxation time T₁ is greater for water protons), and at a time t₂ the water signal is zero whereas the sugar signal has recovered to positive values. When the signal is measured at that time, the water peak is suppressed.
The delay time $\tau_2$ is dependent on the particular longitudinal relaxation times $T_1$ of both water and sugar. The longitudinal relaxation times of both were measured in a separate experiment to confirm that $T_{1(\text{water})} > 1.4 \times T_{1(\text{sugar})}$ and to determine the optimal value of $\tau_2$. The most appropriate $\tau_2$ time for effective water peak suppression apparently was between 1 and 1.2 sec. The delay time chosen was 1.2 sec, which generally resulted in no "wings" on the water peak.

Peaks were detectable with the IRFT technique for samples with sugar contents as low as 1.8%. The spectral criterion was the absolute height of the sugar peak. As shown in Figure 11, two regression models were tested: a linear regression, which gave an $r$ of 0.94 and standard error of correlation (SEC) of 19.64, and a polynomial regression, which gave an $r$ of 0.98 and an SEC of 12.70. The correlation coefficient $r$ for the linear regression was as high as those obtained with the single pulse method. Furthermore, in this experiment measurements were obtained from all 10 samples over a wider sugar concentration range. The $S/N$ ratio was about 34 at 8.3% sugar content, considerably higher than in the single pulse experiment.

**4.6 Summary of Significant Findings**

The sugar content of fruit tissue cores was measured using the sugar proton resonance intensity in the high resolution (pulsed FT) $^1$H-MR spectra. The $T_{1(\text{water})}$ was almost twice that of $T_{1(\text{sugar})}$, allowing a $T_1$-selective (IRFT) pulse sequence to be applied to suppress the strong water resonance. With the single pulse method, sugar peaks in fruit tissue with low sugar content (less than 8%) were not detectable. However, the IRFT pulse sequence effectively suppressed the strong water resonance (relative to sugar resonance intensity) in all fruit samples and significantly improved the S/N ratio of the sugar peak, allowing detection of the sugar peak in a fruit sample having a sugar content as low as 1.8%. Calibration plots between refractometer measurements of sugar content and sugar peak height were obtained using both the single pulse and the IRFT pulse sequence. The data acquisition time to obtain an $^1$H-MR spectrum was less than 1 second with the single pulse technique and less than 2 seconds with the IRFT pulse.
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Figure 9. Correlation between hydrogen $T_1$ (of water and sugar resonances) and refractometer measurements of sugar content in muskmelon.
Figure 10. Correlation between $^1$H-MR sugar peak height and sugar content in muskmelon using the single pulse technique.
Figure 11. Correlation between $^1$H-MR sugar peak height and sugar content in muskmelon tissue using the IRFT pulse technique.
5. NON-DESTRUCTIVE TESTS ON INTACT FRUIT

The experiments described in this section measured the sugar content of intact fruit with low resolution (i.e. low magnetic field) $^1$H-MR using the spin-spin ($T_2$) relaxation time (Martin et al., 1980) of the resonance signal. The specific objectives were (1) to develop a correlation model between $T_2$ and sugar content using chemical exchange as a basis and (2) to validate the model with $^1$H-MR experiments on intact fruit (grapes and cherries).

5.1 Chemical Exchange and Correlation Model

In fruit, sugar is dissolved in water which is in the vacuoles of cells (Lee, 1983). The sugar molecules (such as sucrose, D-glucose, and D-fructose) contain -OH groups having protons that exchange with the protons in water. A sucrose molecule consists of two monosaccharide units (D-glucose and D-fructose) and has a molecular weight of 342 compared to a molecular weight of 18 for H$_2$O. During the formation of sucrose crystals, three of the eight hydroxyl protons are involved in the formation of intermolecular bonds and the remaining five are involved in intermolecular hydrogen bonds. However, during solubilization in water, some of the inter- and intra-molecular bonds are broken (Mora and Baianu, 1990). When considering the concentration of exchangeable protons, water has two moles of exchangeable protons per mole while sucrose has eight moles per mole.

A glucose and a fructose molecule has a molecular weight of 180. A sucrose molecule consists of two monosaccharide units (D-glucose and D-fructose) and has a molecular weight of 342 compared to a molecular weight of 18 for H$_2$O. In the following, "W" represents water and "S" sugar. A typical yellow banana has 75.7% water and 19.6% sugar (8.5% sucrose, 5.9% fructose and 5.2% glucose) (Ensminger et al., 1983). The number of moles of water, sucrose, fructose and glucose are 4.21, 2.49$\times$10$^{-2}$, 3.28$\times$10$^{-2}$ and 2.89$\times$10$^{-2}$, respectively. The proportion of exchangeable protons in water and sugar, i.e. $P_W$ and $P_S$ are 0.943 and 0.057.

The equation that describes $1/T_{2(\text{obs})}$ when $P_S \ll P_W = 1.0$ was given by Martin et al. (1980) in a study of the absorption signal:

$$\frac{1}{T_{2(\text{obs})}} = \frac{1}{T_{2W}} + \frac{P_S}{\tau_S} \cdot \frac{T_{2S}^{-2} + (T_{2S}^{-1} \cdot \tau_S)^{-1} + (\omega_W - \omega_S)^2}{(T_{2S}^{-1} + \tau_S)^2 + (\omega_W - \omega_S)^2}$$

[1]

where, $T_{2W}$ and $T_{2S}$ are $T_2$ relaxation times of W (water) and S (sugar), $P_W$ and $P_S$ are proportions of W (water) and S (sugar), $\omega_W$ and $\omega_S$ are resonance frequencies of W and S, and $\tau_S$ is the lifetime on site S (sugar) defined as the time for instantaneous magnetization transfer from S to W.

Chemical exchange is considered to be very fast if $\tau_S^{-1} \gg$ both $T_{2S}^{-1}$ and $(\omega_W - \omega_S)$. In $^1$H-MR spectrum, the water and sugar peak are separated by about 1 ppm. For 10 MHz $^1$H-MR, $\omega_W - \omega_S = 10 \text{ MHz} \times 10^{-6} = 10 \text{ Hz}$. Also $T_{2S}^{-1} = 1 \text{ Hz}$, because $T_{2S} = 1 \text{ sec}$ for a dilute sugar solution (Mora and Baianu, 1989, 1990). Generally, the exchange between the hydroxyl protons of water and sugar is very fast and the residence time at each site is always smaller than 1 ms. Therefore, the exchange rate $\tau_S^{-1}$ will be greater than 1000 Hz and $\tau_S^{-1} >>$ both $T_{2S}^{-1}$ and $(\omega_W - \omega_S)$. In the case of very fast exchange, equation [1] becomes
\[
\frac{1}{T_{2(\text{obs})}} = \frac{1}{T_{2w}} + P_S \cdot \left[ \frac{1}{T_{2S}} + \tau_S (\omega - \omega_S)^2 \right].
\]

The third term, \(P_S \tau_S (\omega - \omega_S)^2 \ll 1.0\), and can be negligible. Equation [2] can be expanded in the binomial series \((1+x)^{-1}\) and higher order terms can be ignored. For sugar contents typically found in fruits, banana has the highest sugar content. Therefore, \(P_S\) of banana has a maximum value, or 0.057. We know that \(T_{2S} = 1\) sec for a dilute sugar solution (Mora and Baianu, 1989, 1990). \(T_{2w}/T_{2S}\) is usually less than 2.0. Therefore, equation [2] becomes

\[
T_{2(\text{obs})} = T_{2w} \cdot \left[ 1 - \frac{T_{2w}}{T_{2S}} \cdot P_S + \left( \frac{T_{2w}}{T_{2S}} \cdot P_S \right)^2 \right].
\]

The \(P_S^2\) term is nearly negligible, because \(P_S \ll 1.0\). Free sugar in sweet cherries and grapes consists of fructose and glucose. For example, ripe grapes have 81.6% water, 0.2% sucrose, 4.3% fructose and 4.8% glucose and ripe sweet cherries have 80.4% water, 1.9% sucrose, 7.2% fructose and 4.7% glucose (Ensminger et al., 1983). The amount of sucrose is negligible. In this case, the value of \(P_S\) is calculated as follows:

\[
P_S = \frac{5 \cdot C/180}{5 \cdot C/180 + 2 \cdot (100 - C)/18}
\]

where, \(C\) is the sugar content in percent weight. Because the sugar content of fruit is less than 25%, \(5 \cdot C/180 \ll 2 \cdot (100 - C)/18\). Therefore, \(5 \cdot C/180\) can be eliminated from the denominator. Using the binomial series approximation and substituting \(P_S\) gives an expression for \(T_{2(\text{obs})}\) as a function of the three parameters \(X, Y\) and measured sugar content \(C\) (%): of intact fruit:

\[
T_{2(\text{obs})} = X - \frac{Y}{400} \cdot C = \frac{Y}{40000} \cdot C^2
\]

Because the sugar content in fruit is less than 25%, the third term containing \(C^2\) in equation [5] becomes negligible, and the expression becomes approximately linear:

\[
T_{2(\text{obs})} = X - \frac{Y}{400} \cdot C = X - \frac{Y}{4} \cdot \frac{C}{100}
\]

where, \(X = T_{2w}\) and \(Y = T_{2w}^2/T_{2S}\). Therefore, equation [6] is a correlation model which suggests that measured \(T_2\) is linearly correlated to sugar content \(C\) (%). The intercept \(X\) implies the value of \(T_{2w}\).

5.2 Experimental Evidence for the Correlation

Intact berries of "Red Flame Seedless" grapes and sweet cherries (grown in Washington and California) were tested with a Bruker 10 MHz Pulsed \(^1\)H-MR spectrometer (Model PC-10). The inside diameter of the sample tube was 24 mm. The intermediate diameter of the grapes and cherries ranged from 22 to 24 mm. The average weights of the grapes and the cherries were, respectively, 4.712±0.487 g and 5.652±0.459 g. A refractometer (Atago N1, Brix 0-32%) was used to estimate sugar content of the samples. Juice for the refractometer measurement was obtained by squeezing the samples by hand.

\(T_2\) is the spin-spin relaxation time and is the time constant of the FID resonance signal. \(T_2\) values were measured with the Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence (Martin et al., 1980). Measurements were carried out at 23 ± 1°C. The time required for \(T_2\) measurement was about 3 sec per scan including the time for 100 echoes of 20 ms and for data acquisition. For each cherry and grape, the \(T_2\) time was measured twice and average values were used.
The correlation between sugar content and measured $T_2$ was investigated as a means of validating the correlation model. Figures 12 and 13 show the correlations between observed $T_2$ values and sugar contents for tests conducted on 17 grapes and 40 cherries. The measured $T_2$ was linearly correlated to sugar content as suggested by the correlation model (equation [10]). The correlation coefficients $r$ were 0.66 and 0.62 respectively. The standard errors of correlation (SEC) were 0.0197 and 0.0502, respectively.

Firmness is a major quality attribute of many fruits and vegetables. In the tests on sweet cherries, firmness (apparent modulus of elasticity) was also measured using the compression testing procedure described in ASAE Standard S368.2 (ASAE, 1990). Firmness was correlated with $T_2$ ($r=0.6$ to 0.7) (Stroshine et al., 1990). Therefore, both sugar and firmness affect $T_2$. Additional experiments are needed to determine the $^1$H-MR device setting and techniques which will give the highest correlations for each of these two factors. It seems possible that firmness and sugar content can be measured simultaneously on an $^1$H-MR device.

5.3 Conclusions

A correlation model, based on the principle of chemical exchange, predicted that there would be a linear relationship between $T_2$ and sugar content in intact fruit. This type of relationship was found in $^1$H-MR tests on intact grapes and cherries. It seems likely that the correlation could be improved by appropriate choice of pulse techniques, separate measurements of both short $T_2$ and long $T_2$, and a probe designed for intact fruit. The results suggest that sugar content in intact fruit can be non-destructively estimated using the $T_2$ value as determined with low resolution $^1$H-MR and a ripeness sensor based on low resolution $^1$H-MR (having a low magnetic field) is feasible.
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Figure 12. Correlation between sugar content (measured with a refractometer) and $T_2$ relaxation times for intact individual 'Red Flame' seedless grapes.

Figure 13. Correlation between sugar content (measured with a refractometer) and $T_2$ relaxation times for intact Washington sweet cherries.
6. RIPENESS SENSOR DEVELOPMENT: PROTOTYPE

Sections 2, 4 and 5 have described the non-destructive measurement of sugar content in both fruit tissue (core samples) and intact fruit using $^1$H-MR. These tests demonstrated the feasibility of developing a $^1$H-MR based sensor for non-destructive quality control of fruit. Using a low magnetic field (or permanent magnet) and water peak suppression techniques (for the second generation sensors), a low cost ($^1$H-MR based) sensor is being developed. The prototype ripeness sensor consists of following five main units which are connected as shown in Figure 14:

1. Magnet - permanent magnet assembly, and steel cover.
2. Probe - RF (radiofrequency) coil and detect coil, sample tube, and tuning circuit.
3. Transmitter - signal and pulse generator, pulse programmer, RF gate, and RF power amplifier.
5. Computer - data acquisition, signal processing software, and plotter.

6.1 Magnetic Console Design

The magnetic console box consists of two permanent magnet assemblies and a steel cover. Figure 15 shows the proposed design. Pole surface plates and shimming frames were used to improve the homogeneity. An interactive graphics simulation of a finite element model (FEM) was used to determine an optimal design for the magnet console. This design gave the desired magnetic field strength and homogeneity. Using the FEM simulation, the dimensions and shape of the magnetic console could easily be modified.

A gauss meter providing DC and AC field readings from ±0.1 gauss to ±19.99 Kgauss was used to measure the magnetic fields. It gave actuated RMS readings up to 20 KHz. A transverse probe with a $1 \times 2$ mm active area was attached to the gauss meter. The resolution of the gauss meter was 0.5 gauss when measuring in the range of 1,000 gauss. Therefore, it did not provide accurate measurements of homogeneity.

A small magnet console was built first. The magnetic fields were measured and compared to the FEM predictions. A ceramic 5 ($b_r=3,950$ gauss and $H_c=192$ KAm$^{-1}$, at $20^\circ$C) permanent magnet was used. The air gap was 2 in and small fruit (such as grapes, blueberries, etc.) could be inserted into the air gap which accommodated a 1 in diameter sample tube. The magnet was 4 in wide, 6 in long and 1 in thick. The measured magnetic field intensity was about 1,014 gauss at the air-gap center and the predicted value was 966 gauss. Agreement between the experiment and the FEM simulation was good with a maximum error of 4.7%. This validated the simulation and demonstrated that the FEM program could be used for the magnet console design. To determine the homogeneity within a 0.5 in radius around the center, the magnetic fields were measured at each point (for a 0.25 in matrix). The maximum deviation within this radius was about 2.0 gauss. The predicted maximum deviation was about 1.3 gauss.
For the larger magnet console, Ferrimag ceramic 8 permanent magnets (h=3,900 gauss and Hc=240 KAm\(^{-1}\), at 20\(^\circ\)C) were assembled by using a special glue. The console is 12 in long, 12 in wide and 3 in high. A low carbon steel plate (2 in thickness) was used for the cover. The air gap is 4 in and medium size fruits can be tested using a 2 in sample tube. The measured magnetic field strength was about 1,258 gauss at the air-gap center. The FEM simulation predicted 1,222 gauss which is an error of 2.9%. The measured homogeneity was approximately 300 ppm or less (the sensitivity of the gauss meter was 0.5 gauss) within a 2 in radius of the center of the air-gap. The predicted homogeneity was about 180 ppm.

6.2 Probe Design

The probe represents an interface between magnet, transmitter, and receiver. It is usually a cylindrical form inserted into the air gap of the magnet console and made of a non-magnetic material such as glass or aluminum. The probe also contains a coil of copper wire and a tuning circuit that is required for efficient signal detection. The SPICE circuit simulation program was used to predict the combined impedance of the probe and tuning circuit.

The key component of the probe is the coil of wire that either surrounds the sample or is located adjacent to the sample. Acting as an RF (radio frequency) coil, it transmits radiofrequency power into the sample in the form of an RF induced magnetic field B\(_1\). It also acts as a detect coil which detects the resonance signals from the sample. Therefore, one coil serves as both an RF coil and a detect coil.

Two solenoidal coils were built using copper wire: a 2.0 in diameter and a 1.0 in diameter coil. Copper wire (#16 gage) was selected for the RF/detect coil, because copper has high conductivity and can be readily obtained at high purity. The copper wires were wound around a glass sample tube. The inside diameter was 1.0 in for the small magnet console and 2.0 in for the large magnet console. The thickness was 0.16 in. The probe was positioned in the center of the air-gap between the two magnets.

A serial tuning circuit (Figure 16) was built for efficient power transfer between the detect coil and the pre-amplifier of the receiver unit. The tuning capacitance (C), the inductance (L) of the RF/detect coil, and the resonance frequency \(\omega_0\) have the following relationship:

\[
\omega_0^2 = \frac{1}{LC_1}
\]  

[7]

At resonance, the induced electrical signal is amplified by the quality factor Q of the tuning circuit. The RF energy induced in the tuned coil by the sample is then transferred to a preamplifier. For the small magnet console, the resonance frequency \(\nu_0\) is 4.25 MHz, the inductance (L) of the coil is 6.5 \(\mu\)H, and the resistance (R) is 0.2 \(\Omega\). Therefore, the quality factor Q of the tuning circuit is:

\[
Q = \frac{L\omega_0}{R} = 890
\]  

[8]

6.3 RF Transmitter Circuits

The RF pulse sequences were generated by the programmable function/signal generator and controlled by the PC. The signal generator is capable of producing both pulse and continuous waves and mixing them simultaneously. The control line which triggers the signal generator is connected to the TRIGIN input from the PC which initiates the desired RF pulses. The amplitude and width of the RF pulse as well as the frequency of the RF signal are controlled by programming the function/signal generator from the front panel.
To create a sufficient amount of alternating magnetic field inside the probe a current of 1 to 5 amperes is needed. The specific amount of power needed depends on the impedance of the probe tuning circuit. An RF power amplifier must be connected to the output of the signal generator. It is capable of supplying 50 to 150 watts of power. A series of back-to-back diodes (Figure 16) was used to get sharp RF pulses (pulses which looked as nearly as possible like square waves).

6.4 Receiver Circuits

The receiver circuit (Figure 16) consists of a pre-amplifier, an amplifier and interface circuits. Resonance signals in the range of several microvolts (μV) are received from the tuning circuit. This signal is a Frequency Modulation of the two signals. The carrier frequency will be the same frequency as the RF signal used to excite the sample and the resonance signal ranges from 1 to 5 KHz. Thus, the amplifiers used must be operable for frequencies of up to 5 MHz. The envelopes of the resonance signals are transmitted from the interface circuit to a digitizer for data acquisition. However, the resonance signals can be examined by connecting an oscilloscope (having a storage function) to the "A" point in Figure 16.

6.5 Computer and Data Acquisition Board

A 25 MHz/386 IBM PC is used to process output signals via a DAS16G1 data acquisition and control board. A program for the PC was written to (a) trigger the pulse generator, (b) digitize the signals in 16 bits at a high speed (20,000 to 70,000 samples per second), and (c) plot the signals. The gain for the high resolution A/D converter, the delay time, the sampling rate, the sampling time, and the accumulation rate were also controlled by the program.
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Figures

Figure 14. Schematic diagram of the prototype ripeness sensor

Figure 15. The magnet console configuration of the $^1$H-MR based sensor
Figure 16. Circuit diagram for the prototype ripeness sensor

L₁ = Sample Coil, 6.5 μH
L₂ = Coil (not air coil), 6.5 μH
C₁, C₂ = Tuning capacitors, 95 pF to 42 pF, 110 V max
D₁, D₃, D₄, D₅, D₆ = Back-to-back diode, IN4448
D₇ = Back-to-back diode, NTE519 (equivalent to IN3600)
Q₁, Q₂ = MFE211
Q₃ = 2N2222
Gain of cascading Q₁, Q₂ & Q₃ is about 50 to 100.
7. PRELIMINARY TESTS USING THE PROTOTYPE

This section summarizes results obtained using the prototype described in section 6. The prototype uses only the single pulse technique and a simple peak detector. The detected signal represents only the magnitude of the decaying resonance signal induced by the magnetized sample in the detect coil. In the IRFT experiments (section 4) and the in-tact fruit tests (section 5), sequences of pulses were applied to the sample. Those types of experiments are not possible on the first generation prototype. However, equipment on order from the Southwest Research Institute in San Antonio Texas includes a quadrature detector. It will also interface with a pulse programmer. Therefore, the second generation prototype will be capable of experiments which employ different pulse sequences. This will allow us to identify the best techniques for detecting sugar content in intact fruit. We will also be able to experiment with methods of analyzing the signals to achieve the maximum sensitivity to differences in sugar content in the shortest possible time interval.

In the first generation prototype, an alternating magnetic field of about 0.8 gauss was generated in the RF/detect coil and the pulse width was 80 μsec. Output signals were accumulated 6 to 10 times. Different output signal sensitivities can be achieved by adjusting the capacitors in the tuning circuit. The sensitivity is a maximum at an exact resonance point. However, from a practical standpoint, it is difficult to find this point. Nevertheless, good sensitivity can be achieved at a point close to the resonance point. The phase of resonance signals differs by 180° when the point is approached from opposite directions. The sensitivity changes whenever the probe is tuned.

7.1 Analysis of the Signal

The output signal is derived from the FID resonance signal and is also affected by three factors: inductance of the probe coil, damping coming from the circuits, and magnetic field homogeneity. When the magnetic field homogeneity is increased, the decay time of the resonance signal increases along with the signal sensitivity. We investigated the effect of the inductance change of the probe coil caused by insertion of different samples in the coil (This is related to the dielectric properties of the sample). By tuning the circuits, we can vary the relative effects of the inductance change of the probe coil and the resonance signal. There are three possible situations:

[1] We can tune circuits so that the output signals are mainly affected by the inductance change of the probe coil when different samples are inserted. In this case, the output signals are just shifted in parallel.

[2] We can tune the circuits so that the output signals are mainly affected by the FID resonance signal coming from the samples. In this case, there is almost no shift, and the maximum values and slopes respond to the differences in sugar content. The peak height is a measure of the initial amplitude of the FID resonance signals and the slope is related to the decay time of the resonance signals. This is the desired result because the sample inductance does not affect the signal.

[3] We can tune the circuit so that the output signals are affected by both the inductance change and the resonance signal. Even though case [2] is, theoretically, the most desirable, with our circuit,
we achieve a higher signal sensitivity with this method. According to our experience, the optimum combination for the resonance signal is to have about 80% from the resonance effect and about 20% from the inductance change.

7.2 Test of Sugar Solutions

Two samples were used for the initial test: glycerin and water. The signal outputs from the two samples were accumulated 6 times and averaged. They are plotted in Figure 17. Glycerin is very sticky and has a high viscosity. It has a shorter FID decay time (i.e. higher slope) than water. By tuning the sample coil carefully and changing the pulse width and power, good sensitivity can be achieved. In repeated tests over a period of three days, the signal from the glycerin sample had a shorter T2 time (i.e. higher slope) than the water sample. This is as expected.

After the initial tests, we improved the sensitivity of output signals by matching impedances. We also discovered that we were not capturing the entire peak because there was a delay between the trigger and receive modes. We solved this problem by rewriting the computer software. This also improved the sensitivity of the signal. Five different sugar solutions have been tested: water (0% sugar), 2%, 9%, 15%, and 42% sugar-water mixtures. Plots of the output signals are shown in Figure 18. The initial peak height, 50th data point (at 2.5 msec) and 80th avg. ([70th data point + 90th data point]/2) were determined and labeled MAX, 50th, 80th.av, respectively. The peak heights are proportional to the total number of protons in the samples and the slope is related to the decay time of the resonance signals coming from the samples. The signal from 2% sugar was almost identical to the water signal. We can currently separate solutions differing in sugar content by 4% or more.

7.3 Test of Intact Fruit

The probe we are currently using for the liquid samples has a relatively large sample coil (about 2.5 in long and 1 in diameter). This makes the coil much longer than the diameter of fruits such as grapes (about 0.75 in) and blueberries (about 0.5 in). In these tests, the fruits are placed in a test tube (0.75 in inside diameter) of the same size as the test tube used for testing the sugar solutions. This means that the filling factor is poor -- the volume of a single grape is too small (compared to the volume of coil) to give a sufficiently strong signal. We measured the sugar contents of red and white grapes (10 each) using a refractometer. The sugar contents of red grapes varied from 15 to 18% and the white grapes varied from 16 to 22% sugar. The signal sensitivity from the semi-solid samples decreases as compared to the liquid sugar solutions. Therefore, the sugar content of the grapes does not vary sufficiently to allow the probe, with its current level of sensitivity, to detect differences. However, we were still able to conduct a test of the effect of the grape sugar content by artificially increasing the filling factor and injecting a sugar solution into a grape as described below.

When we placed four grapes in a test tube (0.75 in inside diameter) and lowered them into the probe (1 in inside diameter), we recorded the signal marked "A" in Figure 19. After adding a fifth grape, we obtained the signal marked "B." We removed the fifth grape, injected it with 40% sugar solution using a syringe, allowed the grape to stand for 30 minutes, placed the grape on top of the other four grapes in the test tube, and returned the test tube to the probe. The signal produced is designated by "C" in Figure 19. The injection of the sugar solution increased the sugar content by about 8%.

Two banana samples were also tested: green and yellow. Core samples were inserted into the 0.75 in sample tube. The signal outputs are shown in Figure 20. The green banana had 9.2% sugar and the yellow one had 15.4% sugar. The sugar content of grapes was artificially increased by soaking them in
40% sugar solution for one week. Two grapes were tested individually: one soaked and one not-soaked. The soaked grape contained 23.8% sugar and the other had 17.6% sugar. The output signals are shown in Figure 21.

7.4 Conclusions

The peak height of the output signals is related to the number of protons in the samples. The slope corresponds to the decay time of the resonance signals. Other factors which affect the output signals include the inductance change of the detect coil, damping of circuits, and magnetic field homogeneity. Elimination of these effects will increase the sensitivity. With the current probe, output signals of sugar solutions differing by about 4% (or more) in sugar content can be separated. However, for grapes and bananas, output signals can be separated when differences in sugar content are about 6% (or more). The sensitivity is lower for individual fruits as compared to the liquid sugar solutions, because they are semi-solid.
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Figure 17. Output signals from glycerin and water samples
Figure 18. Output signals from different sugar solution samples. The phase of the resonance signals is shifted by $-180^\circ$ compared to the signals in Figure 17.
Figure 19. Output signals from individual grapes. The phase of the resonance signals is shifted by $-180^\circ$ compared to the signals in Figure 17.
Figure 20. Output signal from green and yellow bananas. The phase of the resonance signals is shifted by −180° compared to the signals in Figure 17.
Figure 21. Output signal from individual grapes. The phase of the resonance signals is shifted by $-180^\circ$ compared to the signals in Figure 17.
SUMMARY

This study investigated the feasibility of utilizing proton magnetic resonance ($^1$H-MR) for determination of fruit ripeness. The proposed sensor would rapidly and nondestructively measure sugar content of individual fruits and vegetables with an accuracy of ±1%. Since the sugar content of most fruits and some vegetables changes during the ripening process, sugar content would be used as an indicator of ripeness. Grocery stores and consumers must discard a significant proportion of the fruits and vegetables which they sell/utilize. A review of the literature combined with a telephone survey of groceries and wholesalers revealed that nondestructive ripeness sensing could save approximately 4 to 7% of the annual U.S. production (39 million tons) of the 17 major fruits and vegetables. When fruit is discarded, the energy used in producing, transporting, and storing the fruit is also lost. When the 4 to 7% savings is applied to the 39 million ton annual U.S. fruit production and combined with potential savings of energy for storage of the remainder of the crop, the result is an estimated annual energy savings of 24 x 10^12 BTU’s.

Proton magnetic resonance instruments are based on the interaction of protons (hydrogen nuclei) in samples with two perpendicular magnetic fields. Samples are placed within a strong magnetic field ($B_0$) which is produced by either permanent magnets, electromagnets or superconducting magnets. Protons associated with sugar and water molecules in the sample align with the magnetic field. The protons’ predisposition towards orientation within the $B_0$ magnetic field is further exploited by another relatively small magnetic field ($B_1$). The $B_1$ field is generated by sending a radio frequency (RF) pulse through a coil surrounding the sample. The transient $B_1$ magnetic field is at right angles to the $B_0$ magnetic field. The frequency of the RF field in relation to the strength of the $B_0$ magnetic field determines which molecular units are affected. When the RF pulse is finished, the transient field dissipates rapidly and the protons return to their original orientation. The rate of reorientation is dependent on the particular molecule with which the proton is associated and occurs more rapidly for the protons in the water than for the protons in the sugar. The reorientation induces a very small alternating current signal in a receiving coil (which can be the same coil used to generate the transient field). This signal can be amplified and viewed on an oscilloscope or captured by a computer and further analyzed. The amplitude of the signal decreases with time in a process called free induction decay (FID). The FID rate of the protons depends on the type of molecule with which they are associated. A proton (hydrogen nucleus) associated with water has a decay rate different from that of a proton associated with sugar. The rate at which the decay occurs can be quantified by a numerical value called the time constant, $T_2$. It is an approximate measure of the time required for the amplitude of the FID signal to decrease to one third of its original value.

An alternative method of analyzing the signal applies a fourier transform (FT) to the output signal. The FID signals from protons associated with different molecules have different frequencies. The frequency of the signal produced by the protons in water differs from the signal frequency of protons in sugar. When the FT is applied, the signals from the two types of protons appear as peaks located at different frequencies. In general, the stronger the permanent magnetic field, the better the resolution of the signal into peaks. High resolution devices usually use very strong superconducting magnets with field strengths in the order of 40 to 80 kilogauss. The radio frequency used to create the transient magnetic field is related to the strength of the magnetic field by the magnetogyric constant, which is 0.004258
MHz/gauss for hydrogen detectors. A $^1$H-MR detector operating at an RF of 200 MHz uses a superconducting magnet with a field strength of 47 kilogauss.

The investigator is not limited to measuring $T_2^*$ of the FID signal. When the transient field is applied and then removed, the original magnetization of the sample is perturbed but it then returns to its original value. The time constant which characterizes the rate at which the original magnetization returns is called the spin-lattice relaxation time, $T_1$. There are several techniques that can be used to measure $T_1$ including the Inversion Recovery Fourier Transform (IRFT) technique. In the IRFT technique a pulse is used to invert the magnetization of the sample (reverse its direction). After a predetermined time interval, during which the original magnetization begins to recover, a second pulse is applied in such a manner that it produces a signal in the receiving coil. Embedded in the signal are several frequencies which are associated with the protons in water and the several types of sugar. These frequencies are determined by applying a fourier transformation to the signal.

The measurement of the decay of the free induction signal described above was only approximate. There are alternative methods which allow determination of the true value, $T_2$, called the spin-spin relaxation time. The error in measuring $T_2$ is in part caused by slight inhomogeneities in the magnetic fields ($B_0$ and $B_1$). In samples which are mixtures of solids and liquids, the magnetic properties of the sample are not homogeneous. This introduces additional magnetic field inhomogeneities. In the Carr-Purcell-Meiboom-Gill procedure, a sequence of RF pulses are applied to the coil in such a manner that the effects of the inhomogeneities are eliminated. When several nuclei are present, the values of $T_2$ may differ significantly. This obscures information that can be obtained from the signal. Therefore, more information can often be obtained by measuring $T_2$ values.

The concept of measuring sugar content by means of proton magnetic resonance was first tested using water-sucrose solutions and core samples 5 mm in diameter taken from bananas and apples. These tests were conducted with high resolution magnetic resonance equipment (200 MHz) such as that used by chemists and pharmacists for precise determinations of chemical composition or chemical bonding. The relatively simple single pulse technique was utilized. In samples consisting of sugar dissolved in water, the protons in the sugar and water molecules gave peaks which were relatively close together, yet distinct. For samples containing 2 to 15% sucrose by weight, the height of the sugar peak was linearly correlated with the percent sugar in the solution.

In the next series of experiments samples were taken from intact fruit, where water is associated with other molecules and is influenced by cell structures, and where several simple sugars are dissolved or partially dissolved in the cell water. The fourier transformation was applied so that separate peaks were obtained for the protons in the sugar and the water. When apple and banana samples were tested, the water peak predominated and the sugar peak (which was a composite of several similar peaks arising from the various types of sugar found in the fruit) appeared as a relatively small, yet distinct, bump on the descending portion of the water peak. In these tests, the sugar peak of a green banana, which contained 8% sugar, could not be detected. However, over the normal range for moderately ripe to very ripe bananas, 15 to 23% sugar, there was a linear correlation between sugar content and height of the sugar peak ($r=0.94$). In the case of apples, the sugar content ranged from 11.5 to 15% and was also linearly correlated ($r=0.87$) with sugar peak height.

The experiments with bananas suggested that the single pulse technique could not be used for samples low in sugar content (e.g. below 10%). Therefore, several more sophisticated techniques were examined. The IRFT sequence, mentioned above, was the most promising. The technique has the advantage of being able to suppress the peak caused by the protons in the water molecules. This suppression is achieved by careful adjustment of the length of the pulses and the delay time between the first and second pulse. Sugar peaks could be detected for samples of cantaloupe containing as little as
1.8% sugar. Over the range of 1.8 to 13% sugar, the peak height was related to the sugar content. The relationship was better described by a second degree polynomial ($r=0.98$) than by a linear correlation ($r=0.94$). The IRFT technique requires slightly less than 2 seconds for a sample determination. However, if accuracy can be sacrificed slightly so that measurements are made to ±1%, then it may be possible to reduce to milliseconds the time required for a sample measurement. There are other methods of analyzing the signal from the single pulse technique which can be evaluated. These may give resolution at sugar contents as low as 2% with and accuracy of ±0.5%.

Following validation of the concept using high resolution devices, test were conducted with a low resolution device. These experiments were important because the proposed sensor is of the low resolution type. Use of the smaller magnet has practical advantages because it makes the device more portable and lowers the cost. Cherries and grapes were tested in a 10 MHz proton spectrometer sold commercially for use in the food and chemical industries. The magnet used in the device has a field strength of approximately 2,350 gauss. This is relatively small in relation to the field strength of the high resolution devices used for testing the core samples. There was a wider air gap between the magnets of this instrument and this allowed use of a larger sample. The test tube used to hold the samples had an inside diameter of 24.5 mm and could accommodate intact grapes and small cherries. The spectrometer utilized the CPMG technique for determinations of $T_2$ of the protons in the water in the grapes and cherries. There was a significant linear correlation between the time constant and the sugar contents of the grapes and cherries ($r=0.66$ for grapes; $r=0.62$ for cherries). It should be possible to improve this correlation by using a measurement technique which suppresses the water resonance. As a result, the time constant would be affected mainly by the protons in the sugar.

The cherries evaluated in the tests described above varied widely in firmness. Such variations are produced by wet weather when the cherries are ripening and by bruising during handling. The firmness of the cherries was measured by compression tests conducted immediately following the proton magnetic resonance tests. Firmness was linearly correlated ($r=0.6$ to 0.7) with $T_2$ of the CPMG signal. Recall that the protons in the water had the dominant influence on the signal. Firmness is related to sugar content (and probably also water content) in undamaged fruit. Riper fruits are softer. However, damage to tissues would cause changes in the state of water and sugar in the fruit. It may be possible to detect these types of changes by means of an additional measurement of $T_1$ or by applying other pulse sequences such as IR (inverse recovery). It would then be possible to use low resolution magnetic resonance to evaluate both sugar content and firmness.

The final step in the evaluation process was the development of a prototype. A magnet console was designed using an interactive graphics simulation of a finite element model. This gave a design which had a homogeneous magnetic field of the desired strength. RF transmitting and receiving circuits were built which allowed the magnet console to be used for detecting the first several undulations in the free induction decay curve. A single pulse technique was used for a first generation prototype. Although this circuitry was relatively simple, it made possible a preliminary evaluation of the technique and the console. The prototype accommodates samples with a diameter less than or equal to 19 mm. Samples tested in the prototype included sugar solutions of varying concentration, core samples of banana, and whole grapes. The grapes were relatively uniform in sugar content. Therefore, the sugar content of several grapes was increased by soaking them in a sugar solution.

The shape of the output signal varied with the sugar content of the sample. This variation could be quantified by comparing the maximum height of the peaks and the height of the curve (the voltage) at two additional times. The curves for sugar water solutions varying by 4% or more in sugar content could be distinguished. In the case of banana samples and grapes, curves could be distinguished for sugar content differences of 6%. 
The circuitry of the prototype was relatively simple. A single pulse was used. Only the first portion of the FID signal was detected. However, the protons in sugar have a greater effect on the first portion of the FID curve. Use of the simple circuit precluded more sophisticated techniques such as fourier transformation (FT) of the signal. Recall that FT is capable of resolving the signals from the sugar and water protons into two distinct peaks. More sophisticated equipment arrived on June 28. It was built by the Southwest Research Institute in San Antonio Texas which has had 20 years of experience with low resolution magnetic resonance and has spent many years designing and testing magnetic resonance equipment. The equipment will be used for phase II of the project. It will give a stronger signal and a much better FID signal. A pulse programmer, currently being built by the phase II industrial partner, Magnetic Instruments, will be connected to the equipment so that sequences of pulses can be utilized. This will allow many additional experiments including a more thorough evaluation of techniques for improving the sensitivity of the signal to sugar protons. It should also permit a reduction in the time required to make individual measurements.
RECOMMENDATIONS

Although preliminary results were quite promising, further evaluations of $^1$H-MR sensing of fruit ripeness are needed. The tests with existing laboratory devices confirmed that the technique can be used for ripeness sensing and defined test procedures, such as water peak suppression by the IRFT method, which could be used to improve sensitivity in low resolution devices.

However, additional laboratory tests are needed (a) to determine which parameters ($T_2^*$, $T_2$, or $T_1$) are best correlated with sugar content and firmness, (b) to identify the best method(s) of measuring these parameters (e.g. delay times between pulses, pulse lengths, and number of signals which must be averaged), and (c) to develop alternative methods of analyzing signals (e.g. height, area or shape of the FID signal). Tasks (b) and (c) require an extensive and precise evaluation of the RF signals produced by the fruit samples. This evaluation would be facilitated by use of a spectrum analyzer. This device can detect the signals for accurately and can determine their frequency components and the amplitudes of these components. It can also measure noise and distortion.

Studies should also be conducted on fruits and vegetables to identify changes in water content, sugar content, and composition during the ripening process. The analyses will include chromatograph tests to determine the kinds and amounts of various simple sugars present in the fruit. (Note: There are slight variations in the magnetic resonance response of these various simple sugars.) Changes in cell structure (e.g. membrane permeability, state of water, location and form of sugar) should be identified. This information will give insight into pulse sequences and signal analysis techniques which will be most successful in distinguishing differences in ripeness and firmness.

Modifications to the prototype are also needed. The circuitry of the prototype tester and the probe design should be evaluated and modified so that the signal to noise ratio is improved. This would be facilitated by use of a vector impedance meter which can be used for impedance matching and proper tuning. The probe can be built with magnets made of any of several types of materials: aluminum-nickel-cobalt, rare earth, or neodinium boride. The aluminum-nickel-cobalt is less expensive and is less sensitive to temperature variations. The neodinium boride magnets produce a stronger magnetic field for a given weight of material and the field is more homogeneous. However, these magnets are relatively expensive. The rare earth magnets have intermediate properties. The relative advantages and disadvantages of each of these materials should be evaluated using prototypes. In addition, a mechanism must be developed which will accurately and rapidly position the sample within the coil.