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#### Abstract

After extensive investigations over three decades, the linear-coupling model and its equivalents have become the standard microscopic models for quantum harmonic Brownian motion, in which a harmonically bound Brownian particle is coupled to a quantum dissipative heat bath of general type modeled by infinitely many harmonic oscillators. The dynamics of these models have been studied by many authors using the quantum Langevin equation, the path-integral approach, quasi-probability distribution functions (e.g., the Wigner function), etc. However, the quantum Langevin equation is only applicable to some special problems, while other approaches all involve complicated calculations due to the inevitable reduction (i.e., contraction) operation for ignoring/eliminating the degrees of freedom of the heat bath.

In this dissertation, I propose an improved methodology via a modified phase-space approach which employs the characteristic function (the symplectic Fourier transform of the Wigner function) as the representative of the density operator. This representative is claimed to be the most natural one for performing the reduction, not only because of its simplicity but also because of its manifestation of geometric meaning. Accordingly, it is particularly convenient for studying the time evolution of the Brownian particle with an arbitrary initial state. The power of this characteristic function is illuminated through a detailed study of several physically interesting problems, including the environmentinduced damping of quantum interference, the exact quantum Fokker-Planck equations, and the relaxation of non-factorizable initial states. All derivations and calculations are shown to be much simplified in comparison with other approaches.

In addition to dynamical problems, a novel derivation of the fluctuation-dissipation theorem which is valid for all quantum linear systems is presented. With the help of this theorem, the mechanism of this model is examined and the correspondence with classical phenomenological theories is discussed.
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## Introduction

In the past ten years, there has been a great deal of renewed interest in the dissipative mechanism of quantum open systems. This resurgence is motivated by the possible observations of macroscopic quantum phenomena in quantum optics (coherent and squeezed states) [34, 106], quantum non-equilibrium statistical mechanics (low-temperature and strong-damping anomalies) [44, 45], quantum measurement (quantum tunneling and Schrödinger's cat in SQUID) [11, 13], and quantum gravity as well as quantum cosmology (quantum-to-classical transition) [54, 107], etc. Among the problems of quantum open systems, quantum Brownian motion is a paradigm since the corresponding classical phenomenological theories are well established. The original Brownian motion refers to a heavy "Brownian particle" moving in a viscous fluid; today this term indicates the time evolution of any macroscopic degree of freedom under the influence of a dissipative heat bath (or "environment" for short).

For a closed (i.e., isolated) quantum system with a given Hamiltonian or Lagrangian, the time evolution of physical states can be studied from first principles of quantum mechanics, e.g., the Schrödinger equation. However, until now there has not been a fundamental theory for quantum open systems. Existing theories fall into the following three categories:
(I) New quantum theories with non-standard quantization rules, e.g., stochastic quantization, complex canonical variables, and several kinds of non-linear Schrödinger equations [20].
(II) (Semi-) phenomenological theories, which start with a model Hamiltonian and employ the Markovian approximation to derive a quantum master equation as the equation of motion for the density operator of the open system. The quantum Fokker-Planck equation usually serves as a $c$-number representation of the master equation. The quan-
tum Langevin equation (in the Heisenberg picture) is also derivable from the model Hamiltonian hence is equivalent to the quantum master equation and the quantum Fokker-Planck equation [4, 19, 65].
(III) Microscopic-model approach, which deals with an explicitly defined model Hamiltonian for the "total system" (the open system and the environment as well as their interactions). A necessary condition for the model Hamiltonian is that, with certain conditions imposed, the appropriate classical limits of the open system may be recovered. This approach has become more and more popular recently since it allows us to study quantum dynamics at arbitrarily low temperature and/or with strong damping, and the model environment can be of general dissipative character (ohmic, sub-ohmic, or supra-ohmic). Because the model Hamiltonian contains the degrees of freedom of both the open system and the environment, and only the open system is of interest, a reduction (i.e., contraction) operation is necessary in order to ignore or eliminate the details, and only keep the influence of the environment. Coarse graining, one of the fundamental principles in statistical mechanics, is manifested by this reduction operation in the microscopic-model approach.

In the following, we shall discuss in detail the microscopic-model approach to quantum harmonic Brownian motion, where the open system is a harmonically bound Brownian particle. Just as the quantum Brownian particle is the paradigm of quantum open systems, quantum harmonic Brownian motion is a paradigm among all quantum Brownian motions. For quantum harmonic Brownian motion, the simplest and most successful microscopic model is the linear-coupling model [ $10,16,22,25,40,44,45$, $48,73,76,85,95$ ], in which the environment is modeled by an infinite set of harmonic oscillators linearly coupled to the Brownian particle. In the literature, there are several equivalent formalisms for studying microscopic models, the most oft-used ones are the quantum Langevin equation, the (orthodox) phase-space approach, and the path-integral approach, among them the first is in the Heisenberg picture and the other two are in the Schrödinger picture.
(i) Quantum Langevin equation: This is similar to the phenomenological quantum Langevin equation, but all parameters and coefficients of this equation are explicitly and
exactly defined [ $8,22,28,30,63]$. As we will discuss in Chap. 8, the applicability of this quantum Langevin equation is limited to some special problems.
(ii) Phase-space approach: This approach employs the quasi-probability (quantum) phase-space distribution functions as the representatives of the density operators of the total system as well as the Brownian particle. In the classical regime these distribution functions behave like classical distribution functions over the phase space, among them the Wigner function $[47,101]$ is the most studied. As long as the Hamiltonian is (inhomogeneously) quadratic, i.e., the quantum system is linear, the time evolution of these distribution functions is completely determined by the classical phase flow. Hence in this approach the classical-quantum correspondence is most clear. The phase-space approach to quantum harmonic Brownian motion has a long history [95], but has mainly been applied to ohmic dissipation.
(iii) Path-integral approach: The path-integral (or functional-integral) description of quantum open systems was pioneered by R. Feynman and F. Vernon in the early 1960's [25, 26], and was modified by A. Caldeira and A. Leggett twenty years later [10]. The applicability of this approach was first limited due to the factorization assumption for the initial condition introduced by Feynman and Vernon, where the initial quantum states of the Brownian particle and the environment are independent of each other. Since this factorization is not practical from the experimental point of view, it is more reasonable to consider non-factorizable initial states. Generalization of the path-integral approach to include non-factorizable initial states has been successfully accomplished during the past few years [40, 85].

In the literature, in addition to the above three formalisms, there have been other equivalent formalisms for quantum (harmonic) Brownian motion. They employ the projection operator [37, 69], the continued-fraction expression [89], the closed-time-path integral (closed-time Green's function) [16, 83, 87], etc.

In the path-integral approach, the so-called influence functional, which can be calculated systematically for a given model Hamiltonian, carries information about the environmental influence on the Brownian particle after reduction. Due to its systematic calculational nature, the path-integral approach soon became the standard microscopic-
model approach to quantum Brownian motion. Many physically interesting problems have been studied using this approach, and several generalizations have been proposed [ $16,17,40,49,85]$. It is widely believed nowadays that this approach is the best, if not the only one for dealing with quantum (harmonic) Brownian motion in a general environment. In contrast, the phase-space approach seems obsolete in the 1990's.

The aim of this dissertation is to introduce a modified phase-space approach to quantum harmonic Brownian motion, which is claimed to be more efficient than both the orthodox phase-space approach and the path-integral approach. Before introducing this novel approach, let us first take a closer look at the limitations and difficulties of those conventional approaches.

For the microscopic-model approaches to quantum Brownian motion, the reduction usually involves complicated calculations, especially with respect to the non-factorizable initial states, since the total number of the environmental degrees of freedom is essentially infinite. The only exception is in the quantum Langevin equation approach, where the reduction is done by eliminating the degrees of freedom of the heat-bath oscillators from the Heisenberg equation of motions [22, 28, 30]. But the price paid is the limitation of its applicability.

Since the complexity of microscopic-model approaches is mainly due to the reduction operation, the calculations promise to be simplified if we can find an appropriate representative. In the literature, a few authors have noticed that the characteristic function, which is the symplectic (or double) Fourier transform of the Wigner function, is the most suitable representative for the reduction operation [33, 43, 96]. (Since the Wigner function is a quantum analogue of the probability density function, its symplectic Fourier transform is called the characteristic function by analogy to probability theory.) The characteristic function is not a quasi-probability distribution function and hence has no direct physical meaning even in the classical limits. However, as we will show in Chap. 5, it gives an illuminating geometric meaning to the reduction operation in phase space.

In the modified phase-space approach, the characteristic function takes the place of the traditional Wigner function as the representative of the density operator. In the following, it will be shown through many practical examples that quantum harmonic Brownian motion in a general environment can be studied with great efficiency in this
modified phase-space approach.

This dissertation consists of three main parts: Part I (Chap. 1-5) contains a review of all related general theories, Part II (Chap. 6-8) discusses the mechanism and validity of the model, and Part III (Chap. 9-11) formulates the dynamics of quantum harmonic Brownian motion via the modified phase-space approach. The organization is as follows:

Chap. 1 formulates all necessary mathematics. Chap. 2 gives a review of classical theories of Brownian motion. Chap. 3 studies three different representatives of the density operator: the coordinate representation, the Wigner function, and the characteristic function. The first two are the conventional representatives for quantum Brownian motion, and the third one is the representative to be used in our modified phase-space approach. Chap. 4 reviews the phase-space approach to quantum mechanics, i.e., the Weyl-Wigner-Moyal formalism. Aspects of similarity and the contrast between the Wigner function and the characteristic function are discussed. Chap. 5 investigates the general theory of reduction. The advantage of using the characteristic function in performing reduction is shown through explicit formulas.

In Chap. 6, we derive and solve the classical as well as quantum equations of motion for the position of the Brownian particle. All results in this chapter are useful for the subsequent discussion, among which the fundamental solution (the Green's function) and generalized susceptibility are of special importance. In Chap. 7, we study the thermal (equilibrium) state of the model system. A novel derivation of the fluctuation-dissipation theorem for this model, which is valid for all quantum linear systems, is proposed. Using the fluctuation-dissipation theorem, without diagonalizing the model Hamiltonian, we are able to calculate the correlation functions of the Brownian particle from the results of dynamical problems in the previous chapter. The explicit form of the thermal equilibrium state of the Brownian particle, which is defined as a reduced state of the thermal state of the total system, is consequently obtained. In Chap. 8, we begin to take the thermodynamic limit and construct the quantum dissipative heat bath model by specifying the spectral density. The quantum Langevin equation for the position operator of the Brownian particle is constructed explicitly, and from it the validity of the model is verified.

In Chap. 9, general formulations of the time evolution of the Brownian particle from an arbitrary initial state in terms of the characteristic function are summarized. The results are then applied to the following two chapters: Chap. 10 studies the dynamics of the Brownian particle with factorizable initial states, which covers many important results previously obtained via the path-integral approach in the literature; Chap. 11 analyzes the time evolution of non-factorizable initial states, with three explicitly solved examples following the general formulation.

Finally, several possible generalizations of this modified phase-space approach are discussed in the Conclusion and Outlook.
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## Part I

## General Theories

## Chapter 1

## Mathematical Preliminaries

### 1.1 Notations and Conventions

Throughout this paper the Boltzmann constant $k_{B}$ is set equal to unity and $\beta^{-1}$ denotes the temperature, with $\hbar=1$ unless otherwise specified. The symbol $*$ denotes complex conjugate, $\dagger$ denotes Hermitian conjugate, $T$ denotes transpose of a matrix, and -T denotes inverse of the transpose of a matrix. Wherever $\epsilon$ appears, it is understood that the limit $\epsilon \rightarrow 0^{+}$has been taken.

The physical system under consideration is an $N$-mode system, which contains exactly $N=(n+1)$ coupled harmonic oscillators, among which the 0 -th mode corresponds to the one-dimensional Brownian particle and the other $n$ modes to the heat bath. The indices or subscripts $i$ and $j$ always run from 0 to $n$, while $\ell$ runs from 1 to $n$. The subscript for the 0 -th mode, i.e., the Brownian particle, will be dropped if there is no ambiguity.

We use $\boldsymbol{x}=\left(x, x_{1}, x_{2}, \cdots, x_{n}\right)$ and $k=\left(k, k_{1}, k_{2}, \cdots, k_{n}\right)$ to denote the $N$-dimensional canonical coordinate and momentum, respectively, and $\hat{\boldsymbol{q}}$ and $\hat{\boldsymbol{p}}$ for the $N$-dimensional position and momentum operators corresponding to $\boldsymbol{x}$ and $\boldsymbol{k}$. The canonical commutation relations are

$$
\begin{equation*}
\left[\hat{q}_{i}, \hat{q}_{j}\right]=\left[\hat{p}_{i}, \hat{p}_{j}\right]=0, \quad\left[\hat{q}_{i}, \hat{p}_{j}\right]=i \delta_{i j} \hat{1} \tag{1.1}
\end{equation*}
$$

where $\hat{\mathbf{1}}$ is the identity operator. The Hilbert space upon which these operators act is the tensor product of the Hilbert space corresponding to each of the quantum harmonic
oscillators of the system. Note that we shall never employ creation or annihilation operators in this paper.

We then use $\boldsymbol{z}=(\boldsymbol{x}, \boldsymbol{k})$ to denote a row vector in the $2 N$-dimensional phase space, and use $\hat{\boldsymbol{r}}=(\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}})$ for the operator-valued vector corresponding to $\boldsymbol{z}$. Following this convention, we shall always use the lower case, bold-faced letters to denote the row vectors unless otherwise specified. These row vectors work as the row matrices in matrix multiplications. The two-dimensional phase space spanned by ( $x, k$ ), the canonical coordinate and momentum of the Brownian particle, will be called the Brownian phase plane.

To each harmonic oscillator of the system we assign a characteristic mass $m_{j}$ and a characteristic frequency $\omega_{j}>0$, so that it acquires a characteristic length $\left(m_{j} \omega_{j}\right)^{-\frac{1}{2}}$. The $2 N \times 2 N$ scale matrix $g$ is defined accordingly as

$$
\begin{equation*}
\mathbf{g}=\operatorname{diag}\left\{m_{0} \omega_{0}, m_{1} \omega_{1}, \cdots, m_{n} \omega_{n}, \frac{1}{m_{0} \omega_{0}}, \frac{1}{m_{1} \omega_{1}}, \cdots, \frac{1}{m_{n} \omega_{n}}\right\} . \tag{1.2}
\end{equation*}
$$

This $\mathbf{g}$ is a symplectic matrix since it satisfies

$$
\begin{equation*}
\mathbf{g}^{\top} \boldsymbol{J} \mathbf{g}=\boldsymbol{J}, \text { and } \operatorname{det}(\mathbf{g})=1 \tag{1.3}
\end{equation*}
$$

where

$$
\mathrm{J}=\left(\begin{array}{cc}
0 & \mathrm{I}_{N}  \tag{1.4}\\
-\mathrm{I}_{N} & 0
\end{array}\right) \quad\left(\mathrm{l}_{N}=N \times N \text { unit matrix }\right)
$$

is the $2 N \times 2 N$ metric matrix in a $2 N$-dimensional symplectic vector space with the following properties:

$$
\begin{equation*}
\mathrm{J}^{-1}=\mathrm{J}^{\top}=-\mathrm{J} \tag{1.5}
\end{equation*}
$$

The $2 \times 2$ matrix $\mathbf{g}_{j}$ is a submatrix of the scale matrix $\mathbf{g}$ defined as

$$
\mathbf{g}_{j}=\left(\begin{array}{cc}
m_{j} \omega_{j} & 0  \tag{1.6}\\
0 & \left(m_{j} \omega_{j}\right)^{-1}
\end{array}\right)
$$

and the $2 \times 2$ analogue of the metric matrix $J$ is denoted by

$$
\mathrm{j}=\left(\begin{array}{cc}
0 & 1  \tag{1.7}\\
-1 & 0
\end{array}\right)
$$

The elements of every $2 N \times 2 N$ matrix are labeled by the indices $0,1, \ldots \ldots,(2 N-1)$, e.g., the upper-left element is $(0,0)$ and the lower-right element is $(2 N-1,2 N-1)$. For
a given $2 N \times 2 N$ matrix M , the matrix $\llbracket M \rrbracket$ is a $2 \times 2$ submatrix of M defined as

$$
\|M\|=\left(\begin{array}{ll}
M_{00} & M_{0 N}  \tag{1.8}\\
M_{N 0} & M_{N N}
\end{array}\right)
$$

hence

$$
\begin{equation*}
\|J M \rrbracket=j\| M \rrbracket \text {, etc. } \tag{1.9}
\end{equation*}
$$

The Heaviside unit step function $\theta(\omega)$ is defined as

$$
\theta(\omega)= \begin{cases}1, & \omega \geq 0  \tag{1.10}\\ 0, & \omega<0\end{cases}
$$

The Dirac delta function of $X$ is denoted by $\delta(X)$, where $X$ can be either a scalar or a vestor variable. Since $\delta(t)$ is symmetric with respect to $t=0$ for a scalar $t$, we have

$$
\begin{equation*}
\int_{0}^{\Lambda} d t \delta(t) \chi(t)=\frac{1}{2} \chi(0) \tag{1.11}
\end{equation*}
$$

where $\Lambda>0$, and $\chi(t)$ is an arbitrary function of $t$.
For dynamical problems, the initial conditions are always chosen with respect to time $t=0$. The symbol $\dot{X}$ denotes the time derivative of $X$, etc. The (asymmetric) Fourier transform of $f(t)$ in the time domain to $F(\omega)$ in the frequency domain is defined according to the convention in linear response theory:

$$
\begin{equation*}
F(\omega)=\int_{-\infty}^{+\infty} d t \exp (i \omega t) f(t) \tag{1.12}
\end{equation*}
$$

hence the inverse transform is

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) F(\omega) \tag{1.13}
\end{equation*}
$$

and we say that $f(t)$ and $F(\omega)$ form a Fourier transform pair.
The Laplace transform of $f(t)$ is defined as

$$
\begin{equation*}
\mathcal{L}_{s}\{f(t)\}=\bar{f}[s]=\int_{0}^{\infty} d t \exp (-s t) f(t) \tag{1.14}
\end{equation*}
$$

where $s$ is a complex variable with $\operatorname{Re}(s)$ bounded from below. The Fourier-Laplace transform of $f(t)$ is defined as the Laplace transform of $f(t)$ with $s=-i \omega$.

In contrast to using $\hat{O}$ for an operator, the notation $\breve{W}$ will be used for a random variable. Therefore $\langle\breve{W}\rangle$ denotes the expectation value of the random variable $\breve{W}$ with
respect to a probability density, which is analogous to $\langle\hat{O}\rangle$ for the expectation value of the operator $\hat{O}$ with respect to a quantum state. If it is necessary, a subscript will follow the bracket 〈 > to specify the probability density or the quantum state.

All integral formulas used in this paper can be found in [41]. For improper integrals, the symbol Pr indicates the Cauchy principal value.

### 1.2 Symplectic Algebra and Group

### 1.2.1 Inhomogeneous Symplectic Group

We adopt the definition of canonical transformations as transformations which preserve the Poisson brackets $[5,36]$ of the canonical variable $z$ defined in Sec. 1.1. According to this definition, the linear canonical transformation contains the following two transformations as special cases:
(1) Translation in phase space:

$$
\begin{equation*}
\boldsymbol{z} \longmapsto \boldsymbol{z}-\boldsymbol{z}_{c} \tag{1.15}
\end{equation*}
$$

where $z_{c}$ is a constant vector in the $2 N$-dimensional phase space. The group corresponding to this transformation is the translation group $\mathrm{T}(2 N)$. It is a $2 N$-dimensional Abelian Lie group.
(2) Symplectic transformation:

$$
\begin{equation*}
z^{\top} \longmapsto M z^{\top}, \tag{1.16}
\end{equation*}
$$

where $M$ is a $2 N \times 2 N$ real symplectic matrix that satisfies $M^{\top} J M=J$. The group which corresponds to this transformation is the symplectic group and is denoted by $\mathbf{S p}(2 N, \mathbf{R})$ [32]. It is an $N(2 N+1)$-dimensional Lie group.

It is obvious that the combination of the above two transformations gives the most general linear canonical transformations in the $2 N$-dimensional phase space, and the corresponding group is the semi-direct product of $\mathbf{T}(2 N)$ and $\mathbf{S p}(2 N, R)$, which is usually denoted by $\mathbf{T}(2 N) \otimes_{s} \mathbf{S p}(2 N, \mathbf{R})$. We will call this group the inhomogeneous symplectic group and denote it by $\operatorname{ISp}(2 N, \mathbf{R})$. The action of $\operatorname{ISp}(2 N, \mathbf{R})$ on $\boldsymbol{z}$ is the general linear canonical transformation defined according to

$$
\begin{equation*}
z^{\top} \longmapsto M\left(z-z_{c}\right)^{\top} . \tag{1.17}
\end{equation*}
$$

If we take the scale of each mode into account, it is convenient to decompose $M$ into

$$
\begin{equation*}
M=g^{-\frac{1}{2}} S^{\frac{1}{2}} \tag{1.18}
\end{equation*}
$$

Since $\mathbf{g}$ is a symplectic matrix, so are $g^{\frac{1}{2}}, \mathbf{g}^{-\frac{1}{2}}$, and hence $S$.

### 1.2.2 Weyl-metaplectic Group

According to the canonical commutation relations (1.1), the vector space spanned by $\left\{\hat{1}, \hat{q}_{i}, \hat{p}_{j}, \hat{q}_{i} \hat{q}_{j}, \hat{p}_{i} \hat{p}_{j}, \hat{q}_{i} \hat{p}_{j}+\hat{p}_{j} \hat{q}_{i}\right\}$ is a Lie algebra. It will be shown below that the group of unitary operators corresponding to this Lie algebra is the quantum analogue of $\operatorname{ISp}(2 N, \mathbf{R})$.

First, we shall study the quantum analogue of $T(2 N)$. It is a $(2 N+1)$-dimensional Lie group of unitary operators with its algebra spanned by $\left\{\hat{1}, \hat{q}_{i}, \hat{p}_{j}\right\}$, i.e., the Weyl (or Weyl-Heisenberg) algebra. We will call this group the Weyl group and denote it by $\mathbf{W}(2 N)$. It is a central extension of the Abelian group $\mathbf{T}(2 N)$ [88].

The elements of $\mathbf{W}(2 N)$ are the unitary operators with the form

$$
\begin{equation*}
\hat{T}\left(\theta, \boldsymbol{z}_{c}\right)=\exp \left\{i \theta \hat{\mathbf{1}}+i \hat{r} J \boldsymbol{z}_{c}^{\top}\right\} \tag{1.19}
\end{equation*}
$$

where $\theta$ is a real number and $z_{c}$ is the same constant vector as in (1.15). The action of $\hat{T}\left(\theta, \boldsymbol{z}_{c}\right)$ on $\hat{r}$ is defined according to

$$
\begin{equation*}
\hat{T}\left(\theta, z_{c}\right) \hat{r} \hat{T}^{\dagger}\left(\theta, z_{c}\right)=\hat{r}-z_{c} . \tag{1.20}
\end{equation*}
$$

This operation is formally isomorphic to (1.15), the translation in phase space made by the group $\mathbf{T}(2 N)$. Therefore we obtain the following group isomorphism:

$$
\begin{equation*}
\mathbf{W}(2 N) /\{\exp (i \theta \hat{\mathbf{1}})\} \cong \mathbf{W}(2 N) / \mathrm{U}(1) \cong \mathrm{T}(2 N) \tag{1.21}
\end{equation*}
$$

Next, we study the quantum analogue of $\mathbf{S p}(2 N, \mathbf{R})$. It is an $N(2 N+1)$-dimensional Lie group of unitary operators with its algebra spanned by $\left\{\hat{q}_{i} \hat{q}_{j}, \hat{p}_{i} \hat{p}_{j}, \hat{q}_{i} \hat{p}_{j}+\hat{p}_{j} \hat{q}_{i}\right\}$. We shall show that this Lie algebra is isomorphic to $\mathbf{s p}(2 N, \mathbf{R})$-the Lie algebra of $\mathbf{S p}(2 N, \mathbf{R})$, and thus the group acquires the name metaplectic group $\mathbf{M p}(2 N, \mathbf{R})$ [27, 64,92 ]. The elements of the Lie algebra of $\operatorname{Mp}(2 N, \mathbf{R})$ are the anti-Hermitian operators
of the form

$$
\begin{align*}
\hat{\Psi}(m) & \equiv \frac{i}{2}(\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}}) \mathrm{g}^{\frac{1}{2}}\left(\begin{array}{ll}
a & c \\
c^{\top} & b
\end{array}\right) g^{\frac{1}{2}}(\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}})^{\top} \\
& \equiv \frac{i}{2} \hat{r} g^{\frac{1}{2}} \mathrm{Jm}^{\frac{1}{2}} \hat{r}^{\top} \\
& =\frac{i}{2} \hat{r} \downharpoonleft g^{-\frac{1}{2}} m g^{\frac{1}{2}} \hat{r}^{\top} \tag{1.22}
\end{align*}
$$

where a and b are $N \times N$ symmetric real matrices, and

$$
m=\left(\begin{array}{cc}
-c^{\top} & -b  \tag{1.23}\\
a & c
\end{array}\right) \epsilon \operatorname{sp}(2 N, \mathbf{R})
$$

is a $2 N \times 2 N$ real matrix [32]. Introducing the scale matrix $g$ is necessary since we have to distinguish squeezed states from coherent states in the following discussion. Note that $\mathbf{g}^{-\frac{1}{2}} \mathbf{m g}^{\frac{1}{2}} \in \mathbf{s p}(2 N, \mathbf{R})$.

From the canonical commutation relations, we have

$$
\begin{equation*}
\left[\hat{\Psi}(m), \hat{r}^{T}\right]=-g^{-\frac{1}{2}} m g^{\frac{1}{2}} \hat{r}^{T}, \tag{1.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\hat{\Psi}\left(m_{1}\right), \hat{\Psi}\left(m_{2}\right)\right]=\hat{\Psi}\left(\left[m_{1}, m_{2}\right]\right) \tag{1.25}
\end{equation*}
$$

thus the Lie algebra of $\mathbf{M p}(2 N, \mathbf{R})$ is isomorphic to $\mathbf{s p}(2 N, \mathbf{R})$.
The action of $\exp \{\hat{\Psi}(m)\} \in \operatorname{Mp}(2 N, \mathbf{R})$ on $\hat{r}$ can be defined and calculated from (1.24) as

$$
\begin{equation*}
\exp \{\hat{\Psi}(m)\} \hat{r}^{\top} \exp \{-\hat{\Psi}(m)\}=g^{-\frac{1}{2}} \exp (-m) g^{\frac{1}{2}} \hat{r}^{\top} \tag{1.26}
\end{equation*}
$$

where $\exp (-m) \in \mathbf{S p}(2 N, \mathbf{R})$, hence $\mathbf{g}^{-\frac{1}{2}} \exp (-\mathrm{m}) \mathbf{g}^{\frac{1}{2}} \in \mathbf{S p}(2 N, \mathbf{R})$. Therefore this action induces an element in $\mathbf{S p}(2 N, \mathbf{R})$.

Let us next generalize (1.26) by replacing $g^{-\frac{1}{2}} \exp (-m) g^{\frac{1}{2}}$ in (1.26) by a general element $M$ in $\operatorname{Sp}(2 N, \mathbf{R})$ which is defined as in (1.18), we then try to find a unitary operator $\hat{S}(\mathrm{M})$ in $\mathbf{M p}(2 N, \mathbf{R})$ such that

$$
\begin{equation*}
\hat{S}(M) \hat{r}^{\top} \hat{S}^{\dagger}(M)=M \hat{r}^{\top}=g^{-\frac{1}{2}} S g^{\frac{1}{2}} \hat{r}^{\top} \tag{1.27}
\end{equation*}
$$

From linear algebra and group theory, we know that there is a unique polar decomposition $S=R P$ for any element $S$ of $\operatorname{Sp}(2 N, \mathbf{R})$, where R is orthogonal, P is symmetric
and positive definite, and both R and P are in $\operatorname{Sp}(2 N, \mathbf{R})$. Therefore we can always put $S=\exp \left(m_{R}\right) \exp \left(m_{P}\right)$, where $R=\exp \left(m_{R}\right)$ and $P=\exp \left(m_{P}\right)$, and both $m_{R}$ and $m_{P}$ are elements of $\mathbf{s p}(2 N, \mathbf{R})$ ( $m p$ is symmetric and unique, while $m_{R}$ is anti-symmetric and not unique) [64]. The element $\hat{S}(\mathrm{M})$ in $\operatorname{Mp}(2 N, \mathbf{R})$ which is unitary and satisfies (1.27) can be constructed as

$$
\begin{equation*}
\hat{S}(M)=\exp \left\{\hat{\Psi}\left(-m_{p}\right)\right\} \exp \left\{\hat{\Psi}\left(-m_{R}\right)\right\} \tag{1.28}
\end{equation*}
$$

However, among all elements of $\operatorname{Mp}(2 N, \mathbf{R})$, there are exactly two which give the same matrix M in (1.27), i.e., $\pm \hat{S}(\mathrm{M})$. The reason that $-\hat{S}(\mathrm{M})$ also belongs to $\mathrm{Mp}_{\mathbf{p}}(2 N, \mathbf{R})$ is because of the following identity:

$$
\begin{equation*}
\exp \left\{i \pi\left(c \hat{q}_{j}^{2}+c^{-1} \hat{p}_{j}^{2}\right)\right\}=-\hat{1} \in \mathbf{M p}_{\mathbf{p}}(2 N, \mathbf{R}) \tag{1.29}
\end{equation*}
$$

where $c$ is any non-zero real number. Hence we see that $\mathbf{M p}(2 N, \mathbf{R})$ is a doubly covering group of $\mathbf{S p}(2 N, \mathbf{R})$ :

$$
\begin{equation*}
\mathbf{M p}(2 N, \mathbf{R}) /\{ \pm \hat{\mathbf{1}}\} \cong \mathbf{S p}(2 N, \mathbf{R}) \tag{1.30}
\end{equation*}
$$

Now we are ready to define the group which corresponds to $\operatorname{ISp}(2 N, \mathbf{R})$. It is the semi-direct product of $\mathbf{W}(2 N)$ and $\mathbf{M p}(2 N, \mathbf{R})$, i.e., $\mathbf{W}(2 N) \otimes_{s} \mathbf{M p}(2 N, \mathbf{R})$. We will denote this group by $\operatorname{WMp}(2 N, \mathbf{R})$ and define its element as the unitary operator $\hat{T}\left(\theta, \boldsymbol{z}_{c}\right) \hat{S}(M)$. The transformation of $\hat{\boldsymbol{r}}$ under $\mathbf{W M p}(2 N, \mathbf{R})$ is defined as

$$
\begin{equation*}
\left[\hat{T}\left(\theta, z_{c}\right) \hat{S}(M)\right] \hat{\boldsymbol{r}}^{\top}\left[\hat{T}\left(\theta, z_{c}\right) \hat{S}(M)\right]^{\dagger}=M\left(\hat{\boldsymbol{r}}-\boldsymbol{z}_{c}\right)^{\top} \tag{1.31}
\end{equation*}
$$

which is formally isomorphic to (1.17).

### 1.2.3 Diagonalization by Symplectic Congruence Transformations

Theorem [93, 102]: If M is a symmetric and positive definite $2 N \times 2 N$ real matrix, then there exist two matrices $\mathrm{S}_{1}, \mathrm{~S}_{2} \in \mathrm{Sp}(2 N, \mathrm{R})$, such that

$$
M=S_{1}^{\top}\left(\begin{array}{ll}
\Omega & 0  \tag{1.32}\\
0 & \Omega
\end{array}\right) S_{1}=S_{2}^{\top}\left(\begin{array}{cc}
\Omega^{2} & 0 \\
0 & l_{N}
\end{array}\right) S_{2},
$$

where $\Omega \equiv \operatorname{diag}\left\{\Omega_{0}, \Omega_{1}, \Omega_{2}, \cdots, \Omega_{n}\right\}$ with $\Omega_{j}>0$.

## Remarks:

(1) $S \in \operatorname{Sp}(2 N, \mathbf{R})$ if and only if $S^{\top} J S=J$ by definition.
(2) $\Omega_{j}$ 's are not eigenvalues of $M$ in general. We will call them the "symplectic eigenvalues" of the matrix $M$.
(3) The eigenvalues of JM are $\pm i \Omega_{j}$ 's, hence we can calculate the symplectic eigenvalues $\Omega_{j}$ 's from JM as an ordinary eigenvalue problem.
(4) If the matrix $\mathrm{C}_{j}$ corresponds to a two-dimensional rotation on the $\left(x_{j}, k_{j}\right)$ phase plane, then

$$
C_{j}^{\top}\left(\begin{array}{cc}
\boldsymbol{\Omega} & 0  \tag{1.33}\\
\mathbf{0} & \boldsymbol{\Omega}
\end{array}\right) C_{j}=C_{j}^{\top} C_{j}\left(\begin{array}{cc}
\boldsymbol{\Omega} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Omega}
\end{array}\right)=\left(\begin{array}{cc}
\boldsymbol{\Omega} & 0 \\
\mathbf{0} & \Omega
\end{array}\right)
$$

Therefore $S_{1}$ in (1.32) can be replaced by $C_{j} S_{1}$ and is not unique.
(5) $S_{2}$ can be constructed from $S_{1}$ as

$$
S_{2}=\left(\begin{array}{cc}
\Omega^{-\frac{1}{2}} & 0  \tag{1.34}\\
0 & \Omega^{\frac{1}{2}}
\end{array}\right) S_{1}
$$

hence $S_{2}$ is not unique either.

### 1.3 The Weyl Operator and the Wigner Operator

### 1.3.1 Squeezed Coherent States and the Weyl Operator

Let $|\mathbf{0}\rangle$ denote the direct product of the ground states of $N$ independent harmonic oscillators with masses $m_{j}$ and frequencies $\omega_{j}$ defined in Sec. 1.1. In the coordinate representation this ground state takes the form

$$
\begin{equation*}
\langle x \mid 0\rangle=\prod_{j}\left[\left(\frac{m_{j} \omega_{j}}{\pi}\right)^{1 / 4} \exp \left\{-\frac{1}{2} m_{j} \omega_{j} x_{j}^{2}\right\}\right], \tag{1.35}
\end{equation*}
$$

where $\boldsymbol{x}$ is a vector in the $N$-dimensional configuration space.
According to the theory of generalized coherent states [74, 106], we define the $N$ mode squeezed coherent state as the generalized coherent state corresponding to the group $\mathbf{W M p}(2 N, \mathbf{R})$ with $|\mathbf{0}\rangle$ as the fiducial state:

$$
\begin{equation*}
\hat{T}\left(\theta, z_{c}\right) \hat{S}(M)|0\rangle \tag{1.36}
\end{equation*}
$$

where $\hat{T}\left(\theta, \boldsymbol{z}_{c}\right) \hat{S}(\mathrm{M})$ is an element of $\operatorname{WMp}(2 N, \mathbf{R})$ as defined in Sec. 1.2.2. Since the fiducial state $|0\rangle$ is invariant under the action of some elements of $\operatorname{WMp}(2 N, \mathbf{R})$, the
squeezed coherent state defined above is equivalent to $[66,104]$

$$
\begin{equation*}
\hat{D}\left(\boldsymbol{z}_{c}\right) \exp \left\{\hat{\Psi}\left(-m_{p}\right)\right\}|0\rangle=\hat{D}\left(z_{c}\right) \hat{S}\left(g^{-\frac{1}{2}} \exp \left(m_{p}\right) g^{\frac{1}{2}}\right)|0\rangle \tag{1.37}
\end{equation*}
$$

where $\hat{D}\left(\boldsymbol{z}_{c}\right)$ is called the Weyl operator (or the phase-space displacement operator):

$$
\begin{equation*}
\hat{D}\left(\boldsymbol{z}_{c}\right) \equiv \exp \left\{i \hat{\boldsymbol{r}} \boldsymbol{\jmath} \boldsymbol{z}_{c}^{\top}\right\}=\exp \left\{i\left(\boldsymbol{k}_{\mathrm{c}} \cdot \hat{\boldsymbol{q}}-\boldsymbol{x}_{\mathrm{c}} \cdot \hat{\boldsymbol{p}}\right)\right\} \tag{1.38}
\end{equation*}
$$

which is an element of $\mathbf{W}(2 N)$ with $\theta=0$, and $\exp (\mathrm{mp})$ is a positive definite symmetric $2 N \times 2 N$ symplectic matrix.

As a special case of the $N$-mode squeezed coherent state defined above, the $N$-mode coherent state is defined as [34, 55, 81]:

$$
\begin{equation*}
\left|\boldsymbol{z}_{c}\right\rangle=\hat{D}\left(\boldsymbol{z}_{c}\right)|0\rangle \tag{1.39}
\end{equation*}
$$

Because $\boldsymbol{z}_{c}$ is a vector in the $2 N$-dimensional phase space, there is a one-to-one correspondence between $\left|\boldsymbol{z}_{c}\right\rangle$ in (1.39) and the phase space made of $\boldsymbol{z}_{c}$.

The set of coherent states $\left\{|\boldsymbol{z}\rangle \mid \boldsymbol{z} \in \mathbf{R}^{2 N}\right\}$ forms an overcomplete basis of the Hilbert space for the total system because of the following resolution of the identity:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d^{2 N} z|\boldsymbol{z}\rangle\langle\boldsymbol{z}|=(2 \pi)^{N} \hat{1} \tag{1.40}
\end{equation*}
$$

The following formulas are useful for later discussion:

$$
\begin{gather*}
\hat{D}^{\dagger}(\boldsymbol{z})=\hat{D}^{-1}(\boldsymbol{z})=\hat{D}(-\boldsymbol{z}),  \tag{1.41}\\
\hat{D}(\boldsymbol{z}) \hat{r} \hat{D}(-\boldsymbol{z})=\hat{r}-\boldsymbol{z},  \tag{1.42}\\
\hat{D}\left(z_{1}\right) \hat{D}\left(z_{2}\right)=\hat{D}\left(z_{1}+z_{2}\right) \exp \left\{-\frac{i}{2} z_{1} J z_{2}^{\top}\right\},  \tag{1.43}\\
\hat{D}\left(z_{1}\right) \hat{D}\left(z_{2}\right) \hat{D}\left(z_{3}\right)=\hat{D}\left(z_{1}+z_{2}+z_{3}\right) \exp \left\{-\frac{i}{2}\left(z_{1} J z_{2}^{\top}+z_{1} J z_{3}^{\top}+z_{2} J z_{3}^{\top}\right)\right\},  \tag{1.44}\\
\hat{D}\left(z_{1}\right) \hat{D}\left(z_{2}\right) \hat{D}\left(z_{1}\right)=\hat{D}\left(2 z_{1}+z_{2}\right),  \tag{1.45}\\
\hat{D}\left(z_{1}\right) \hat{D}\left(z_{2}\right) \hat{D}\left(-z_{1}\right)=\hat{D}\left(z_{2}\right) \exp \left\{-i \boldsymbol{z}_{1} J z_{2}^{\top}\right\},  \tag{1.46}\\
\langle\mathbf{0}| \hat{D}(\boldsymbol{z})|\mathbf{0}\rangle=\exp \left\{-\frac{1}{4} \boldsymbol{z g} \boldsymbol{z}^{\top}\right\} \in \mathbf{R},  \tag{1.47}\\
\left\langle z_{1} \mid z_{2}\right\rangle=\left\langle z_{2} \mid z_{1}\right\rangle^{*}=\exp \left\{-\frac{1}{4}\left(z_{1}-z_{2}\right) \mathrm{g}\left(z_{1}-z_{2}\right)^{\top}+\frac{i}{2} z_{1} J z_{2}^{\top}\right\} . \tag{1.48}
\end{gather*}
$$

### 1.3.2 The Parity Operator and the Wigner Operator

We define the parity operator $\hat{I}$ as a unitary operator which generates the following transformation on $\hat{r}$ [42]:

$$
\begin{equation*}
\hat{\Pi} \hat{r} \hat{\Pi}^{\dagger}=-\hat{\boldsymbol{r}} . \tag{1.49}
\end{equation*}
$$

By the uniqueness theorem of von Neumann, $\hat{\Pi}$ is determined up to a phase. If we also demand that

$$
\begin{equation*}
\hat{\Pi}^{-1}=\hat{\Pi}, \text { and } \hat{\Pi}|0\rangle=|0\rangle \tag{1.50}
\end{equation*}
$$

then the parity operator $\hat{I}$ is uniquely determined as a special element of $\mathbf{W M p}(2 N, R)$ [78]:

$$
\begin{equation*}
\hat{\mathrm{\Pi}}=(4 \pi)^{-N} \int_{-\infty}^{+\infty} d^{2 N} z \hat{D}(z)=\exp \left\{\frac{i}{2} \pi\left(\hat{r} g \hat{r}^{\top}-N \hat{\mathrm{i}}\right)\right\} \tag{1.51}
\end{equation*}
$$

where $\frac{1}{2}\left(\hat{r} g \hat{r}^{\top}-N \hat{1}\right)$ is usually called the number operator for the total system.
The Wigner operator $\hat{\Delta}_{w}(z)$ is defined as the symplectic Fourier transform of the Weyl operator $\hat{D}(-z)$ :

$$
\begin{equation*}
\hat{\Delta}_{W}(z)=(2 \pi)^{-2 N} \int_{-\infty}^{+\infty} d^{2 N} \zeta \exp \left\{-i \zeta J z^{\top}\right\} \hat{D}(-\zeta) \tag{1.52}
\end{equation*}
$$

i.e., $\hat{\Delta}_{w}(z)$ and $\hat{D}(-z)$ form a symplectic Fourier transform pair. The inverse of the above relation is

$$
\begin{equation*}
\hat{D}(-z)=\int_{-\infty}^{+\infty} d^{2 N} \zeta \exp \left\{-i \zeta J z^{\top}\right\} \hat{\Delta}_{w}(\zeta) \tag{1.53}
\end{equation*}
$$

Using (1.46) and (1.51), the explicit form of the Wigner operator can be obtained as [ 9,68 ]

$$
\begin{equation*}
\hat{\Delta}_{w}(z)=\pi^{-N} \hat{D}(2 z) \hat{\Pi}=\pi^{-N} \hat{\Pi} \hat{D}(-2 z) \tag{1.54}
\end{equation*}
$$

hence $\hat{\Delta}_{W}(\boldsymbol{z})$ is an element of $\operatorname{WMp}(2 N, \mathbf{R})$. It is easy to prove that $\hat{\Delta}_{W}(\boldsymbol{z})$ is a Hermitian operator, and

$$
\begin{equation*}
\left[\pi^{N} \hat{\Delta}_{W}(z)\right]^{2}=\int_{-\infty}^{+\infty} d^{N} z \hat{\Delta}_{W}(z)=\hat{\mathbf{1}} \tag{1.55}
\end{equation*}
$$

The transformation of the Wigner operator under $\mathbf{W M p}(2 N, \mathbf{R})$ is defined as

$$
\begin{align*}
& {\left[\hat{T}\left(\theta, z_{c}\right) \hat{S}(M)\right]^{\dagger} \hat{\Delta}_{w}(z)\left[\hat{T}\left(\theta, z_{c}\right) \hat{S}(M)\right] } \\
= & \hat{S}^{\dagger}(M) \hat{D}^{\dagger}\left(z_{c}\right) \hat{\Delta}_{w}(z) \hat{D}\left(z_{c}\right) \hat{S}(M) \\
= & \hat{\Delta}_{w}\left(\left(z-z_{c}\right) M^{\top}\right), \tag{1.56}
\end{align*}
$$

hence this transformation induces a linear canonical transformation on the argument of the Wigner operator, which is isomorphic to the linear canonical transformation (1.17).

### 1.3.3 Trace and Pseudo-trace of Operators

The pseudo-trace of an operator $\hat{f}(\hat{r})$ is defined in terms of the coherent state basis as follows:

$$
\begin{equation*}
\operatorname{tr}(\hat{f}(\hat{r}))=(2 \pi)^{-N} \int_{-\infty}^{+\infty} d^{2 N} z\langle z| \hat{f}(\hat{r})|z\rangle \tag{1.57}
\end{equation*}
$$

Using (1.40), we can prove that if $\hat{f}(\hat{r})$ is in the trace class [75], i.e., the ordinary trace $\operatorname{Tr}(\hat{f}(\hat{r}))$ is a finite complex number and is independent of the choice of the basis, then

$$
\begin{equation*}
\operatorname{Tr}(\hat{f}(\hat{\boldsymbol{r}}))=\operatorname{tr}(\hat{f}(\hat{\boldsymbol{r}})) \tag{1.58}
\end{equation*}
$$

Therefore the pseudo-trace of a trace-class operator is identical to the ordinary trace of this operator.

Although the parity operator, Weyl operator, and Wigner operator are not in the trace class, we still have well-defined pseudo-traces of these operators. The following formulas will be useful in later discussion:

$$
\begin{gather*}
\operatorname{tr}(\hat{\mathrm{I}})=2^{-N},  \tag{1.59}\\
\operatorname{tr}(\hat{D}(z))=(2 \pi)^{N} \delta(z),  \tag{1.60}\\
\operatorname{tr}\left(\hat{\Delta}_{W}(z)\right)=(2 \pi)^{-N},  \tag{1.61}\\
\operatorname{tr}\left(\hat{D}\left(z_{1}\right) \hat{D}\left(z_{2}\right)\right)=(2 \pi)^{N} \delta\left(z_{1}+z_{2}\right), \tag{1.62}
\end{gather*}
$$

$$
\begin{equation*}
\operatorname{tr}\left(\hat{\Delta}_{W}\left(z_{1}\right) \hat{\Delta}_{W}\left(z_{2}\right)\right)=(2 \pi)^{-N} \delta\left(z_{1}-z_{2}\right) \tag{1.63}
\end{equation*}
$$

In the following context, we will also need to use the general result that if $\hat{f}(\hat{\boldsymbol{r}}) \hat{g}(\hat{\boldsymbol{r}})$ is in the trace class, then

$$
\begin{equation*}
\operatorname{Tr}(\hat{f}(\hat{r}) \hat{g}(\hat{r}))=\operatorname{Tr}(\hat{g}(\hat{r}) \hat{f}(\hat{r})) \tag{1.64}
\end{equation*}
$$

### 1.4 Stochastic Processes

In this section we shall review the theory of stochastic processes with a continuous parameter and a continuous state space. The continuous parameter will be denoted by $t \geq 0$ and interpreted as time. For the stochastic process formulations, we shall always use $m, n \in N$ for the subscripts, and $0 \leq t_{1} \leq t_{2} \leq t_{3} \cdots \cdots$ for the time moments throughout this paper.

### 1.4.1 Definitions and Theorems

A (stochastic) process $\breve{y}(t)$ can be naively defined as a time dependent random variable which is described by a set of probability densities $P_{n}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}\right)$, among which $P_{1}\left(y_{1} ; t_{1}\right) \equiv P\left(y_{1} ; t_{1}\right)$ is the probability density that $\breve{y}(t)$ has the value $y_{1}$ at time $t_{1}$ (which is usually called the distribution function by physicists), and in general $P_{n}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}\right)$ is the joint probability density that $\breve{y}(t)$ has the value $y_{1}$ at time $t_{1}, y_{2}$ at time $t_{2}, \cdots$, and $y_{n}$ at time $t_{n}$. These (joint) probability densities satisfy the following consistency conditions [53]:

$$
\begin{align*}
& P_{n}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}\right) \geq 0  \tag{1.65}\\
& \int_{-\infty}^{+\infty} d y_{m} P_{n}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}\right) \\
& =P_{n-1}\left(y_{1} ; t_{1}, \cdots y_{m-1} ; t_{m-1}, y_{m+1} ; t_{m+1}, \cdots, y_{n} ; t_{n}\right), \quad 1 \leq m \leq n  \tag{1.66}\\
& \int_{-\infty}^{+\infty} d y_{1} P\left(y_{1} ; t_{1}\right)=1, \tag{1.67}
\end{align*}
$$

and $P_{n}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}\right)$ is symmetric with respect to the exchange of any two pairs ( $y_{a} ; t_{a}$ ) and ( $y_{b} ; t_{b}$ ), where $1 \leq a, b \leq n$. A stochastic process $\breve{y}(t)$ is called a multivariate process if $\breve{y}(t)$ is a random-variable-valued vector with more than one component, otherwise it is called a one-variable (or one-dimensional) process. In the following, we shall deal with one-variable real-valued stochastic processes unless otherwise mentioned.

The mean of a process $\breve{y}(t)$ is defined as

$$
\begin{equation*}
\langle\breve{y}(t)\rangle=\int_{-\infty}^{+\infty} d y P(y ; t) y \tag{1.68}
\end{equation*}
$$

The $m$-th moment of $\breve{y}(t)$ is defined as

$$
\begin{align*}
& \left\langle\breve{y}\left(t_{1}\right) \breve{y}\left(t_{2}\right) \cdots \breve{y}\left(t_{m}\right)\right\rangle \\
= & \int_{-\infty}^{+\infty} d y_{1} d y_{2} \cdots d y_{m} P_{\mathrm{m}}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{m} ; t_{m}\right) y_{1} y_{2} \cdots y_{m} \tag{1.69}
\end{align*}
$$

if the integral converges, otherwise we say that there is no $m$-th moment for this process. A process with an m-th moment is called an m-th order process. The (auto)-correlation function of a second-order process $\breve{y}(t)$ is defined as

$$
\begin{align*}
& \left.\left\langle\breve{y}\left(t_{1}\right) \breve{y}\left(t_{2}\right)\right\rangle\right\rangle=\left\langle\left\langle\breve{y}\left(t_{2}\right) \breve{y}\left(t_{1}\right)\right\rangle\right\rangle \\
= & \left\langle\left[\breve{y}\left(t_{1}\right)-\left\langle\breve{y}\left(t_{1}\right)\right\rangle\right]\left[\breve{y}\left(t_{2}\right)-\left\langle\breve{y}\left(t_{2}\right)\right\rangle\right]\right\rangle \\
= & \left\langle\breve{y}\left(t_{1}\right) \breve{y}\left(t_{2}\right)\right\rangle-\left\langle\breve{y}\left(t_{1}\right)\right\rangle\left\langle\breve{y}\left(t_{2}\right)\right\rangle . \tag{1.70}
\end{align*}
$$

The conditional probability densities of a process are defined as

$$
\begin{align*}
& P_{m \mid n}\left(y_{1} ; t_{1}, y_{2} ; t_{2} \cdots y_{m} ; t_{m} \mid y_{m+1} ; t_{m+1}, \cdots, y_{m+n} ; t_{m+n}\right) \\
= & \frac{P_{m+n}\left(y_{1} ; t_{1}, y_{2} ; t_{2} \cdots, y_{m+n} ; t_{m+n}\right)}{P_{m}\left(y_{1} ; t_{1}, \cdots, y_{m} ; t_{m}\right)} \tag{1.71}
\end{align*}
$$

among which

$$
\begin{equation*}
P_{1 \mid 1}\left(y_{1} ; t_{1} \mid y_{2} ; t_{2}\right) \equiv P\left(y_{1} ; t_{1} \mid y_{2} ; t_{2}\right)=\frac{P_{2}\left(y_{1} ; t_{1}, y_{2} ; t_{2}\right)}{P\left(y_{1} ; t_{1}\right)} \tag{1.72}
\end{equation*}
$$

is usually called the transition probability density because of the following identity:

$$
\begin{equation*}
P\left(y_{2} ; t_{2}\right)=\int_{-\infty}^{+\infty} d y_{1} P\left(y_{1} ; t_{1} \mid y_{2} ; t_{2}\right) P\left(y_{1} ; t_{1}\right) \tag{1.73}
\end{equation*}
$$

It then follows that $P\left(y_{1} ; t \mid y_{2} ; t\right)=\delta\left(y_{1}-y_{2}\right)$, which is independent of $t$.
A stochastic process $\breve{y}(t)$ is called stationary if for all $n$ :

$$
\begin{equation*}
\left\langle\breve{y}\left(t_{1}+\Delta t\right) \breve{y}\left(t_{2}+\Delta t\right) \cdots \breve{y}\left(t_{n}+\Delta t\right)\right\rangle=\left\langle\breve{y}\left(t_{1}\right) \breve{y}\left(t_{2}\right) \cdots \breve{y}\left(t_{n}\right)\right\rangle, \tag{1.74}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
P_{n}\left(y_{1} ; t_{1}+\Delta t, y_{2} ; t_{2}+\Delta t, \cdots, y_{n} ; t_{n}+\Delta t\right)=P_{n}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}\right) \tag{1.75}
\end{equation*}
$$

For a stationary process, $P\left(y_{1} ; t_{1}\right)=P\left(y_{1}\right)$ is time-independent, and $P_{2}\left(y_{1} ; t_{1}, y_{2} ; t_{2}\right)=$ $P_{2}\left(y_{1} ; 0, y_{2} ; t_{2}-t_{1}\right)$. In other words, the mean of a stationary process is time-independent, and the correlation function

$$
\begin{equation*}
\left\langle\left\langle\breve{y}\left(t_{1}\right) \breve{y}\left(t_{2}\right)\right\rangle\right\rangle=\left\langle\left\langle\breve{y}(0) \breve{y}\left(t_{2}-t_{1}\right)\right\rangle\right\rangle=\left\langle\left\langle\breve{y}\left(t_{1}-t_{2}\right) \breve{y}(0)\right\rangle\right. \tag{1.76}
\end{equation*}
$$

is an even function of $\left(t_{1}-t_{2}\right)$.
A stochastic process $\breve{y}(t)$ is called Gaussian if the (joint) probability density $P_{n}\left(y_{1} ; t_{1}\right.$, $y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}$ ) of this process is an $n$-dimensional Gaussian distribution in ( $y_{1}, \cdots, y_{n}$ ) for every n . A Gaussian process is completely determined by its mean and correlation function.

A stochastic process $\breve{y}(t)$ is called Markovian if

$$
\begin{equation*}
P_{m \mid 1}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{m} ; t_{m} \mid y_{m+1} ; t_{m+1}\right)=P\left(y_{m} ; t_{m} \mid y_{m+1} ; t_{m+1}\right) \tag{1.77}
\end{equation*}
$$

for every $m$, hence it is fully determined by $P\left(y_{1} ; t_{1}\right)$ and $P\left(y_{1} ; t_{1} \mid y_{2} ; t_{2}\right)$. For a Markovian process, the transition probability density $P\left(y_{1} ; t_{1} \mid y_{2} ; t_{2}\right)$ must satisfy the (Bachelier-Smoluchowski-) Chapman-Kolmogorov equation,

$$
\begin{equation*}
P\left(y_{1} ; t_{1} \mid y_{2} ; t_{2}\right)=\int_{-\infty}^{+\infty} d y P\left(y_{1} ; t_{1} \mid y ; t\right) P\left(y ; t \mid y_{2} ; t_{2}\right) \tag{1.78}
\end{equation*}
$$

where $t_{1} \leq t \leq t_{2}$.
A stationary Gaussian process $\breve{y}(t)$ is Markovian if and only if

$$
\begin{equation*}
\langle\langle\breve{y}(t) \breve{y}(0)\rangle\rangle=\langle\langle\breve{y}(0) \breve{y}(0)\rangle\rangle \exp (-\gamma|t|), \quad \gamma>0 . \tag{1.79}
\end{equation*}
$$

This is usually called Doob's theorem [97].

The power spectrum (or the spectral density) of a stationary process $\breve{y}(t)$ is defined as the Fourier transform of its correlation function $\langle\breve{y}(t) \breve{y}(0)\rangle$ :

$$
\begin{align*}
I_{y}(\omega) & =\int_{-\infty}^{+\infty} d i \exp (i \omega t)\langle\langle\breve{y}(t) \breve{y}(0)\rangle \\
& =\int_{-\infty}^{+\infty} d t \cos (\omega t)\langle\langle\breve{y}(t) \breve{y}(0)\rangle . \tag{1.80}
\end{align*}
$$

The power spectrum $I_{y}(\omega)$ is an even function of $\omega$ because the correlation function is an even function of $t$. Note that there is an equivalent definition for the power spectrum in terms of the Fourier transform or Fourier series of $\breve{y}(t)$. If we use this alternative definition, then (1.80) follows as the famous Wiener-Khinchin theorem.

For a given stochastic process $\breve{y}(t)$, if we have an explicit expression $\breve{y}(t)=Y(\breve{\alpha} ; t)$, where $\breve{\boldsymbol{\alpha}}$ is a $\lambda$-dimensional multivariate random variable $(\lambda \in \mathbf{N})$, and the probability density $\mathcal{P}(\boldsymbol{\alpha})$ for $\breve{\boldsymbol{\alpha}}$ is given. Then the probability density for the process $\breve{y}(t)$ can be obtained as

$$
\begin{equation*}
P(y ; t)=\int_{-\infty}^{+\infty} d^{\lambda} \alpha \mathcal{P}(\boldsymbol{\alpha}) \delta(y-Y(\boldsymbol{\alpha} ; t))=\langle\delta(y-Y(\breve{\boldsymbol{\alpha}} ; t))\rangle, \tag{1.81}
\end{equation*}
$$

and in general, for those joint probability densities:

$$
\begin{align*}
& P_{\mathrm{n}}\left(y_{1} ; t_{1}, y_{2} ; t_{2}, \cdots, y_{n} ; t_{n}\right) \\
= & \int_{-\infty}^{+\infty} d^{\lambda} \alpha \mathcal{P}(\boldsymbol{\alpha}) \delta\left(y_{1}-Y\left(\boldsymbol{\alpha} ; t_{1}\right)\right) \delta\left(y_{2}-Y\left(\boldsymbol{\alpha} ; t_{2}\right)\right) \cdots \delta\left(y_{n}-Y\left(\boldsymbol{\alpha} ; t_{n}\right)\right) \\
= & \left\langle\delta\left(y_{1}-Y\left(\breve{\boldsymbol{\alpha}} ; t_{1}\right)\right) \delta\left(y_{2}-Y\left(\breve{\boldsymbol{\alpha}} ; t_{2}\right)\right) \cdots \delta\left(y_{n}-Y\left(\breve{\boldsymbol{\alpha}} ; t_{\mathrm{n}}\right)\right)\right\rangle . \tag{1.82}
\end{align*}
$$

Hence we have

$$
\begin{equation*}
\langle\breve{y}(t)\rangle=\int_{-\infty}^{+\infty} d^{\lambda} \alpha \mathcal{P}(\alpha) Y(\alpha ; t)=Y(\langle\breve{\alpha}) ; t) \tag{1.83}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\breve{y}\left(t_{1}\right) \breve{y}\left(t_{2}\right) \cdots \breve{y}\left(t_{n}\right)\right\rangle=\int_{-\infty}^{+\infty} d^{\lambda} \alpha \mathcal{P}(\alpha) Y\left(\alpha ; t_{1}\right) Y\left(\alpha ; t_{2}\right) \cdots Y\left(\alpha ; t_{n}\right), \tag{1.84}
\end{equation*}
$$

which are analogous to the quantum-mechanical formulations in the Heisenberg picture.

### 1.4.2 Stochastic Differential Equations

Roughly speaking, a stochastic differential equation is a differential equation which connects two or more stochastic processes. For example, the following is a second-order stochastic differential equation:

$$
\begin{equation*}
\ddot{y}(t)+c_{1} \dot{\ddot{y}}(t)+c_{0} \breve{y}(t)=\breve{W}(t), \tag{1.85}
\end{equation*}
$$

where $\breve{W}(t)$ is a given process and $\breve{y}(t)$ is the unknown one, and $c_{0}$ and $c_{1} \in \mathbf{R}$. If the given $\breve{W}(t)$ is stationary, although the stationary solution always exists, in general there are many other non-stationary solutions for (1.85). For the stationary solution of (1.85), its power spectrum can be determined by Fourier analysis as follows [103]:

$$
\begin{equation*}
I_{y}(\omega)=\frac{I_{W}(\omega)}{\left|-\omega^{2}-i c_{1} \omega+c_{0}\right|^{2}} \tag{1.86}
\end{equation*}
$$

Hence the correlation function of the stationary solution is determined according to the above algebraic relation.

As a generalization of the stochastic differential equation (1.85), let us consider the following stochastic integro-differential equation for $\breve{y}(t)$ :

$$
\begin{equation*}
\ddot{y}(t)+\int_{-\infty}^{t} d \tau b(t-\tau) \dot{\ddot{y}}(\tau)+c_{0} \breve{y}(t)=\breve{W}(t) \tag{1.87}
\end{equation*}
$$

where $\breve{W}(t)$ is a given process and $b(t)$ is the memory kernel. It is obvious that (1.87) contains (1.85) as a special case. We can also Fourier analyze (1.87) and get the power spectrum for the stationary solution as

$$
\begin{equation*}
I_{y}(\omega)=\frac{I_{W}(\omega)}{\left|-\omega^{2}-i \omega \bar{b}[-i \omega]+c_{0}\right|^{2}} \tag{1.88}
\end{equation*}
$$

where $\bar{b}[-i \omega]$ is the Fourier-Laplace transform of $b(t)$. Hence the correlation function of the stationary solution for (1.87) is determined by the above relation.

## Chapter 2

## Classical Theories of Brownian Motion

### 2.1 Historical Remarks

Brownian motion [71] was first discovered by the English botanist R. Brown in 1827 from the observations of tiny pollen grains immersed in a liquid. The cause of this kind of motion was in debate for decades until A. Einstein proposed a sound kinetic theory in 1905 [24]. Einstein considered Brownian motion of many identical free particles as a diffusion process, and derived the diffusion equation as the equation of motion for the number density of the Brownian particles under certain approximations. At the same time, and at first independently, the Polish physicist M. Smoluchowski used the same approach but a different mathematical formulation to study this problem. In a paper published in 1906, Smoluchowski generalized Einstein's theory of Brownian motion to a particle in an external force field.

In 1908, P. Langevin derived the first phenomenological dynamical equation for Brownian motion, in which the force from the environment acting upon a Brownian particle is separated into two terms-the friction and the random force [60]. On the other hand, in the 1910's A. Fokker, and later M. Planck, derived the equation of motion for the distribution function of the Brownian particle, which is now called the Fokker-Planck equation and is mathematically equivalent to the Langevin equation. The generalization of the Fokker-Planck equation was made by H. Kramers, and later by J. Moyal, in the

1940's [53, 77].
In 1923, N. Wiener studied the mathematical model for Brownian motion and gave a concise and rigorous definition of the stochastic process corresponding to the displacement of a Brownian particle, known as the Wiener process [100]. Later, other mathematicians including A. Kolmogorov, W. Feller, P. Lévy, and J. Doob also made important contributions to the mathematical theory of Brownian motion.

In 1930, L. Ornstein and G. Uhlenbeck modified the Langevin equation by giving an explicit definition of the random force [94]. Their theory then became the most well-known classical theory of Brownian motion. In the 1960's, H. Mori, and later R. Kubo, made a further modification to the Langevin-Ornstein-Uhlenbeck theory by generalizing the Langevin equation to an integro-differential equation, which is now called the generalized Langevin equation [56, 69].

In the following we shall give a short review of these classical theories. This review does not exactly follow the historical development, and the discussions will be restricted to one-dimensional Brownian motion.

### 2.2 Einstein-Smoluchowski Theory

In the Einstein-Smoluchowski theory, Brownian motion is treated as a diffusion process of many identical Brownian particles, with the assumption that the cause of this diffusion is the random bombardment from the environmental molecules due to thermal motion. The mathematical model they considered is essentially the one-dimensional continuous-time random walk.

In Einstein's original theory [24], he considered the Brownian particles as an ensemble of many initially identical free particles in thermal equilibrium with the environment. The distribution of these Brownian particles is described by the number density $n(x ; t)$, where $x$ is the coordinate in configuration space and $t$ is the time elapsed. Einstein then showed that the equation of motion for the number density $n(x ; t)$ is the diffusion equation

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}-D_{x} \frac{\partial^{2}}{\partial x^{2}}\right] n(x ; t)=0 \tag{2.1}
\end{equation*}
$$

Using theories in thermodynamics and hydrodynamics, Einstein was able to give an
explicit expression for $D_{x}$, the configuration-space diffusion coefficient, as

$$
\begin{equation*}
D_{x}=\frac{\mu}{\beta}, \tag{2.2}
\end{equation*}
$$

where $\mu$ is the mobility of a Brownian particle and $\beta^{-1}$ is the temperature of the environment. Eq. (2.2) is known as the Einstein relation.

For the initial condition that all Brownian particles are at the origin when $t=0$, i.e., $n(x, 0)=\mathcal{N} \delta(x)$ with $\mathcal{N}$ being the total number of the Brownian particles, the solution of the diffusion equation (2.1) is

$$
\begin{equation*}
n(x ; t)=\frac{\mathcal{N}}{\sqrt{4 \pi D_{x} t}} \exp \left\{-\frac{x^{2}}{4 D_{x} t}\right\} \tag{2.3}
\end{equation*}
$$

It then follows that the mean displacement of a Brownian particle is zero, while the root-mean-square displacement is

$$
\begin{equation*}
\sqrt{\left\langle x(t)^{2}\right\rangle}=\sqrt{2 D_{x} t} \tag{2.4}
\end{equation*}
$$

which is the main result in Einstein's theory.
In Smoluchowski's paper, instead of using the number density, he discussed the transition probability density $P\left(x_{0} ; 0 \mid x ; t\right)$ for the probability density that a Brownian particle makes a transition from $x_{0}$ at $t=0$ to $x$ at $t$. The Smoluchowski equation for $P\left(x_{0} ; 0 \mid x ; t\right)$ takes the form [52]

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}-\mu \frac{\partial}{\partial x} V^{\prime}(x)-D_{x} \frac{\partial^{2}}{\partial x^{2}}\right] P\left(x_{0} ; 0 \mid x ; t\right)=0 \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
-V^{\prime}(x) \equiv-\frac{\partial V(x)}{\partial x} \tag{2.6}
\end{equation*}
$$

is the external force acting upon the Brownian particle, and $\mu$ and $D_{x}$ are the same as those in Einstein's theory. The initial condition of the Smoluchowski equation is obviously $P\left(x_{0} ; 0 \mid x ; 0\right)=\delta\left(x-x_{0}\right)$. If the external force is set equal to zero, then (2.5) reduces to

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}-D_{x} \frac{\partial^{2}}{\partial x^{2}}\right] P\left(x_{0} ; 0 \mid x ; t\right)=0 \tag{2.7}
\end{equation*}
$$

which can be interpreted as the equation for the Green's function of the diffusion equation (2.1) in Einstein's theory since

$$
\begin{equation*}
n(x ; t)=\int_{-\infty}^{+\infty} d x_{0} P\left(x_{0} ; 0 \mid x ; t\right) n\left(x_{0} ; 0\right) \tag{2.8}
\end{equation*}
$$

for an arbitrary initial number density $n\left(x_{0} ; 0\right)$.
From the general theory of random walks, we know that the displacement of a Brownian particle in the Einstein-Smoluchowski theory is a Markovian process. However, the momentum of a Brownian particle is not well-defined in this theory.

### 2.3 Wiener Process and White Noise

The Wiener (or Wiener-Lévy) process $\mathscr{W}(t)[53,100,103]$ is a stochastic process which models the displacement of a free Brownian particle in the Einstein-Smoluchowski theory. It is defined by the following conditions:
(i) $\breve{W}(t)$ is almost everywhere continuous;
(ii) $\breve{W}(0)=0$;
(iii) $\left[\mathscr{W}\left(t_{2}\right)-\mathscr{W}\left(t_{1}\right)\right]$ has a Gaussian distribution with mean 0 and variance $2 D_{W}\left(t_{2}-t_{1}\right)$; (iv) $\mathscr{W}(t)$ has independent increments, i.e., $\left[\breve{W}\left(t_{2}\right)-\mathscr{W}\left(t_{1}\right)\right],\left[\mathscr{W}\left(t_{3}\right)-\mathscr{W}\left(t_{2}\right)\right], \cdots \cdots$, $\left[\breve{W}\left(t_{n}\right)-\mathscr{W}\left(t_{n-1}\right)\right]$ are mutually independent.

It can be proved that the probability density for the Wiener process defined above takes the form

$$
\begin{equation*}
P(W ; t)=\frac{1}{\sqrt{4 \pi D_{w} t}} \exp \left\{-\frac{W^{2}}{4 D_{w} t}\right\} . \tag{2.9}
\end{equation*}
$$

The Wiener process $\mathscr{W}(t)$ is both Gaussian and Markovian, but it is not a stationary process. Although the original Wiener process is designed for describing the displacement of a free Brownian particle, wherein $D_{w}=D_{x}$ for this interpretation, the time derivative of the Wiener process serves as the mathematical model of the idealized random force, the so-called white noise. Rigorously speaking, white noise thus defined is not an ordinary stochastic process, but it can be understood as a generalized stochastic process just as the delta function may be regarded as a generalized function.

### 2.4 Langevin-Ornstein-Uhlenbeck Theory

Langevin's approach to Brownian motion is a phenomenological dynamical theory [60]. For a single Brownian particle in thermal equilibrium with the environment, the time-dependent force that the environment acts upon the Brownian particle is due to the
incessant impacts from the environmental molecules. Langevin's idea was to separate this time-dependent force into two parts: (i) a time-average-out part, which represents the time-independent friction experienced by the Brownian particle, and (ii) a rapidly fluctuating part, usually called the random force, which is time-dependent with zero time average. The most general Langevin equation for one-dimensional Brownian motion takes the form

$$
\begin{equation*}
m \ddot{x}(t)+m \gamma \dot{x}(t)+V^{\prime}(x(t))=f(t), \tag{2.10}
\end{equation*}
$$

where $m$ and $x$ are the mass and position of the Brownian particle, respectively, $f(t)$ is the random force, $-V^{\prime}(x)$ represents the external force due to a given potential as defined in (2.6), and $-m \gamma \dot{x}$ corresponds to the friction which is proportional to the velocity $\dot{x}$ according to Stoke's law in hydrodynamics ( $m \gamma>0$ is usually called the friction constant). If the external force is zero, then (2.10) can be simplified into

$$
\begin{equation*}
\dot{k}(t)+\gamma k(t)=f(t) \tag{2.11}
\end{equation*}
$$

where $k=m \dot{x}$ is the momentum of the Brownian particle.
Using (2.11), with the assumption that the Brownian particle is in thermal equilibrium with the environment, Langevin was able to rederive the Einstein relation with $D_{x}=(m \gamma \beta)^{-1}$.

In the Ornstein-Uhlenbeck theory [94, 97], the Langevin equation is implicitly reinterpreted as a stochastic differential equation with a well-defined random force. In our notation, the Langevin equation (2.10) in the Ornstein-Uhlenbeck theory becomes

$$
\begin{equation*}
m \ddot{\ddot{x}}(t)+m \gamma \dot{\breve{x}}(t)+V^{\prime}(\breve{x}(t))=\breve{f}(t), \tag{2.12}
\end{equation*}
$$

with the random force $\breve{f}(t)$ defined explicitly as a generalized stochastic process which is characterized by [53, 56, 57, 77]:
(I) $\langle\breve{f}(t)\rangle=0$ from Langevin's original assumption.
(II) $\left\langle\left\langle\breve{f}\left(t_{1}\right) \breve{f}\left(t_{2}\right)\right\rangle\right\rangle=\left\langle\breve{f}\left(t_{1}\right) \breve{f}\left(t_{2}\right)\right\rangle=2 D_{k} \delta\left(t_{1}-t_{2}\right)$ with $D_{k}>0$, which means that there is no correlation between the random forces at different times, i.e., the random force is purely random hence stationary. The power spectrum of this random force is $2 D_{k}$, which is frequency-independent. Therefore this random force acquired the name white noise.
(III) $\breve{f}(t)$ is a Gaussian process according to the central limit theorem. Since it is assumed that Brownian motion is the result of a great number of successive impacts due to thermal motion of the environmental molecules.

The white noise defined above is exactly the time derivative of the Wiener process discussed in Sec. 2.3 with $D_{w}=D_{k}$. It will be shown later that $D_{k}$ is the momentum-space diffusion coefficient. In the following, we shall discuss two examples of the Langevin-Ornstein-Uhlenbeck equation [97]:
(I) Brownian motion of a free particle:

$$
\begin{equation*}
\dot{\grave{k}}(t)+\gamma \breve{k}(t)=\breve{f}(t), \tag{2.13}
\end{equation*}
$$

which is an analogue of (2.11). According to the discussion in Sec. 1.4.2, we have for the stationary solution:

$$
\begin{equation*}
I_{k}(\omega)=\frac{2 D_{k}}{\omega^{2}+\gamma^{2}} \tag{2.14}
\end{equation*}
$$

and the correlation function follows as

$$
\begin{equation*}
\left\langle\langle\breve{k}(t) \breve{k}(0)\rangle=\frac{D_{k}}{\gamma} \exp (-\gamma|t|) .\right. \tag{2.15}
\end{equation*}
$$

Because the white noise $\breve{f}(t)$ is a Gaussian process, so is this stationary momentum process $\breve{k}(t)$. Hence we see that this $\breve{k}(t)$ is a Markovian process according to Doob's theorem. On the other hand, it follows that the corresponding position $\breve{x}(t)$ of the Brownian particle is non-Markovian. This stationary momentum process $\breve{k}(t)$, or the corresponding velocity process, is usually called the Ornstein-Uhlenbeck process.

Taking the mean of (2.13), we get the differential equation for $\langle\breve{k}(t)\rangle$ as

$$
\begin{equation*}
\frac{d}{d t}\langle\breve{k}(t)\rangle+\gamma\langle\breve{k}(t)\rangle=0 . \tag{2.16}
\end{equation*}
$$

From the solution to the above equation,

$$
\begin{equation*}
\langle\breve{k}(t)\rangle=\langle\breve{k}(0)\rangle \exp (-\gamma t), \tag{2.17}
\end{equation*}
$$

it is obvious that $\langle\breve{k}(t)\rangle \equiv 0$ for the stationary solution of (2.13), which corresponds to (i) $\langle\breve{k}(0)\rangle=0$, or (ii) $t \rightarrow \infty$. Hence we find that for the stationary solution:

$$
\begin{equation*}
\langle\breve{k}(t) \breve{k}(0)\rangle=\langle\langle\breve{k}(t) \breve{k}(0)\rangle\rangle=\frac{D_{k}}{\gamma} \exp (-\gamma|t|) . \tag{2.18}
\end{equation*}
$$

Setting $t=0$ in (2.18), we get the momentum variance of the Brownian particle:

$$
\begin{equation*}
\left\langle\breve{k}(0)^{2}\right\rangle=\left\langle\breve{k}(\tau)^{2}\right\rangle=\frac{D_{k}}{\gamma} . \tag{2.19}
\end{equation*}
$$

Comparing with the equipartition law in classical statistical mechanics, we can determine the explicit form of $D_{k}$ as

$$
\begin{equation*}
D_{k}=\frac{m \gamma}{\beta} \tag{2.20}
\end{equation*}
$$

(II) Brownian motion of a harmonic oscillator:

$$
\begin{equation*}
\ddot{x}(t)+\gamma \dot{\grave{x}}(t)+\omega_{0}^{2} \breve{x}(t)=\frac{\breve{f}(t)}{m}, \tag{2.21}
\end{equation*}
$$

where $\breve{x}$ is measured from its balanced position with respect to the Hooke force, and $\omega_{0}$ is the characteristic frequency of the Brownian particle as a harmonic oscillator. For the stationary solution:

$$
\begin{equation*}
I_{x}(\omega)=\frac{2 D_{k} / m^{2}}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+(\gamma \omega)^{2}} \tag{2.22}
\end{equation*}
$$

hence

$$
\begin{equation*}
I_{k}(\omega)=\frac{2 D_{k} \omega^{2}}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+(\gamma \omega)^{2}} \tag{2.23}
\end{equation*}
$$

From the above two power spectra for $\breve{x}(t)$ and $\breve{k}(t)$, we find that neither $\breve{x}(t)$ nor $\breve{k}(t)$ is Markovian. However, it will be shown in Sec. 2.6 that ( $\breve{x}(t), \breve{k}(t))$ is a multivariate Markovian process with respect to this harmonic Brownian motion.

### 2.5 Generalized Langevin Equation

The limitation of the Langevin-Ornstein-Uhlenbeck equation can be easily seen from the correlation function (2.15). As ant even function of $t$, it is not differentiable at $t=0$ since there is a cap at that point. It then follows that the correlation function

$$
\begin{equation*}
\langle\langle\check{k}(0) \dot{\grave{k}}(0)\rangle=\langle\langle\check{k}(\tau) \dot{\grave{k}}(\tau)\rangle \tag{2.24}
\end{equation*}
$$

is not well-defined. This defect is due to the idealized assumption that the random force is a white noise. For small $t$, Eq. (2.15) represents the correlation between two momenta separated by a very short time interval. But from physical considerations, the Brownian
particle suffers only a few or even no impacts during a very short time, and the white noise assumption is obvious invalid for this situation [56,59].

In order to take into account the phenomena involving small time intervals, wherein the time scale of thermal motion of the environmental molecules is not very much shorter than that of the Brownian particle, the assumption that the random force is purely random, i.e., delta-correlated, has to be abandoned. Accordingly, we also have to abandon the assumption that the friction is determined by the instantaneous velocity of the Brownian particle, the so-called ohmic dissipation, and replace it by a retarded friction which corresponds to non-ohmic dissipation [57].

The generalized Langevin equation, proposed by Mori and Kubo [56, 57, 69], is a natural generalization of the Langevin equation which comprises the above more delicate considerations. The generalized Langevin equation corresponding to (2.13) takes the form

$$
\begin{equation*}
\dot{\check{k}}(t)+\int_{-\infty}^{t} d \tau \Gamma(t-\tau) \breve{k}(\tau)=\breve{F}(t) \tag{2.25}
\end{equation*}
$$

and that corresponding to (2.21) is

$$
\begin{equation*}
\ddot{\ddot{x}}(t)+\int_{-\infty}^{t} d \tau \Gamma(t-\tau) \dot{\grave{x}}(\tau)+\omega_{0}^{2} \check{x}(t)=\frac{\breve{F}(t)}{m}, \tag{2.26}
\end{equation*}
$$

where $\breve{F}(t)$ is the counterpart of the white noise $\breve{f}(t)$, and $\Gamma(t)$ is the memory kernel which satisfies [30]

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \Gamma(t)=0 . \tag{2.27}
\end{equation*}
$$

Conventionally, $\Gamma(t)$ is defined as an even function of $t$. This does not violate the causality principle since the upper limits of the integral terms in these two generalized Langevin equations are $t$ instead of $+\infty$.

Eqs. (2.25) and (2.26) reduce to (2.13) and (2.21), respectively, when $\breve{F}(t)=\breve{f}(t)$ and $\Gamma(t)=2 \gamma \delta(t)$ according to (1.11).

For the random force $\breve{F}(t)$ in the generalized Langevin equation (2.25) and (2.26), it is still reasonable to assume that $\check{F}(t)$ is Gaussian, stationary, and zero centered, hence it can also be characterized by its correlation function. In order to ensure that the system achieves an equilibrium state, whose characterization is independent of $\breve{F}(t)$, it
is necessary to assume that the memory kernel $\Gamma(t)$ and the correlation function of $\breve{F}(t)$ are related by the following relation $[18,57]$ :

$$
\begin{equation*}
\left\langle\langle\breve{F}(t) \breve{F}(0)\rangle=\frac{m \Gamma(t)}{\beta} .\right. \tag{2.28}
\end{equation*}
$$

The Fourier transform of the above relation gives the power spectrum of $\breve{F}(t)$ :

$$
\begin{equation*}
I_{F}(\omega)=\frac{m}{\beta} \int_{-\infty}^{+\infty} d t \exp (i \omega t) \Gamma(t)=\frac{2 m}{\beta} \operatorname{Re} \bar{\Gamma}[-i \omega] \tag{2.29}
\end{equation*}
$$

where $\bar{\Gamma}[-i \omega]$ is the Fourier-Laplace transform of $\Gamma(t)$. Since $I_{F}(\omega)$ is frequencydependent, the random force $\breve{F}(t)$ is usually called colored noise in contrast to the white noise defined in Sec. 2.4. Therefore we conclude that in general the white noise is associated with ohmic dissipation, while the colored noise is associated with non-ohmic dissipation.

From the results in Sec. 1.4.2, we have for the stationary solution of (2.25):

$$
\begin{equation*}
I_{k}(\omega)=\frac{I_{F}(\omega)}{|-i \omega+\bar{\Gamma}[-i \omega]|^{2}} \tag{2.30}
\end{equation*}
$$

which corresponds to a correlation function which is smooth at $t=0$ in general [103]. Similarly, for the stationary solution of (2.26), we have

$$
\begin{equation*}
I_{x}(\omega)=\frac{I_{F}(\omega) / m^{2}}{\left|-\omega^{2}-i \omega \bar{\Gamma}[-i \omega]+\omega_{0}^{2}\right|^{2}} \tag{2.31}
\end{equation*}
$$

### 2.6 Fokker-Planck Equation

Conventionally, the terms Fokker-Planck equation, Kramers-Moyal expansion, and master equation are usually defined only for Markovian processes, but the non-Markovian generalizations of these equations have also been discussed in the literature, e.g., the non-Markovian Fokker-Planck equation [2] corresponding to the generalized Langevin equation (2.26). In this paper, we shall use these terms in the general sense, and take the Markovian versions of these equations as special cases.

For a stochastic process $\breve{y}(t)$, the Fokker-Planck equation and its generalization the Kramers-Moyal expansion of this process are partial differential equations for the probability density $P(y ; t)$ or the transition probability density $P\left(y_{0} ; 0 \mid y ; t\right)$. In the
following, we shall first derive the Kramers-Moyal expansion from (1.73), and then take the Fokker-Planck equation as its approximation. From now on we shall always use the term distribution function instead of probability density for $P(y ; t)$.

Rewriting (1.73) as

$$
\begin{equation*}
P(y ; t+\Delta t)=\int_{-\infty}^{+\infty} d z^{\prime} P\left(z^{\prime} ; t \mid y ; t+\Delta t\right) P\left(z^{\prime} ; t\right) \tag{2.32}
\end{equation*}
$$

it is then easy to obtain the time derivative of $P(y ; t)$ as [77]

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}-\sum_{\mu=1}^{\infty} \frac{(-1)^{\mu}}{\mu!} \frac{\partial^{\mu}}{\partial y^{\mu}} a_{\mu}(y ; t)\right] P(y ; t)=0 \tag{2.33}
\end{equation*}
$$

where

$$
\begin{align*}
a_{\mu}(y ; t) & \equiv \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{-\infty}^{+\infty} d z P(y ; t \mid z ; t+\Delta t)(z-y)^{\mu} \\
& =\lim _{\Delta t \rightarrow 0}\left[\frac{1}{\Delta t}\left\langle(\breve{y}(t+\Delta t)-\breve{y}(t))^{\mu}\right\rangle\right]_{\langle\breve{y}(t)\rangle=y} \tag{2.34}
\end{align*}
$$

is called the $\mu$-th order jump moment of the process $\breve{y}(t)$. Eq. (2.33) is the so-called (forward) Kramers-Moyal expansion.

If we assume that among all the jump moments only $a_{1}(y ; t)$ and $a_{2}(y ; t)$ are finite, which corresponds to $\breve{y}(t)$ always changing by small amounts in a short time interval, then the Kramers-Moyal expansion (2.33) reduces to the Fokker-Planck equation for the distribution function $P(y ; t)$ over $y$-space:

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\frac{\partial}{\partial y} a_{1}(y ; t)-\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}} a_{2}(y ; t)\right] P(y ; t)=0 . \tag{2.35}
\end{equation*}
$$

In stochastic process theory, Eq. (2.35) is called the forward Kolmogorov equation.
In general, if the process $\breve{y}(t)$ is non-Markovian, then $a_{\mu}(y ; t)$ depends on $\langle\breve{y}(\tau)\rangle$ for $\tau<t$. On the contrary, for a Markovian process $a_{\mu}(y ; t)$ only depends on the instantaneous expectation value $\langle\breve{y}(t)\rangle$. This difference serves as a criterion for determining the Markovianness of a process defined by a given Fokker-Planck equation.

The Kramers-Moyal expansion, hence the Fokker-Planck equation, can also be derived through the master equation,

$$
\begin{equation*}
\frac{\partial P(y ; t)}{\partial t}=\int_{-\infty}^{+\infty} d z[\mathcal{W}(z, y ; t) P(z ; t)-\mathcal{W}(y, z ; t) P(y ; t)] \tag{2.36}
\end{equation*}
$$

which is essentially the differential version of (1.73). $\mathcal{W}(z, y ; t)$ and $\mathcal{W}(y, z ; t)$ in (2.36) are defined according to the expansion of the transition probability density $P(y ; t \mid z ; t+\Delta t)$ :

$$
\begin{equation*}
P(y ; t \mid z ; t+\Delta t) \equiv \delta(z-y)+\left[\mathcal{W}(y, z ; t)-\delta(z-y) \int_{-\infty}^{+\infty} d z^{\prime} \mathcal{W}\left(y, z^{\prime} ; t\right)\right] \Delta t+O\left((\Delta t)^{2}\right) \tag{2.37}
\end{equation*}
$$

$\mathcal{W}(y, z ; t)$ is called the transition rate for the state jumping from $y$ to $z$ during the time interval $(t, \Delta t+t)$, it is independent of the previous history of the process if and only if the process is Markovian. Using the transition rate, the jump moment $a_{\mu}(y ; t)$ in (2.34) can be expressed as

$$
\begin{equation*}
a_{\mu}(y ; t)=\int_{-\infty}^{+\infty} d z \mathcal{W}(y, z ; t)(z-y)^{\mu} \tag{2.38}
\end{equation*}
$$

Since the transition probability density $P\left(y_{0} ; 0 \mid y ; t\right)$ can be interpreted as the Green's function for $P(y ; t)$ according to (1.73), the Fokker-Planck equation for $P\left(y_{0} ; 0 \mid y ; t\right)$ is of the same form as that for $P(y ; t)$ :

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\frac{\partial}{\partial y} a_{1}(y ; t)-\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}} a_{2}(y ; t)\right] P\left(y_{0} ; 0 \mid y ; t\right)=0 \tag{2.39}
\end{equation*}
$$

In the Einstein-Smoluchowski theory of Brownian motion, the diffusion equation (2.1) and the Smoluchowski equation (2.5) are both special cases of the Fokker-Planck equation, where the distribution functions are over the configuration space.

In the Langevin-Ornstein-Uhlenbeck theory, it can be proved that the Fokker-Planck equation is exact instead of an approximation to the Kramers-Moyal expansion [57, 77, 97]. The Fokker-Planck equation for free Brownian motion corresponding to (2.13) takes the form

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}-\gamma \frac{\partial}{\partial k} k-D_{k} \frac{\partial^{2}}{\partial k^{2}}\right] P(k ; t)=0 \tag{2.40}
\end{equation*}
$$

where $P(k ; t)$ is the distribution function over momentum space. Hence we see that $D_{k}$ is the momentum-space diffusion coefficient.

As for the harmonic Brownian motion described by (2.21) in the Langevin-OrnsteinUhlenbeck theory, the corresponding Fokker-Planck equation is

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\frac{k}{m} \frac{\partial}{\partial x}-\frac{\partial}{\partial k}\left(m \omega_{0}^{2} x+\gamma k\right)-D_{k} \frac{\partial^{2}}{\partial k^{2}}\right] P(x ; k ; t)=0 \tag{2.41}
\end{equation*}
$$

where $P(x ; k ; t)$ is the distribution function over phase space. From (2.41), it is obvious that $(\breve{x}(t), \breve{k}(t))$ is a multivariate Markovian process.

To solve the Fokker-Planck equation (2.41), it is easier to employ the symplectic Fourier transform of the distribution function $P(x, k ; t)$ [97]:

$$
\begin{equation*}
\mathcal{C}(x, k ; t) \equiv \int_{-\infty}^{+\infty} d x^{\prime} d k^{\prime} \exp \left[-i\left(x^{\prime} k-k^{\prime} x\right)\right] P\left(x^{\prime}, k^{\prime} ; t\right) \tag{2.42}
\end{equation*}
$$

which is the (classical) characteristic function corresponding to $P(x, k ; t)$. The corresponding equation for $\mathcal{C}(x, k ; t)$ takes the form

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\left(\frac{k}{m}+\gamma x\right) \frac{\partial}{\partial x}-m \omega_{0}^{2} x \frac{\partial}{\partial k}+D_{k} x^{2}\right] \mathcal{C}(x ; k ; t)=0 \tag{2.43}
\end{equation*}
$$

In contrast to (2.41), which is a second-order partial differential equation, Eq. (2.43) is of first order. Thus it can be solved exactly by using the method of characteristics.

## Chapter 3

## Representatives of Density

## Operators

In quantum mechanics the states of a system, either pure or mixed, can always be described by the Hermitian non-negative density operator (or density matrix) $\hat{\varrho}$. The density operator $\hat{\varrho}$ is in the trace class and is always normalized, i.e.,

$$
\begin{equation*}
\operatorname{Tr}(\hat{\varrho})=1 \tag{3.1}
\end{equation*}
$$

From this normalization condition, it follows that

$$
\begin{equation*}
0<\operatorname{Tr}\left(\hat{\varrho}^{2}\right) \leq 1 \tag{3.2}
\end{equation*}
$$

where the equal sign holds if and only if $\hat{\varrho}$ corresponds to a pure state.
Once the density operator of a quantum system is determined, all physical observables of the system can be obtained via this density operator. For example, with respect to the state represented by $\hat{\varrho}$, the expectation value of a physical observable $\hat{O}$ is

$$
\begin{equation*}
\langle\hat{O}\rangle=\operatorname{Tr}(\hat{\varrho} \hat{O}) . \tag{3.3}
\end{equation*}
$$

Since $\hat{\varrho}$ is an abstract operator, most of the time we need to use a representative (or representation) to perform practical calculations. In the literature there are many equivalent representatives [31], e.g., the coordinate representation, momentum representation, P-representation, Q-representation, R-representation, Fock-space representation, Wigner function, and characteristic function. The representative that has been used
most for the quantum Brownian motion is the coordinate representation which is most suitable for the path-integral approach. The orthodox phase-space approach employs the Wigner function as the representative since it serves as a quasi-probability distribution over phase space. However, as we will show below, the best representative for problems involving reduction is the characteristic function, which is the symplectic Fourier transform of the Wigner function. In the following, we shall study in detail the aforementioned three representatives of the density operator.

### 3.1 Definitions of the Representatives

### 3.1.1 Coordinate Representation

In the coordinate representation, an N -mode density operator $\varrho$ is represented by the kernel function $\varrho(\boldsymbol{x}, \boldsymbol{y})$ which is written symbolically as

$$
\begin{equation*}
\varrho(x, y)=\langle x| \varrho|y\rangle, \tag{3.4}
\end{equation*}
$$

where $\boldsymbol{x}$ and $\boldsymbol{y}$ are two vectors in the $N$-dimensional configuration space. We shall call $\varrho(x, y)$ the coordinate representation of $\hat{\varrho}$ for short. The normalization condition corresponding to (3.1) is

$$
\begin{equation*}
\operatorname{Tr}(\hat{\varrho})=\int_{-\infty}^{+\infty} d^{N} x \varrho(x, x)=1 \tag{3.5}
\end{equation*}
$$

### 3.1.2 Wigner Function

The Wigner function $[6,47,70,86,90,101] W(\boldsymbol{z})=W(\boldsymbol{x}, \boldsymbol{k})$ of an N -mode density operator $\hat{\varrho}$ is defined via $\varrho(\boldsymbol{x}, \boldsymbol{y})$ of the same density operator:

$$
\begin{equation*}
W(x, \boldsymbol{k})=\pi^{-N} \int_{-\infty}^{+\infty} d^{N} y \exp \{2 i k \cdot y\} \varrho(x-y, x+y) \tag{3.6}
\end{equation*}
$$

The normalization condition of the Wigner function corresponding to (3.1) is

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d^{2 N} z W(z)=1 \tag{3.7}
\end{equation*}
$$

The Wigner function defined above can be expressed in the following representationindependent form $[9,68,78]$ :

$$
\begin{equation*}
W(z)=\operatorname{Tr}\left[\hat{\varrho} \hat{\Delta}_{w}(\boldsymbol{z})\right], \tag{3.8}
\end{equation*}
$$

where $\hat{\Delta}_{W}(\boldsymbol{z})$ is the Wigner operator defined in Sec. 1.3.2. Since $\hat{\Delta}_{W}(\boldsymbol{z})$ is a Hermitian operator, the Wigner function is real-valued. However, it is not always positive definite and is thus called the (quantum) quasi-probability distribution function over the "phase space" $\boldsymbol{z}=(\boldsymbol{x}, \boldsymbol{k})$.

For the coherent state (1.39) with the density operator $\hat{\varrho}=\left|\boldsymbol{z}_{c}\right\rangle\left\langle\boldsymbol{z}_{c}\right|$, the Wigner function can be calculated using (3.8) as

$$
\begin{equation*}
W(z)=\pi^{-N} \exp \left\{-\left(z-z_{c}\right) g\left(z-z_{c}\right)^{\top}\right\} . \tag{3.9}
\end{equation*}
$$

### 3.1.3 Characteristic Function

The characteristic function $[3,9,33,43,47,65,68,70,96] \Phi(z)=\Phi(x, k)$ of an N -mode density operator $\varrho$ is defined as the symplectic Fourier transform of the Wigner function $W(\boldsymbol{z})$ of the same density operator:

$$
\begin{equation*}
\Phi(\boldsymbol{z})=\int_{-\infty}^{+\infty} d^{2 N} \zeta \exp \left\{-i \boldsymbol{\zeta} \boldsymbol{z}^{\top}\right\} W(\boldsymbol{\zeta}) \tag{3.10}
\end{equation*}
$$

The normalization condition of the characteristic function corresponding to (3.1) can be easily derived from (3.7) as

$$
\begin{equation*}
\Phi(0)=1 \tag{3.11}
\end{equation*}
$$

Corresponding to (3.8), the characteristic function of a density operator $\hat{\varrho}$ can also be expressed in the following representation-independent form:

$$
\begin{equation*}
\Phi(\boldsymbol{z})=\operatorname{Tr}[\hat{\varrho} \hat{D}(-\boldsymbol{z})], \tag{3.12}
\end{equation*}
$$

which is a direct consequence of (1.53). Since $\hat{D}(-\boldsymbol{z})$ is a unitary operator, $\Phi(\boldsymbol{z})$ is complex in general. From (3.10), it is obvious that $\Phi^{*}(\boldsymbol{z})=\Phi(-\boldsymbol{z})$.

Corresponding to (3.9), the characteristic function of the coherent state (1.39) is

$$
\begin{equation*}
\Phi(z)=\exp \left\{-\frac{1}{4} \boldsymbol{z g} \boldsymbol{z}^{\top}+i \boldsymbol{z J} \boldsymbol{z}_{c}^{\top}\right\} . \tag{3.13}
\end{equation*}
$$

### 3.2 Transformations among the Representatives

Let us first list all of the transformations among $\varrho(\boldsymbol{x}, \boldsymbol{y}), W(\boldsymbol{z})$, and $\boldsymbol{\Phi}(\boldsymbol{z})$ as follows:

$$
\begin{align*}
\varrho(x, y) & =\int_{-\infty}^{+\infty} d^{N} k \exp \{i k \cdot(x-y)\} W\left(\frac{x+y}{2}, k\right) \\
& =(2 \pi)^{-N} \int_{-\infty}^{+\infty} d^{N} k \exp \left\{\frac{i}{2} k \cdot(x+y)\right\} \Phi(x-y, k),  \tag{3.14}\\
W(x, k) & =\pi^{-N} \int_{-\infty}^{+\infty} d^{N} y \exp \{2 i k \cdot y\} \varrho(x-y, x+y) \\
=W(z) & =(2 \pi)^{-2 N} \int_{-\infty}^{+\infty} d^{2 N} \zeta \exp \left\{-i \zeta \mathrm{~J} z^{\top}\right\} \Phi(\zeta),  \tag{3.15}\\
\Phi(x, k) & =\int_{-\infty}^{+\infty} d^{N} y \exp \{-i \boldsymbol{y} \cdot \boldsymbol{k}\} \varrho(y+\boldsymbol{x} / 2, y-x / 2) \\
=\boldsymbol{\Phi}(\boldsymbol{z}) & =\int_{-\infty}^{+\infty} d^{N} \zeta \exp \left\{-i \zeta \mathrm{~J} z^{\top}\right\} W(\zeta) . \tag{3.16}
\end{align*}
$$

In order to discuss the physical interpretation of the relations among these three representatives, we first make a change of variables in $\varrho(\boldsymbol{x}, \boldsymbol{y})$ :

$$
\begin{equation*}
\varrho(x, y) \longrightarrow \varrho(\alpha, \delta) \tag{3.17}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha \equiv \frac{x+y}{2}, \quad \delta \equiv x-y \tag{3.18}
\end{equation*}
$$

We can then express both the Wigner function and the characteristic function as the (ordinary) Fourier transforms of $\varrho(\alpha, \delta)$ in the following way:

$$
\begin{equation*}
W(\alpha, k) \propto \mathcal{F}_{\delta \rightarrow k}\{\varrho(\alpha, \delta)\}, \quad \Phi(\delta, k) \propto \mathcal{F}_{\alpha \rightarrow k}\{\varrho(\alpha, \delta)\} \tag{3.19}
\end{equation*}
$$

where $\mathcal{F}_{\boldsymbol{\alpha} \rightarrow \boldsymbol{k}}$ and $\mathcal{F}_{\boldsymbol{\delta} \rightarrow \boldsymbol{k}}$ denote the Fourier transforms on the variables $\boldsymbol{\alpha}$ and $\boldsymbol{\delta}$, respectively, to a new space corresponding to $\boldsymbol{k}$. Hence we see that $W(\boldsymbol{z})$ and $\Phi(\boldsymbol{z})$ form a symplectic Fourier transform pair via the following correspondence:

$$
\begin{equation*}
(\alpha, k) \in W(\alpha, k) \Longleftrightarrow(k, \delta) \in \Phi(\delta, k) \tag{3.20}
\end{equation*}
$$

Since the Wigner function $W(\boldsymbol{\alpha}, \boldsymbol{k})$ behaves as a quasi-probability distribution over the "phase space" $(\boldsymbol{\alpha}, \boldsymbol{k})$, we find that $\boldsymbol{\alpha}$ corresponds to the classical cocrdinate, and $\boldsymbol{k}$, which is from the Fourier transform of $\delta$, corresponds to the classical momentum. By contrast, neither of the two arguments in $\Phi(\boldsymbol{\delta}, \boldsymbol{k})$ has a classical correspondent.

### 3.3 Mean Vectors and Covariance Matrices

For an $N$-mode (pure or mixed) state with the density operator $\hat{\varrho}$, the mean vector in the $2 N$-dimensional phase space is defined as

$$
\begin{equation*}
\langle\hat{r}\rangle=\operatorname{Tr}(\hat{\varrho} \hat{r}), \tag{3.21}
\end{equation*}
$$

and the covariance matrix is defined as a $2 N \times 2 N$ symmetric matrix:

$$
\begin{align*}
\boldsymbol{\Sigma} & \left.=\left\langle(\hat{\boldsymbol{r}}-\langle\hat{\boldsymbol{r}}\rangle)^{\top}(\hat{\boldsymbol{r}}-\langle\hat{r}\rangle)\right\rangle-\frac{i}{2}\right\rfloor \\
& \left.=\left\langle\hat{\boldsymbol{r}}^{\top} \hat{\boldsymbol{r}}\right\rangle-\langle\hat{r}\rangle^{\top}\langle\hat{\boldsymbol{r}}\rangle-\frac{i}{2}\right\rfloor \\
& =\frac{1}{2}\left(\left\langle\hat{\boldsymbol{r}}^{\top} \hat{\boldsymbol{r}}\right\rangle+\left\langle\hat{\boldsymbol{r}}^{\top} \hat{\boldsymbol{r}}\right\rangle^{\top}\right)-\langle\hat{\boldsymbol{r}}\rangle^{\top}\langle\hat{\boldsymbol{r}}\rangle \\
& \equiv\left(\begin{array}{cc}
\boldsymbol{\sigma}_{q q} & \sigma_{q p} \\
\boldsymbol{\sigma}_{q p}^{\top} & \sigma_{p p}
\end{array}\right) \tag{3.22}
\end{align*}
$$

with

$$
\begin{align*}
\sigma_{q q, i j} & \equiv\left\langle\left(\hat{q}_{i}-\left\langle\hat{q}_{i}\right\rangle\right)\left(\hat{q}_{j}-\left\langle\hat{q}_{j}\right\rangle\right)\right\rangle=\left\langle\hat{q}_{i} \hat{q}_{j}\right\rangle-\left\langle\hat{q}_{i}\right\rangle\left\langle\hat{q}_{j}\right\rangle  \tag{3.23}\\
\boldsymbol{\sigma}_{p p, i j} & \equiv\left\langle\left(\hat{p}_{i}-\left\langle\hat{p}_{i}\right\rangle\right)\left(\hat{p}_{j}-\left\langle\hat{p}_{j}\right\rangle\right)\right\rangle=\left\langle\hat{p}_{i} \hat{p}_{j}\right\rangle-\left\langle\hat{p}_{i}\right\rangle\left\langle\hat{p}_{j}\right\rangle  \tag{3.24}\\
\boldsymbol{\sigma}_{q p, i j} & \equiv \frac{1}{2}\left\langle\left(\hat{q}_{i}-\left\langle\hat{q}_{i}\right\rangle\right)\left(\hat{p}_{j}-\left\langle\hat{p}_{j}\right\rangle\right)+\left(\hat{p}_{j}-\left\langle\hat{p}_{j}\right\rangle\right)\left(\hat{q}_{i}-\left\langle\hat{q}_{i}\right\rangle\right)\right\rangle \\
& =\left\langle\frac{\hat{q}_{i} \hat{p}_{j}+\hat{p}_{j} \hat{q}_{i}}{2}\right\rangle-\left\langle\hat{q}_{i}\right\rangle\left\langle\hat{p}_{j}\right\rangle . \tag{3.25}
\end{align*}
$$

There is no constraint on the mean vector (3.21), while the covariance matrix (3.22) must satisfy the "generalized uncertainty relations," i.e., all of the symplectic eigenvalues (as defined in Sec. 1.2.3) of $\boldsymbol{\Sigma}$ must be greater than or equal to $\frac{1}{2}[21,84]$.

For the elements in the $2 \times 2$ covariance matrix $\|\Sigma\|$ which correspond to the 0 -th mode, i.e., the Brownian particle, we shall use the following notations:

$$
\|\boldsymbol{\Sigma}\|=\left(\begin{array}{ll}
\sigma_{q q, 00} & \sigma_{q p, 00}  \tag{3.26}\\
\sigma_{q p, 00} & \sigma_{p p, 00}
\end{array}\right) \equiv\left(\begin{array}{cc}
\sigma_{q q} & \sigma_{q p} \\
\sigma_{q p} & \sigma_{p p}
\end{array}\right)
$$

### 3.4 Gaussian States

The Gaussian state is defined as a quantum state whose Wigner function is a Gaussian distribution in $\boldsymbol{z}$ :

$$
\begin{equation*}
W(z)=C_{N} \exp \left\{-\left(z-\boldsymbol{z}_{c}\right) M\left(z-\boldsymbol{z}_{c}\right)^{\top}\right\} \tag{3.27}
\end{equation*}
$$

where $C_{N}=\pi^{-N} \sqrt{\operatorname{det}(M)}$ is the normalization constant, $z_{c}$ is a constant vector in the $2 N$-dimensional phase space, and $M$ is a symmetric and positive definite matrix. The mean vector of (3.27) is $z_{c}$, and the covariance matrix is

$$
\begin{equation*}
\boldsymbol{\Sigma}=\frac{1}{2} M^{-1} \tag{3.28}
\end{equation*}
$$

According to the generalized uncertainty relations discussed in Sec. 3.3, each symplectic eigenvalue of $M$ must be smaller than or equal to 1 , otherwise (3.27) will not correspond to a physical state [84]. Hence we have

$$
\begin{equation*}
0<\operatorname{det}(M) \leq 1 \tag{3.29}
\end{equation*}
$$

where the equal sign holds if and only if (3.27) corresponds to a pure state, which is in general a squeezed coherent state as defined in (1.37). As a special case, the Gaussian Wigner function (3.27) becomes (3.9), the Wigner function for coherent states, when $M=g$.

Since a Gaussian distribution is completely determined by its first and second moments, the Gaussian state (3.27) can be determined solely by $\boldsymbol{z}_{c}$ and $\boldsymbol{\Sigma}$. Therefore, instead of using the density operator or its representatives, we can simply use the representation-independent $\boldsymbol{z}_{c}$ and $\boldsymbol{\Sigma}$ to represent a Gaussian state.

The Wigner ellipsoid corresponding to (3.27) is defined as

$$
\begin{equation*}
\left(z-z_{c}\right) M\left(z-z_{c}\right)^{\top}=1 \tag{3.30}
\end{equation*}
$$

which is an ellipsoid in the $2 N$-dimensional phase space with its center at $\boldsymbol{z}_{\mathrm{c}}$ and its shape determined by M. Eqs. (3.27) and (3.30) are mathematically equivalent since, as just mentioned, a Gaussian distribution is completely determined by its first and second moments. Therefore we can use the Wigner ellipsoid as a geometric representation of the Gaussian Wigner function, hence the Gaussian state, in phase space [64].

The characteristic function corresponding to the Gaussian Wigner function (3.27) is a complex Gaussian function of $\boldsymbol{z}$ :

$$
\begin{equation*}
\Phi(\boldsymbol{z})=\exp \left\{-\frac{1}{2} z^{\top} \boldsymbol{\Sigma} J \boldsymbol{z}^{\top}+i \boldsymbol{z} J \boldsymbol{z}_{c}^{\top}\right\} . \tag{3.31}
\end{equation*}
$$

By analogy to the Wigner ellipsoid, the characteristic ellipsoid for a Gaussian characteristic function is defined as

$$
\begin{equation*}
\left(\boldsymbol{z}-\boldsymbol{z}_{c}\right) \boldsymbol{\Sigma}\left(\boldsymbol{z}-\boldsymbol{z}_{c}\right)^{\top}=1 . \tag{3.32}
\end{equation*}
$$

The center of the characteristic ellipsoid is the same as that of the Wigner ellipsoid, while the shape is determined by the covariance matrix $\boldsymbol{\Sigma}$. This characteristic ellipsoid can also serve as a geometric representation of the Gaussian state in phase space [105].

### 3.5 Thermal States

We define the thermal state of a time-independent quantum system immersed in an ideal (non-dissipative) heat bath of temperature $\beta^{-1}$ as the canonical ensemble with the canonical density operator

$$
\begin{equation*}
\hat{\varrho}_{\mathcal{B}} \equiv \frac{\exp \{-\beta \hat{H}\}}{\operatorname{Tr}[\exp \{-\beta \hat{H}\}]}, \tag{3.33}
\end{equation*}
$$

where $\hat{H}=\hat{H}(\hat{\boldsymbol{r}})$ is the Hamiltonian of the system.
Consider an $N$-mode system with the inhomogeneously quadratic Hamiltonian

$$
\begin{equation*}
\hat{H}(\hat{r})=\frac{1}{2} \hat{r} M \hat{r}^{\top}+n \hat{r}^{\top}, \tag{3.34}
\end{equation*}
$$

where $M$ is a symmetric and positive definite matrix as defined in Theorem 1.2.3, and $n$ is an arbitrary $2 N$-dimensional row vector. The Wigner function and the characteristic function of the thermal state of this system can be calculated using the results in Secs. 1.2 and 1.3 as follows [104]:

Firstly, let us transform the Hamiltonian $\hat{H}(\hat{r})$ in (3.34) into the following form:

$$
\begin{align*}
\hat{H}(\hat{r}) & =\frac{1}{2}\left(\hat{r}-z_{1}\right) M\left(\hat{r}-z_{1}\right)^{\top}-\frac{1}{2} z_{1} M z_{1}^{\top} \\
& \equiv \hat{D}\left(z_{1}\right) \hat{S}\left(S_{1}\right) \hat{H}_{N}(\hat{r}) \hat{S}^{\dagger}\left(S_{1}\right) \hat{D}^{\dagger}\left(z_{1}\right)-\frac{1}{2} z_{1} M z_{1}^{\top} \tag{3.35}
\end{align*}
$$

where

$$
\begin{equation*}
z_{1} \equiv-n M^{-1} \tag{3.36}
\end{equation*}
$$

and

$$
\hat{H}_{N}(\hat{r}) \equiv \frac{1}{2} \hat{r}\left(\begin{array}{cc}
\Omega & 0  \tag{3.37}\\
0 & \Omega
\end{array}\right) \hat{r}^{\top}
$$

with $S_{1}$ and $\boldsymbol{\Omega}$ defined as in Theorem 1.2.3.
Secondly, substitute (3.35) into (3.33), then the latter becomes

$$
\begin{align*}
\hat{\varrho}_{\beta} & =\frac{\hat{D}\left(z_{1}\right) \hat{S}\left(\mathrm{~S}_{1}\right) \exp \left\{-\beta \hat{H}_{N}\right\} \hat{S}^{\dagger}\left(\mathrm{S}_{1}\right) \hat{D}^{\dagger}\left(z_{1}\right)}{\operatorname{Tr}\left[\exp \left\{-\beta \hat{H}_{N}\right\}\right]} \\
& \equiv \hat{D}\left(z_{1}\right) \hat{S}\left(\mathrm{~S}_{1}\right) \hat{\varrho}_{\rho, N} \hat{S}^{\dagger}\left(\mathrm{S}_{1}\right) \hat{D}^{\dagger}\left(z_{1}\right) \tag{3.38}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{\varrho}_{\beta, N} \equiv \frac{\exp \left\{-\beta \hat{H}_{N}\right\}}{\operatorname{Tr}\left[\exp \left\{-\beta \hat{H}_{N}\right\}\right]} \tag{3.39}
\end{equation*}
$$

Thirdly, according to (3.8) the Wigner function of the density operator $\hat{\varrho}_{\beta}$ is

$$
\begin{align*}
W_{\beta}(z) & =\operatorname{Tr}\left[\hat{D}\left(z_{1}\right) \hat{S}\left(S_{1}\right) \hat{\varrho}_{\beta, N} \hat{S}^{\dagger}\left(S_{1}\right) \hat{D}^{\dagger}\left(z_{1}\right) \hat{\Delta}_{W}(z)\right] \\
& =\operatorname{Tr}\left[\hat{\varrho}_{\rho, N} \hat{S}^{\dagger}\left(S_{1}\right) \hat{D}^{\dagger}\left(z_{1}\right) \hat{\Delta}_{W}(z) \hat{D}\left(z_{1}\right) \hat{S}\left(S_{1}\right)\right] \\
& =\operatorname{Tr}\left[\hat{\varrho}_{\beta, N} \hat{\Delta}_{W}\left(\left(z-z_{1}\right) \dot{S}_{1}^{\top}\right)\right], \tag{3.40}
\end{align*}
$$

where (1.56) has been used.
Finally, recall that for a one-dimensional harmonic oscillator with the Hamiltonian

$$
\begin{align*}
\hat{H} & =\frac{\hat{p}^{2}}{2 m}+\frac{1}{2} m \omega^{2} \hat{q}^{2} \\
& =\frac{1}{2}(\hat{q}, \hat{p}) g_{0}^{\frac{1}{2}}\left(\begin{array}{ll}
\omega & 0 \\
0 & \omega
\end{array}\right) g_{0}^{\frac{1}{2}}\binom{\hat{q}}{\hat{p}}, \tag{3.41}
\end{align*}
$$

the Wigner function of the thermal state is [47]

$$
\begin{align*}
W_{\beta}(x, k) & =\frac{\tanh (\beta \omega / 2)}{\pi} \exp \left\{-\tanh (\beta \omega / 2)\left(m \omega x^{2}+\frac{k^{2}}{m \omega}\right)\right\}  \tag{3.42}\\
& =\frac{\tanh (\beta \omega / 2)}{\pi} \exp \left\{-(x, k) \mathrm{g}_{0}^{\frac{1}{2}}\left(\begin{array}{cc}
\tanh (\beta \omega / 2) & 0 \\
0 & \tanh (\beta \omega / 2)
\end{array}\right) \mathrm{g}_{0}^{\frac{1}{2}}\binom{x}{k}\right\}
\end{align*}
$$

It follows that the explicit expression of (3.40) is

$$
\begin{align*}
W_{\beta}(z) & =C_{N}(\beta) \exp \left\{-\left(z-z_{1}\right) S_{1}^{\top}\left(\begin{array}{cc}
\tanh (\beta \Omega / 2) & 0 \\
0 & \tanh (\beta \Omega / 2)
\end{array}\right) \mathrm{S}_{1}\left(z-z_{1}\right)^{\top}\right\} \\
& =C_{N}(\beta) \exp \left\{-\left(z-z_{1}\right) J^{\top} \tan (\beta \mathrm{JM} / 2)\left(z-z_{1}\right)^{\top}\right\} \tag{3.43}
\end{align*}
$$

where

$$
\begin{equation*}
\tanh (\beta \Omega / 2)=\operatorname{diag}\left\{\tanh \left(\beta \Omega_{0} / 2\right), \tanh \left(\beta \Omega_{1} / 2\right), \cdots, \tanh \left(\beta \Omega_{n} / 2\right)\right\} \tag{3.44}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{N}(\beta) \equiv \pi^{-N} \operatorname{det}(\tanh (\beta \Omega / 2)) \tag{3.45}
\end{equation*}
$$

Therefore we find that the thermal state is a Gaussian state if $\hat{H}$ is (inhomogeneously) quadratic. The covariance matrix corresponding to (3.43) is

$$
\Sigma_{\beta}=\frac{1}{2} \cot (\beta \mathrm{JM} / 2) \mathrm{J}=\frac{1}{2} \mathrm{~S}_{1}^{-1}\left(\begin{array}{cc}
\operatorname{coth}(\beta \Omega / 2) & 0  \tag{3.46}\\
0 & \operatorname{coth}(\beta \Omega / 2)
\end{array}\right) \mathrm{S}_{1}^{-\top} .
$$

According to (3.31), the characteristic function corresponding to (3.43) takes the form

$$
\begin{align*}
\Phi_{\beta}(z) & =\exp \left\{-\frac{1}{2} z^{\top} \Sigma_{\beta} J z^{\top}+i z J z_{1}^{\top}\right\} \\
& =\exp \left\{-\frac{1}{4} z S_{1}^{\top}\left(\begin{array}{cc}
\operatorname{coth}(\beta \Omega / 2) & 0 \\
0 & \operatorname{coth}(\beta \Omega / 2)
\end{array}\right) S_{1} z^{\top}+i z J z_{1}^{\top}\right\} \tag{3.47}
\end{align*}
$$

The one-mode characteristic function corresponding to (3.42) is a special case of (3.47):

$$
\begin{align*}
\Phi_{\beta}(x, k) & =\exp \left\{-\frac{1}{4} \operatorname{coth}(\beta \omega / 2)\left(m \omega x^{2}+\frac{k^{2}}{m \omega}\right)\right\} \\
& =\exp \left\{-\frac{1}{4} \operatorname{coth}(\beta \omega / 2)(x, k) \mathrm{g}_{0}\binom{x}{k}\right\} \tag{3.48}
\end{align*}
$$

which will be useful for later discussion.

## Chapter 4

## Phase-Space Approach to Quantum Mechanics

It is well known that the uncertainty principle makes the concept of phase space improper in quantum mechanics, since we cannot have a well-defined point in the phase space which corresponds to precise and simultaneous measurements of both the position and momentum of a particle. Therefore a genuine probability distribution function over phase space does not exist in quantum mechanics. Nevertheless, the Wigner function defined in Chap. 3, which serves as a quasi-probability distribution function over the "phase space" made of its arguments $\boldsymbol{z}=(\boldsymbol{x}, \boldsymbol{k})$, has proved to be very useful in many branches of quantum mechanics, especially in those problems involving classical-quantum correspondence.

The phase-space approach (or picture) to quantum mechanics, also known as the Weyl-Wigner-Moyal formalism [3, 70, 86, 90, 99, 101], serves as an alternative formalism of quantum mechanics that incorporates the Weyl correspondence rule with the Wigner function. In this approach the Wigner function plays the central role, as the wave function or the density operator does in other approaches to quantum mechanics (Schrödinger, Heisenberg, density-operator or path-integral). In contrast to other approaches, there is no operator in the phase-space approach. In other words, the phasespace approach resembles classical statistical mechanics; all operators are replaced by the corresponding c-number variables, known as the Weyl symbols, and the expectation value of an operator becomes the average of the corresponding symbol over phase
space with respect to the Wigner function. This approach is particular useful when the Hamiltonian is (inhomogeneously) quadratic, i.e., when the system is linear, wherein all formulas are formally isomorphic to those in classical mechanics, and the solutions of the corresponding classical equations of motion completely determine the quantum dynamics.

### 4.1 Weyl Symbols and the Weyl-Wigner Correspondence

As we discussed above, all operators have to be transformed into the equivalent Weyl symbols in the phase-space approach. There are many equivalent definitions of the Weyl symbol; in this paper we define the Weyl symbol $f_{W}(z)$ corresponding to an $N$-mode operator $\hat{f}(\hat{r})$ via the following relation:

$$
\begin{equation*}
\hat{f}(\hat{r})=\int_{-\infty}^{+\infty} d^{2 N} z f_{w}(z) \hat{\Delta}_{w}(z) \tag{4.1}
\end{equation*}
$$

where $\hat{\Delta}_{W}(z)$ is the Wigner operator defined in Sec. 1.3.2. The Weyl symbol is mathematically equivalent to the original operator since (4.1) is invertible:

$$
\begin{equation*}
f_{W}(\boldsymbol{z})=(2 \pi)^{N} \operatorname{tr}\left(\hat{f}(\hat{\boldsymbol{r}}) \hat{\Delta}_{w}(\boldsymbol{z})\right) \tag{4.2}
\end{equation*}
$$

where (1.63) has been used.
Comparing (4.2) with (3.8), we see that the Weyl symbol of a density operator $\hat{\varrho}$ is proportional to the Wigner function of the same density operator (the Weyl-Wigner correspondence):

$$
\begin{equation*}
W(z)=(2 \pi)^{-N}(\text { Weyl symbol of } \hat{\varrho}) . \tag{4.3}
\end{equation*}
$$

From the formulas in Sec. 1.3.3, we have the following two useful relations:

$$
\begin{gather*}
\operatorname{tr}(\hat{f}(\hat{r}))=(2 \pi)^{-N} \int_{-\infty}^{+\infty} d^{2 N} z f_{w}(\boldsymbol{z})  \tag{4.4}\\
\operatorname{tr}(\hat{f}(\hat{r}) \hat{g}(\hat{r}))=\operatorname{tr}(\hat{g}(\hat{r}) \hat{f}(\hat{r}))=(2 \pi)^{-N} \int_{-\infty}^{+\infty} d^{2 N} z f_{W}(\boldsymbol{z}) g_{w}(\boldsymbol{z}) . \tag{4.5}
\end{gather*}
$$

Eq. (4.5) contains the following two formulas as special cases:

$$
\begin{gather*}
\operatorname{Tr}\left(\hat{\varrho}^{2}\right)=(2 \pi)^{N} \int_{-\infty}^{+\infty} d^{2 N} z[W(\boldsymbol{z})]^{2},  \tag{4.6}\\
\langle\hat{f}(\hat{r})\rangle=\operatorname{Tr}(\hat{\varrho} \hat{f}(\hat{\boldsymbol{r}}))=\int_{-\infty}^{+\infty} d^{2 N} z W(\boldsymbol{z}) f_{W}(\boldsymbol{z}) . \tag{4.7}
\end{gather*}
$$

Using (4.7), we are able to calculate the expectation value of an operator as the average of its Weyl symbol over phase space with respect to the Wigner function.

From (1.53), we see that the Weyl symbol of the Weyl operator $\hat{D}\left(\boldsymbol{z}_{c}\right)$ is $\exp \left\{i \boldsymbol{z} J \boldsymbol{z}_{c}^{\top}\right\}$, which is formally isomorphic to $\hat{D}\left(\boldsymbol{z}_{c}\right)$. As a special case, the Weyl symbol of the identity operator $\hat{\mathbf{1}}$ is 1 .

The Weyl symbol $f_{W}(\boldsymbol{z})$ of the operator $\hat{f}(\hat{\boldsymbol{r}})$ is also known as the Weyl correspondent of $\hat{f}(\hat{r})$ by the Weyl correspondence rule (the symmetrization rule) [99]. This correspondence can be obtained via the isomorphism between $\hat{D}\left(\boldsymbol{z}_{c}\right)$ and $\exp \left\{i \boldsymbol{z} J \boldsymbol{z}_{c}^{\top}\right\}$ by comparing their series expansions in $\boldsymbol{z}_{c}$. The following Weyl correspondence will be useful in later discussion:

$$
\left(\begin{array}{c}
\hat{q}  \tag{4.8}\\
\hat{p} \\
\hat{q}^{2} \\
\hat{p}^{2} \\
\hat{q} \hat{p}+\hat{p} \hat{q}
\end{array}\right) \Longleftrightarrow\left(\begin{array}{c}
x \\
k \\
x^{2} \\
k^{2} \\
2 x k
\end{array}\right) .
$$

### 4.2 Characteristic Symbols

The characteristic symbol $f_{\Phi}(\boldsymbol{z})$ of an $N$-mode operator $\hat{f}(\hat{r})$ is defined analogously to the Weyl symbol via the relation

$$
\begin{equation*}
\hat{f}(\hat{r})=\int_{-\infty}^{+\infty} d^{2 N} z f_{\Phi}(z) \hat{D}(z) \tag{4.9}
\end{equation*}
$$

From (1.62), the inverse of the above relation is

$$
\begin{equation*}
f_{\Phi}(z)=(2 \pi)^{-N} \operatorname{tr}(\hat{f}(\hat{r}) \hat{D}(-z)), \tag{4.10}
\end{equation*}
$$

hence the characteristic symbol is also mathematically equivalent to the original operator. Moreover, the characteristic symbol and the Weyl symbol for a given operator form a symplectic Fourier transform pair:

$$
\begin{equation*}
\left.f_{W}(z)=\int_{-\infty}^{+\infty} d^{2 N} \zeta \exp \{-i \boldsymbol{\zeta}\rfloor z^{\top}\right\} f_{\Phi}(\boldsymbol{\zeta}) \tag{4.11}
\end{equation*}
$$

according to (1.52).
From (4.9), it is obvious that the characteristic symbol of the Weyl operator $\hat{D}\left(\boldsymbol{z}_{c}\right)$ is $\delta\left(\boldsymbol{z}-\boldsymbol{z}_{c}\right)$. As a special case, the characteristic symbol of the identity operator $\hat{\mathbf{1}}$ is $\delta(\boldsymbol{z})$. The following six formulas are the analogues of (4.3)-(4.8):

$$
\begin{align*}
& \Phi(\boldsymbol{z})=(2 \pi)^{N}(\text { characteristic symbol of } \hat{\varrho}),  \tag{4.12}\\
& \operatorname{tr}(\hat{f}(\hat{r}))=(2 \pi)^{N} f_{\Phi}(\mathbf{0}),  \tag{4.13}\\
& \operatorname{tr}(\hat{f}(\hat{\boldsymbol{r}}) \hat{g}(\hat{\boldsymbol{r}}))=\operatorname{tr}(\hat{g}(\hat{\boldsymbol{r}}) \hat{f}(\hat{\boldsymbol{r}})) \\
& =(2 \pi)^{N} \int_{-\infty}^{+\infty} d^{2 N} z f_{\Phi}(z) g_{\Phi}(-z)=(2 \pi)^{N} \int_{-\infty}^{+\infty} d^{2 N} z f_{\Phi}(-z) g_{\Phi}(z),  \tag{4.14}\\
& \operatorname{Tr}\left(\hat{\varrho}^{2}\right)=(2 \pi)^{-N} \int_{-\infty}^{+\infty} d^{2 N} z|\Phi(\boldsymbol{z})|^{2},  \tag{4.15}\\
& \langle\hat{f}(\hat{r})\rangle=\operatorname{Tr}(\hat{\varrho} \hat{f}(\hat{\boldsymbol{r}}))=\int_{-\infty}^{+\infty} d^{2 N} z \Phi(\boldsymbol{z}) f_{\Phi}(-\boldsymbol{z}),  \tag{4.16}\\
& \left(\begin{array}{c}
\hat{q} \\
\hat{p} \\
\hat{q}^{2} \\
\hat{p}^{2} \\
\hat{q} \hat{p}+\hat{p} \hat{q}
\end{array}\right) \Longleftrightarrow\left(\begin{array}{c}
i \delta(z), k \\
-i \delta(z), x \\
-\delta(z)_{, k k} \\
-\delta(z)_{, x x} \\
2 \delta(z)_{, x k}
\end{array}\right), \tag{4.17}
\end{align*}
$$

where

$$
\begin{equation*}
\delta(\boldsymbol{z})_{, k} \equiv \frac{\partial \delta(\boldsymbol{z})}{\partial k}, \quad \delta(\boldsymbol{z})_{, x k} \equiv \frac{\partial^{2} \delta(\boldsymbol{z})}{\partial x \partial k}, \text { etc. } \tag{4.18}
\end{equation*}
$$

From (4.16) and (4.17), it follows that

$$
\begin{gather*}
\langle\hat{q}\rangle=\operatorname{Tr}(\hat{\varrho} \hat{q})=i\left[\frac{\partial \Phi(z)}{\partial k}\right]_{z=0},  \tag{4.19}\\
\langle\hat{p}\rangle=\operatorname{Tr}(\hat{\varrho} \hat{p})=-i\left[\frac{\partial \Phi(z)}{\partial x}\right]_{z=0},  \tag{4.20}\\
\left\langle\hat{q}^{2}\right\rangle=\operatorname{Tr}\left(\hat{\varrho} \hat{q}^{2}\right)=-\left[\frac{\partial^{2} \Phi(z)}{\partial k^{2}}\right]_{z=0},  \tag{4.21}\\
\left\langle\hat{p}^{2}\right\rangle=\operatorname{Tr}\left(\hat{\varrho} \hat{p}^{2}\right)=-\left[\frac{\partial^{2} \Phi(z)}{\partial x^{2}}\right]_{z=0},  \tag{4.22}\\
\left\langle\frac{\hat{q} \hat{p}+\hat{p} \hat{q}}{2}\right\rangle=\operatorname{Tr}\left(\hat{\varrho}\left(\frac{\hat{q} \hat{p}+\hat{p} \hat{q}}{2}\right)\right)=\left[\frac{\partial^{2} \Phi(z)}{\partial x \partial k}\right]_{z=0} . \tag{4.23}
\end{gather*}
$$

### 4.3 Time Evolution of the Wigner and Characteristic Functions

For a general quantum system with the Hamiltonian $\hat{H}=\hat{H}(\hat{r} ; t)$, the quantum dynamics of this system can be completely determined by the von Neumann-Landau equation (also known as the quantum Liouville equation), which is the equation of motion of the density operator $\hat{\varrho}$ [86]:

$$
\begin{equation*}
\frac{d \hat{\varrho}}{d t}=\frac{\partial \hat{\varrho}}{\partial t}+i[\hat{H}, \hat{\varrho}]=0 . \tag{4.24}
\end{equation*}
$$

This equation can be taken as the fundamental equation of quantum mechanics since it is equivalent to the Schrödinger equation and the Heisenberg equation. The formal solution of (4.24) is

$$
\begin{equation*}
\hat{\varrho}(t)=\hat{\mathcal{U}}(t) \hat{\varrho}(0) \hat{\mathcal{U}}^{\dagger}(t), \tag{4.25}
\end{equation*}
$$

where $\hat{\mathcal{U}}(t)$ is the unitary time-evolution operator which satisfies the Schrödinger equation

$$
\begin{equation*}
i \frac{\partial}{\partial t} \hat{\mathcal{U}}(t)=\hat{H} \hat{\mathcal{U}}(t), \quad \hat{\mathcal{U}}(0)=\hat{\mathbf{1}} \tag{4.26}
\end{equation*}
$$

The equation of motion of the Wigner function can be derived from $(4.24)$ as $[6,47,86]$

$$
\begin{equation*}
\frac{\partial}{\partial t} W(\boldsymbol{z} ; t)+2 H(\boldsymbol{z} ; t) \sin \left(\frac{1}{2} \stackrel{\leftrightarrow}{\partial}\right) W(\boldsymbol{z} ; t)=0 \tag{4.27}
\end{equation*}
$$

where $H(\boldsymbol{z} ; t)$ is the Weyl symbol of $\hat{H}(\hat{r} ; t)$, and

$$
\begin{equation*}
\stackrel{\leftrightarrow}{\partial} \equiv \sum_{j}\left(\frac{\overleftarrow{\partial}}{\partial k_{j}} \frac{\vec{\partial}}{\partial x_{j}}-\frac{\overleftarrow{\partial}}{\partial x_{j}} \frac{\vec{\partial}}{\partial k_{j}}\right), \tag{4.28}
\end{equation*}
$$

with the arrows indicating in which direction the derivatives act.
If we restrict the Hamiltonian $\hat{H}(\hat{r} ; t)$ to be (inhomogeneously) quadratic, then (4.27) degenerates to the classical Liouville equation,

$$
\begin{equation*}
\frac{\partial}{\partial t} W(\boldsymbol{z} ; t)+\sum_{j} \frac{\partial H}{\partial k_{j}} \frac{\partial}{\partial x_{j}} W(\boldsymbol{z} ; t)-\sum_{j} \frac{\partial H}{\partial x_{j}} \frac{\partial}{\partial k_{j}} W(\boldsymbol{z} ; t)=0 \tag{4.29}
\end{equation*}
$$

where $H \equiv H(\boldsymbol{z} ; t)$ is (inhomogeneously) quadratic in $\boldsymbol{z}$ and is in general time-dependent. Using Hamilton's canonical equations in classical mechanics,

$$
\begin{equation*}
\dot{x}_{j}=\frac{\partial H}{\partial k_{j}}, \quad \dot{k}_{j}=-\frac{\partial H}{\partial x_{j}}, \tag{4.30}
\end{equation*}
$$

Eq. (4.29) can be rewritten as

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\sum_{j} \dot{x}_{j} \frac{\partial}{\partial x_{j}}+\sum_{j} \dot{k}_{j} \frac{\partial}{\partial k_{j}}\right) W(z ; t)=\frac{d}{d t} W(z ; t)=0 . \tag{4.31}
\end{equation*}
$$

Therefore the time evolution of $\boldsymbol{z}$, i.e., the solutions of the corresponding classical equations of motion (4.30), completely determines the solution of (4.31).

In general, the solutions of (4.30) with respect to a (inhomogeneously) quadratic $H(z ; t)$ can be denoted as

$$
\boldsymbol{z}^{\top}(t)=\mathrm{R}(t) \boldsymbol{z}^{\top}(0)+\boldsymbol{a}^{\top}(t), \quad \mathrm{R}(0)=\left(\begin{array}{cc}
\mathrm{I}_{N} & 0  \tag{4.32}\\
0 & \mathrm{I}_{N}
\end{array}\right), \text { and } a(0)=0
$$

Since the time evolution of the classical canonical variables is a canonical transformation, $\mathrm{R}(t)$ is a $2 N \times 2 N$ symplectic matrix. $a(t)$ is a time-dependent vector in the $2 N$ dimensional phase space, which vanishes for all $t$ if and only if $H(\boldsymbol{z} ; t)$ is homogeneously quadratic. The geometric meaning of $a(t)$ is the trajectory traced by the point which is initially at the origin in phase space. Eq. (4.32) is essentially a time-dependent inhomogeneous linear canonical transformation, and we will call it "phase flow" hereafter.

Using (4.32), the general solution of (4.31) can be expressed as

$$
\begin{equation*}
W(z ; t)=W\left([z-a(t)] \mathrm{R}^{-\top}(t) ; t=0\right), \tag{4.33}
\end{equation*}
$$

and we say that the time evolution of the Wigner function follows the phase flow in phase space.

The time evolution of the corresponding characteristic function can be obtained from (4.33) via (3.10):

$$
\begin{equation*}
\Phi(z ; t)=\exp \left\{i z J a^{\top}(t)\right\} \Phi\left(z \mathrm{R}^{-\top}(t) ; t=0\right) \tag{4.34}
\end{equation*}
$$

which is also completely determined by the phase flow. However, the time evolution of the characteristic function follows the phase flow if and only if $a(t)=0$, i.e., if and only if $H(z ; t)$ is homogeneously quadratic.

### 4.4 Time Evolution of the Mean Vectors and the Covariance Matrices

For a quantum linear system, the time evolution of the operators $\hat{r}$ in the Heisenberg picture is formally isomorphic to (4.32) via the Weyl correspondence:

$$
\begin{equation*}
\hat{\boldsymbol{r}}^{\top}(t)=\mathrm{R}(t) \hat{\boldsymbol{r}}^{\top}(0)+\boldsymbol{a}^{\top}(t) \tag{4.35}
\end{equation*}
$$

For an arbitrary initial state with the mean vector $\langle\hat{r}(0)\rangle$ and the covariance matrix $\boldsymbol{\Sigma}(0)$, the time evolution of the mean vector is a direct consequence of (4.35):

$$
\begin{equation*}
\langle\hat{r}(t)\rangle^{\top}=\mathrm{R}(t)\langle\hat{r}(0)\rangle^{\top}+a^{\top}(t), \tag{4.36}
\end{equation*}
$$

and the time evolution of the covariance matrix can be derived by substituting (4.35) into (3.22):

$$
\begin{equation*}
\boldsymbol{\Sigma}(t)=\mathrm{R}(t) \boldsymbol{\Sigma}(0) \mathrm{R}^{\top}(t) . \tag{4.37}
\end{equation*}
$$

Note that (4.37) is determined solely by $\mathrm{R}(t)$ and $\boldsymbol{\Sigma}(0)$, and is independent of $\langle\hat{\boldsymbol{r}}(0)\rangle$ and $\boldsymbol{a}(t)$. This relation can also be obtained by using (4.7).

## Chapter 5

## Reduction of Density Operators

### 5.1 General Theory

Consider a quantum system made of two subsystems (A) and (B) whose density operator is denoted by $\hat{\varrho}_{A B}$. With respect to this division, a reduction of ignoring the subsystem (B) is a commitment that no measurement on (B) will be made. After we perform this reduction, an operator $\hat{O}$ originally corresponding to a measurement on the total system reduces to $\hat{O}_{A} \otimes \hat{1}$, where $\hat{O}_{A}$ corresponds to a measurement on (A). The expectation value of $\hat{O}_{A}$ can be calculated as

$$
\begin{align*}
\left\langle\hat{O}_{A}\right\rangle & =\operatorname{Tr}\left(\hat{\varrho}_{A B}\left(\hat{O}_{A} \otimes \hat{\mathbf{1}}\right)\right) \\
& =\operatorname{Tr}_{A} \operatorname{Tr}_{B}\left(\hat{\varrho}_{A B}\left(\hat{O}_{A} \otimes \hat{\mathbf{1}}\right)\right) \\
& =\operatorname{Tr}_{A}\left(\left[\operatorname{Tr}_{B}\left(\hat{\varrho}_{A B}\right)\right] \hat{O}_{A}\right) \\
& \equiv \operatorname{Tr}\left(\hat{\varrho}_{A} \hat{O}_{A}\right), \tag{5.1}
\end{align*}
$$

where $T r_{A}$ denotes the partial trace operation with respect to the degree(s) of freedom in (A), and $T r_{B}$ is defined in a similar manner. $\hat{\varrho}_{A} \equiv \operatorname{Tr}_{B}\left(\varrho_{A B}\right)$ is called the reduced density operator for the subsystem (A) which includes the influence from (B). The normalization condition (3.1) is an extreme case of $T r_{B}\left(\hat{\varrho}_{A B}\right)=\hat{\varrho}_{A}$, where (A) is empty and (B) is the total system.

### 5.2 Reduction of a Density Operator via Its Representatives

For the quantum system (A) $\mathbf{( B )}$ (Biscussed in Sec. 5.1, let us assume that the number of degrees of freedom in (A) is $(N-\lambda)$ and that of $(\mathbf{B})$ is $\lambda$, and define $\boldsymbol{x} \equiv$ $\left(\boldsymbol{x}_{A}, \boldsymbol{x}_{\boldsymbol{B}}\right), \boldsymbol{y} \equiv\left(\boldsymbol{y}_{A}, \boldsymbol{y}_{\boldsymbol{B}}\right)$, and $\boldsymbol{k} \equiv\left(\boldsymbol{k}_{\boldsymbol{A}}, \boldsymbol{k}_{\boldsymbol{B}}\right)$ according to this division. The corresponding representatives of the reduced density operator $\hat{\varrho}_{A}=\operatorname{Tr}_{B}\left(\hat{\varrho}_{A B}\right)$ can be easily obtained as

$$
\begin{gather*}
\varrho_{A}\left(x_{A}, y_{A}\right)=\int_{-\infty}^{+\infty} d^{\lambda} x_{B} \varrho_{A B}\left(x_{A}, x_{B}, y_{A}, x_{B}\right),  \tag{5.2}\\
W_{A}\left(x_{A}, k_{A}\right)=\int_{-\infty}^{+\infty} d^{\lambda} x_{B} d^{\lambda} k_{B} W_{A B}\left(x_{A}, x_{B}, k_{A}, k_{B}\right),  \tag{5.3}\\
\Phi_{A}\left(x_{A}, k_{A}\right)=\Phi_{A B}\left(x_{A}, 0, k_{A}, 0\right) \tag{5.4}
\end{gather*}
$$

As we mentioned earlier, the normalization conditions (3.5), (3.7), and (3.11) can be taken as the extreme cases of (5.2), (5.3), and (5.4). Note that (5.3) is an analogue of the marginal probability density in probability theory [53].

Since (5.4) is simply a restriction of the original $\Phi\left(x_{A}, x_{B}, \boldsymbol{k}_{A}, \boldsymbol{k}_{B}\right)$ to a subspace in the 2 N -dimensional phase space, the reduction becomes a geometric operation (a projection in phase space) via the characteristic function. Compared with (5.2) and (5.3), it is obvious that the easiest way to perform the reduction is using the characteristic function.

### 5.3 Reduction of the Gaussian States

As we discussed in Sec. 3.4, a Gaussian state is completely determined by its mean vector and covariance matrix. Therefore the reduction of a Gaussian state can be realized by the corresponding reductions of these two entities. Using the same assumptions as in Sec. 5.2, the reductions of the mean vector $\boldsymbol{z}_{c, A B}$ and the covariance matrix $\boldsymbol{\Sigma}_{A B}$ can be obtained by substituting (3.31) into (5.4):

$$
\begin{equation*}
\boldsymbol{z}_{c, A B}=\left(\boldsymbol{x}_{c, A}, \boldsymbol{x}_{c, B}, \boldsymbol{k}_{c, A}, \boldsymbol{k}_{c, B}\right) \Longrightarrow \boldsymbol{z}_{c, A} \equiv\left(\boldsymbol{x}_{c, A}, \boldsymbol{k}_{c, A}\right), \tag{5.5}
\end{equation*}
$$

and

$$
\Sigma_{A B}=\left(\begin{array}{ll}
\sigma_{q q} & \sigma_{q p}  \tag{5.6}\\
\boldsymbol{\sigma}_{q p}^{\top} & \sigma_{p p}
\end{array}\right) \Longrightarrow \boldsymbol{\Sigma}_{A} \equiv\left(\begin{array}{cc}
\sigma_{q q}^{\prime} & \boldsymbol{\sigma}_{q p}^{\prime} \\
\boldsymbol{\sigma}_{q p}^{\prime \top} & \boldsymbol{\sigma}_{p p}^{\prime}
\end{array}\right)
$$

where $\boldsymbol{\Sigma}_{\boldsymbol{A}}$ is a $2(N-\lambda) \times 2(N-\lambda)$ matrix with the elements

$$
\begin{align*}
& \sigma_{q q, \mu \nu}^{\prime}=\sigma_{q q, \mu \nu}  \tag{5.7}\\
& \sigma_{p p, \mu \nu}^{\prime}=\sigma_{p p, \mu \nu}  \tag{5.8}\\
& \sigma_{q p, \mu \nu}^{\prime}=\sigma_{q p, \mu \nu} \tag{5.9}
\end{align*}
$$

for $\mu, \nu=0,1, \ldots,(n-\lambda)$.
Hence we see that the reduced mean vector is a projection of the original mean vector, and the reduced covariance matrix is a submatrix of the original covariance matrix. If we use the characteristic ellipsoid (3.32) as the geometrical representation of the Gaussian state in phase space, then the reduction becomes the restriction of this ellipsoid to a $2(N-\lambda)$-dimensional subspace.

### 5.4 Time Evolution of the Reduced Density Operators

For a quantum linear system, the time evolution of the Wigner function is given by (4.33) and that of the characteristic function is (4.34). Using the same assumptions as in Sec. 5.2, Eqs. (5.3) and (5.4) give the time evolution of the reduced Wigner function and the reduced characteristic function as follows:

$$
\begin{align*}
& W_{A}\left(x_{A}, k_{A} ; t\right) \\
= & \int_{-\infty}^{+\infty} d^{\lambda} x_{B} d^{\lambda} k_{B} W_{A B}\left(x_{A}, x_{B}, \boldsymbol{k}_{A}, k_{B} ; t\right) \\
= & \int_{-\infty}^{+\infty} d^{\lambda} x_{B} d^{\lambda} k_{B} W_{A B}\left(\left[\left(x_{A}, x_{B}, k_{A}, k_{B}\right)-a(t)\right] \mathrm{R}^{-\top}(t) ; t=0\right),  \tag{5.10}\\
& \Phi_{A}\left(x_{A}, k_{A}, t\right) \\
= & \exp \left\{i\left(x_{A}, 0, k_{A}, 0\right) \mathrm{J} a^{\top}(t)\right\} \Phi_{A B}\left(\left(x_{A}, 0, k_{A}, 0\right) \mathrm{R}^{-\top}(t) ; t=0\right) . \tag{5.11}
\end{align*}
$$

Similarly, from (5.2) we have the time evolution of the corresponding reduced coordinate representation:

$$
\begin{equation*}
\varrho_{A}\left(x_{A}, y_{A} ; t\right)=\int_{-\infty}^{+\infty} d^{\lambda} x_{B} \varrho_{A B}\left(x_{A}, x_{B}, y_{A}, x_{B} ; t\right) \tag{5.12}
\end{equation*}
$$

where $\varrho\left(x_{A}, x_{B}, y_{A}, x_{B} ; t\right)$ can be solved exactly in terms of the classical action for a quantum linear system [26, 82]. The complexity of (5.12) is similar to that of (5.10).

From (5.11), we see that once the initial (total) characteristic function is obtained, we can write down the time evolution of the characteristic function in terms of the phase flow without doing any integrations. Among all representatives of the density operator, only the characteristic function possesses this advantage. Therefore we conclude that the characteristic function is the best representative for the problems involving reduction.

## Part II

## The Model

## Chapter 6

## Equations of Motion and the Solutions

NOTE: Unless otherwise mentioned, the time $t \geq 0$ throughout this chapter.

### 6.1 The Model Hamiltonians

In the literature, there have been several successful models for the quantum dissipative heat bath [30]. For quantum harmonic Brownian motion, the one used most often is the linear-coupling model $[10,16,22,25,40,44,45,48,73,76,85,95]$. Since the Hamiltonian of the linear-coupling model is not positive definite, a renormalization procedure is necessary. After the renormalization is performed, the linear-coupling model is then equivalent to the independent-oscillator model [ $28,29,30$ ], in which the heat bath is modeled by an infinite set of mutually independent oscillators attached to the Brownian particle by Hooke springs. In this paper, we shall use the independent-oscillator model exclusively without loss of generality.

In the independent-oscillator model, the total system of a harmonically bound Brownian particle immersed in a quantum dissipative heat bath is described by the Hamiltonian

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}^{2}}{2 m}+\frac{1}{2} m \omega_{0}^{2} \hat{q}^{2}+\sum_{\ell}\left[\frac{\hat{p}_{\ell}^{2}}{2 m_{\ell}}+\frac{1}{2} m_{\ell} \omega_{\ell}^{2}\left(\hat{q}_{\ell}-\hat{q}\right)^{2}\right] \tag{6.1}
\end{equation*}
$$

where $\hat{q}=\hat{q}_{0}$ and $\hat{p}=\hat{p}_{0}$ are the operators for the Brownian particle, $m=m_{0}$ and $m_{\ell}$ 's
are the characteristic masses, and $\omega_{j}$ 's are the characteristic frequencies defined as in Sec. 1.1. (From now on we shall never drop the subscript "o" in $\omega_{0}$.) Among the terms in (6.1),

$$
\begin{equation*}
\frac{\hat{p}^{2}}{2 m}+\frac{1}{2} m \omega_{0}^{2} \hat{q}^{2} \tag{6.2}
\end{equation*}
$$

is the Hamiltonian of the harmonically bound Brownian particle,

$$
\begin{equation*}
\sum_{\ell}\left[\frac{\hat{p}_{\ell}^{2}}{2 m_{\ell}}+\frac{1}{2} m_{\ell} \omega_{\ell}^{2} \hat{q}_{\ell}^{2}\right] \tag{6.3}
\end{equation*}
$$

is the Hamiltonian of the heat-bath oscillators,

$$
\begin{equation*}
\sum_{\ell}-m_{\ell} \omega_{\ell}^{2} \hat{q}_{\ell} \hat{q} \tag{6.4}
\end{equation*}
$$

corresponds to the interaction, i.e., the linear coupling, between the Brownian particle and the heat bath, and

$$
\begin{equation*}
\left(\frac{1}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{2}\right) \hat{q}^{2} \tag{6.5}
\end{equation*}
$$

corresponds to the renormalization counterterm in the linear-coupling model. It is obvious that the Hamiltonian (6.1) is positive definite as long as $\omega_{j}>0$. Without loss of generality, we shall assume that all $\omega_{\ell}$ 's are different. The mechanical analogue of (6.1) is shown schematically in Fig. 1.

Without changing the essential structure of the Hamiltonian in (6.1), we can linearly couple the Brownian particle to a classical time-dependent external force by adding the linear term $-\hat{q} f_{X}(t)$ to (6.1) and get

$$
\begin{equation*}
\hat{H}^{\prime}(t)=\hat{H}-\hat{q} f_{X}(t) \tag{6.6}
\end{equation*}
$$

Hence the time-independent $\hat{H}$ in (6.1) becomes a special case of this $\hat{H}^{\prime}(t)$. We shall use both (6.1) and (6.6) as the model Hamiltonians, but note that only the former represents the "total system." The total number of heat-bath oscillators is assumed at first to be finite, and the thermodynamic limit $n \rightarrow \infty$ will be taken starting in Chap. 8.

### 6.2 Classical Equations of Motion

From the discussion in Chap. 4, we know that for a quantum linear system the dynamics is completely determined by the corresponding classical equations of motion.


Figure 6.1: Mechanical analogue of the independent-oscillator model. Note that $\hat{q}_{j}$ locates the center of mass of the $j$-th oscillator with respect to its balanced position.

Therefore our study of the model Hamiltonians begins with the equations of motion for the classical correspondent of the quantum system described by (6.6).

The corresponding classical Hamiltonian, i.e., the Weyl symbol, of the model Hamiltonian (6.6) is

$$
\begin{equation*}
H^{\prime}(t)=\frac{k^{2}}{2 m}+\frac{1}{2} m \omega_{0}^{2} x^{2}+\sum_{\ell}\left[\frac{k_{\ell}^{2}}{2 m_{\ell}}+\frac{1}{2} m_{\ell} \omega_{\ell}^{2}\left(x_{\ell}-x\right)^{2}\right]-x f_{X}(t) . \tag{6.7}
\end{equation*}
$$

Using Hamilton's canonical equations (4.30), we have the following equations of motion for this corresponding classical system:

$$
\begin{gather*}
m \dot{x}=k,  \tag{6.8}\\
\dot{k}=-m \omega_{0}^{2} x+\sum_{\ell} m_{\ell} \omega_{\ell}^{2}\left(x_{\ell}-x\right)+f_{X}(t),  \tag{6.9}\\
m_{\ell} \dot{x_{\ell}}=k_{\ell}  \tag{6.10}\\
\dot{k_{\ell}}=-m_{\ell} \omega_{\ell}^{2}\left(x_{\ell}-x\right) . \tag{6.11}
\end{gather*}
$$

From (6.10) and (6.11), the equations of motion for the heat-bath oscillators take the form

$$
\begin{equation*}
\ddot{x}_{\ell}+\omega_{\ell}^{2} x_{\ell}=\omega_{\ell}^{2} x, \tag{6.12}
\end{equation*}
$$

which indicates that each heat-bath oscillator is driven by a time-dependent force $\omega_{\ell}^{2} x(t)$. The formal solution to the above equation is

$$
\begin{align*}
x_{\ell}(t) & =x_{\ell}(0) \cos \left(\omega_{\ell} t\right)+k_{\ell}(0) \frac{\sin \left(\omega_{\ell} t\right)}{m_{\ell} \omega_{\ell}}+\omega_{\ell} \int_{0}^{t} d \tau x(\tau) \sin \left(\omega_{\ell}(t-\tau)\right) \\
& =x_{\ell}(0) \cos \left(\omega_{\ell} t\right)+k_{\ell}(0) \frac{\sin \left(\omega_{\ell} t\right)}{m_{\ell} \omega_{\ell}} \\
& +x(t)-x(0) \cos \left(\omega_{\ell} t\right)-\int_{0}^{t} d \tau \dot{x}(\tau) \cos \left(\omega_{\ell}(t-\tau)\right) \tag{6.13}
\end{align*}
$$

Combining (6.8), (6.9), and (6.13), we get the classical equation of motion for the position of the Brownian particle:

$$
\begin{align*}
& m \ddot{x}(t)+m \omega_{0}^{2} x(t)+\int_{0}^{t} d \tau \dot{x}(\tau)\left[\sum_{\ell} m_{\ell} \omega_{\ell}^{2} \cos \left(\omega_{\ell}(t-\tau)\right)\right]  \tag{6.14}\\
= & -x(0) \sum_{\ell} m_{\ell} \omega_{\ell}^{2} \cos \left(\omega_{\ell} t\right)+\sum_{\ell} m_{\ell} \omega_{\ell}^{2}\left[x_{\ell}(0) \cos \left(\omega_{\ell} t\right)+k_{\ell}(0) \frac{\sin \left(\omega_{\ell} t\right)}{m_{\ell} \omega_{\ell}}\right]+f_{X}(t),
\end{align*}
$$

or equivalently,

$$
\begin{equation*}
m \ddot{x}(t)+\int_{0}^{t} d \tau \eta(t-\tau) \dot{x}(\tau)+m \omega_{0}^{2} x(t)=-x(0) \eta(t)+f(t)+f_{X}(t) \tag{6.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(t) \equiv \sum_{\ell} m_{\ell} \omega_{\ell}^{2} \cos \left(\omega_{\ell} t\right) \tag{6.16}
\end{equation*}
$$

serves as the memory kernel, and

$$
\begin{equation*}
f(t) \equiv \sum_{\ell}\left[x_{\ell}(0) m_{\ell} \omega_{\ell}^{2} \cos \left(\omega_{\ell} t\right)+k_{\ell}(0) \omega_{\ell} \sin \left(\omega_{\ell} t\right)\right] \tag{6.17}
\end{equation*}
$$

is a time-dependent force acting on the Brownian particle. From the Weyl correspondence rule, the quantum analogue of (6.15) is

$$
\begin{equation*}
m \ddot{\hat{q}}(t)+\int_{0}^{t} d \tau \eta(t-\tau) \dot{\hat{q}}(\tau)+m \omega_{0}^{2} \hat{q}(t)=-\hat{q}(0) \eta(t)+\hat{f}(t)+f_{x}(t) \tag{6.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{f}(t) \equiv \sum_{\ell}\left[\hat{q}_{\ell}(0) m_{\ell} \omega_{\ell}^{2} \cos \left(\omega_{\ell} t\right)+\hat{p}_{\ell}(0) \omega_{\ell} \sin \left(\omega_{\ell} t\right)\right] \tag{6.19}
\end{equation*}
$$

Eq. (6.18) can also be obtained from (6.6) using the Heisenberg equation of motion [22, 28, 30].

### 6.3 Solutions of the Classical Equations of Motion

In this section, we shall apply the Laplace transform method to solve the classical equation of motion (6.15) in terms of $f_{X}(t)$ and the initial values $x_{j}(0)$ and $k_{j}(0)$. Firstly we make a Laplace transform on (6.15):

$$
\begin{equation*}
\mathcal{L}_{s}\{x(t)\}=\frac{m \dot{x}(0)+m x(0) s+\bar{f}[s]+\bar{f}_{x}[s]}{Z(s)} \tag{6.20}
\end{equation*}
$$

where the variable $s$ is complex with $\operatorname{Re}(s)>0$,

$$
\begin{gather*}
\bar{f}[s]=\sum_{\ell} \frac{\omega_{\ell}^{2}\left[m_{\ell} x_{\ell}(0) s+k_{\ell}(0)\right]}{s^{2}+\omega_{\ell}^{2}}  \tag{6.21}\\
\bar{f}_{X}[s]=\mathcal{L}_{s}\left\{f_{X}(t)\right\} \tag{6.22}
\end{gather*}
$$

and

$$
\begin{equation*}
Z(s) \equiv m\left(s^{2}+\omega_{0}^{2}\right)+s \bar{\eta}[s], \tag{6.23}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{\eta}[s]=\sum_{\ell} \frac{m_{\ell} \omega_{\ell}^{2} s}{s^{2}+\omega_{\ell}^{2}} . \tag{6.24}
\end{equation*}
$$

Note that $Z(s)$ is an even function of $s$, and

$$
\begin{equation*}
Z(r)>0, \forall r \in \mathbf{R} \tag{6.25}
\end{equation*}
$$

with

$$
\begin{equation*}
Z(0)=m \omega_{0}^{2}, \text { and } \lim _{r \rightarrow \infty} \frac{Z(r)}{r^{2}}=m . \tag{6.26}
\end{equation*}
$$

Since (6.7) is an $N$-mode Hamiltonian with its homogeneous part positive definite, there are exactly $N$ real normal mode frequencies corresponding to those $N$ normal modes of the corresponding classical system, which will henceforth be denoted by $\Omega_{j}>0$. From the Laplace transform of $x(t)$ in (6.20), we know that if $\Omega_{j}$ is a normal mode frequency of (6.7), then both $\pm i \Omega_{j}$ are zeroes of $Z(s)$, i.e.,

$$
\begin{equation*}
Z( \pm i \Omega)=-m\left(\Omega^{2}-\omega_{0}^{2}\right)+\sum_{\ell} \frac{m_{\ell} \omega_{\ell}^{2} \Omega^{2}}{\Omega^{2}-\omega_{\ell}^{2}}=0 \tag{6.27}
\end{equation*}
$$

is the equation for those normal mode frequencies. Using the graphical method (referring to Fig. 2, where $N=1+3$ ), we see that as long as the $\omega_{\ell}$ 's are all different from each other, those $N$ normal mode frequencies $\Omega_{j}$ 's are also mutually different. The claim that all $\Omega_{j}$ 's are real is also confirmed since $\Omega_{j}^{2}>0$. Moreover, we find that

$$
\begin{equation*}
0<\Omega_{0}<\omega_{1}<\Omega_{1}<\omega_{2}<\Omega_{2}<\cdots \cdots<\Omega_{n-1}<\omega_{n}<\Omega_{n}<\infty . \tag{6.28}
\end{equation*}
$$

Because (6.27) is of the form

$$
\begin{equation*}
\frac{N \text {-degree polynomial in } \Omega^{2}}{\prod_{\ell}\left(\Omega^{2}-\omega_{\ell}^{2}\right)}=0 \tag{6.29}
\end{equation*}
$$

it is guaranteed that (6.27) has no other roots in addition to $\pm i \Omega_{j}$. Therefore we conclude that $Z(s)^{-1}$ contains exactly $2 N$ simple poles which lie on the imaginary axis of the complex $s$-plane and are symmetric about the origin. It is worthwhile to emphasize


Figure 6.2: Graphical method for determining the roots of Eq. (6.27) with $N=1+3$, which is equivalent to $y_{1}=y_{2}$, where

$$
y_{1}=m\left(\Omega^{2}-\omega_{0}^{2}\right), \quad \text { and } y_{2}=\sum_{\ell=1}^{3} \frac{m_{\ell} \omega_{\ell}^{2} \Omega^{2}}{\Omega^{2}-\omega_{\ell}^{2}} .
$$

again that $Z(s)^{-1}$ is analytic on the $s$-plane except for these $2 N$ simple poles lying on the imaginary axis.

We then define the fundamental solution $u(t)$ of (6.15) as

$$
\begin{equation*}
u(t)=\mathcal{L}^{-1}\left\{\frac{1}{Z(s)}\right\}=\frac{1}{2 \pi i} \int_{\xi-i \infty}^{\xi+i \infty} d s \frac{\exp (s t)}{Z(s)} \tag{6.30}
\end{equation*}
$$

where $\xi$ is an arbitrary positive real number since $Z(s)^{-1}$ is analytic for $\operatorname{Re}(s)>0$. Since this fundamental solution $u(t)$ is defined in terms of the inverse Laplace transform, it vanishes for $t<0$. From (6.15) and (6.20), we can determine the initial conditions of the fundamental solution $u(t)$ as

$$
\begin{equation*}
u(0)=0, \quad \dot{u}(0)=\frac{1}{m}, \quad \ddot{u}(0)=0 . \tag{6.31}
\end{equation*}
$$

Using this fundamental solution $u(t)$, the time evolution of $x(t)$ can be expressed as

$$
\begin{align*}
x(t) & =m \dot{x}(0) u(t)+m x(0) \dot{u}(t)+\int_{0}^{t} d \tau u(\tau)\left[f(t-\tau)+f_{X}(t-\tau)\right] \\
& =m \dot{u}(t) x(0)+u(t) k(0)+\sum_{\ell}\left[m_{\ell} \dot{u}_{\ell}(t) x_{\ell}(0)+u_{\ell}(t) k_{\ell}(0)\right] \\
& +\int_{0}^{t} d \tau u(\tau) f_{X}(t-\tau), \tag{6.32}
\end{align*}
$$

where

$$
\begin{equation*}
u_{\ell}(t) \equiv \omega_{\ell} \int_{0}^{t} d \tau u(\tau) \sin \left(\omega_{\ell}(t-\tau)\right) \tag{6.33}
\end{equation*}
$$

and

$$
\begin{align*}
\dot{u}_{\ell}(t) & =\omega_{\ell}^{2} \int_{0}^{t} d \tau u(\tau) \cos \left(\omega_{\ell}(t-\tau)\right) \\
& =\omega_{\ell} \int_{0}^{t} d \tau \dot{u}(\tau) \sin \left(\omega_{\ell}(t-\tau)\right) \tag{6.34}
\end{align*}
$$

The time evolution of $k(t)$ can be obtained from (6.32) straightforwardly:

$$
\begin{align*}
k(t) & =m^{2} \ddot{u}(t) x(0)+m \dot{u}(t) k(0)+m \sum_{\ell}\left[m_{\ell} \ddot{u}_{\ell}(t) x_{\ell}(0)+\dot{u}_{\ell}(t) k_{\ell}(0)\right] \\
& +m \int_{0}^{t} d \tau \dot{u}(\tau) f_{x}(t-\tau) \tag{6.35}
\end{align*}
$$

where

$$
\begin{equation*}
\ddot{u}_{\ell}(t)=\omega_{\ell}^{2} \int_{0}^{t} d \tau \dot{u}(\tau) \cos \left(\omega_{\ell}(t-\tau)\right) \tag{6.36}
\end{equation*}
$$

according to (6.34).
In principle, we can substitute (6.32) into (6.13) to calculate the explicit solutions of $x_{\ell}(t)$ and then $k_{\ell}(t)$ in terms of $u(t), f_{X}(t)$, and the initial values $x_{j}(0)$ and $k_{j}(0)$. However, it will be clear later that it is not necessary to obtain the explicit solution of $x_{\ell}(t)$ or $k_{\ell}(t)$ for determining the dynamics of the Brownian particle.

### 6.4 Linear Responses and the Generalized Susceptibility

According to the Weyl correspondence rule, the solution of the operator equation of motion (6.18) is formally isomorphic to (6.32):

$$
\begin{align*}
\hat{q}(t) & =m \dot{u}(t) \hat{q}(0)+u(t) \hat{p}(0)+\int_{0}^{t} d \tau u(\tau)\left[\hat{f}(t-\tau)+f_{X}(t-\tau)\right]  \tag{6.37}\\
& =m \dot{u}(t) \hat{q}(0)+u(t) \hat{p}(0)+\sum_{\ell}\left[m_{\ell} \dot{u}_{\ell}(t) \hat{q}_{\ell}(0)+u_{\ell}(t) \hat{p}_{\ell}(0)\right]  \tag{6.38}\\
& +\int_{0}^{t} d \tau u(\tau) f_{X}(t-\tau),
\end{align*}
$$

and the time evolution of the momentum operator $\hat{p}(t)$ is

$$
\begin{align*}
\hat{p}(t) & =m^{2} \ddot{u}(t) \hat{q}(0)+m \dot{u}(t) \hat{p}(0)+m \int_{0}^{t} d \tau \dot{u}(\tau)\left[\hat{f}(t-\tau)+f_{X}(t-\tau)\right]  \tag{6.39}\\
& =m^{2} \ddot{u}(t) \hat{q}(0)+m \dot{u}(t) \hat{p}(0)+m \sum_{\ell}\left[m_{\ell} \ddot{u}_{\ell}(t) \hat{q}_{\ell}(0)+\dot{u}_{\ell}(t) \hat{p}_{\ell}(0)\right]  \tag{6.40}\\
& +m \int_{0}^{t} d \tau \dot{u}(\tau) f_{X}(t-\tau) .
\end{align*}
$$

From the above two expressions, we can calculate the responses of the Brownian particle with respect to an applied force which corresponds to $f_{X}(t)$ in the model Hamiltonian (6.6). Taking the expectation value of (6.38) with respect to a given initial quantum state, we get

$$
\begin{align*}
\langle\hat{q}(t)\rangle & =m \dot{u}(t)\langle\hat{q}(0)\rangle+u(t)\langle\hat{p}(0)\rangle+\sum_{\ell}\left[m_{\ell} \dot{u}_{\ell}(t)\left\langle\hat{q}_{\ell}(0)\right\rangle+u_{\ell}(t)\left\langle\hat{p}_{\ell}(0)\right\rangle\right] \\
& +\int_{0}^{t} d \tau u(\tau) f_{X}(t-\tau) \tag{6.41}
\end{align*}
$$

If the mean vector of this initial state is zero, then the above expectation value reduces to

$$
\begin{equation*}
\langle\hat{q}(t)\rangle=\int_{0}^{t} d \tau u(\tau) f_{X}(t-\tau)=\int_{0}^{\infty} d \tau u(t-\tau) f_{X}(\tau) \tag{6.42}
\end{equation*}
$$

where $u(t<0)=0$ has been used. As a comparison, the linear response of the momentum expectation value for the same initial state is

$$
\begin{equation*}
\langle\hat{p}(t)\rangle=m \int_{0}^{\infty} d \tau \dot{u}(t-\tau) f_{X}(\tau) \tag{6.43}
\end{equation*}
$$

In (6.42), if we interpret $u(t<0)=0$ as the causality condition, then the fundamental solution $u(t)$ serves as the retarded Green's function for $\langle\hat{q}(t)\rangle$ with respect to the applied force $f_{X}(t)$. From linear response theory, we know that it is convenient to consider the retarded Green's function as a Fourier transform of the so-called generalized susceptibility $\alpha(\omega)$. The explicit expression for $\alpha(\omega)$ corresponding to $u(t)$ can be obtained by setting $\xi=\epsilon$ in (6.30):

$$
\begin{align*}
u(t) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \frac{\exp [(\epsilon+i \omega) t]}{Z(\epsilon+i \omega)} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \frac{\exp (-i \omega t)}{Z(\epsilon-i \omega)} \\
& \equiv \frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \alpha(\omega) \tag{6.44}
\end{align*}
$$

i.e.,

$$
\begin{equation*}
\alpha(\omega)=\frac{1}{Z(\epsilon-i \omega)}=\frac{1}{Z(-\epsilon+i \omega)} \tag{6.45}
\end{equation*}
$$

is the generalized susceptibility of the total system for the response $\langle\hat{q}(t)\rangle$ with respect to the applied force $f_{X}(t)$. Note that in (6.44) we have made a change of variable $\omega \rightarrow-\omega$ in order to follow our convention for the Fourier transform.

The reason that we took $\xi$ in (6.30) to be the infinitesimal $\epsilon$ is because otherwise we will not be able to put the fundamental solution $u(t)$ in (6.30) as a Fourier transform of a function of $\omega$, and accordingly it is impossible to determine the explicit form of the susceptibility $\alpha(\omega)$ in terms of $Z(s)$. The physical meaning of this limit is the manifestation of the resonant behavior of the total system, which is analogous to the resonant absorption in electrodynamics [50, 57], the continuous-spectrum transition in quantum perturbation theory [58], and Landau damping in collisionless plasmas [62], etc. This resonance is also the physical mechanism which allows us to construct a dissipative environment out of a conservative model Hamiltonian.

Conversely, we can take $\alpha(\omega)$ as the Laplace transform of the fundamental solution $u(t):$

$$
\begin{equation*}
\alpha(\omega)=\int_{0}^{\infty} d t \exp [i(\omega+i \epsilon) t] u(t) \tag{6.46}
\end{equation*}
$$

where $i \epsilon$ guarantees the convergence of the integral. This $i \epsilon$ can be omitted if and only if we take the thermodynamic limit, which will be discussed in Chap. 8.

Following the convention in linear response theory, we use the notations $\alpha^{\prime}(\omega)$ and $\alpha^{\prime \prime}(\omega)$ to denote the real and imaginary parts of $\alpha(\omega)$, individually. From (6.45) or (6.46), it is obvious that $\alpha^{\prime}(\omega)$ and $\alpha^{\prime \prime}(\omega)$ are even and odd functions of $\omega$, respectively. Moreover, from (6.45) we find that

$$
\begin{equation*}
\alpha^{\prime}(0)=\frac{1}{Z(0)}=\frac{1}{m \omega_{0}^{2}}, \quad \alpha^{\prime \prime}(0)=0 \tag{6.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} \alpha^{\prime \prime}(\omega)=O(\omega) \tag{6.48}
\end{equation*}
$$

In linear response theory, it is more convenient to take the generalized susceptibility as a function of the complex frequency. Hence we shall now extend the frequency $\omega$ into a complex variable $\varpi \equiv \omega+i \omega^{\prime \prime}$. It is necessary to emphasize that, although the original real $\omega$ is the imaginary part of the complex variable $s$, the complex $\varpi$-plane does not overlap with the complex s-plane! According to (6.46), $\alpha(\varpi)$ is analytic for $\omega^{\prime \prime} \geq 0$ on the complex $\varpi$-plane, which is a generic property of the generalized susceptibility as a consequence of the causality principle.

Since $\alpha(\varpi)$ is analytic for $\omega^{\prime \prime} \geq 0, \alpha^{\prime}(\omega)$ and $\alpha^{\prime \prime}(\omega)$ are related via the dispersion relation:

$$
\begin{equation*}
\alpha^{\prime}(\omega)=\frac{1}{\pi} \operatorname{Pr} \int_{-\infty}^{+\infty} d \nu \frac{\alpha^{\prime \prime}(\nu)}{\nu-\omega} \tag{6.49}
\end{equation*}
$$

Using the well-known formula in complex analysis:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d \nu \frac{f(\nu)}{\nu-\omega-i \epsilon}=\operatorname{Pr} \int_{-\infty}^{+\infty} d \nu \frac{f(\nu)}{\nu-\omega}+i \pi f(\omega) \tag{6.50}
\end{equation*}
$$

or the symbolical expression

$$
\begin{equation*}
\frac{1}{\nu-i \epsilon}=\operatorname{Pr}\left(\frac{1}{\nu}\right)+i \pi \delta(\nu) \tag{6.51}
\end{equation*}
$$

we have

$$
\begin{equation*}
\alpha(\omega)=\frac{1}{\pi} \int_{-\infty}^{+\infty} d \nu \frac{\alpha^{\prime \prime}(\nu)}{\nu-\omega-i \epsilon} \tag{6.52}
\end{equation*}
$$

It then follows that the fundamental solution $u(t)$ in (6.44) can be expressed as

$$
\begin{align*}
u(t) & =\frac{i}{\pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \alpha^{\prime \prime}(\omega) \\
& =\frac{1}{\pi} \int_{-\infty}^{+\infty} d \omega \sin (\omega t) \alpha^{\prime \prime}(\omega) \tag{6.53}
\end{align*}
$$

Note that when $t<0$, the right hand side of (6.53) is equal to $-u(-t) \neq 0$. This is because $\alpha^{\prime \prime}(\omega)$, unlike $\alpha(\omega)$, is not analytic for $\omega^{\prime \prime} \geq 0$. For $t \in \mathbf{R}$, we define another fundamental solution $w(t)$ as

$$
\begin{align*}
w(t) & =u(t)-u(-t) \\
& =\frac{i}{\pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \alpha^{\prime \prime}(\omega) \\
& =\frac{1}{\pi} \int_{-\infty}^{+\infty} d \omega \sin (\omega t) \alpha^{\prime \prime}(\omega) \tag{6.54}
\end{align*}
$$

which is an odd function of $t \in \mathbf{R}$.

## Chapter 7

## Thermal Equilibrium State

NOTE: Unless otherwise mentioned, $t \in \mathbf{R}$ and $0<\beta<\infty$ throughout this chapter.

### 7.1 Diagonalization of the Model Hamiltonian

As a preparation, we consider the diagonalization of the model Hamiltonian (6.1) $[8,29,95]$ in this section. First let us put (6.1) into the matrix form

$$
\hat{H}=\frac{1}{2}(\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}})\left(\begin{array}{ll}
V & 0  \tag{7.1}\\
0 & U
\end{array}\right)(\hat{\boldsymbol{q}}, \hat{\boldsymbol{p}})^{\top} \equiv \frac{1}{2} \hat{r} K \hat{r}^{\top}
$$

where $U$ and $V$ are two $N \times N$ symmetric and positive definite matrices defined as

$$
\begin{gather*}
U=\operatorname{diag}\left\{\frac{1}{m}, \frac{1}{m_{1}}, \frac{1}{m_{2}}, \cdots, \frac{1}{m_{n}}\right\},  \tag{7.2}\\
V=\left(\begin{array}{ccccc}
\sum_{j} m_{j} \omega_{j}^{2} & -m_{1} \omega_{1}^{2} & -m_{2} \omega_{2}^{2} & \cdots & -m_{n} \omega_{n}^{2} \\
-m_{1} \omega_{1}^{2} & m_{1} \omega_{1}^{2} & 0 & \cdots & 0 \\
-m_{2} \omega_{2}^{2} & 0 & m_{2} \omega_{2}^{2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-m_{n} \omega_{n}^{2} & 0 & 0 & \cdots & m_{n} \omega_{n}^{2}
\end{array}\right) . \tag{7.3}
\end{gather*}
$$

According to Theorem 1.2.3, the matrix K can be diagonalized by a congruence symplectic transformation:

$$
K=\left(\begin{array}{ll}
V & 0  \tag{7.4}\\
0 & U
\end{array}\right)=S^{\top}\left(\begin{array}{cc}
\Omega & 0 \\
0 & \Omega
\end{array}\right) S
$$

where S is a $2 N \times 2 N$ symplectic matrix, and the diagonal $N \times N$ matrix $\Omega$ has the normal mode frequencies $\Omega_{j}$ 's as its diagonal elements. The explicit form of $S$ can be calculated via an orthogonal transformation as follows:

$$
S=\left(\begin{array}{cc}
\Omega^{\frac{1}{2}} & 0  \tag{7.5}\\
0 & \Omega^{-\frac{1}{2}}
\end{array}\right)\left(\begin{array}{ll}
X & 0 \\
0 & X
\end{array}\right)\left(\begin{array}{cc}
U^{-\frac{1}{2}} & 0 \\
0 & U^{\frac{1}{2}}
\end{array}\right)=\left(\begin{array}{cc}
\Omega^{\frac{1}{2}} X U^{-\frac{1}{2}} & 0 \\
0 & \Omega^{-\frac{1}{2}} \times U^{\frac{1}{2}}
\end{array}\right)
$$

with

$$
\begin{equation*}
U^{\frac{1}{2}} \vee U^{\frac{1}{2}}=X^{\top} \Omega^{2} X, \text { and } X^{\top} X=X X^{\top}=I_{N} \tag{7.6}
\end{equation*}
$$

i.e., the square of each normal mode frequency $\Omega_{j}$ is an eigenvalue of the symmetric matrix $U^{\frac{1}{2}} \vee U^{\frac{1}{2}}$. Since we will only use (7.4) formally in the following, it is not necessary to calculate the explicit form of the matrix $X$ or $S$.

### 7.2 Phase Flow of the Classical System

We shall now derive the phase flow (4.32) for the classical system corresponding to the quantum Hamiltonian (6.1) $[8,44,45,95]$ using the results obtained in the last section. First of all, we can make sure that $\boldsymbol{a}(t)=\mathbf{0}$ since the Hamiltonian (6.1) is homogeneous. Because this Hamiltonian is time-independent, the time-evolution operator defined by (4.26) is simply

$$
\begin{equation*}
\hat{U}(t)=\exp \{-i t \hat{H}\} \tag{7.7}
\end{equation*}
$$

which is an element of the group $\operatorname{Mp}(2 N, \mathbf{R})$. According to the Weyl correspondence rule, $R(t)$ in (4.32) can be calculated via the time evolution of $\hat{r}$. Using the results in Sec. 1.2.2, we have

$$
\begin{equation*}
\hat{\boldsymbol{r}}^{\top}(t)=\hat{U}^{\dagger}(t) \hat{\boldsymbol{r}}^{\top} \hat{U}(t)=\mathrm{R}(t) \hat{\boldsymbol{r}}^{\top}, \tag{7.8}
\end{equation*}
$$

where

$$
\mathrm{R}(t)=\exp \{t \mathrm{JK}\}=\mathrm{S}^{-1}\left(\begin{array}{cc}
\cos (\Omega t) & \sin (\Omega t)  \tag{7.9}\\
-\sin (\Omega t) & \cos (\Omega t)
\end{array}\right) \mathrm{S}
$$

with

$$
\begin{equation*}
\cos (\Omega t) \equiv \operatorname{diag}\left\{\cos \left(\Omega_{0} t\right), \cos \left(\Omega_{1} t\right), \cos \left(\Omega_{2} t\right), \cdots, \cos \left(\Omega_{n} t\right)\right\} \tag{7.10}
\end{equation*}
$$

and $\sin (\Omega t)$ defined in a similar way.
Comparing the definition of the phase flow in (4.32) with (6.32) and (6.35), the latter two equations give the explicit expressions for the elements in the 0 -th and $N$-th rows of $R(t>0)$, which will be the only elements we need for studying the dynamics of the Brownian particle. Hence it is not necessary to obtain the explicit form of $R(t)$ in (7.9).

From the solutions (6.32) and (6.35), along with the explicit form of the phase flow (7.9), we find that the two-dimensional restricted phase flow on the Brownian phase plane takes the form

$$
\| R(t) \rrbracket=\left(\begin{array}{cc}
m \dot{w}(t) & w(t)  \tag{7.11}\\
& \\
m^{2} \ddot{w}(t) & m \dot{w}(t)
\end{array}\right)
$$

where $w(t)$ is defined by (6.54). For $t \geq 0$, Eq. (7.11) reduces to

$$
\|R(t)\|=\left(\begin{array}{cc}
m \dot{u}(t) & u(t)  \tag{7.12}\\
m^{2} \ddot{u}(t) & m \dot{u}(t)
\end{array}\right) .
$$

### 7.3 Correlation Functions of the Brownian Particle

If the total system described by the Hamiltonian (6.1) is immersed in an ideal (i.e., non-dissipative) phenomenological heat bath of temperature $\beta^{-1}$, the state of the total system will finally approach the thermal state with the canonical density operator (3.33), which will hereafter be called the "model thermal state." After the total system reaches the model thermal state, i.e., reaches thermal equilibrium with the phenomenological heat bath, the total system can be isolated and the phenomenological heat bath can be removed. Conceptually, in order to define the model thermal state of the total system, the introduction of this phenomenological heat bath is necessary.

The correlation matrix $\mathrm{C}_{\beta}\left(t_{1}, t_{2}\right)$ of the total system with respect to the model thermal state is defined as

$$
\begin{align*}
C_{\beta}\left(t_{1}, t_{2}\right) & =\left\langle\hat{\boldsymbol{r}}^{\top}\left(t_{1}\right) \hat{r}\left(t_{2}\right)\right\rangle_{\beta} \\
& =\mathrm{R}\left(t_{1}\right)\left\langle\hat{\boldsymbol{r}}^{\top}(0) \hat{\boldsymbol{r}}(0)\right\rangle_{\beta} \mathrm{R}^{\top}\left(t_{2}\right), \tag{7.13}
\end{align*}
$$

where $\left\rangle_{\beta}\right.$ denotes the expectation value with respect to the model thermal state, the same notation will be used throughout the remainder of this paper. Since the model Hamiltonian (6.1) is homogeneous, the mean vector of the model thermal state is zero. Therefore it is not necessary to include the mean vector in the above definition of the correlation matrix.

Since the Hamiltonian $\hat{H}$ in (6.1) is time-independent, the model thermal state is a steady state. Hence we have

$$
\begin{equation*}
\left\langle\hat{\boldsymbol{r}}^{\top}(t) \hat{\boldsymbol{r}}(t)\right\rangle_{\beta}=\left\langle\hat{\boldsymbol{r}}^{\top}(0) \hat{\boldsymbol{r}}(0)\right\rangle_{\beta} \equiv \boldsymbol{\Sigma}_{\beta}+\frac{i}{2} \mathrm{~J} \tag{7.14}
\end{equation*}
$$

according to (3.22), where $\boldsymbol{\Sigma}_{\boldsymbol{\beta}}$ denotes the covariance matrix of the model thermal state which satisfies

$$
\begin{equation*}
\mathrm{R}(t) \boldsymbol{\Sigma}_{\beta} \mathrm{R}^{\top}(t)=\boldsymbol{\Sigma}_{\beta} \tag{7.15}
\end{equation*}
$$

Since $S$ in (7.5) is block-diagonal, $\boldsymbol{\Sigma}_{\boldsymbol{\beta}}$ is also block-diagonal according to (3.46).
From (7.14) we can infer that the operator $\hat{r}(t)$ is a multivariate (quantum) stationary process with respect to the model thermal state since the latter is a Gaussian state. The explicit expression of the correlation matrix $\mathrm{C}_{\beta}\left(t_{1}, t_{2}\right)$ is

$$
\begin{equation*}
\mathrm{C}_{\beta}\left(t_{1}, t_{2}\right)=\mathrm{R}\left(t_{1}-t_{2}\right)\left(\Sigma_{\beta}+\frac{i}{2} \mathrm{~J}\right) \tag{7.16}
\end{equation*}
$$

hence we can merely study

$$
\begin{equation*}
\mathrm{C}_{\beta}(t, 0) \equiv \mathrm{C}_{\beta}(t)=\mathrm{S}_{\beta}(t)+\frac{i}{2} \mathrm{R}(t) \mathrm{J} \tag{7.17}
\end{equation*}
$$

where $S_{\beta}(t) \equiv R(t) \Sigma_{\beta}$. Note that $C_{\beta}(t) \neq C_{\beta}(-t)$.
Among all the elements in $C_{\beta}(t)$, those four in $\| C_{\beta}(t) \rrbracket$ are those corresponding to the Brownian particle:

$$
\begin{align*}
\| C_{\beta}(t) \Pi & =\left\|S_{\beta}(t) \Pi+\frac{i}{2}\right\| R(t) \Pi j \\
& =\left(\begin{array}{cc}
\langle\hat{q}(t) \hat{q}(0)\rangle_{\beta} & \langle\hat{q}(t) \hat{p}(0)\rangle_{\beta} \\
\langle\hat{p}(t) \hat{q}(0)\rangle_{\beta} & \langle\hat{p}(t) \hat{p}(0)\rangle_{\beta}
\end{array}\right) . \tag{7.18}
\end{align*}
$$

Comparing $\mathrm{C}_{\beta}(t)$ with $\mathrm{C}_{\beta}(-t)$, we find that the two diagonal elements in $\llbracket \mathrm{S}_{\beta}(t) \rrbracket$ are the symmetrized auto-correlation functions for the position and momentum of the Brownian
particle:

$$
\begin{align*}
& \| S_{\beta}(t) \prod_{11}=\frac{1}{2}\langle\hat{q}(t) \hat{q}(0)+\hat{q}(0) \hat{q}(t)\rangle_{\beta},  \tag{7.19}\\
& \| S_{\beta}(t) \prod_{22}=\frac{1}{2}\langle\hat{p}(t) \hat{p}(0)+\hat{p}(\vartheta) \hat{p}(t)\rangle_{\beta}, \tag{7.20}
\end{align*}
$$

which are both even functions of $t$.
Using the Heisenberg picture, it is easy to derive the following relations:

$$
\begin{equation*}
m \frac{d}{d t} \sharp C_{\beta}(t) \prod_{11}=-\llbracket C_{\beta}(t) \prod_{12}=\| C_{\beta}(t) \prod_{21}, \tag{7.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|C_{\beta}(t) \Pi_{22}=-m^{2} \frac{d^{2}}{d t^{2}}\right\| C_{\beta}(t) \Pi_{11}, \tag{7.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle\hat{q}(t) \hat{q}(0)\rangle_{\beta}=\langle\hat{q}(0) \hat{q}(-t)\rangle_{\beta}, \tag{7.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\hat{q}(t) \hat{p}(0)\rangle_{\beta}=\langle\hat{q}(0) \hat{p}(-t)\rangle_{\beta} \tag{7.24}
\end{equation*}
$$

have been used in deriving (7.21).
Applying (7.21) and (7.22) to (7.18), we get similar relations among the elements in $\left\|S_{\beta}(t)\right\|:$

$$
\begin{gather*}
m \frac{d}{d t}\left\|\mathrm{~S}_{\beta}(t)\right\|_{11}=-\left\|\mathrm{S}_{\beta}(t) \pi_{12}=\right\| \mathrm{S}_{\beta}(t) \|_{21},  \tag{7.25}\\
\left\|\mathrm{~S}_{\beta}(t) \pi_{22}=-m^{2} \frac{d^{2}}{d t^{2}}\right\| \mathrm{S}_{\beta}(t) \Pi_{11} \tag{7.26}
\end{gather*}
$$

Hence $\llbracket S_{\beta}(t) \rrbracket$ can be expressed as

$$
\left\|S_{\beta}(t)\right\|=\left(\begin{array}{cc}
v(t ; \beta) & -m \dot{v}(t ; \beta)  \tag{7.27}\\
m \dot{v}(t ; \beta) & -m^{2} \ddot{v}(t ; \beta)
\end{array}\right),
$$

where $v(t ; \beta) \equiv\langle\hat{q}(t) \hat{q}(0)\rangle_{\beta}$ is the counterpart of the fundamental solution $u(t)$ for studying yuantum harmonic Brownian motion. The explicit expressions of the elements in $\| \mathrm{S}_{\beta}(t) \rrbracket$ will be calculated in the next section.

### 7.4 Fluctuation-Dissipation Theorem

In this section, we shall derive the fluctuation-dissipation theorem (or fluctuationdissipation relation) $[14,56,57,59,91]$ for our model, and then apply this theorem to obtain the correlation functions of the Brownian particle with respect to the model thermal state [51, 76]. The advantage of using this theorem is that, instead of diagonalizing the Hamiltonian explicitly, we can use the fundamental solution $u(t)$ to obtain these correlation functions. This is one of many examples of using the analogy between the canonical density operator and the time-evolution operator in connecting quantum statistical mechanics with quantum dynamics.

Firstly, we shall apply the results from Chap. 6 to prove the fluctuation-dissipation theorem for our model. Using $\hat{\mathcal{U}}(t)$ in (7.7), the time evolution of $\hat{q}(t)$ in the Heisenberg picture can be expressed as

$$
\begin{align*}
\hat{q}(t) & =\hat{U}^{\dagger}(t) \hat{q}(0) \hat{\mathcal{U}}(t) \\
& =\hat{\mathcal{U}}(-t) \hat{q}(0) \hat{U}(t) \tag{7.28}
\end{align*}
$$

Since up to a proportionality constant, the canonical density operator can be taken as the time-evolution operator with imaginary time, i.e.,

$$
\begin{equation*}
\hat{\varrho}_{\beta}=\frac{\hat{\mathcal{U}}(-i \beta)}{\operatorname{Tr}[\hat{\mathcal{U}}(-i \beta)]}, \tag{7.29}
\end{equation*}
$$

we have

$$
\begin{align*}
\langle\hat{q}(0) \hat{q}(t)\rangle_{\beta} & =\frac{\operatorname{Tr}[\hat{\mathcal{U}}(-i \beta) \hat{q}(0) \hat{q}(t)]}{\operatorname{Tr}[\hat{\mathcal{U}}(-i \beta)]} \\
& =\frac{\operatorname{Tr}[\hat{\mathcal{U}}(-i \beta) \hat{q}(t-i \beta) \hat{q}(0)]}{\operatorname{Tr}[\hat{U}(-i \beta)]} \\
& =\langle\hat{q}(t-i \beta) \hat{q}(0)\rangle_{\beta} \\
& =\exp \left\{-i \beta \partial_{t}\right\}\langle\hat{q}(t) \hat{q}(0)\rangle_{\beta} . \tag{7.30}
\end{align*}
$$

On the other hand, from the canonical commutation relations (1.1) and the time evolution of $\hat{\boldsymbol{q}}(t)$ in (6.38), it is easy to get the following operator identity:

$$
\begin{equation*}
[\hat{q}(t), \hat{q}(0)]=-i u(t) \hat{\mathbf{1}}, \quad t \geq 0 . \tag{7.31}
\end{equation*}
$$

Accordingly, for $t \in \mathbf{R}$ :

$$
\begin{equation*}
[\hat{q}(t), \hat{q}(0)]=-i w(t) \hat{\mathbf{1}} . \tag{7.32}
\end{equation*}
$$

Taking the expectation value of (7.32) with respect to the model thermal state and using (7.30), we get

$$
\begin{equation*}
\langle[\hat{q}(t), \hat{q}(0)]\rangle_{\beta}=\left[1-\exp \left\{-i \beta \partial_{t}\right\}\right]\langle\hat{q}(t) \hat{q}(0)\rangle_{\beta}=-i w(t) . \tag{7.33}
\end{equation*}
$$

The fluctuation-dissipation theorem can be easily obtained from (6.54) and (7.33):

$$
\begin{align*}
v(t ; \beta) & =\frac{1}{2}\langle\hat{q}(t) \hat{q}(0)+\hat{q}(0) \hat{q}(t)\rangle_{\beta} \\
& =\frac{1}{2}\left[1+\exp \left\{-i \beta \partial_{t}\right\}\right]\langle\hat{q}(t) \hat{q}(0)\rangle_{\beta} \\
& =\frac{1}{2 \pi}\left[\frac{1+\exp \left\{-i \beta \partial_{t}\right\}}{1-\exp \left\{-i \beta \partial_{t}\right\}}\right] \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \alpha^{\prime \prime}(\omega) \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \alpha^{\prime \prime}(\omega)\left[\frac{1+\exp (-\beta \omega)}{1-\exp (-\beta \omega)}\right] \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2) \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \cos (\omega t) \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2) \tag{7.34}
\end{align*}
$$

Note that the integrand of the above integration is finite at $\omega=0$ according to (6.48) and

$$
\begin{equation*}
\operatorname{coth}(\beta \epsilon / 2)=\frac{2}{\beta \epsilon}+O(\epsilon) \tag{7.35}
\end{equation*}
$$

It is worthwhile to mention that in the proof of the fluctuation-dissipation theorem for a general system [56, 57, 59], the generalized susceptibility $\alpha(\omega)$, hence $\alpha^{\prime \prime}(\omega)$, has to be defined from the retarded Green's function with respect to a perturbing force which corresponds to $f_{X}(t)$ in (6.6). However, since our model is linear hence exactly solvable, $\alpha^{\prime \prime}(\omega)$ can be defined directly from the fundamental solution $u(t)$, and we do not even have to introduce the perturbing force $f_{X}(t)$ in stating the fluctuation-dissipation theorem for our model [91]. (Although $u(t)$ is indeed the retarded Green's function
with respect to $f_{X}(t)$, and we can still interpret our $\alpha^{\prime \prime}(\omega)$ in the traditional way. But note that $f_{X}(t)$ does not have to be a small perturbation in this case.) Therefore the fluctuation-dissipation theorem is exact for our model, and it can be proved that the above argument is valid for any quantum linear system.

Substituting (7.34) into (7.25) and (7.26), we get

$$
\begin{equation*}
\left\|S_{\beta}(t)\right\|_{12}=-\| S_{\beta}(t) \prod_{21}=\frac{m}{2 \pi} \int_{-\infty}^{+\infty} d \omega \sin (\omega t) \omega \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2), \tag{7.36}
\end{equation*}
$$

and

$$
\begin{align*}
\left\|S_{\beta}(t)\right\|_{22} & =\frac{m^{2}}{2 \pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \omega^{2} \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2) \\
& =\frac{m^{2}}{2 \pi} \int_{-\infty}^{+\infty} d \omega \cos (\omega t) \omega^{2} \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2) \tag{7.37}
\end{align*}
$$

Similar to (7.34), the integrands of the above two integrations are also finite at $\omega=0$.
Substituting (7.34), (7.36), and (7.37) into (7.18), we then get the explicit expressions for the four correlation functions of the Brownian particle. As a comparison, we list two anti-symmetrized auto-correlation functions as follows:

$$
\begin{align*}
& \frac{1}{2}\langle\hat{q}(t) \hat{q}(0)-\hat{q}(0) \hat{q}(t)\rangle_{\beta}=-\frac{i}{2} w(t)  \tag{7.38}\\
& \frac{1}{2}\langle\hat{p}(t) \hat{p}(0)-\hat{p}(0) \hat{p}(t)\rangle_{\beta}=\frac{i}{2} m^{2} \ddot{w}(t) \tag{7.39}
\end{align*}
$$

which are both temperature-independent.

### 7.5 Thermal Equilibrium State of the Brownian Particle

If the total system described by (6.1) is isolated and is in the model thermal state, then the Brownian particle is in thermal equilibrium with the remainder of the system, i.e., the heat-bath oscillators. Therefore, it is legitimate to define the thermal equilibrium state of the Brownian particle in our model as the state corresponding to the 0 -th mode reduced density operator of the canonical density operator. In the following, we shall derive the explicit form of this thermal equilibrium state of the Brownian particle.

Since the Hamiltonian (6.1) is homogeneously quadratic, the model thermal state is a Gaussian state with zero mean vector, thus it is completely determined by the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{\beta}}$ according to the discussion in Sec. 3.4. The characteristic function of the model thermal state takes the form

$$
\begin{equation*}
\Phi_{\beta}(\boldsymbol{z})=\exp \left\{-\frac{1}{2} \boldsymbol{z}^{\top} \boldsymbol{\Sigma}_{\beta} \mathrm{J}^{\top}\right\} . \tag{7.40}
\end{equation*}
$$

From the reduction theory studied in Chap. 5, the reduced state out of the model thermal state that corresponds to the Brownian particle is characterized by the reduced covariance matrix $\| \boldsymbol{\Sigma}_{\beta} \prod_{\text {, which is also a Gaussian state with zero mean vector. This }}$ reduced state is then defined as the thermal equilibrium state of the Brownian particle immersed in a quantum dissipative heat bath modeled by the independent-oscillator model. The corresponding one-mode characteristic function is

$$
\begin{equation*}
\Phi_{0, \beta}(x, k) \equiv \exp \left\{-\frac{1}{2}(x, k) \mathrm{j}^{\top}\left\|\boldsymbol{\Sigma}_{\beta}\right\| \mathrm{j}\binom{x}{k}\right\} . \tag{7.41}
\end{equation*}
$$

Since $\boldsymbol{\Sigma}_{\beta}$ is block-diagonal, $\| \boldsymbol{\Sigma}_{\beta} \boldsymbol{\|}$ is diagonal. Hence we can define

$$
\left\|\boldsymbol{\Sigma}_{\beta}\right\|=\left(\begin{array}{cc}
\sigma_{q q}[\beta] & 0  \tag{7.42}\\
0 & \sigma_{p p}[\beta]
\end{array}\right),
$$

where $[\beta]$ indicates that these two variances are with respect to the thermal equilibrium state with the temperature $\beta^{-1}$, and $\sigma_{q q}[\beta]$ and $\sigma_{p p}[\beta]$ can be taken as the the initial values of (7.34) and (7.37), respectively, as follows:

$$
\begin{gather*}
\sigma_{q q}[\beta]=v(0 ; \beta)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2),  \tag{7.43}\\
\sigma_{p p}[\beta]=-m^{2} \ddot{v}(0 ; \beta)=\frac{m^{2}}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega^{2} \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2) . \tag{7.44}
\end{gather*}
$$

Both (7.43) and (7.44) can be transformed into series expansions by using the Parseval-Plancherel theorem in Fourier analysis:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d \tau f(\tau) g^{*}(\tau)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega F(\omega) G^{*}(\omega) \tag{7.45}
\end{equation*}
$$

where $(f(t), F(\omega))$ and $(g(t), G(\omega))$ are two Fourier transform pairs according to the definitions in Sec. 1.1.

In order to apply the Parseval-Plancherel theorem to (7.43) and (7.44), first we have to replace $\operatorname{coth}(\beta \omega / 2)$ by its principal value $\operatorname{Pr} \operatorname{coth}(\beta \omega / 2)$ in (7.43) and (7.44) since the former has no Fourier transform but the latter does. This replacement will not change the results of the integrations since, as we just mentioned, the integrands of (7.43) and (7.44) are both finite at $\boldsymbol{\omega}=0$.

Since the Fourier transform of $\operatorname{Pr} \operatorname{coth}(\beta \omega / 2)$ is $[-i \operatorname{Pr} \operatorname{coth}(\pi t / \beta) / \beta]$ and that of $\alpha^{\prime \prime}(\omega)$ is given by (6.54), according to the Parseval-Plancherel theorem we can transform (7.43) into

$$
\begin{align*}
\sigma_{q q}[\beta] & =\int_{-\infty}^{+\infty} d \tau\left[\frac{w(\tau)}{2 i}\right]\left[\frac{-i}{\beta} \operatorname{Pr} \operatorname{coth}(\pi \tau / \beta)\right]^{*} \\
& =\frac{1}{2 \beta} \int_{-\infty}^{+\infty} d \tau w(\tau) \operatorname{coth}(\pi \tau / \beta) \\
& =\frac{1}{\beta} \int_{0}^{\infty} d \tau u(\tau) \operatorname{coth}(\pi \tau / \beta) \\
& =\frac{1}{\beta} \int_{0}^{\infty} d \tau u(\tau)\left[1+2 \sum_{\mu=1}^{\infty} \exp (-2 \mu \pi \tau / \beta)\right] \\
& =\frac{1}{\beta}\left[Z^{-1}(0)+2 \sum_{\mu=1}^{+\infty} Z^{-1}\left(\frac{2 \mu \pi}{\beta}\right)\right] \\
& =\frac{1}{\beta} \sum_{\mu=-\infty}^{+\infty} Z^{-1}\left(\frac{2 \mu \pi}{\beta}\right), \tag{7.46}
\end{align*}
$$

where $\mathcal{L}_{S}\{u(t)\}=Z^{-1}(s)=Z^{-1}(-s)$ has been used. Note that $\operatorname{Pr}$ disappears from the integration of (7.46) since the integrand is finite at $\tau=0$.

Similarly, from (7.44) we have

$$
\begin{aligned}
\sigma_{p p}[\beta] & =m^{2} \int_{-\infty}^{+\infty} d \tau\left[\frac{-\ddot{w}(\tau)}{2 i}\right]\left[\frac{-i}{\beta} \operatorname{Pr} \operatorname{coth}(\pi \tau / \beta)\right]^{*} \\
& =\frac{-m^{2}}{\beta} \int_{0}^{\infty} d \tau \ddot{u}(\tau) \operatorname{coth}(\pi \tau / \beta) \\
& =\frac{m}{\beta} \sum_{\mu=-\infty}^{+\infty}\left[\frac{Z(s)-m s^{2}}{Z(s)}\right]_{s=2 \mu \pi / \beta}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{m}{\beta} \sum_{\mu=-\infty}^{+\infty} Z^{-1}\left(\frac{2 \mu \pi}{\beta}\right)\left\{m \omega_{0}^{2}+\left(\frac{2 \mu \pi}{\beta}\right) \bar{\eta}\left[\frac{2 \mu \pi}{\beta}\right]\right\} \tag{7.47}
\end{equation*}
$$

where we have used

$$
\begin{equation*}
\mathcal{L}_{s}\{\ddot{u}(t)\}=\frac{s^{2}}{Z(s)}-\dot{u}(0)=\frac{m s^{2}-Z(s)}{m Z(s)} . \tag{7.48}
\end{equation*}
$$

It is interesting to note that $2 \mu \pi / \beta$ in the above two series is the Matsubara frequency of the temperature Green's function [67], and $Z^{-1}(2 \mu \pi / \beta)$ follows as the Matsubara susceptibility analogous to the susceptibility $\alpha(\omega)$ [62]. Eqs. (7.46) and (7.47) are convenient for practical calculation of $\sigma_{q q}[\beta]$ and $\sigma_{p p}[\beta]$.

## Chapter 8

## Quantum Langevin Equation

In this chapter, we shall begin to take the thermodynamic limit and derive the quantum Langevin equation for the position operator of the Brownian particle from the independent-oscillator model. The purposes of studying the quantum Langevin equation are: (1) Among all equivalent formalisms, the quantum Langevin equation is the most suitable one for constructing the dissipative heat bath. (2) The quantum Langevin equation is the simplest approach for some special problems of quantum harmonic Brownian motion. (3) The independent-oscillator model is a well-defined quantum system which can be studied by first principles of quantum mechanics. But before we can make any prediction from it, we have first to verify the validity of this model. This verification can be done via the construction of the quantum Langevin equation, and we will show that in the classical limit this quantum-mechanical model gives results compatible with the classical phenomenological theories discussed in Chap. 2.

### 8.1 Spectral Density

In this section, we shall define the spectral density for the heat-bath oscillators of the independent-oscillator model. As we discussed in Sec. 6.4, the manifestation of resonant behavior is the mechanism for the heat-bath oscillators being able to model a dissipative heat bath. Therefore in order to define the spectral density, we should first examine in more detail the behavior of $Z(s)$ near the imaginary axis.

Using (6.51), we can express $\bar{\eta}[\epsilon-i \omega]$ in (6.24) as

$$
\begin{align*}
\bar{\eta}[\epsilon-i \omega] & =\frac{1}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{2}\left[\frac{1}{-i \omega-i \omega_{\ell}+\epsilon}+\frac{1}{-i \omega+i \omega_{\ell}+\epsilon}\right]  \tag{8.1}\\
& =-i \operatorname{Pr} \sum_{\ell} m_{\ell} \omega_{\ell}^{2}\left(\frac{\omega}{\omega_{\ell}^{2}-\omega^{2}}\right)+\frac{\pi}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{2}\left[\delta\left(\omega+\omega_{\ell}\right)+\delta\left(\omega-\omega_{\ell}\right)\right]
\end{align*}
$$

Note that the real part of $\bar{\eta}[\epsilon-i \omega]$ is an even function, while the imaginary part is an odd function of $\omega$.

The spectral density $\rho(\omega)$ is then defined as the real part of $\bar{\eta}[\epsilon-i \omega]$ :

$$
\begin{equation*}
\rho(\omega)=\operatorname{Re} \bar{\eta}[\epsilon-i \omega]=\frac{\pi}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{2}\left[\delta\left(\omega+\omega_{\ell}\right)+\delta\left(\omega-\omega_{\ell}\right)\right] \tag{8.2}
\end{equation*}
$$

which is a non-negative even function of $\omega$. Using this $\rho(\omega)$, we have the following general relation:

$$
\begin{equation*}
\sum_{\ell} m_{\ell} \omega_{\ell}^{2} G\left(\omega_{\ell}\right)=\frac{1}{\pi} \int_{-\infty}^{+\infty} d \omega \rho(\omega) G(\omega) \tag{8.3}
\end{equation*}
$$

for any even function $G(\omega)$. Accordingly, $\bar{\eta}[\epsilon-i \omega]$ can be transformed into

$$
\begin{equation*}
\bar{\eta}[\epsilon-i \omega]=-i \operatorname{Pr}(\omega)+\rho(\omega) \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Pr}(\omega) \equiv \frac{1}{\pi} \operatorname{Pr} \int_{-\infty}^{+\infty} d \nu \rho(\nu)\left(\frac{\omega}{\nu^{2}-\omega^{2}}\right) \tag{8.5}
\end{equation*}
$$

Substituting (8.4) into (6.23), we get

$$
\begin{equation*}
Z(\epsilon-i \omega)=-m\left(\omega^{2}-\omega_{0}^{2}\right)-\omega \operatorname{Pr}(\omega)-i \omega \rho(\omega) \tag{8.6}
\end{equation*}
$$

Note that

$$
\begin{equation*}
Z(\epsilon-i \omega) \neq 0, \forall \omega \in \mathbf{R} \tag{8.7}
\end{equation*}
$$

since all zeroes of $Z(s)$ lie on the imaginary axis of the complex $s$-plane. Using (8.6), $\alpha(\omega)$ in (6.45) becomes

$$
\begin{equation*}
\alpha(\omega)=|\alpha(\omega)|^{2}\left[-m\left(\omega^{2}-\omega_{0}^{2}\right)-\omega \operatorname{Pr}(\omega)+i \omega \rho(\omega)\right] \tag{8.8}
\end{equation*}
$$

hence

$$
\begin{equation*}
\alpha^{\prime \prime}(\omega)=|\alpha(\omega)|^{2} \omega \rho(\omega) \tag{8.9}
\end{equation*}
$$

In terms of $\rho(\omega)$ we can also transform $\eta(t)$ in (6.16), as an even function of $t \in \mathbf{R}$, into the integral form:

$$
\begin{align*}
\eta(t) & =\frac{1}{\pi} \int_{-\infty}^{+\infty} d \omega \rho(\omega) \cos (\omega t) \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t)[2 \rho(\omega)] \tag{8.10}
\end{align*}
$$

i.e., $\eta(t)$ is the Fourier transform of $2 \rho(\omega)$.

Since both $\alpha(\omega)$ and $\eta(t)$ are completely determined by $\rho(\omega)$, it is convenient to work on this spectral density. In Sec. 8.3, we will show that $\rho(\omega)$ also determines the correlation function of quantum noise.

### 8.2 Quantum Dissipative Heat Bath

If a quantum harmonic oscillator is isolated, the time evolution of this oscillator will be periodic since the system is free of dissipation. On the other hand, if we intend to make a dissipative heat bath model out of our model Hamiltonian, then the corresponding fundamental solution $u(t)$ in (6.44) or (6.53) must decay with the increasing $t$.

From the Riemann-Lebesgue Lemma in real analysis [98], the fundamental solution $u(t)$ in (6.53) approaches zero as $t \rightarrow \infty$ if $\alpha^{\prime \prime}(\omega)$ is a measurable function of $\omega$, which is impossible when $n$ is finite. This can be understood from $R(t)$ in (7.9), in which every element is a linear combination of periodic functions of $t$ with frequencies $\Omega_{j}$ 's, the normal mode frequencies of the total system, when $n$ is finite. This means that $\alpha^{\prime \prime}(\omega)$ in (6.53) is a linear combination of delta functions $\delta\left(\omega \pm \Omega_{j}\right)$, and each delta function corresponds to a simple pole on the imaginary axis of the complex $s$-plane.

Therefore, in order to make $\alpha^{\prime \prime}(\omega)$ measurable, there must be a cut instead of a collection of finitely many simple poles on the imaginary axis of the complex s-plane. In other words, to construct a dissipative heat bath model we must take the thermodynamic limit $n \rightarrow \infty$, such that the accumulation of those infinitely many simple poles produces
an effective cut. From the relative positions among the $\omega_{\ell}$ 's and $\Omega_{j}$ 's described in (6.28), we know that this can be achieved by a (uniform) distribution of infinitely many $\omega_{\ell}$ 's. In addition, we have to demand that the spectral density $\rho(\omega)$ be a measurable function since $\alpha^{\prime \prime}(\omega)$ is a function of $\rho(\omega)$ according to (8.6) and (8.9). It is interesting to note that this thermodynamic limit is equivalent to a field description of the heat bath [23, 30, 96].

From now on, we shall assume that the thermodynamic limit $n \rightarrow \infty$ is taken and $\rho(\omega)$ is a legitimate spectral density. Accordingly, $u(t), v(t ; \beta)$, and $\eta(t)$ all approach zero when $t \rightarrow \infty$, and we have the well-defined Fourier transform pairs: $\left(w(t), 2 i \alpha^{\prime \prime}(\omega)\right)$, $\left(v(t ; \beta), \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2)\right.$ ), and $(\eta(t), 2 \rho(\omega))$ according to (6.54), (7.34), and (8.10). Thus we are allowed to drop $\epsilon$ in all related formulas henceforward.

Conventionally, the heat bath models are classified in terms of the spectral density $I(\omega)$ instead of $\rho(\omega) . I(\omega)$ is defined as

$$
\begin{equation*}
I(\omega)=\frac{\pi}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{3} \delta\left(\omega-\omega_{\ell}\right) \tag{8.11}
\end{equation*}
$$

which corresponds to the positive frequency part of $\rho(\omega)$ since $I(\omega<0)=0 . I(\omega)$ can be expressed in terms of $\rho(\omega)$ as

$$
\begin{equation*}
I(\omega)=\omega \rho(\omega) \theta(\omega) \tag{8.12}
\end{equation*}
$$

where $\theta(\omega)$ is the Heaviside unit step function. Conversely, we have

$$
\begin{equation*}
\omega \rho(\omega)=I(\omega)-I(-\omega) \tag{8.13}
\end{equation*}
$$

Hence these two spectral densities $\rho(\omega)$ and $I(\omega)$ are mathematically equivalent.
In contrast to an ideal (quantum) heat bath which has only one parameter, the temperature $\beta^{-1}$, to characterize a quantum dissipative heat bath we have to specify both the temperature and the spectral density $I(\omega)$ or $\rho(\omega)$. We usually let the spectral density $I(\omega)$ take the form

$$
\begin{equation*}
I(\omega)=m \gamma \omega^{a} R(\omega ; \Lambda) \theta(\omega) \tag{8.14}
\end{equation*}
$$

where $\gamma$ is a constant, and $R(\omega ; \Lambda)$ is the cutoff function with $\Lambda$ as the high-frequency cutoff. The heat bath is called ohmic for $a=1$, sub-ohmic for $0<a<1$, and supraohmic for $a>1$. Note that in defining the spectral function (8.14), we have implicitly
assumed that each coupling constant $m_{\ell} \omega_{\ell}^{2}$ is infinitesimal, since otherwise $I(\omega)$ will be divergent. However, this is not the weak-coupling limit [7] because the coupling between the Brownian particle and the heat bath is described by $I(\omega)$ which is finite in general.

In the literature, the cutoff function $R(\omega ; \Lambda)$ usually takes the following forms:
(i) Abrupt cutoff (Debye-Zwanzig model) [10, 108]:

$$
\begin{equation*}
R(\omega ; \Lambda)=\theta(\Lambda-\omega) ; \tag{8.15}
\end{equation*}
$$

(ii) Lorentzian cutoff (Drude model) [38, 44, 45, 76, 95]:

$$
\begin{equation*}
R(\omega ; \Lambda) \propto \frac{\Lambda^{2}}{\Lambda^{2}+\omega^{2}} \tag{8.16}
\end{equation*}
$$

(iii) Exponential cutoff [17, 48, 61, 73]:

$$
\begin{equation*}
R(\omega ; \Lambda) \propto \exp \left(-\omega^{b} / \Lambda^{b}\right), \quad b=1 \text { or } 2 \tag{8.17}
\end{equation*}
$$

It is obvious that $I(\omega)$, hence $\rho(\omega)$, is a measurable function of $\omega$ for the above three cutoff functions.

According to (8.11), by suitably choosing the distributions for $m_{\ell}$ and $\omega_{\ell}$ of the heatbath oscillators, we can construct any given physical spectral density $I(\omega)$ in the limit $n \rightarrow \infty$. Therefore we have verified that the independent-oscillator model is a legitimate model for a general environment [30].

### 8.3 Quantum Noise

Consider a Brownian particle immersed in a quantum dissipative heat bath modeled by the Hamiltonian (6.1). We assume that initially the Brownian particle and the heatbath oscillators are independent of each other, i.e., the initial state of the total system is a product of the state of the Brownian particle and that of the heat-bath oscillators, the so-called factorizable initial state. If we want to model a quantum dissipative heat bath of temperature $\beta^{-1}$, the natural choice of the initial state for those independent heatbath oscillators is the thermal state with the same temperature. According to (3.48), the characteristic function of the thermal state of the heat-bath oscillators is

$$
\Phi_{b a t h}\left(x_{\ell}, k_{\ell}\right)=\prod_{\ell} \exp \left\{-\frac{1}{4} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right)\left(x_{\ell}, k_{\ell}\right) g_{\ell}\binom{x_{\ell}}{k_{\ell}}\right\}
$$

$$
\begin{equation*}
=\exp \left\{-\frac{1}{4} \sum_{\ell} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right)\left(x_{\ell}, k_{\ell}\right) g_{\ell}\binom{x_{\ell}}{k_{\ell}}\right\} . \tag{8.18}
\end{equation*}
$$

Using 〈 $\rangle_{\text {bath }}$ to denote the expectation value with respect to the initial state of the heat-bath oscillators, we have

$$
\begin{gather*}
\left\langle\hat{q}_{\ell}\right\rangle_{b a t h}=\left\langle\hat{p}_{\ell}\right\rangle_{b a t h}=0,  \tag{8.19}\\
\left\langle\hat{q}_{\ell} \hat{q}_{\ell^{\prime}}\right\rangle_{b a t h}=\frac{\delta_{\ell \ell^{\prime}}}{2 m_{\ell} \omega_{\ell}} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right),  \tag{8.20}\\
\left\langle\hat{p}_{\ell} \hat{p}_{\ell^{\prime}}\right\rangle_{b a t h}=\frac{\delta_{\ell \ell^{\prime}}}{2} m_{\ell} \omega_{\ell} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right),  \tag{8.21}\\
\left\langle\hat{q}_{\ell} \hat{p}_{\ell^{\prime}}\right\rangle_{b a t h}=-\left\langle\hat{p}_{\ell} \hat{q}_{\ell^{\prime}}\right\rangle_{b a t h}=\frac{i}{2} \delta_{\ell \ell^{\prime}} \tag{8.22}
\end{gather*}
$$

In the following, we shall argue that under the above assumptions, the force term $\hat{f}(t)$ on the right hand side of (6.18) serves as the quantum noise (or quantum random force) [31], which is the quantum analogue of the colored noise discussed in Sec. 2.5.
(I) Since $\hat{f}(t)$ is a linear combination of $\hat{q}_{\ell}(0)$ and $\hat{p}_{\ell}(0)$, and the thermal state of the heat-bath oscillators is Gaussian, we conclude that $\hat{f}(t)$ is a quantum Gaussian process with respect to $\left\rangle_{\text {bath }}\right.$.
(II) $\langle\hat{f}(t)\rangle_{\text {bath }}=0$ according to (8.19).
(III) The symmetrized correlation function of $\hat{f}(t)$ is defined as

$$
\begin{equation*}
K\left(t_{1}, t_{2} ; \beta\right)=\frac{1}{2}\left\langle\hat{f}\left(t_{1}\right) \hat{f}\left(t_{2}\right)+\hat{f}\left(t_{2}\right) \hat{f}\left(t_{1}\right)\right\rangle_{b a t h} \tag{8.23}
\end{equation*}
$$

From (8.20)-(8.22), we have

$$
\begin{align*}
\left\langle\hat{f}\left(t_{1}\right) \hat{f}\left(t_{2}\right)\right\rangle_{b a t h} & =\frac{1}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{3} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right) \cos \left(\omega_{\ell}\left(t_{1}-t_{2}\right)\right) \\
& -\frac{i}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{3} \sin \left(\omega_{\ell}\left(t_{1}-t_{2}\right)\right), \tag{8.24}
\end{align*}
$$

hence the explicit expression of the correlation function $K\left(t_{1}, t_{2} ; \beta\right)$ in (8.23) is

$$
\begin{align*}
K\left(t_{1}, t_{2} ; \beta\right) & =\frac{1}{2} \sum_{\ell} m_{\ell} \omega_{\ell}^{3} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right) \cos \left(\omega_{\ell}\left(t_{1}-t_{2}\right)\right) \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \rho(\omega) \omega \operatorname{coth}(\beta \omega / 2) \cos \left(\omega\left(t_{1}-t_{2}\right)\right) \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \rho(\omega) \omega \operatorname{coth}(\beta \omega / 2) \exp \left( \pm i \omega\left(t_{1}-t_{2}\right)\right) . \tag{8.25}
\end{align*}
$$

Since $\omega \operatorname{coth}(\beta \omega / 2)$ is an even function of $\omega$ for finite $\beta$, it is suitable to use (8.3) to convert the sum into an integration.

Because $K\left(t_{1}, t_{2} ; \beta\right)=K\left(t_{1}-t_{2}, 0 ; \beta\right)$ according to (8.25), $\hat{f}(t)$ is a stationary process with respect to $\left\rangle_{\text {bath }}\right.$. Hence we can merely study

$$
\begin{equation*}
K(t, 0 ; \beta) \equiv K(t ; \beta)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t) \omega \rho(\omega) \operatorname{coth}(\beta \omega / 2), \quad t \in \mathbf{R} \tag{8.26}
\end{equation*}
$$

and accordingly $\omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)$ can be interpreted as the power spectrum of $\hat{f}(t)$, the quantum analogue of $I_{F}(\omega)$ in (2.29). $K(t ; \beta)$ is usually called the noise kernel in the path-integral approach.

In order to discuss the classical limit of $K(t ; \beta)$, let us first approximate $K(t ; \beta)$ in (8.26) by

$$
\begin{equation*}
K(t ; \beta) \approx \frac{\hbar}{2 \pi} \int_{-\Lambda}^{\Lambda} d \omega \exp (-i \omega t) \omega \rho(\omega) \operatorname{coth}(\beta \hbar \omega / 2) \tag{8.27}
\end{equation*}
$$

where $\Lambda$ is the cutoff frequency. Note that we have let $\hbar$ appear explicitly in the above equation. If we impose the classical limit $\beta \hbar \Lambda \ll 1$, which corresponds to the high temperature limit and/or the limit $\hbar \rightarrow 0$, then it follows that

$$
\begin{equation*}
K(t ; \beta) \approx \frac{1}{\pi \beta} \int_{-\Lambda}^{\Lambda} d \omega \exp (-i \omega t) \rho(\omega) \approx \frac{\eta(t)}{\beta} \tag{8.28}
\end{equation*}
$$

which is analogous to the correlation function of the classical colored noise given by (2.28).

From (I)-(III), we conclude that $\hat{f}(t)$ serves as a quantum analogue of the classical colored noise. As a comparison, we also calculate the commutator of $\hat{f}\left(t_{1}\right)$ and $\hat{f}\left(t_{1}\right)$ as follows:

$$
\begin{align*}
{\left[\hat{f}\left(t_{1}\right), \hat{f}\left(t_{2}\right)\right] } & =-i \sum_{\ell} m_{\ell} \omega_{\ell}^{3} \sin \left(\omega_{\ell}\left(t_{1}-t_{2}\right)\right) \hat{\mathbf{1}} \\
& =\frac{-i}{\pi} \int_{-\infty}^{+\infty} d \omega \rho(\omega) \omega \sin \left(\omega\left(t_{1}-t_{2}\right)\right) \hat{\mathbf{1}} \\
& =i \dot{\eta}\left(t_{1}-t_{2}\right) \hat{\mathbf{1}} \tag{8.29}
\end{align*}
$$

which is an odd function of $\left(t_{1}-t_{2}\right)$ and is temperature-independent just like (7.38) and (7.39).

### 8.4 Quantum Langevin Equation

From the above discussions, we find that if (i) $n \rightarrow \infty$ and the spectral density of the heat-bath oscillators is defined according to (8.14), and (ii) the initial state of the total system is factorizable with the heat-bath oscillators being in a thermal state, then it is legitimate to call (6.18) the quantum (generalized) Langevin equation for the position operator $\hat{q}$. Note that $\eta(t) / m$ and $\hat{f}(t)$ in (6.18) are, individually, the quantum analogues of the memory kernel and colored noise in the classical generalized Langevin equation (2.26). The solution of (6.18) is given by (6.38).

Comparing the quantum Langevin equation (6.18) with $f_{X}(t)=0$ with the classical generalized Langevin equation (2.26), we find that: (1) There is no classical correspondent to the term $-\hat{q}(0) \eta(t)$ in (6.18), which is an intrinsic defect of the linear-coupling and independent-oscillator models. (2) The lower limit of the integral term in (6.18) is $t=0$, in contrast to that in (2.26) which is taken to be $-\infty$. This is because in Chap. 6, we took $t=0$ as the initial moment when we solved the equations of motion. Therefore the stationary solution of (6.18), which corresponds to the thermal equilibrium state of the Brownian particle, only exists when $t \rightarrow \infty$ in general. On the other hand, for the classical generalized Langevin state (2.26), the stationary solution exists for any finite $t$.

For the thermal equilibrium state of the Brownian particle, since $\alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2)$ and $v(t ; \beta)$ form a Fourier transform pair, we can interpret $\alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2)$ as the power spectrum of the stationary quantum process $\hat{q}(t)$. Compared with (8.9), we get

$$
\begin{equation*}
\alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2)=|\alpha(\omega)|^{2}[\omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)] \tag{8.30}
\end{equation*}
$$

According to the discussion in Sec. 8.3, $\omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)$ is interpreted as the power spectrum of the quantum noise $\hat{f}(t)$, hence for the stationary solution of the quantum Langevin equation (6.18), Eq. (8.30) is the quantum analogue of (2.31). Through the successful derivation of the quantum Langevin equation from the independent-oscillator model, the validity of this model is herewith verified.

The advantage of the quantum Langevin equation (6.18) are: (1) Its solution (6.38) is state-independent, hence we can take the expectation value with respect to any given initial state (not necessarily factorizable) to calculate the time evolution of the mean vector of the Brownian particle. (2) Using the solution of the quantum Langevin equation,
we can derive the time evolution of the covariance matrix of the Brownian particle with respect to an arbitrary factorizable initial state, which will be discussed in Sec. 10.3.

The limitations of the quantum Langevin equation are: (1) It is derived under the assumption that the initial state is factorizable, hence it cannot be applied to the general problems with non-factorizable initial states. (2) With respect to the factorizable initial states, it is inconvenient (although not impossible in principle) to study the relaxation of the non-Gaussian initial states of the Brownian particle using the quantum Langevin equation, because these kind of states cannot be completely determined by the first two moments.

### 8.5 Ohmic Dissipation

In this section we shall study the simplest example of quantum harmonic Brownian motion, i.e., the case corresponding to ohmic dissipation with infinite cutoff. In this case $I(\omega)=m \gamma \omega \theta(\omega)$, and $\rho(\omega)=m \gamma$ becomes the friction constant. From (8.10),

$$
\begin{equation*}
\eta(t)=\frac{m \gamma}{\pi} \int_{-\infty}^{+\infty} d \omega \exp (-i \omega t)=2 m \gamma \delta(t) \tag{8.31}
\end{equation*}
$$

and accordingly the quantum Langevin equation (6.18) with $f_{X}(t)=0$ reduces to

$$
\begin{equation*}
\ddot{\hat{q}}(t)+\gamma \dot{\hat{q}}(t)+\omega_{0}^{2} \hat{q}(t)=-2 \gamma \delta(t) \hat{q}(0)+\frac{\hat{f}(t)}{m}, \tag{8.32}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\ddot{\hat{q}}(t)+\gamma \dot{\hat{q}}(t)+\left(\omega_{0}^{2}+2 \gamma \delta(t)\right) \hat{q}(t)=\frac{\hat{f}(t)}{m} \tag{8.33}
\end{equation*}
$$

where (1.11) has been used.
The corresponding generalized susceptibility $\alpha(\omega)$ takes the form

$$
\begin{equation*}
\alpha(\omega)=\frac{1}{m\left(-\omega^{2}-i \gamma \omega+\omega_{0}^{2}\right)}, \tag{8.34}
\end{equation*}
$$

hence

$$
\begin{equation*}
\alpha^{\prime \prime}(\omega)=\frac{\gamma \omega / m}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+(\gamma \omega)^{2}} . \tag{8.35}
\end{equation*}
$$

The fundamental solution $u(t)$ for (8.32) is easy to solve using (6.44). Let us consider the underdamped case as an example. In this case the two zeroes for the denominator in (8.34) can be expressed as

$$
\begin{equation*}
\varpi_{1,2}= \pm \nu_{\Omega}-i \frac{\gamma}{2}, \quad \nu_{\Omega} \equiv \sqrt{\omega_{0}^{2}-\frac{\gamma^{2}}{4}} \in \mathbf{R} . \tag{8.36}
\end{equation*}
$$

Using a contour integral on the complex $\varpi$-plane, we get from (6.44):

$$
\begin{equation*}
u(t)=\frac{\sin \left(\nu_{\Omega} t\right)}{m \nu_{\Omega}} \exp \left(-\frac{1}{2} \gamma t\right) \tag{8.37}
\end{equation*}
$$

Note that the corresponding $\ddot{u}(t)$ has a jump at $t=0$.
In contrast to the classical Langevin equation, where ohmic dissipation is associated with white noise, the power spectrum of the ohmic quantum noise is $m \gamma \omega \operatorname{coth}(\beta \omega / 2)$, which is obviously colored. This difference can be traced to the failure of the classical equipartition law in quantum statistical mechanics. In the classical limit discussed in Sec. 8.3, we have

$$
\begin{equation*}
K(t ; \beta) \approx \frac{2 m \gamma}{\beta} \delta(t) \tag{8.38}
\end{equation*}
$$

which corresponds to classical white noise discussed in Sec. 2.4. Hence we find that, using ohmic dissipation accompanied by the classical limit, the quantum Langevin equation (8.32) becomes the analogue of the classical Langevin equation (2.21) with an extra $\delta(t)$-term, which can be interpreted as a frequency shift according to (8.33).

Before closing this section, let us discuss two more interesting questions. The first one is the weak-coupling limit of the ohmic quantum dissipative heat bath [7], which corresponds to the case $\gamma \rightarrow 0$. From (8.35), we have under this limit:

$$
\begin{align*}
\alpha^{\prime \prime}(\omega) & =\frac{\operatorname{sign}(\omega)}{m}\left[\frac{\epsilon}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+\epsilon^{2}}\right] \\
& =\frac{\pi}{m} \operatorname{sign}(\omega) \delta\left(\omega^{2}-\omega_{0}^{2}\right) \\
& =\frac{\pi}{2 m \omega_{0}}\left[\delta\left(\omega-\omega_{0}\right)-\delta\left(\omega+\omega_{0}\right)\right] . \tag{8.39}
\end{align*}
$$

Hence the heat bath model reduces to an ideal heat bath free of dissipation. According to (7.43) and (7.44), in this limit the thermal equilibrium state of the Brownian particle is consistent with the thermal state of a harmonic oscillator. It is obvious that this conclusion is also true with respect to a finite cutoff.

The second interesting question is the long time behavior at low temperature. Let us use $v(t ; \beta)$ with large $t>0$ as an example to compute the so-called long-time tail $[38,44,45,51,76]$. The formulation we shall use is a generalization of that discussed in Sec. 7.5.

Applying the Parseval-Plancherel theorem (7.45) to (7.34), in analogue to (7.46) we have for any $t>0$ :

$$
\begin{align*}
v(t ; \beta) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega\left[\alpha^{\prime \prime}(\omega)\right][\exp (i \omega t) \operatorname{coth}(\beta \omega / 2)]^{*} \\
& =\int_{-\infty}^{+\infty} d \tau\left[\frac{w(\tau)}{2 i}\right]\left[\frac{-i}{\beta} \operatorname{Pr} \operatorname{coth}(\pi(\tau-t) / \beta)\right]^{*} \\
& =\frac{1}{2 \beta} \int_{0}^{\infty} d \tau u(\tau)[\operatorname{coth}(\pi(\tau+t) / \beta)+\operatorname{Pr} \operatorname{coth}(\pi(\tau-t) / \beta)] \tag{8.40}
\end{align*}
$$

This formula is especially useful for low temperature expansions. For the special case that the temperature approaches absolute zero and $t$ is large, we get the asymptotic value of $v(t ; \beta)$ as

$$
\begin{align*}
v(t ; \beta) & \approx \frac{1}{\pi} \operatorname{Pr} \int_{0}^{\infty} d \tau u(\tau)\left[\frac{\tau}{\tau^{2}-t^{2}}\right] \\
& \approx \frac{-1}{\pi t^{2}} \int_{0}^{\infty} d \tau u(\tau) \tau \\
& =\frac{-1}{\pi t^{2}}\left[(-i) \frac{\partial \alpha(\omega)}{\partial \omega}\right]_{\omega=0} \\
& =\frac{-\gamma}{\pi m \omega_{0}^{4} t^{2}} \tag{8.41}
\end{align*}
$$

where ( 0.46 ) has been used, and we have taken advantage of $u(t)$ being very small for large $t$.

## Part III

## The Dynamics

## Chapter 9

## General Formulations

### 9.1 Time Evolution of the Brownian Particle

From the discussion in Sec. 5.4, we know that once we have the explicit form of the initial characteristic function, we can immediately write down the time evolution of the reduced characteristic function in terms of the phase flow. For quantum harmonic Brownian motion, the subsystem $\mathbf{A}$ is the Brownian particle and $\mathbf{B}$ is collection of the heat-bath oscillators according to the notations in Chap. 5. With respect to the Hamiltonian (6.1), if the characteristic function of the initial state of the total system is $\Phi_{i n i}(z)$, according to (5.11) the time evolution of the reduced characteristic function $\Phi_{0}(x, k ; t)$, which corresponds to the reduced density operator for the Brownian particle at $t$, is given by

$$
\begin{equation*}
\Phi_{0}(x, k ; t)=\Phi_{i n i}\left((x, 0, k, 0) \mathrm{R}^{-\top}(t)\right) \equiv \Phi_{i n i}(\tilde{\boldsymbol{z}}(t)) \tag{9.1}
\end{equation*}
$$

where $(x, 0, k, 0)$ is a vector in the $2 N$-dimensional phase space with only two non-zero components, and $\tilde{\boldsymbol{z}}(t)$ is a $2 N$-dimensional vector defined as

$$
\begin{equation*}
\tilde{\boldsymbol{z}}(t)=(x, \mathbf{0}, k, \mathbf{0}) \mathrm{R}^{-\top}(t)=(x, \mathbf{0}, k, \mathbf{0}) \mathrm{J}^{\top} \mathrm{R}(t) \mathrm{J} \tag{9.2}
\end{equation*}
$$

which is a function of $x, k$, and $t$. Note that $x_{\ell}$ and $k_{\ell}$ are not involved in the definition of $\tilde{\boldsymbol{z}}(t)$ ! Comparing (9.2) with (6.32) and (6.35), we can decompose

$$
\begin{equation*}
\tilde{\boldsymbol{z}}(t)=\left(\tilde{x}(t), \tilde{x}_{1}(t), \tilde{x}_{2}(t), \cdots, \tilde{x}_{n}(t), \tilde{k}(t), \tilde{k}_{1}(t), \tilde{k}_{2}(t), \cdots, \tilde{k}_{n}(t)\right) \tag{9.3}
\end{equation*}
$$

into the following expressions:

$$
\begin{equation*}
\binom{\tilde{x}_{j}(t)}{\tilde{k}_{j}(t)} \equiv r_{j}(t)\binom{x}{k} \tag{9.4}
\end{equation*}
$$

where

$$
r_{0}(t)=\left(\begin{array}{cc}
m \dot{u}(t) & -u(t)  \tag{9.5}\\
-m^{2} \ddot{u}(t) & m \dot{u}(t)
\end{array}\right)=j^{\top}\left\lfloor R(t) \Pi^{\top} j\right.
$$

and

$$
r_{\ell}(t)=\left(\begin{array}{cc}
m \dot{u}_{\ell}(t) & -u_{\ell}(t)  \tag{9.6}\\
-m m_{\ell} \ddot{u}_{\ell}(t) & m_{\ell} \dot{u}_{\ell}(t)
\end{array}\right)
$$

with the initial values

$$
r_{0}(0)=\left(\begin{array}{ll}
1 & 0  \tag{9.7}\\
0 & 1
\end{array}\right), \quad \text { and } r_{\ell}(0)=0
$$

The quantum dynamics of the Brownian particle is then completely determined by the matrices $\mathrm{r}_{j}(t)$, whose elements are the elements of the 0 -th and $N$-th rows in $\mathrm{R}(t)$. Hence our claim in Part II that only these two rows in $\mathrm{R}(t)$ are needed for studying the dynamics of the Brownian particle has been confirmed.

Eq. (9.1) is the main result of this paper. We shall show in the following two chapters that it can be applied to quantum harmonic Brownian motion with great efficiency. If the model Hamiltonian is (6.6) instead of (6.1), according to (5.11) there will be an extra factor $\exp \left\{i(x, 0, k, \mathbf{0}) J a^{\top}(t)\right\}$ in (9.1), which corresponds to a shift in the mean vector of the Brownian particle and is easier to deal with using the quantum Langevin equation discussed in Chap. 8.

### 9.2 Two General Relations

Since there is no coupling term involving the momentum operators in the model Hamiltonians, there exist two general relations which are useful in simplifying the calculations. With respect to the model Hamiltonian (6.1) or (6.6), the Heisenberg equation of motion for $\hat{q}$ of the Brownian particle takes the form

$$
\begin{equation*}
m \frac{d \hat{q}}{d t}=\hat{p} \tag{9.8}
\end{equation*}
$$

which is the quantum correspondent of (6.8). Taking the expectation value of the above equation with respect to a given physical state, we have

$$
\begin{equation*}
m \frac{d}{d t}\langle\hat{q}(t)\rangle=\langle\hat{p}(t)\rangle . \tag{9.9}
\end{equation*}
$$

Accordingly, the time derivative of $\sigma_{q q}(t)$ is related to $\sigma_{q p}(t)$ by

$$
\begin{align*}
\frac{m}{2} \frac{d}{d t} \sigma_{q q}(t) & =\frac{m}{2} \frac{d}{d t}\left[\left\langle\hat{q}(t)^{2}\right\rangle-\langle\hat{q}(t)\rangle^{2}\right] \\
& =\frac{1}{2}\langle\hat{q}(t) \hat{p}(t)+\hat{p}(t) \hat{q}(t)\rangle-\langle\hat{q}(t)\rangle\langle\hat{p}(t)\rangle \\
& =\sigma_{q p}(t) \tag{9.10}
\end{align*}
$$

Since (9.9) and (9.10) are valid for any given state, we can always calculate $\langle\hat{p}(t)\rangle$ and $\sigma_{q p}(t)$ from the time derivatives of $\langle\hat{q}(t)\rangle$ and $\sigma_{q q}(t)$, respectively. Therefore we shall henceforward omit the explicit expression for $\sigma_{q p}(t)$. Note that due to the coupling terms in the model Hamiltonians, there is no simple relation between $\sigma_{q q}(t)$ and $\sigma_{p p}(t)$ nor between $\sigma_{q p}(t)$ and $\sigma_{p p}(t)$.

## Chapter 10

## Factorizable Initial States

In this chapter we shall consider the time evolution of a Brownian particle whose initial state is independent of that of the heat-bath oscillators, which is a thermal state. In other words, the initial state of the total system is the factorizable state that we assumed in deriving the quantum Langevin equation. As we mentioned in Chap. 8, the quantum Langevin equation is only convenient for obtaining the time evolution of the mean vector. For general problems, we shall use the reduced characteristic function to study the time evolution of the Brownian particle.

Throughout this chapter, the density operator of the total system corresponding to the factorizable initial state is assumed to be

$$
\begin{equation*}
\hat{\varrho}(t=0)=\hat{\varrho}_{A} \hat{\varrho}_{B}, \tag{10.1}
\end{equation*}
$$

where the density operator $\hat{\varrho}_{A}$ corresponds to an arbitrary physical state of the Brownian particle, and $\hat{\varrho}_{B}$ to the thermal state of the heat-bath oscillators at temperature $\beta^{-1}$ as discussed in Sec. 8.3.

### 10.1 Time Evolution: General Formulation

We define the characteristic function corresponding to the density operator (10.1) of the factorizable initial state as

$$
\begin{equation*}
\Phi_{i n i}(\boldsymbol{z})=\Phi_{A}(x, k) \Phi_{B}\left(x_{\ell}, k_{\ell}\right), \tag{10.2}
\end{equation*}
$$

where the characteristic function $\Phi_{A}(x, k)$ corresponds to $\varrho_{A}$, and $\Phi_{B}\left(x_{\ell}, k_{\ell}\right)$, which is the same as $\Phi_{b a t h}\left(x_{\ell}, k_{\ell}\right)$ in (8.18), corresponds to $\hat{\varrho}_{B}$. Note that both $\Phi_{A}(x, k)$ and $\Phi_{B}\left(x_{\ell}, k_{\ell}\right)$ are individually normalized.

According to the formulations in Sec. 9.1, the time evolution of the reduced characteristic function for the Brownian particle with respect to the factorizable initial state (10.2) is

$$
\begin{equation*}
\Phi_{0}(x, k ; t)=\Phi_{A}(\tilde{x}(t), \tilde{k}(t)) \Phi_{B}\left(\tilde{x}_{\ell}(t), \tilde{k}_{\ell}(t)\right) \tag{10.3}
\end{equation*}
$$

Substituting (9.4) into $\Phi_{B}\left(\tilde{x}_{\ell}(t), \tilde{k}_{\ell}(t)\right)$ and comparing with (8.18), we get the following exact expression:

$$
\begin{align*}
\Phi_{B}\left(\tilde{x}_{\ell}(t), \tilde{k}_{\ell}(t)\right) & =\exp \left\{-\frac{1}{4} \sum_{\ell} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right)(x, k) \mathbf{r}_{\ell}^{\top}(t) \operatorname{g}_{\ell} r_{\ell}(t)\binom{x}{k}\right\} \\
& \equiv \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\}, \tag{10.4}
\end{align*}
$$

which is the analogue of the influence functional in the path-integral approach. The $2 \times 2$ matrix $\Theta(t ; \beta)$ is defined as

$$
\begin{align*}
& \Theta(t ; \beta)=\frac{1}{2} \sum_{\ell} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right) r_{\ell}^{\top}(t) \operatorname{g}_{\ell} r_{\ell}(t)  \tag{10.5}\\
= & \sum_{\ell} \frac{m_{\ell}}{2 \omega_{\ell}} \operatorname{coth}\left(\beta \omega_{\ell} / 2\right)\left(\begin{array}{cc}
m^{2}\left[\ddot{u}_{\ell}(t)^{2}+\omega_{\ell}^{2} \dot{u}_{\ell}(t)^{2}\right] & -m \dot{u}_{\ell}(t)\left[\ddot{u}_{\ell}(t)+\omega_{\ell}^{2} u_{\ell}(t)\right] \\
-m \dot{u}_{\ell}(t)\left[\ddot{u}_{\ell}(t)+\omega_{\ell}^{2} u_{\ell}(t)\right] & \dot{u}_{\ell}(t)^{2}+\omega_{\ell}^{2} u_{\ell}(t)^{2}
\end{array}\right) .
\end{align*}
$$

At $t=0, \Theta(0 ; \beta)=0$ according to the initial values of $r_{\ell}(t)$ in (9.7), hence we have

$$
\begin{equation*}
\Phi_{B}\left(\tilde{x}_{\ell}(0), \tilde{k}_{\ell}(0)\right)=1 \tag{10.6}
\end{equation*}
$$

according to the normalization condition of $\Phi_{B}\left(\tilde{x}_{\ell}, \tilde{k}_{\ell}\right)$. It follows that

$$
\begin{equation*}
\Phi_{0}(x, k ; t=0)=\Phi_{A}(\tilde{x}(0), \tilde{k}(0))=\Phi_{A}(x, k), \tag{10.7}
\end{equation*}
$$

which means that there is no initial influence from the heat bath on the Brownian particle, consistent with the assumption that the initial state is factorizable.

The explicit expressions for the elements in $\boldsymbol{\Theta}(t ; \beta)$ can be calculated by using (6.33), (6.34), and (6.36), with the aid of (8.25) and (8.26) as follows:

$$
\begin{align*}
\Theta_{11}(t ; \beta)= & m^{2} \int_{0}^{t} \int_{0}^{t} d \tau_{1} d \tau_{2} \dot{u}\left(\tau_{1}\right) \dot{u}\left(\tau_{2}\right) K\left(\tau_{1}-\tau_{2} ; \beta\right) \\
= & \frac{m^{2}}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)\left|\int_{0}^{t} d \tau \exp (i \omega \tau) \dot{u}(\tau)\right|^{2}  \tag{10.8}\\
\Theta_{22}(t ; \beta)= & \int_{0}^{t} \int_{0}^{t} d \tau_{1} d \tau_{2} u\left(\tau_{1}\right) u\left(\tau_{2}\right) K\left(\tau_{1}-\tau_{2} ; \beta\right) \\
= & \frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)\left|\int_{0}^{t} d \tau \exp (i \omega \tau) u(\tau)\right|^{2}  \tag{10.9}\\
& \Theta_{12}(t ; \beta)=\Theta_{21}(t ; \beta) \\
= & -m \int_{0}^{t} \int_{0}^{t} d \tau_{1} d \tau_{2} \dot{u}\left(\tau_{1}\right) u\left(\tau_{2}\right) K\left(\tau_{1}-\tau_{2} ; \beta\right) \\
= & -\frac{m}{2} \dot{\Theta}_{22}(t ; \beta) \tag{10.10}
\end{align*}
$$

where $K(t ; \beta)$ is the correlation function of the quantum noise defined in (8.26).
Summarizing the above results, we get the time evolution of the reduced characteristic function for the Brownian particle as

$$
\begin{equation*}
\Phi_{0}(x, k ; t)=\Phi_{A}(\tilde{x}(t), \tilde{k}(t)) \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\} \tag{10.11}
\end{equation*}
$$

which is completely determined by the initial state of the Brownian particle, the fundamental solution $u(t)$, and the spectral density as well as the temperature of the heat bath. Note that the elements of the matrix $\Theta(t ; \beta)$ depend explicitily on the spectral density $\rho(\omega)$, which means that (10.11) depends on the cutoff frequency $\Lambda$ in (8.14).

### 10.2 Approach to Equilibrium

In this section we shall prove that for an arbitrary factorizable initial state, as time $t \rightarrow \infty$ the Brownian particle always approaches the thermal equilibrium state defined in Chap. 7.

As discussed in Sec. 8.2, if we take the thermodynamic limit $n \rightarrow \infty$ and use the measurable spectral density $\rho(\omega)$, then the fundamental solution $u(t)$ approaches zero as
$t \rightarrow \infty$ according to the Riemann-Lebesgue lemma. Similarly, $\dot{u}(t)$ and $\ddot{u}(t)$ also approach zero in this limit according to (6.53). Hence we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} r_{0}(t)=0 \tag{10.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \Phi_{A}(\tilde{x}(t), \tilde{k}(t))=\Phi_{A}(0,0)=1 \tag{10.13}
\end{equation*}
$$

according to the normalization condition on $\Phi_{A}(x, k)$. Thus we find that the final state of the Brownian particle is independent of its initial state. As $t \rightarrow \infty$, the reduced characteristic function for the Brownian particle takes the form

$$
\begin{align*}
\lim _{t \rightarrow \infty} \Phi_{0}(x, k ; t) & =\lim _{t \rightarrow \infty} \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\} \\
& \equiv \exp \left\{-\frac{1}{2}(x, k) \Theta(\infty ; \beta)\binom{x}{k}\right\} \tag{10.14}
\end{align*}
$$

The explicit expressions for the elements in $\Theta(\infty, \beta)$ can be obtained by applying (6.46) and (8.9) to (10.8)-(10.10):

$$
\begin{align*}
\Theta_{11}(\infty ; \beta) & =\frac{m^{2}}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)\left|\int_{0}^{\infty} d \tau \exp (i \omega \tau) \dot{u}(\tau)\right|^{2} \\
& =\frac{m^{2}}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega^{3} \rho(\omega) \operatorname{coth}(\beta \omega / 2)|\alpha(\omega)|^{2} \\
& =\frac{m^{2}}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega^{2} \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2)  \tag{10.15}\\
\Theta_{22}(\infty ; \beta) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)\left|\int_{0}^{\infty} d \tau \exp (i \omega \tau) u(\tau)\right|^{2} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \omega \rho(\omega) \operatorname{coth}(\beta \omega / 2)|\alpha(\omega)|^{2} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \alpha^{\prime \prime}(\omega) \operatorname{coth}(\beta \omega / 2) \tag{10.16}
\end{align*}
$$

and

$$
\begin{equation*}
\Theta_{12}(\infty ; \beta)=-\frac{m}{2} \dot{\Theta}_{22}(\infty ; \beta)=0 \tag{10.17}
\end{equation*}
$$

Note that we have omitted $i \epsilon$ from the kernel $\exp (i \omega \tau)$ in (10.15) and (10.16). This is because, after taking the thermodynamic limit, both Fourier-Laplace transforms of $u(t)$ and $\dot{u}(t)$ converge.

Comparing the four elements of $\Theta(\infty ; \beta)$ with (7.43) and (7.44), we find tbat the final characteristic function of the Brownian particle is

$$
\lim _{t \rightarrow \infty} \Phi_{0}(x, k ; t)=\exp \left\{-\frac{1}{2}(x, k)\left(\begin{array}{cc}
\sigma_{p p}[\beta] & 0  \tag{10.18}\\
0 & \sigma_{q q}[\beta]
\end{array}\right)\binom{x}{k}\right\}
$$

which is exactly the characteristic function (7.41) for the Brownian particle in thermal equilibrium with the heat-bath oscillators. Therefore we have proved that, with respect to an arbitrary factorizable initial state, the Brownian particle always approaches thermal equilibrium when $t \rightarrow \infty$.

### 10.3 Time Evolution of the Gaussian States and the Covariance Matrices of Arbitrary Initial States

To illustrate the application of the results derived in the last two sections, let us consider a simple example where the initial state of the Brownian particle is the Gaussian state defined in Sec. 3.4. The characteristic function of this initial state is the one-mode version of (3.31):

$$
\begin{equation*}
\Phi_{A}(x, k)=\exp \left\{-\frac{1}{2}(x, k) \mathrm{j}^{\top} \Sigma_{\mathrm{o}} \mathrm{j}\binom{x}{k}+i(x, k) \mathrm{j}\binom{x_{c}}{k_{c}}\right\}, \tag{10.19}
\end{equation*}
$$

where $\left(x_{c}, k_{c}\right)$ is the mean vector and $\Sigma_{0}$ is the $2 \times 2$ covariance matrix of this one-mode Gaussian state.

Substituting (10.19) into (10.11) and using (9.5), we get the time evolution of the reduced characteristic function of the Brownian particle as

$$
\begin{align*}
& \Phi_{0}(x, k ; t)  \tag{10.20}\\
= & \exp \left\{-\frac{1}{2}(x, k)\left[\mathrm{j}^{\top}\left\|\mathrm{R}(t) \rrbracket \Sigma_{0}\right\| \mathrm{R}(t) \Pi^{\top} \mathrm{j}+\Theta(t ; \beta)\right]\binom{x}{k}+i(x, k) \mathrm{j} \| \mathrm{R}(t) \pi\binom{x_{c}}{k_{c}}\right\} .
\end{align*}
$$

From this characteristic function, we find that the mean vector follows the restricted phase flow with $\left(x_{c}, k_{c}\right)$ as the initial value, and the covariance matrix evolves according to

$$
\begin{equation*}
\Sigma_{0}(t)=\| \mathrm{R}(t) \Pi \Sigma_{0} \llbracket \mathrm{R}(t) \prod^{\top}+\mathrm{j}^{\top} \Theta(t ; \beta) \mathrm{j} . \tag{10.21}
\end{equation*}
$$

Therefore the state is always Gaussian in the course of time evolution, and it approaches the thermal equilibrium state as $t \rightarrow \infty$.

Using the formulas in Sec. 4.2, we can generalize the above results to that of the time evolution of arbitrary factorizable initial states. Suppose that a given initial state of the Brownian particle has the initial mean vector $\left(x_{c}, k_{c}\right)$ and the initial covariance matrix $\Sigma_{0}$. It is easy to prove that (i) the time evolution of the mean vector follows the restricted phase flow with ( $x_{c}, k_{c}$ ) as the initial value, and (ii) the time evolution of the covariance matrix obeys (10.21). Nevertheless, (i) and (ii) cannot completely determine the time evolution of the Brownian particle for a non-Gaussian initial state.

The above results (i) and (ii) can also be obtained from the solution of the quantum Langevin equation. This can be easily done if we put (6.37) and (6.39) into the following form:

$$
\begin{equation*}
\binom{\hat{q}(t)}{\hat{p}(t)}=\| \mathrm{R}(t) \rrbracket\binom{\hat{q}(0)}{\hat{p}(0)}+\int_{0}^{t} d \tau\binom{u(\tau)}{m \dot{u}(\tau)}\left[\hat{f}(t-\tau)+f_{X}(t-\tau)\right] \tag{10.22}
\end{equation*}
$$

then set $f_{X}(t-\tau)=0$.

### 10.4 Environment-Induced Damping of Quantum Interference

In this section we discuss an interesting problem where the initial state of the Brownian particle is a superposition of two coherent states [12, 48, 73, 107]. We shall show how to use the characteristic function to calculate the damping of quantum interference due to influence of the environment in the course of time evolution.

In order to simplify the formulation, we introduce a new notation $\mathrm{z}=(x, k)$ for the vector on the Brownian phase plane. Accordingly, $\hat{D}(-z)$ represents the corresponding one-mode Weyl operator. Note that this notation will be employed only in this section.

We then assume that the initial state of the Brownian particle is a superposition of the following two one-mode coherent states:

$$
\begin{equation*}
\left|z_{a}\right\rangle+\left|z_{b}\right\rangle, \tag{10.23}
\end{equation*}
$$

where $\mathbf{z}_{a}=\left(x_{a}, k_{a}\right)$ and $\mathbf{z}_{b}=\left(x_{b}, k_{b}\right)$ are two non-identical constant vectors on the Brownian phase plane. The mean and difference of $z_{a}$ and $z_{b}$ are defined as

$$
\begin{equation*}
z_{m}=\frac{z_{a}+z_{b}}{2}, \quad z_{\Delta}=z_{a}-z_{b} \tag{10.24}
\end{equation*}
$$

The density operator corresponding to the initial state (10.23) is

$$
\begin{equation*}
\hat{\varrho}_{A}=C_{A}\left(\left|z_{a}\right\rangle+\left|z_{b}\right\rangle\right)\left(\left\langle z_{a}\right|+\left\langle z_{b}\right|\right), \tag{10.25}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{A}=\frac{1}{2\left(1+\operatorname{Re}\left\langle z_{a} \mid z_{b}\right\rangle\right)} \tag{10.26}
\end{equation*}
$$

is the normalization constant, with

$$
\begin{equation*}
\left\langle z_{a} \mid z_{b}\right\rangle=\exp \left\{-\frac{1}{4} z_{\Delta} g_{0} z_{\Delta}^{\top}+\frac{i}{2} z_{a} j z_{b}^{\top}\right\} \tag{10.27}
\end{equation*}
$$

according to (1.48).
Using (3.12) and formulas in Sec. 1.3.1, the characteristic function of $\hat{\varrho}_{A}$ can be obtained as

$$
\begin{equation*}
\Phi_{A}(\mathbf{z})=\operatorname{Tr}\left[\hat{\varrho}_{A} \hat{D}(-\mathbf{z})\right] \equiv C_{A}\left[\phi_{a}(\mathbf{z})+\phi_{b}(\mathbf{z})+\phi_{a b}(\mathbf{z})+\phi_{b a}(\mathbf{z})\right] \tag{10.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{a}(z) \equiv\left\langle z_{a}\right| \hat{D}(-z)\left|z_{a}\right\rangle=\exp \left\{-\frac{1}{4} \mathbf{z} g_{0} z^{\top}+i z j z_{a}^{\top}\right\} \tag{10.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{b}(z) \equiv\left\langle z_{b}\right| \hat{D}(-z)\left|z_{b}\right\rangle=\exp \left\{-\frac{1}{4} z_{0} z^{\top}+i z j z_{b}^{\top}\right\} \tag{10.30}
\end{equation*}
$$

are analogies of (3.13), and

$$
\begin{align*}
\phi_{a b}(z) & \equiv\left\langle z_{a}\right| \hat{D}(-z)\left|z_{b}\right\rangle \\
& =\exp \left\{-\frac{1}{4}\left(z+z_{\Delta}\right) g_{0}\left(z+z_{\Delta}\right)^{\top}+i z j z_{m}^{\top}+\frac{i}{2} z_{a} j z_{b}^{\top}\right\} \\
& =\left\langle z_{a} \mid z_{b}\right\rangle \exp \left\{-\frac{1}{4} z_{0} z^{\top}+i z j\left(z_{m}^{\top}-\frac{i}{2} j g_{0} z_{\Delta}^{\top}\right)\right\}, \tag{10.31}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{b a}(z) & \equiv\left\langle z_{b}\right| \hat{D}(-z)\left|z_{a}\right\rangle \\
& =\exp \left\{-\frac{1}{4}\left(z-z_{\Delta}\right) g_{0}\left(z-z_{\Delta}\right)^{\top}+i z j z_{m}^{\top}-\frac{i}{2} z_{a} j z_{b}^{\top}\right\} \\
& =\left\langle z_{b} \mid z_{a}\right\rangle \exp \left\{-\frac{1}{4} \mathbf{z} g_{0} z^{\top}+i z j\left(z_{m}^{\top}+\frac{i}{2} j g_{0} z_{\Delta}^{\top}\right)\right\} \tag{10.32}
\end{align*}
$$

correspond to the interference terms.
Once we get the explicit expression for $\Phi_{A}(z)$, the characteristic function for the initial state of the Brownian particle, we are ready to derive the time evolution of the reduced characteristic function $\Phi_{0}(\mathbf{z} ; t)$ for the Brownian particle. Using the notation

$$
\begin{equation*}
\tilde{\mathbf{z}}^{\top}(t) \equiv\binom{\tilde{x}(t)}{\tilde{k}(t)}=\mathrm{r}_{\mathrm{o}}(t) \mathbf{z}^{\top}, \tag{10.33}
\end{equation*}
$$

Eq. (10.11) becomes

$$
\begin{equation*}
\Phi_{0}(\mathbf{z} ; t)=\Phi_{A}(\tilde{\mathbf{z}}(t)) \exp \left\{-\frac{1}{2} \mathbf{z} \Theta(t ; \beta) \mathbf{z}^{\top}\right\} \tag{10.34}
\end{equation*}
$$

Substituting (10.28) into (10.34) gives the explicit expression of $\Phi_{0}(z ; t)$. In order to keep track of the interference terms, we express $\Phi_{0}(\mathbf{z} ; t)$ in (10.34) as

$$
\begin{equation*}
\Phi_{0}(\mathbf{z} ; t)=C_{A}\left[\Phi_{a}(\mathbf{z} ; t)+\Phi_{b}(\mathbf{z} ; t)+\Phi_{a b}(\mathbf{z} ; t)+\Phi_{b a}(\mathbf{z} ; t)\right], \tag{10.35}
\end{equation*}
$$

with

$$
\begin{gather*}
\Phi_{a}(z ; t) \equiv \exp \left\{-\frac{1}{4} \mathbf{z}\left[r_{0}^{\top}(t) g_{0} r_{0}(t)+2 \Theta(t ; \beta)\right] \mathbf{z}^{\top}+i z j z_{a}^{\top}(t)\right\}  \tag{10.36}\\
\Phi_{b}(z ; t) \equiv \exp \left\{-\frac{1}{4} \mathbf{z}\left[r_{0}^{\top}(t) g_{0} r_{0}(t)+2 \Theta(t ; \beta)\right] \mathbf{z}^{\top}+i z j z_{b}^{\top}(t)\right\}  \tag{10.37}\\
\Phi_{a b}(\mathbf{z} ; t) \equiv\left\langle z_{a} \mid z_{b}\right\rangle \exp \left\{-\frac{1}{4} \mathbf{z}\left[r_{0}^{\top}(t) g_{0} r_{0}(t)+2 \Theta(t ; \beta)\right] \mathbf{z}^{\top}+i z j\left[z_{m}^{\top}(t)-\frac{i}{2} j r_{0}^{\top}(t) g_{0} z_{\Delta}^{\top}\right]\right\},  \tag{10.38}\\
\Phi_{b a}(\mathbf{z} ; t) \equiv\left\langle z_{b} \mid z_{a}\right\rangle \exp \left\{-\frac{1}{4} \mathbf{z}\left[r_{0}^{\top}(t) g_{0} r_{0}(t)+2 \Theta(t ; \beta)\right] \mathbf{z}^{\top}+i z j\left[z_{m}^{\top}(t)+\frac{i}{2} j r_{0}^{\top}(t) g_{0} z_{\Delta}^{\top}\right]\right\} \tag{10.39}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathbf{z}_{a}^{\top}(t) \equiv\left\|\mathbf{R}(t) \Pi \mathbf{z}_{a}^{\top}, \quad \mathbf{z}_{b}^{\top}(t) \equiv\right\| \mathbf{R}(t) \Pi \mathbf{z}_{b}^{\top}, \tag{10.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{z}_{m}^{\top}(t) \equiv \llbracket \mathbb{R}(t) \| \mathbf{z}_{m}^{\top}, \tag{10.41}
\end{equation*}
$$

i.e., $\mathbf{z}_{a}(t), \mathbf{z}_{b}(t)$, and $\mathbf{z}_{m}(t)$ all follow the restricted phase flow on the Brownian phase plane, with $z_{a}, z_{b}$, and $z_{m}$ as their initial values, respectively.

Since among those four terms in (10.35), $\Phi_{a}(z ; t)$ and $\Phi_{b}(z ; t)$ correspond to the time evolution of the coherent state $\left|z_{a}\right\rangle$ and $\left|z_{b}\right\rangle$, individually. It follows that $\left[\Phi_{a b}(\mathbf{z} ; t)+\right.$ $\left.\boldsymbol{\Phi}_{b a}(\mathbf{z} ; t)\right]$ corresponds to the interference. Because the characteristic functions have no direct physical meaning, in order to make a quantitative study of this interference we have to transform the characteristic function (10.35) into the Wigner function:

$$
\begin{equation*}
W_{0}(\mathbf{z} ; t) \equiv C_{A}\left[W_{a}(\mathbf{z} ; t)+W_{b}(\mathbf{z} ; t)+W_{a b}(\mathbf{z} ; t)+W_{b a}(\mathbf{z} ; t)\right] \tag{10.42}
\end{equation*}
$$

with $W_{a}(z ; t)$ being the Wigner function corresponding to the characteristic function $\Phi_{a}(z ; t)$ in (10.35), etc.

Since $\boldsymbol{\Phi}_{a}(\mathbf{z} ; t)$ in (10.36) is Gaussian in $\mathbf{z}$, we can use the formulas in Sec. 3.4 to get the corresponding Wigner function:

$$
\begin{equation*}
W_{a}(z ; t)=C_{1}(t ; \beta) \exp \left\{-\left[\mathbf{z}-z_{a}(t)\right] \Pi(t ; \beta)\left[z-z_{a}(t)\right]^{\top}\right\} \tag{10.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi(t ; \beta)=j^{\top}\left[r_{0}^{\top}(t) g_{0} r_{0}(t)+2 \Theta(t ; \beta)\right]^{-1} j \tag{10.44}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{1}(t ; \beta)=\frac{\sqrt{\operatorname{det}(\Pi(t ; \beta))}}{\pi} \tag{10.45}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
W_{b}(\mathbf{z} ; t)=C_{1}(t ; \beta) \exp \left\{-\left[z-z_{b}(t)\right] \Pi(t ; \beta)\left[z-z_{b}(t)\right]^{\top}\right\} \tag{10.44}
\end{equation*}
$$

and analogously,

$$
\begin{align*}
& W_{a b}(\mathbf{z} ; t)=W_{b a}^{*}(\mathbf{z} ; t)  \tag{10.47}\\
= & C_{1}(t ; \beta)\left\langle\mathbf{z}_{a} \mid z_{b}\right\rangle \exp \left\{-\left[z-z_{m}(t)+\frac{i}{2} z_{\Delta} g_{0} r_{0}(t) j^{\top}\right] \Pi(t ; \beta)\left[z^{\top}-z_{m}^{\top}(t)+\frac{i}{2} j r_{0}^{\top}(t) g_{0} z_{\Delta}^{\top}\right]\right\} .
\end{align*}
$$

Hence we get the explicit form of the Wigner function corresponding to the interference:

$$
\begin{align*}
& W_{i n t}(\mathbf{z} ; t) \equiv W_{a b}(\mathbf{z} ; t)+W_{b a}(\mathbf{z} ; t)=2 \operatorname{Re}\left[W_{a b}(\mathbf{z} ; t)\right] \\
= & 2 C_{1}(t ; \beta)\left|\left\langle\mathbf{z}_{a} \mid z_{b}\right\rangle\right| \exp \left\{\frac{1}{4} \mathbf{z}_{\Delta} \mathbf{g}_{0} r_{0}(t) j^{\top} \Pi(t ; \beta) j \mathrm{r}_{0}^{\top}(t) \mathrm{g}_{0} \mathbf{z}_{\Delta}^{\top}\right\} \\
& \exp \left\{-\left[\mathbf{z}-\mathbf{z}_{m}(t)\right] \Pi(t ; \beta)\left[\mathbf{z}-\mathbf{z}_{m}(t)\right]^{\top}\right\} \\
& \cos \left\{\frac{1}{2} \mathbf{z}_{a} j \mathbf{z}_{b}^{\top}+\mathbf{z}_{\Delta} \mathbf{g}_{0} r_{0}(t) j \Pi(t ; \beta)\left[\mathbf{z}-\mathbf{z}_{m}(t)\right]^{\top}\right\} . \tag{10.48}
\end{align*}
$$

In order to quantitatively analyze the influence of the environment on the interference, we have to define a function which measures the relative strength of the interference term $W_{\text {int }}(\mathbf{z} ; t)$ compared with the direct terms $W_{a}(\mathbf{z} ; t)$ and $W_{b}(\mathbf{z} ; t)$. Consider the normalized ratio

$$
\begin{align*}
\chi(t) & =\left|\left\langle z_{a} \mid z_{b}\right\rangle\right| \exp \left\{\frac{1}{4} z_{\Delta} g_{0} r_{0}(t) j^{\top} \Pi(t ; \beta) j r_{0}^{\top}(t) g_{0} z_{\Delta}^{\top}\right\} \\
& =\exp \left\{-\frac{1}{4} z_{\Delta}\left[g_{0}-g_{0} r_{0}(t) j^{\top} \Pi(t ; \beta) j \mathrm{j}_{0}^{\top}(t) \mathrm{g}_{0}\right] z_{\Delta}^{\top}\right\} \tag{10.49}
\end{align*}
$$

which is one half the ratio of the upper limit of $W_{\text {int }}(\mathbf{z} ; t)$,

$$
\begin{equation*}
2 C_{1}(t ; \beta)\left|\left\langle z_{a} \mid z_{b}\right\rangle\right| \exp \left\{\frac{1}{4} z_{\Delta} \mathrm{g}_{0} r_{0}(t) j^{\top} \Pi(t ; \beta) \mathrm{j}_{0}^{\top}(t) \mathrm{g}_{0} z_{\Delta}^{\top}\right\}, \tag{10.50}
\end{equation*}
$$

to the maximum value of $W_{a}(z ; t)$ or $W_{a}(z ; t)$, which is equal to $C_{1}(t ; \beta)$. Eq. (10.50) is only the upper limit instead of the maximum value of $W_{\text {int }}(z ; t)$ in general because of the cosine term in (10.48). From the quasi-probability interpretacion of the Wigner function, we know that this $\chi(t)$ meets the requirement as an indicator of the relative strength of the interference. Note that $\chi(t)$ depends on $z_{\Delta}$ explicitly, and $\chi(0)=1$.

In general $\chi(t)$ is a monotonically decreasing function of $t$, which indicates the damping of the interference induced by the environment. When $t \rightarrow \infty$, we have

$$
\begin{equation*}
\chi(\infty)=\exp \left\{-\frac{1}{4} z_{\Delta} g_{0} z_{\Delta}^{\top}\right\}<1 . \tag{10.51}
\end{equation*}
$$

As a comparison, let us consider the same problem for an isolated harmonic oscillator. The corresponding $\chi(t)$ can be obtained by setting $\Theta(t ; \beta) \equiv 0$ and

$$
r_{0}(t)=\left(\begin{array}{cc}
\cos \left(\omega_{0} t\right) & -\sin \left(\omega_{0} t\right) /\left(m \omega_{0}\right)  \tag{10.52}\\
m \omega_{0} \sin \left(\omega_{0} t\right) & \cos \left(\omega_{0} t\right)
\end{array}\right)
$$

in all related formulas. Hence we get $\Pi(t ; \beta)=\mathrm{g}_{0}$, and $\chi(t)=1$ for all $t$ in this special case, which means that the interference does not decay if there is no environment coupled to the Brownian particle.

### 10.5 Quantum Fokker-Planck Equations

In this section we shall derive the equation of motion for the reduced characteristic function $\Phi_{0}(x, k ; t)$, and from it obtain the equation of motion for the corresponding reduced Wigner function $W_{0}(x, k ; t)$. Both equations are usually called the quantum Fokker-Planck equations and are equivalent to the master equation for the reduced density operator of the Brownian particle [10, 44, 45, 48, 79, 96].

It is necessary to emphasize that, the purpose of constructing these quantum FokkerPlanck equations is not to determine the time evolution of the Brownian particle. We have already obtained the time evolution of the reduced characteristic function $\Phi_{0}(x, k ; t)$ in (10.11). The main motivation of this construction is to derive the quantum analogues of the classical Fokker-Planck equations discussed in Sec. 2.6, and from them to determine the quantum version of the diffusion coefficients.

The Fokker-Planck equation (2.43) for the classical characteristic function is a firstorder linear partial differential equation. Since all formulas for quantum Brownian motion have classical analogues, we start the derivation of the quantum Fokker-Planck equations by considering the following linear combination of first-order partial derivatives of the reduced characteristic function $\Phi_{0}(x, k ; t)$ :

$$
\begin{equation*}
L(x, k ; t) \equiv \frac{\partial \Phi_{0}(x, k ; t)}{\partial t}+C_{x} \frac{\partial \Phi_{0}(x, k ; t)}{\partial x}+C_{k} \frac{\partial \Phi_{0}(x, k ; t)}{\partial k} . \tag{10.53}
\end{equation*}
$$

Using (10.11), we have the explicit expression of the time derivative of $\Phi_{0}(x, k ; t)$ :

$$
\begin{equation*}
\frac{\partial \Phi_{0}(x, k ; t)}{\partial t}=\Phi_{A}(\tilde{x}(t), \tilde{k}(t)) \frac{\partial}{\partial t} \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\} \tag{10.54}
\end{equation*}
$$

$$
\begin{aligned}
& +\frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial t} \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\} \\
& =\Phi_{0}(x, k ; t)\left[-\frac{1}{2}(x, k) \dot{\Theta}(t ; \beta)\binom{x}{k}\right] \\
& +\left(\frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{x}(t)}, \frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{k}(t)}\right) \frac{\partial}{\partial t}\binom{\tilde{x}(t)}{\tilde{k}(t)} \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\} \\
& =\Phi_{0}(x, k ; t)\left[-\frac{1}{2}(x, k) \dot{\Theta}(t ; \beta)\binom{x}{k}\right] \\
& +\left(\frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{x}(t)}, \frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{k}(t)}\right) \dot{r}_{0}(t)\binom{x}{k} \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\}
\end{aligned}
$$

Similarly, we have

$$
\begin{align*}
& \frac{\partial \Phi_{0}(x, k ; t)}{\partial x}=\Phi_{0}(x, k ; t)\left[-(x, k) \Theta(t ; \beta)\binom{1}{0}\right]  \tag{10.55}\\
+ & \left(\frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{x}(t)}, \frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{k}(t)}\right) r_{0}(t)\binom{1}{0} \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\},
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial \Phi_{0}(x, k ; t)}{\partial k}=\Phi_{0}(x, k ; t)\left[-(x, k) \Theta(t ; \beta)\binom{0}{1}\right]  \tag{10.56}\\
+ & \left(\frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{x}(t)}, \frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{k}(t)}\right) r_{0}(t)\binom{0}{1} \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\},
\end{align*}
$$

with $r_{0}(t)$ defined by (9.5). Note that the above three expressions are expressed in terms of matrix multiplications. Substituting (10.54)-(10.56) into (10.53), we get

$$
\begin{align*}
& L(x, k ; t)=-\Phi_{0}(x, k ; t)\left[\frac{1}{2}(x, k) \dot{\Theta}(t ; \beta)\binom{x}{k}+(x, k) \Theta(t ; \beta)\binom{C_{x}}{C_{k}}\right] \\
+ & \left(\frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{x}(t)}, \frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{k}(t)}\right)\left[\dot{r}_{0}(t)\binom{x}{k}+\mathrm{r}_{0}(t)\binom{C_{x}}{C_{k}}\right] \\
\times & \exp \left\{-\frac{1}{2}(x, k) \Theta(t ; \beta)\binom{x}{k}\right\} . \tag{10.57}
\end{align*}
$$

Noticing that on the right hand side of the above equation, there are two terms

$$
\begin{equation*}
\frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{x}(t)} \text { and } \frac{\partial \Phi_{A}(\tilde{x}(t), \tilde{k}(t))}{\partial \tilde{k}(t)} \tag{10.58}
\end{equation*}
$$

which are not functionals of $\Phi_{0}(x, k ; t)$. Since $\Phi_{A}(x, k)$ is an arbitrary function, we cannot make any further simplification or transformation on the above two derivatives. Therefore in order to construct a linear partial differential equation for $\Phi_{0}(x, k ; t)$ from (10.57), we must demand that

$$
\begin{equation*}
\dot{r}_{0}(t)\binom{x}{k}+\mathrm{r}_{0}(t)\binom{C_{x}}{C_{k}}=0 \tag{10.59}
\end{equation*}
$$

such that both terms in (10.58) disappear from (10.57). The coefficients $C_{x}$ and $C_{k}$ are then determined as

$$
\begin{equation*}
\binom{C_{x}}{C_{k}}=-r_{0}^{-1}(t) \dot{r}_{0}(t)\binom{x}{k} \equiv \Lambda(t)\binom{x}{k} \tag{10.60}
\end{equation*}
$$

where $\Lambda(t)$ is a $2 \times 2$ matrix with the elements:

$$
\begin{gather*}
\Lambda_{11}(t)=\frac{\dot{u} \ddot{u}-u \dddot{u}}{u \ddot{u}-\dot{u}^{2}},  \tag{10.61}\\
\Lambda_{12}(t)=\frac{1}{m},  \tag{10.62}\\
\Lambda_{21}(t)=m\left(\frac{\ddot{u}^{2}-\dot{u} \dddot{u}}{u \ddot{u}-\dot{u}^{2}}\right),  \tag{10.63}\\
\Lambda_{22}(t)=0 . \tag{10.64}
\end{gather*}
$$

Substituting (10.60) into (10.57), we have

$$
\begin{equation*}
L(x, k ; t)=-\Phi_{0}(x, k ; t)(x, k)\left[\frac{\dot{\Theta}(t ; \beta)}{2}+\Theta(t ; \beta) \Lambda(t)\right]\binom{x}{k} \tag{10.65}
\end{equation*}
$$

Rearranging (10.65) and using (10.62) and (10.64), Eq. (10.65) becomes

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\left(\frac{k}{m}+\Lambda_{11}(t) x\right) \frac{\partial}{\partial x}+\Lambda_{21}(t) x \frac{\partial}{\partial k}+D_{k k}(t ; \beta) x^{2}+D_{x k}(t ; \beta) x k\right] \Phi_{0}(x, k ; t)=0 \tag{10.66}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{k k}(t ; \beta) \equiv \frac{\dot{\Theta}_{11}(t ; \beta)}{2}+\Lambda_{11}(t) \Theta_{11}(t ; \beta)+\Lambda_{21}(t) \Theta_{12}(t ; \beta) \tag{10.67}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{x k}(t ; \beta) \equiv \dot{\Theta}_{12}(t ; \beta)+\frac{\Theta_{11}(t ; \beta)}{m}+\Lambda_{11}(t) \Theta_{12}(t ; \beta)+\Lambda_{21}(t) \Theta_{22}(t ; \beta) \tag{10.68}
\end{equation*}
$$

Eq. (10.66) is the quantum Fokker-Planck equation for the reduced characteristic function corresponding to the Brownian particle [96], which can be taken as the c-number representation for the master equation of the reduced density operator. Note that in (10.66) the coefficient of the term $k^{2} \Phi_{0}(x, k ; t)$ vanishes because of the relation (10.10).

From the expressions (10.8)-(10.10), we see that in general the elements in $\Theta(t ; \beta)$, hence $D_{k k}(t ; \beta)$ and $D_{x k}(t ; \beta)$, depend on the history of the Brownian particle. Thus in general the solution of the quantum Fokker-Planck equation (10.66) corresponds to a non-Markovian process.

Eq. (10.66) can be easily transformed into the quantum Fokker-Planck equation for the reduced Wigner function $W_{0}(x, k ; t)$. As discussed in Chap. 3, the Wigner function and characteristic function are symplectic Fourier transforms to each other, hence we have the following correspondence:

$$
\begin{align*}
& \left(x \frac{\partial}{\partial k}, k \frac{\partial}{\partial x},-\frac{\partial}{\partial k} k,-\frac{\partial^{2}}{\partial k^{2}},-\frac{\partial^{2}}{\partial x^{2}}, \frac{\partial^{2}}{\partial x \partial k}\right) W(x, k ; t) \\
& \quad \Longleftrightarrow\left(x \frac{\partial}{\partial k}, k \frac{\partial}{\partial x}, x \frac{\partial}{\partial x}, x^{2}, k^{2}, x k\right) \Phi(x, k ; t) \tag{10.69}
\end{align*}
$$

From this correspondence, the quantum Fokker-Planck equation for the reduced Wigner function $W_{0}(x, k ; t)$ corresponding to (10.66) follows as [44, 45, 48, 79, 96]

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\frac{k}{m} \frac{\partial}{\partial x}+\frac{\partial}{\partial k}\left(\Lambda_{21}(t) x-\Lambda_{11}(t) k\right)-D_{k k}(t ; \beta) \frac{\partial^{2}}{\partial k^{2}}+D_{x k}(t ; \beta) \frac{\partial^{2}}{\partial x \partial k}\right] W_{0}(x, k ; t)=0 \tag{10.70}
\end{equation*}
$$

The corresponding equation of motion for the coordinate representation $\varrho(x, y ; t)$ of the reduced density operator [48] can also be obtained from (10.66) by a similar method. Both (10.66) and (10.70) are mathematically equivalent to the quantum Langevin equation discussed in Chap. 8.

In the following, we shall calculate the explicit expression of (10.70) for ohmic dissipation with infinite cutoff frequency. From (8.33), we see that in this case the fundamental solution $u(t)$ satisfies the following second-order differential equation:

$$
\begin{equation*}
\ddot{u}(t)+\gamma \dot{u}(t)+\omega_{\Omega}^{2}(t) u(t)=0, \tag{10.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{\Omega}^{2}(t) \equiv \omega_{0}^{2}+2 \gamma \delta(t) \tag{10.72}
\end{equation*}
$$

The matrix $\Lambda(t)$ follows as

$$
\Lambda(t)=\left(\begin{array}{cc}
\gamma & m^{-1}  \tag{10.73}\\
-m \omega_{\Omega}^{2}(t) & 0
\end{array}\right)
$$

Substituting (10.73) into (10.70), we get the quantum Fokker-Planck equation for the Wigner function of a harmonically bound Brownian particle coupled to ohmic heat bath with infinite cutoff frequency:

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\frac{k}{m} \frac{\partial}{\partial x}-\frac{\partial}{\partial k}\left(m \omega_{\Omega}^{2}(t) x+\gamma k\right)-D_{k k}(t ; \beta) \frac{\partial^{2}}{\partial k^{2}}+D_{x k}(t ; \beta) \frac{\partial^{2}}{\partial x \partial k}\right] W_{0}(x, k ; t)=0 \tag{10.74}
\end{equation*}
$$

To calculate the coefficients $D_{k k}(t ; \beta)$ and $D_{x k}(t ; \beta)$, we first need to use integration by parts to express $\dot{\Theta}_{11}(t ; \beta)$ and $\dot{\Theta}_{12}(t ; \beta)$ as follows:

$$
\begin{align*}
& \quad \dot{\Theta}_{11}(t ; \beta)  \tag{10.75}\\
& =2 m^{2} \int_{0}^{t} d \tau \dot{u}(\tau) \dot{u}(t) K(t-\tau ; \beta) \\
& =2 m^{2} \int_{0}^{t} \int_{0}^{t} d \tau_{1} d \tau_{2} \ddot{u}\left(\tau_{1}\right) \dot{u}\left(\tau_{2}\right) K\left(\tau_{1}-\tau_{2} ; \beta\right)+2 m \int_{0}^{t} d \tau \dot{u}(\tau) K(\tau ; \beta) \\
& \dot{\Theta}_{12}(t ; \beta)  \tag{10.76}\\
& =-m \int_{0}^{t} d \tau u(\tau) \dot{u}(t) K(t-\tau ; \beta)-m \int_{0}^{t} d \tau \dot{u}(\tau) u(t) K(t-\tau ; \beta) \\
& =-m \int_{0}^{t} \int_{0}^{t} d \tau_{1} d \tau_{2}\left[\ddot{u}\left(\tau_{1}\right) u\left(\tau_{2}\right)+\dot{u}\left(\tau_{1}\right) \dot{u}\left(\tau_{2}\right)\right] K\left(\tau_{1}-\tau_{2} ; \beta\right)-\int_{0}^{t} d \tau u(\tau) K(\tau ; \beta) .
\end{align*}
$$

Substituting (10.8)-(10.10), (10.73), (10.75), and (10.76) into (10.67) and (10.68), and using (10.71), we get

$$
\begin{equation*}
D_{k k}(t ; \beta)=m \int_{0}^{t} d \tau \dot{u}(\tau) K(\tau ; \beta) \tag{10.77}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{x k}(t ; \beta)=-\int_{0}^{t} d \tau u(\tau) K(\tau ; \beta) \tag{10.78}
\end{equation*}
$$

In the classical limit with $K(t ; \beta)$ given by (8.38), we have from the initial conditions (6.31):

$$
\begin{gather*}
D_{k k}(t ; \beta)=\frac{m \gamma}{\beta}=D_{k}  \tag{10.79}\\
D_{x k}(t ; \beta)=0 \tag{10.80}
\end{gather*}
$$

and (10.74) becomes [10]

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\frac{k}{m} \frac{\partial}{\partial x}-\frac{\partial}{\partial k}\left(m \omega_{\Omega}^{2}(t) x+\gamma k\right)-D_{k} \frac{\partial^{2}}{\partial k^{2}}\right] W_{0}(x, k ; t)=0 \tag{10.81}
\end{equation*}
$$

which is the quantum analogue of the classical Fokker-Planck equation (2.41). Obviously, the solutions of (10.81) correspond to Markovian processes.

## Chapter 11

## Non-factorizable Initial States

In the previous chapter we have discussed in detail the time evolution of a Brownian particle with respect to the factorizable initial states, which is based on the assumption that there is no initial correlation between the Brownian particle and the heat bath, and the interaction between them is switched on only after $t>0$. The simplicity of these kind of initial states allows us to derive many explicit results. Unfortunately, such naive and simplified initial states are not realized in most applications. Initial states of a Brownian particle which can be prepared in the laboratory are those non-factorizable states called perturbed thermal states. These non-factorizable initial states have been discussed by several authors in the literature [ $16,40,80,85$ ]. In this chapter we shall use the characteristic function to calculate the time evolution of the Brownian particle with respect to these non-factorizable initial states.

### 11.1 Perturbed Thermal State: General Formulation

The perturbed thermal state of the total system described by the Hamiltonian (6.1) is defined as

$$
\begin{equation*}
\hat{\varrho}_{a b}^{\beta}=C_{a b}^{\beta} \hat{a} \hat{\varrho}_{\beta} \hat{b}, \tag{11.1}
\end{equation*}
$$

where $\hat{\varrho}_{\beta}$ is the canonical density operator of the model thermal state defined in Chap. 7, $\hat{a}=\hat{a}(\hat{q}, \hat{p})$ and $\hat{b}=\hat{b}(\hat{q}, \hat{p})$ are two operators which only act on the Brownian particle, and

$$
\begin{equation*}
C_{a b}^{\beta} \equiv \frac{1}{\operatorname{Tr}\left(\hat{a} \hat{\varrho}_{\beta} \hat{b}\right)} \tag{11.2}
\end{equation*}
$$

is the normalization constant. The operators $\hat{a}$ and $\hat{b}$ must satisfy certain conditions in order to guarantee that the perturbed thermal state (11.1) is a legitimate density operator. In this section, we shall derive the general formulation for the time evolution of a Brownian particle with respect to the initial state (11.1).

According to Chap. 9, we have first to obtain the explicit form of the initial characteristic function corresponding to (11.1). Using (3.12), we have

$$
\begin{align*}
\Phi_{i n i}(\boldsymbol{z}) & =\operatorname{Tr}\left[\hat{\varrho}_{a b}^{\boldsymbol{\beta}} \hat{D}(-\boldsymbol{z})\right] \\
& =C_{a b}^{\boldsymbol{\beta}} \operatorname{Tr}\left[\hat{a} \hat{\varrho}_{\beta} \hat{b} \hat{D}(-\boldsymbol{z})\right] . \tag{11.3}
\end{align*}
$$

In order to get an explicit expression for $\Phi_{i n i}(\boldsymbol{z})$, we need to resort to the characteristic symbols defined in Sec. 4.2. According to (4.9) and (4.12), the operators $\hat{a}, \hat{b}$, and $\hat{\varrho}_{\boldsymbol{\beta}}$ can be expressed as

$$
\begin{align*}
& \hat{a}=\int_{-\infty}^{+\infty} d^{2 N} z a(z) \hat{D}(z),  \tag{11.4}\\
& \hat{b}=\int_{-\infty}^{+\infty} d^{2 N} z b(z) \hat{D}(z), \tag{11.5}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\varrho}_{\beta}=(2 \pi)^{-N} \int_{-\infty}^{+\infty} d^{2 N} z \Phi_{\beta}(\boldsymbol{z}) \hat{D}(\boldsymbol{z}) \tag{11.6}
\end{equation*}
$$

where $a(\boldsymbol{z})$ and $b(\boldsymbol{z})$ are the characteristic symbols of the operators $\hat{a}$ and $\hat{b}$, respectively, and $\boldsymbol{\Phi}_{\beta}(\boldsymbol{z})$ is the characteristic function corresponding to $\hat{\varrho}_{\beta}$ which is defined by (7.40). Substituting the above three representations into (11.3), it follows that

$$
\begin{array}{r}
\Phi_{i n i}(\boldsymbol{z})=(2 \pi)^{-N} C_{a b}^{\beta} \int_{-\infty}^{+\infty} d^{2 N} z_{a} d^{2 N} z_{b} d^{2 N} z_{\beta} a\left(\boldsymbol{z}_{a}\right) b\left(\boldsymbol{z}_{b}\right) \Phi_{\beta}\left(\boldsymbol{z}_{\beta}\right) \\
\operatorname{tr}\left[\hat{D}\left(\boldsymbol{z}_{a}\right) \hat{D}\left(\boldsymbol{z}_{\beta}\right) \hat{D}\left(\boldsymbol{z}_{b}\right) \hat{D}(-\boldsymbol{z})\right] \tag{11.7}
\end{array}
$$

Note that the trace in (11.3) has been replaced by the equivalent pseudo-trace in (11.7) since the product of the Weyl operators is not in the trace class. Using the formulas in

Secs. 1.3.1 and 1.3.3, the pseudo-trace in the above integrand can be evaluated as

$$
\begin{align*}
& \operatorname{tr}\left[\hat{D}\left(z_{a}\right) \hat{D}\left(z_{\beta}\right) \hat{D}\left(z_{b}\right) \hat{D}(-z)\right] \\
= & (2 \pi)^{N} \delta\left(z_{a}+z_{b}+z_{\beta}-z\right) \exp \left\{\frac{i}{2} z J\left(z_{a}-z_{b}\right)^{\top}+\frac{i}{2} z_{a} J z_{b}^{\top}\right\}, \tag{11.8}
\end{align*}
$$

hence (11.7) reduces to

$$
\begin{align*}
& \Phi_{i n i}(z)=C_{a b}^{\rho} \int_{-\infty}^{+\infty} d^{2 N} z_{a} d^{2 N} z_{b} a\left(z_{a}\right) b\left(z_{b}\right) \Phi_{\beta}\left(z-z_{a}-z_{b}\right) \\
& \exp \left\{\frac{i}{2} z \mathrm{~J}\left(z_{a}-z_{b}\right)^{\top}+\frac{i}{2} z_{a} J z_{b}^{\top}\right\} \tag{11.9}
\end{align*}
$$

Substituting (11.9) into (9.1) and using (7.40), we get the time evolution of the reduced characteristic function for the Brownian particle:

$$
\begin{align*}
& \Phi_{0}(x, k ; t)=\Phi_{i n i}(\tilde{z}(t))  \tag{11.10}\\
&= C_{a b}^{\beta} \int_{-\infty}^{+\infty} d^{2 N} z_{a} d^{N} z_{b} a\left(z_{a}\right) b\left(z_{b}\right) \Phi_{\beta}\left(\tilde{z}(t)-z_{a}-z_{b}\right) \\
& \quad \exp \left\{\frac{i}{2} \tilde{z}(t) \mathrm{J}\left(z_{a}-z_{b}\right)^{\top}+\frac{i}{2} z_{a} J z_{b}^{\top}\right\} \\
&= \exp \left\{-\frac{1}{2}(x, 0, k, 0) J^{\top} \Sigma_{\beta} J(x, 0, k, 0)^{\top}\right\} \\
& C_{a b}^{\beta} \int_{-\infty}^{+\infty} d^{2 N} z_{a} d^{N} z_{b} a\left(z_{a}\right) b\left(z_{b}\right) \exp \left\{\frac{i}{2} z_{a} J z_{b}^{\top}-\frac{1}{2}\left(z_{a}+z_{b}\right) J^{\top} \Sigma_{\beta} J\left(z_{a}+z_{b}\right)^{\top}\right\} \\
& \quad \exp \left\{(x, 0, k, 0) J^{\top} S_{\beta}(t) \mathrm{J}\left(z_{a}+z_{b}\right)^{\top}+\frac{i}{2}(x, 0, k, 0) \mathrm{JR}(t)\left(z_{a}-z_{b}\right)^{\top}\right\},
\end{align*}
$$

where $\tilde{\boldsymbol{z}}(t)$ is defined as in (9.2), and we have used (7.15) and $\mathrm{S}_{\beta}(t)=R(t) \boldsymbol{\Sigma}_{\beta}$ in simplifying (11.10).

Since both $\hat{a}$ and $\hat{b}$ are one-mode operators which only act on the Brownian particle, according to the discussion in Sec. 4.2 the characteristic symbols $a(z)$ and $b(z)$ can be specified as

$$
\begin{align*}
& a(z)=a_{0}(x, k) \prod_{\ell} \delta\left(x_{\ell}\right) \delta\left(k_{\ell}\right),  \tag{11.11}\\
& b(z)=b_{0}(x, k) \prod_{\ell} \delta\left(x_{\ell}\right) \delta\left(k_{\ell}\right) \tag{11.12}
\end{align*}
$$

Therefore we can further simplify $\Phi_{0}(x, k ; t)$ into

$$
\begin{align*}
& \Phi_{0}(x, k ; t)=\exp \left\{-\frac{1}{2}(x, k) \mathrm{j}^{\top} \llbracket \Sigma_{\beta} \Pi \mathrm{j}\binom{x}{k}\right\}  \tag{11.13}\\
& C_{a b}^{\beta} \int_{-\infty}^{+\infty} d x_{a} d k_{a} d x_{b} d k_{b} \Psi_{a b}^{\beta}\left(x_{a}, x_{b}, k_{a}, k_{b}\right) \\
& \exp \left\{(x, k)\left[\mathrm{j}^{\top}\left\|\mathrm{S}_{\beta}(t) \Pi \mathrm{j}\binom{x_{a}+x_{b}}{k_{a}+k_{b}}+\frac{i}{2} \mathrm{j}\right\| \mathrm{R}(t) \Pi\binom{x_{a}-x_{b}}{k_{a}-k_{b}}\right]\right\}
\end{align*}
$$

where

$$
\begin{align*}
& \Psi_{a b}^{\beta}\left(x_{a}, x_{b}, k_{a}, k_{b}\right) \equiv a_{0}\left(x_{a}, k_{a}\right) b_{o}\left(x_{b}, k_{b}\right)  \tag{11.14}\\
& \exp \left\{\frac{i}{2}\left(x_{a}, k_{a}\right) \mathrm{j}\binom{x_{b}}{k_{b}}-\frac{1}{2}\left(x_{a}+x_{b}, k_{a}+k_{b}\right) j^{\top} \| \Sigma_{\beta} \Pi j\binom{x_{a}+x_{b}}{k_{a}+k_{b}}\right\}
\end{align*}
$$

and $\|R(t) \Pi,\| S_{\beta}(t) \Pi$, and $\left\|\Sigma_{\beta}\right\|$ are defined by (7.12), (7.27), and (7.42), respectively. Note that the first line of (11.13) is the characteristic function of the thermal equilibrium state for the Brownian particle given by (7.41).

Finally, the easiest way to determine the normalization constant $C_{a b}^{\boldsymbol{\beta}}$ is to impose the normalization condition on (11.13):

$$
\begin{equation*}
\Phi_{0}(0,0 ; t)=C_{a b}^{\beta} \int_{-\infty}^{+\infty} d x_{a} d x_{b} d k_{a} d k_{b} \Psi_{a b}^{\beta}\left(x_{a}, x_{b}, k_{a}, k_{b}\right)=1 \tag{11.15}
\end{equation*}
$$

In summary, Eq. (11.13), together with (11.14) and (11.15), describe the time evolution of a Brownian particle with the perturbed thermal state (11.1) as the initial state. Note that in (11.13), ualike in (10.11), the spectral density $\rho(\omega)$ of the heat bath does not appear explicitly, which means that all the results derived from (11.13) are independent of the cutoff frequency. The time evolution of the mean vector and the covariance matrix corresponding to (11.13) can be calculated via (4.19)-(4.23).

When $t \rightarrow \infty$, according to the Riemann-Lebesgue Lemma:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \| R(t) \pi=0, \quad \text { and } \quad \lim _{t \rightarrow \infty} \| S_{\beta}(t) \rrbracket=0 \tag{11.16}
\end{equation*}
$$

Applying the above results to (11.13) and using (11.15), we find that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \Phi_{0}(x, k ; t)=\exp \left\{-\frac{1}{2}(x, k) \mathrm{j}^{\top}\left\|\boldsymbol{\Sigma}_{\beta}\right\| \mathrm{j}\binom{x}{k}\right\} \tag{11.17}
\end{equation*}
$$

which means that with an arbitrary perturbed thermal state as the initial state, the state of the Brownian particle always approaches the thermal equilibrium state corresponding to (7.41) as $t \rightarrow \infty$.

The above formulation can be trivially generalized to the the most general perturbed thermal state, which is a linear combination of several $\hat{\varrho}_{a b}^{\theta}$ 's defined in (11.1) with the same $\hat{\varrho}_{\beta}$ but different $\hat{a}$ 's and $\hat{b}$ 's [40].

### 11.2 Localized Thermal State

In this section we shall consider a practical example of the perturbed thermal state called the localized thermal state. It is prepared by filtering the ensemble of the Brownian particle, which is originally in thermal equilibrium with the heat bath, through a Gaussian slit represented by the operator [40, 85]

$$
\begin{align*}
\hat{P}\left(x_{c} ; \sigma_{0}\right) & =\left(\frac{1}{2 \pi \sigma_{0}}\right)^{1 / 4} \int_{-\infty}^{+\infty} d x \exp \left\{-\frac{1}{4 \sigma_{0}}\left(x-x_{c}\right)^{2}\right\}|x\rangle\langle x| \\
& =\left(\frac{1}{2 \pi \sigma_{0}}\right)^{1 / 4} \exp \left\{-\frac{1}{4 \sigma_{0}}\left(\hat{q}-x_{c}\right)^{2}\right\}, \tag{11.18}
\end{align*}
$$

where $x$ and $\hat{q}$ correspond to the position of the Brownian particle, $x_{c}$ is the center and $\sigma_{0}$ is the variance of the filter. Note that $\sigma_{0}$ cannot be arbitrarily small due to the uncertainty principle. According to the definition in the last section, this initial state is the perturbed thermal state (11.1) with

$$
\begin{equation*}
\hat{a}=\hat{b}=\hat{P}\left(x_{c} ; \sigma_{o}\right) \tag{11.19}
\end{equation*}
$$

From the Weyl correspondence rule discussed in Sec. 4.1, we know that the Weyl symbol of the operator $\hat{P}\left(x_{c} ; \sigma_{0}\right)$ is

$$
\begin{equation*}
\left(\frac{1}{2 \pi \sigma_{0}}\right)^{1 / 4} \exp \left\{-\frac{1}{4 \sigma_{0}}\left(x-x_{c}\right)^{2}\right\} \tag{11.20}
\end{equation*}
$$

It follows that the characteristic symbols $a_{0}(x, k)$ in (11.11) and $b_{0}(x, k)$ in (11.12) take the form

$$
\begin{equation*}
a_{0}(x, k)=b_{0}(x, k)=C_{0} \delta(x) \exp \left\{-\sigma_{0} k^{2}-i x_{c} k\right\} \tag{11.21}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{0} \equiv\left(\frac{\sigma_{0}}{2 \pi^{3}}\right)^{1 / 4} . \tag{11.22}
\end{equation*}
$$

Substituting the above results into (11.13) gives

$$
\begin{align*}
& \Phi_{0}(x, k ; t)  \tag{11.23}\\
= & \exp \left\{-\frac{1}{2}(x, k) \mathrm{j}^{\top} \llbracket \boldsymbol{\Sigma}_{\beta} \not \mathrm{j}^{2}\binom{x}{k}\right\} \\
& C_{o}^{2} C_{a b}^{\beta} \int_{-\infty}^{+\infty} d k_{a} d k_{b} \exp \left\{-\sigma_{0}\left(k_{a}^{2}+k_{b}^{2}\right)-i x_{c}\left(k_{a}+k_{b}\right)-\frac{1}{2} \sigma_{q q}[\beta]\left(k_{a}+k_{b}\right)^{2}\right\} \\
& \exp \left\{[-m \dot{v}(t ; \beta) x+v(t ; \beta) k]\left(k_{a}+k_{b}\right)+\frac{i}{2}[m \dot{u}(t) x-u(t) k]\left(k_{a}-k_{b}\right)\right\} \\
\equiv & \left.\exp \left\{-\frac{1}{2}(x, k) \mathrm{j}^{\top} \| \boldsymbol{\Sigma}_{\beta}\right\rceil \mathrm{j}\binom{x}{k}\right\} \\
& C_{o}^{2} C_{a b}^{\beta} \int_{-\infty}^{+\infty} d k_{a} d k_{b} \exp \left\{-\frac{1}{2}\left(k_{a}, k_{b}\right) \mathrm{A}\binom{k_{a}}{k_{b}}+\left(k_{a}, k_{b}\right)\left[\mathrm{B}(t)\binom{x}{k}+\mathrm{d}\right]\right\}
\end{align*}
$$

where

$$
\begin{gather*}
\mathrm{A}=2 \sigma_{0}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+\sigma_{q q}[\beta]\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right),  \tag{11.24}\\
\mathrm{B}(t)=-m \dot{v}(t ; \beta)\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)+v(t ; \beta)\left(\begin{array}{ll}
0 & 1 \\
0 & 1
\end{array}\right)+\frac{i}{2} m \dot{u}(t)\left(\begin{array}{cc}
1 & 0 \\
-1 & 0
\end{array}\right)+\frac{i}{2} u(t)\left(\begin{array}{cc}
0 & -1 \\
0 & 1
\end{array}\right), \tag{11.25}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathrm{d}=-i x_{c}\binom{1}{1} \tag{11.26}
\end{equation*}
$$

After performing the double Gaussian integrals in (11.23), we get

$$
\begin{equation*}
\Phi_{0}(x, k ; t)=\exp \left\{-\frac{1}{2}(x, k)\left[\mathrm{j}^{\top} \| \boldsymbol{\Sigma}_{\beta} \prod_{\mathrm{j}}-\mathrm{B}^{\top}(t) \mathrm{A}^{-1} \mathrm{~B}(t)\right]\binom{x}{k}+(x, k) \mathrm{B}^{\top}(t) \mathrm{A}^{-1} \mathrm{~d}\right\} \tag{11.27}
\end{equation*}
$$

where

$$
\mathrm{A}^{-1}=\frac{1}{4 \sigma_{0}\left(\sigma_{0}+\sigma_{q q}[\beta]\right)}\left[\left(2 \sigma_{0}+\sigma_{q q}[\beta]\right)\left(\begin{array}{ll}
1 & 0  \tag{11.28}\\
0 & 1
\end{array}\right)-\sigma_{q q}[\beta]\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right]
$$

hence

$$
\begin{align*}
& \mathrm{B}^{\top}(t) \mathrm{A}^{-1} \mathrm{~B}(t)= \frac{1}{\sigma_{0}+\sigma_{q q}[\beta]}\left(\begin{array}{cc}
m^{2} \dot{v}(t ; \beta)^{2} & -m v(t ; \beta) \dot{v}(t ; \beta) \\
-m v(t ; \beta) \dot{v}(t ; \beta) & v(t ; \beta)^{2}
\end{array}\right) \\
&-\frac{1}{4 \sigma_{0}}\left(\begin{array}{cc}
m^{2} \dot{u}(t)^{2} & -m u(t) \dot{u}(t) \\
-m u(t) \dot{u}(t) & u(t)^{2}
\end{array}\right) \tag{11.29}
\end{align*}
$$

and

$$
\begin{equation*}
\mathrm{B}^{\top}(t) \mathrm{A}^{-1} \mathrm{~d}=\frac{i x_{c}}{\sigma_{0}+\sigma_{q q}[\beta]}\binom{m \dot{v}(t ; \beta)}{-v(t ; \beta)} . \tag{11.30}
\end{equation*}
$$

From (11.27), we find that the time evolution of the mean vector is

$$
\begin{equation*}
\binom{x(t)}{k(t)}=\frac{x_{c}}{\sigma_{0}+\sigma_{q q}[\beta]}\binom{v(t ; \beta)}{m \dot{v}(t ; \beta)}, \tag{11.31}
\end{equation*}
$$

with the initial value

$$
\begin{equation*}
\binom{x(0)}{k(0)}=\frac{\sigma_{q q}[\beta] x_{c}}{\sigma_{0}+\sigma_{q q}[\beta]}\binom{1}{0}, \tag{11.32}
\end{equation*}
$$

and the time evolution of the variances are

$$
\begin{equation*}
\sigma_{q q}(t)=\sigma_{q q}[\beta]-\frac{v(t ; \beta)^{2}}{\sigma_{0}+\sigma_{q q}[\beta]}+\frac{u(t)^{2}}{4 \sigma_{0}}, \tag{11.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{p p}(t)=\sigma_{p p}[\beta]-\frac{m^{2} \dot{v}(t ; \beta)^{2}}{\sigma_{0}+\sigma_{q q}[\beta]}+\frac{m^{2} \dot{u}(t)^{2}}{4 \sigma_{0}} \tag{11.34}
\end{equation*}
$$

Note that $v(0 ; \beta)=\sigma_{q q}[\beta]$. It is interesting to notice that at $t=0$, the filtering operation changes the original variances $\sigma_{q q}[\beta]$ and $\sigma_{p p}[\beta]$ into

$$
\begin{equation*}
\sigma_{q q}(0)=\frac{\sigma_{0} \sigma_{q q}[\beta]}{\sigma_{0}+\sigma_{q q}[\beta]} \tag{11.35}
\end{equation*}
$$

which is the harmonic mean of $\sigma_{0}$ and $\sigma_{q q}[\beta]$, and

$$
\begin{equation*}
\sigma_{p p}(0)=\sigma_{q q}[\beta]+\frac{1}{4 \sigma_{0}} \tag{11.36}
\end{equation*}
$$

When $t \rightarrow \infty$, it is obvious that this state approaches the thermal equilibrium state, as discussed in the last section.

### 11.3 Thermal Squeezed Coherent State

As another example of the non-factorizable initial state, we consider the thermal squeezed coherent state of the Brownian particle [40, 80]. Although it is a special case of the perturbed thermal state (11.1), because of the symplectic symmetry it is easier to first derive the time evolution of the total system, then perform the reduction to get the time evolution of the Brownian particle.

Let us first briefly discuss the general multimode thermal squeezed coherent state constructed from the thermal state of the total system, which is defined as a quantum state corresponding to the density operator

$$
\begin{equation*}
\hat{\mathcal{U}}_{D S} \hat{\varrho}_{\mathcal{A}} \hat{U}_{D S}^{\dagger}, \tag{11.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\mathcal{U}}_{D S} \equiv \hat{D}\left(z_{c}\right) \hat{S}(Q) \tag{11.38}
\end{equation*}
$$

is the same operator for constructing the ordinary squeezed coherent state (1.37), with

$$
\begin{equation*}
\mathbf{Q} \equiv \mathbf{g}^{-\frac{1}{2}} \exp \left(m_{\mathbf{p}}\right) \mathbf{g}^{\frac{1}{2}} \in \mathbf{S} \mathbf{p}(2 N, \mathbf{R}) \tag{11.39}
\end{equation*}
$$

In order to construct the thermal squeezed coherent state for the Brownian particle, we define the one-mode analogue of $Q$ in (11.39) as

$$
Q_{0}=g_{0}^{-\frac{1}{2}}\left(\begin{array}{ll}
a & e  \tag{11.40}\\
e & d
\end{array}\right) \mathrm{g}_{0}^{\frac{1}{2}} \equiv\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

where

$$
\left(\begin{array}{ll}
a & e  \tag{11.41}\\
e & d
\end{array}\right)
$$

is a positive definite and symmetric symplectic matrix, hence the elements in $Q_{0}$ satisfies

$$
\begin{equation*}
a d-b c=1, \quad \text { and } \quad a, d>0 \tag{11.42}
\end{equation*}
$$

The inverse of $Q_{0}$ follows as

$$
Q_{0}^{-1}=\left(\begin{array}{cc}
d & -b  \tag{11.43}\\
-c & a
\end{array}\right)
$$

The thermal squeezed coherent state for the Brownian particle can be defined as a special case of the general (11.37) with $\hat{\mathcal{U}}_{D S}$ only acting on the Brownian particle, i.e., with the $\hat{U}_{D S}$ in (11.38) specified by

$$
\begin{equation*}
z_{c}=\left(x_{c}, \mathbf{0}, k_{c}, \mathbf{0}\right), \tag{11.44}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=Q_{0} \oplus I_{2} \oplus I_{2} \oplus \cdots \cdots \oplus I_{2} \equiv I_{2 N}+\Delta, \tag{11.45}
\end{equation*}
$$

where $I_{2}$ and $l_{2 N}$ are the $2 \times 2$ and $2 N \times 2 N$ unit matrices, respectively. We make a special arrangement of the elements in $Q$ such that

$$
\|Q\|=Q_{0}=\left(\begin{array}{ll}
a & b  \tag{11.46}\\
c & d
\end{array}\right),
$$

hence

$$
\|\Delta\|=\left(\begin{array}{cc}
a-1 & b  \tag{11.47}\\
c & d-1
\end{array}\right) .
$$

We then define the matrix E via

$$
\begin{equation*}
Q^{-1}=J^{\top} Q^{\top} J \equiv I_{2 N}+E, \tag{11.48}
\end{equation*}
$$

where

$$
\mathrm{E}=\mathrm{J}^{\top} \Delta^{\top} \mathrm{J}, \quad\|\mathrm{E}\|=\left(\begin{array}{cc}
d-1 & -b  \tag{11.49}\\
-c & a-1
\end{array}\right) .
$$

After these preparations, we can begin to study the time evolution of the Brownian particle with respect to the thermal squeezed coherent state. Firstly, we use (3.12) to calculate the characteristic function of the multimode thermal squeezed coherent state (11.37) as follows:

$$
\begin{align*}
\Phi_{i n i}(\boldsymbol{z}) & =\operatorname{Tr}\left[\hat{\mathcal{U}}_{D S} \hat{\varrho}_{\beta} \hat{U}_{D S}^{\dagger} \hat{D}(-\boldsymbol{z})\right] \\
& =\operatorname{Tr}\left[\hat{\varrho}_{\beta} \hat{\mathcal{U}}_{D S}^{\dagger} \hat{D}(-\boldsymbol{z}) \hat{U}_{D S}\right] \\
& =\operatorname{Tr}\left[\hat{\varrho}_{\beta} \hat{D}\left(-\boldsymbol{z} \mathbf{Q}^{\top}\right)\right] \exp \left\{i \boldsymbol{z} \boldsymbol{J} \boldsymbol{z}_{c}^{\top}\right\} . \tag{11.50}
\end{align*}
$$

Comparing with (3.31), we find that this $\boldsymbol{\Phi}_{i n i}(\boldsymbol{z})$ has the initial mean vector $\boldsymbol{z}_{c}$ and the initial covariance matrix

$$
\begin{equation*}
\mathrm{Q}^{-1} \boldsymbol{\Sigma}_{\beta} \mathrm{Q}^{-\top} \equiv \boldsymbol{\Sigma}_{\beta}^{s q} . \tag{11.51}
\end{equation*}
$$

Substituting (11.48) into (11.51), the latter becomes

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\beta}^{s q}=\boldsymbol{\Sigma}_{\beta}+\boldsymbol{\Sigma}_{\beta} \mathrm{E}^{\top}+\mathrm{E} \boldsymbol{\Sigma}_{\beta}+\mathrm{E} \boldsymbol{\Sigma}_{\beta} \mathrm{E}^{\top} \tag{11.52}
\end{equation*}
$$

According to (4.37), the time evolution of the above covariance matrix is

$$
\begin{align*}
\boldsymbol{\Sigma}_{\beta}^{s q}(t) & =\mathrm{R}(t) \boldsymbol{\Sigma}_{\beta} \mathrm{R}^{\top}(t)+\mathrm{R}(t) \boldsymbol{\Sigma}_{\beta} \mathrm{E}^{\top} \mathrm{R}^{\top}(t)+\mathrm{R}(t) \mathrm{E} \boldsymbol{\Sigma}_{\beta} \mathrm{R}^{\top}(t)+\mathrm{R}(t) \mathrm{E} \boldsymbol{\Sigma}_{\beta} \mathrm{E}^{\top} \mathrm{R}^{\top}(t) \\
& =\boldsymbol{\Sigma}_{\beta}+\mathrm{S}_{\beta}(t) \mathrm{E}^{\top} \mathrm{R}^{\top}(t)+\mathrm{R}(t) \mathrm{ES}_{\beta}^{\top}(t)+\mathrm{R}(t) \boldsymbol{E}_{\beta} \mathrm{E}^{\top} \mathrm{R}^{\top}(t) \tag{11.53}
\end{align*}
$$

Now we can perform the reduction by extracting out of (11.53) the elements corresponding to the Brownian particle:

$$
\begin{aligned}
& \| \boldsymbol{\Sigma}_{\beta}^{s q}(t) \rrbracket \\
& \left.=\| \boldsymbol{\Sigma}_{\beta}\right\rceil+\left\lfloor\mathrm{S}_{\beta}(t) \mathrm{E}^{\top} \mathrm{R}^{\top}(t) \rrbracket+\llbracket \mathrm{R}(t) \mathrm{ES}_{\beta}^{\top}(t) \rrbracket+\llbracket \mathrm{R}(t) \mathrm{E}_{\beta} \mathrm{E}^{\top} \mathrm{R}^{\top}(t) \rrbracket\right.
\end{aligned}
$$

$$
\begin{align*}
& +\llbracket \mathrm{R}(t) \Pi\|\mathrm{E} \Pi\| \boldsymbol{\Sigma}_{\beta} \Pi\left\|\mathrm{E} \prod^{\top}\right\| \mathrm{R}(t) \prod^{\top}, \tag{11.54}
\end{align*}
$$

where we have used the property that the only four non-zero elements in $E$ are those in UET. The explicit forms of $\sigma_{q q}(i)$ and $\sigma_{p p}(t)$ for the Brownian particle follow as

$$
\begin{align*}
\sigma_{q q}(t) & =-2 c u(t) v(t ; \beta)+2(d-1) m \dot{u}(t) v(t ; \beta) \\
& -2(\mathrm{a}-1) m u(t) \dot{v}(t ; \beta)+2 b m^{2} \dot{u}(t) \dot{v}(\dot{t} ; \beta) \\
& +\sigma_{q q}[\beta]\left\{1+[(d-1) m \dot{u}(t)-c u(t)]^{2}\right\} \\
& +\sigma_{p p}[\beta][-b m \dot{u}(t)+(\mathrm{a}-1) u(t)]^{2} \tag{11.55}
\end{align*}
$$

and

$$
\begin{align*}
\sigma_{p p}(t) & =-2 c m^{2} \dot{u}(t) \dot{v}(t ; \beta)+2(d-1) m^{3} \ddot{u}(t) \dot{v}(t ; \beta) \\
& -2(a-1) m^{3} \dot{u}(t) \ddot{v}(t ; \beta)+2 b m^{4} \ddot{u}(t) \ddot{v}(t ; \beta) \\
& +\sigma_{q q[\beta]}\left[(d-1) m^{2} \ddot{u}(t)-c m \dot{u}(t)\right]^{2} \\
& +\sigma_{p p[\beta]}\left\{1+\left[-b m^{2} \ddot{u}(t)+(a-1) m \dot{u}(t)\right]^{2}\right\} \tag{11.56}
\end{align*}
$$

To obtain the time evolution of the mean vector for the Brownian particle, we first substitute (11.44) into (4.36) and get the time evolution of the mean vector of the total system as

$$
\begin{equation*}
\boldsymbol{z}^{\top}(t)=\mathrm{R}(t)\left(x_{c}, \mathbf{0}, k_{c}, \mathbf{0}\right)^{\top}, \tag{11.57}
\end{equation*}
$$

hence the time evolution of the mean vector for the Brownian particle is

$$
\begin{equation*}
\binom{x(t)}{k(t)}=\llbracket \mathrm{R}(t) \Pi\binom{x_{c}}{k_{c}}, \tag{11.58}
\end{equation*}
$$

i.e., the mean vector follows the restricted phase flow.

When $t \rightarrow \infty$, it is easy to see that this state approaches the thermal equilibrium state.

### 11.4 Displaced Thermal State

Our last example of a non-factorizable initial state is the displaced thermal state [40, 45], which corresponds to the thermal state of the total system with the Brownian particle displaced from the original balanced position by an external constant force. The Hamiltonian which describes this initial state can be taken as a special case of the Hamiltonian in (6.6) of the form

$$
\begin{equation*}
\hat{H}^{\prime}(t)=\hat{H}-\hat{q} f_{X} \theta(-t) \tag{11.59}
\end{equation*}
$$

where $\hat{H}$ is the model Hamiltonian defined in (6.1), $f_{X}>0$ is a constant force, and $\theta(-t)$ is the Heaviside unit step function. The physical picture for the system described by (11.59) is that the Brownian particle is displaced by an external constant force when $t \leq 0$, and accordingly each heat-bath oscillator is also displaced to a new balanced position. The external force is then switched off at the moment $t=0^{+}$, so that the total system, which corresponds to the Hamiltonian (6.1), begins to evolve in time.

In the following we shall study the time evolution of the Brownian particle with respect to this initial state. From Secs. 1.2.2 and 3.5, we know that this initial state is a special case of (11.37) with $\hat{\mathcal{U}}_{D S}=\hat{D}\left(\boldsymbol{z}_{c}\right)$, hence it is also a perturbed thermal state. However, an easier way to solve this particular problem is as follows:

Firstly, we need to calculate the characteristic function of this initial state, which is the thermal state with respect to the Hamiltonir ${ }^{2} H^{\prime}(t)$ in (11.59) for $t \leq 0$. From Sec. 3.5, we know that the covariance matrix of this initial state is the same as the model thermal state defined in Chap. 7, hence the only quantity we have to calculate is the new balanced position for the Hamiltonian (11.59) at $t \leq 0$, which corresponds to $z_{1}$ in (3.35). This new balanced position is easy to determine by completing the square of the Hamiltonian (11.59) for $t \leq 0$ :

$$
\begin{equation*}
\hat{H}^{\prime}=\frac{\hat{p}^{2}}{2 m}+\frac{1}{2} m \omega_{0}^{2}\left(\hat{q}-\frac{f_{X}}{m \omega_{0}^{2}}\right)^{2}+\sum_{\ell}\left[\frac{\hat{p}_{\ell}^{2}}{2 m_{\ell}}+\frac{1}{2} m_{\ell} \omega_{\ell}^{2}\left(\hat{q}_{\ell}-\hat{q}\right)^{2}\right]-\frac{f_{X}^{2}}{2 m \omega_{0}^{2}} . \tag{11.60}
\end{equation*}
$$

Hence we see that the new balanced position, which minimizes (11.60), is ( $\left.x_{1}, 0\right)$ with $\boldsymbol{x}_{1}$ being an $N$-dimensional vector and each of its component being equal to $f_{X} /\left(m \omega_{0}^{2}\right)$. The physical meaning of this result is that the whole system is uniformly shifted by $f_{X} /\left(m \omega_{0}^{2}\right)$ in configuration space, which is a trivial consequence for the independentoscillator model since all heat-bath oscillators are attached (and only attached) to the Brownian particle.

Substituting $z_{1}=\left(x_{1}, 0\right)$ into (3.47), we get the characteristic function of the initial state as

$$
\begin{equation*}
\Phi_{i n i}(z)=\exp \left\{-\frac{1}{2} z J^{\top} \Sigma_{\beta} J z^{\top}+i z J\left(x_{1}, 0\right)^{\top}\right\} \tag{11.61}
\end{equation*}
$$

Since this displaced thermal state differs from the model thermal state (7.40) only by a mean vector, from (7.15) we know that the total covariance matrix is steady, hence the reduced $2 \times 2$ covariance matrix for the Brownian particle is still $\left\|\boldsymbol{\Sigma}_{\rho}\right\|$. Therefore to determine the dynamics of the Brownian particle with respect to this initial state, we only have to calculate the time evolution of the mean vector. For $t>0$, with the new balanced position ( $x_{1}, 0$ ) as the initial value, the expectation value of the position of the Brownian particle evolves according to (6.41):

$$
\begin{equation*}
\langle\hat{q}(t)\rangle=m \dot{u}(t)\left(\frac{f_{X}}{m \omega_{0}^{2}}\right)+\sum_{\ell} m_{\ell} \dot{u}_{\ell}(t)\left(\frac{f_{X}}{m \omega_{0}^{2}}\right) . \tag{11.62}
\end{equation*}
$$

Instead of calculating the explicit form of the above expression, let us consider an auxiliary system described by the Hamiltonian

$$
\begin{equation*}
\hat{H}_{a u x}^{\prime}=\hat{H}-\hat{q} f_{X} \tag{11.63}
\end{equation*}
$$

which differs from (11.59) only by the external force $f_{X}$ being constant for all $t$. Therefore the position of the Brownian particle is stationary for this auxiliary system, i.e.,

$$
\begin{equation*}
\langle\hat{q}(t>0)\rangle_{a u x}=\langle\hat{q}(0)\rangle_{a u x}=m \dot{u}(t)\left(\frac{f_{X}}{m \omega_{0}^{2}}\right)+\sum_{\ell} m_{\ell} \dot{u}_{\ell}(t)\left(\frac{f_{X}}{m \omega_{0}^{2}}\right)+f_{X} \int_{0}^{t} d \tau u(\tau) \tag{11.64}
\end{equation*}
$$

according to (6.41). Since $\langle\hat{q}(0)\rangle=\langle\hat{q}(0)\rangle_{a u x}$, comparison of (11.62) and (11.64) gives

$$
\begin{align*}
\langle\hat{q}(t)\rangle & =\langle\hat{q}(0)\rangle-f_{X} \int_{0}^{t} d \tau u(\tau) \\
& =\frac{f_{X}}{m \omega_{0}^{2}}\left[1-m \omega_{0}^{2} \int_{0}^{t} d \tau \dot{u}(\tau)\right] . \tag{11.65}
\end{align*}
$$

It then follows that

$$
\begin{equation*}
\langle\hat{p}(t)\rangle=-m f_{X} u(t) . \tag{11.66}
\end{equation*}
$$

As $t \rightarrow \infty$, according to (6.45) and (6.46):

$$
\begin{equation*}
\int_{0}^{\infty} d \tau u(\tau)=\frac{1}{Z(0)}=\frac{1}{m \omega_{0}^{2}} . \tag{11.67}
\end{equation*}
$$

Substituting (11.67) into (11.65), we find that $\langle\hat{q}(t)\rangle$ approaches zero when $t \rightarrow \infty$. Since $u(t)$ decays to zero for $t \rightarrow \infty$, so does $\langle\hat{p}(t)\rangle$. Thus we conclude that when $t \rightarrow \infty$, the mean vector of the Brownian particle vanishes, hence the state of the Brownian particle approaches the thermal equilibrium state.

## Conclusion and Outlook

The aim of this dissertation is not to propose a new theory for quantum harmonic Brownian motion, but rather to develop an innovative methodology with the most appropriate mathematical methods. I began this study by noting that almost all existent approaches involve complicated calculations due to the inevitable reduction operation, which is commonly performed by integrating over all heat-bath degrees of freedom. I then noticed that the reduction operation can be much simplified by using the characteristic function as the representative of the density operator. Accordingly, the time evolution of the Brownian particle is also much easier to calculate via the reduced characteristic function, and the modified phase-space approach is the most efficient approach for studying quantum harmonic Brownian motion.

Of course, the characteristic function is not a new idea. I am neither the first one who noticed the simplicity of using the characteristic function for reduction [33, 43], nor the first who applied it to quantum harmonic Brownian motion [96]. However, I believe that the systematic study of quantum harmonic Brownian motion in a general environment via the characteristic function is original, and no one has previously claimed that (at least for this problem) the path-integral approach can be completely replaced by a more efficient phase-space approach.

In my opinion, solving a problem involving reduction is an art of doing the minimum calculations. In this modified phase-space approach, the reduction operation is performed by a projection in the phase space, which guides us to calculate only those quantities necessary for describing the reduced system. The only inconvenience of this approach is that the characteristic function has no direct physical meaning. But we can easily transform it to the Wigner function whose physical meaning is obvious and clear.

In summary, the success of this modified phase-space approach to quantum harmonic Brownian motion relies upon the following three facts:
(i) The model Hamiltonian is (inhomogeneously) quadratic hence the syst?m is linear, therefore it is suitable for the phase-space approach. Moreover, this kind of Hamiltonian allows an exact and explicit derivation of the fluctuation-dissipation theorem.
(ii) The characteristic function is the most efficient representative of the density operator for performing the reduction operation.
(iii) The analogy between the time-evolution operator and the canonical density operator allows the application of results from dynamical problems to the study of the thermal equilibrium state of the Brownian particle.

Generally speaking, all problems of quantum harmonic Brownian motion can be solved with more efficiency using this modified phase-space approach. The following are some examples that I have not been able to cover in this dissertation:
(I) External classical force $f_{K}(t)$ linearly coupled to the momentum of the Brownian particle: This corresponds to adding a term

$$
\frac{\hat{p}}{m} \int_{0}^{t} d \tau f_{K}(\tau)
$$

to the model Hamiltonian (6.6). Doing this puts the position and momentum operators on the same footing in the model Hamiltonian.
(II) Time evolution of the Wigner function and the coordinate representation of the Brownian particle: This can be obtained from the time evolution of the reduced characteristic function via the transformation formulas listed in Sec. 3.2. In particular, for factorizable initial states the exact propagators $[10,73]$ can be derived from (10.11).
(III) Damping of quantum interference with the initial state being a superposition of two non-identical squeezed coherent states: This is a trivial generalization of the problem discussed in Sec. 10.4.
(IV) System with a few coupled Brownian particles [16]: This corresponds to a reduced system with more than one degree of freedom. According to the formulations in Chap. 5, the modified phase-space approach can be straightforwardly generalized to deal with this kind of problem.
(V) Free Brownian Motion [39, 40, 46]: This corresponds to the limit $\omega_{0} \rightarrow 0$ in quantum harmonic Brownian motion. Since the model Hamiltonian becomes non-negative definite in this limit, the corresponding $v(t ; \beta)$ diverges in general. Therefore it is necessary to replace $v(t ; \beta)$ by

$$
(v(t ; \beta)-v(0 ; \beta))+v(0 ; \beta)=\left(v(t ; \beta)-\sigma_{q q}[\beta]\right)+\sigma_{q q}[\beta]
$$

before taking the limit $\omega_{0} \rightarrow 0$. It can be shown that only $\left(v(t ; \beta)-\sigma_{q q}[\beta]\right)$, which is always finite, survives after the limit has been taken. To compare with the classical theories discussed in Chap. 2, the quasi-probability distribution functions over configuration space and momentum space can be obtained, respectively, via

$$
P(x ; t)=\int_{-\infty}^{+\infty} d k W_{0}(x, k ; t)
$$

and

$$
P(k ; t)=\int_{-\infty}^{+\infty} d x W_{0}(x, k ; t)
$$

where $W_{0}(x, k ; t)$ is the reduced Wigner function of the Brownian particle.

Although I have only discussed quantum harmonic Brownian motion in this dissertation, the technique introduced here can be generalized to many other linear quantum open systems. In particular, the characteristic function is useful for any problems involving the reduction operation. In the following, I list four possible non-trivial generalizations of this modified phase-space approach:
(I) Time-dependent quadratic potentials, where the characteristic frequency of the Brownian particle becomes time-dependent, and $\omega_{0}^{2}(t)$ is allowed to be zero or negative for certain time intervals (e.g., a particle periodically kicked by a Hooke force [17], a charged particle in the Paul trap [35, 72]): The calculations are similar to those in this dissertation, but the corresponding fundamental solution $u(t)$ cannot be expressed in a closed form in general. It is believed that some approximations are necessary for this kind of problem.
(II) Anharmonic potentials: The phase-space approaches rely on the model Hamiltonian being (inhomogeneously) quadratic. If the Hamiltonian contains higher degree
terms [11, 13, 16], e.g., those in quantum tunneling or quantum coherence problems, then the time evolution of the Wigner function and the characteristic function cannot be exactly determined by the phase flow. As in the path-integral approach, a perturbation scheme is necessary for dealing with these kind of quantum systems.
(III) Finite-state systems: In contrast to the quantum harmonic oscillator which has infinite energy eigenstates, many quantum open systems can be approximated by finitestate systems, e.g., the simplest two-state system [61]. Since these so-called spin-boson Hamiltonians have no classical analogues, there is no corresponding classical phase space. Nevertheless, the technique of performing reduction via the characteristic function is still valid for these systems [43].
(IV) Fermionic heat baths [15]: The model discussed in this dissertation is, of course, a bosonic heat bath. It has been noticed recently that an infinite set of fermionic particles can also serve as a heat bath model. It is thus an interesting problem to generalize this modified phase-space approach to include the fermionic degrees of freedom. A possible way is to start with the supersymmetric Wigner function [1].

APOLOGY: Since Brownian motion, both classical and quantum-mechanical, has a long history and has been studied by innumerable authors, it is almost impossible to exhaust the literature on this subject. To conclude this discussion, I would like to make an apology to those authors whose works I have not been able to quote in this dissertation.
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