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FOREWORD 

The Data Management Research Project at Lawrence Livermore Laboratory 

(LLL) prepared the functional specifications for a Monitor of Distributed . 

Data Systems (MODDS) under contract [RA] 76-12 with the U.S. Department of 

Transpo r t a t i on /T ra .n spo r t a t i on  Systems Center (DOTITSC). LLL will submit 

Part 2, the detailed specifications, to the contract monitor (Alan Kaprelian, 

Information Division, DOTITSC; Cambridge, Massachusetts). Part 1 contains 

a digest of these specifications. 

Thi reporl was prepared 8s an s a u v n l  u f  work 
smnwred by the United Stater Government. Neither 
the United Statn nor the United Scata Esxsno 
Rcsarch and DcMlopmenl Admini.lntion, nor any ol 
Unsi cmplsyoon, nor any nf thrir cpptnctorr, 
subwntmclon. or theb cmployca. m k n  any 
warranty, erprur or implied, or arsumcr any Itgal 
liability or responsibility far the accuracy, cornplctcncu 
PI upcfulncn of any information, appualur, product or 
p m c a  d k l o s d ,  or reprelenls lhnt ilr uu. ruiild nst 
infringe pr inlc ly owned rights. 
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A MONITOR OF DISTRIBUTED DATA SYSTEMS (MODDS): 

PART 2, DETAILED FUNCTIONAL SPECIFICATIONS 

ABSTRACT 

Lawrence Livermore Laboratory (LLL) investigated a new approach for 

improving the use of geographically distributed computer services used by 

Lhe U.S. Department of Transportation/Transportation Systems Center (DOTITSC). 

The interactive use of these distributed services (a major portion of which 

are data bases) consumes increasing amounts of the DOT user-analyst's time. 

The new approach increases accountability, selection capability, usability, 

and control of distributed services use. LLL's approach centers these four 

elements in MODDS, which is an intermediary between the user-analyst and 

the.distributed computer services. 

This Part 2 report presents a detailed description of the current 

operational problems. It then proposes a solution that addresses each of the 

problems. LLL performed the work as part of an ongoing contract with the 

Information Division of DOTITSC. 

INTRODUCTION AND PURPOSE 

The U.S. Department of Transportatjnn (DOT) uses vast quantities of 

transportation-related data to assess current transportation facilities and 

to plan for future transportation needs. DOT established a Transportation 

Systems Center ('fSC) to provide a statistical and analytical foundation for 

transportation assessment, planning, and engineering. This center, which 

cullects, a~ssmbl.es, coordinates, and disseminates statistics on current 

transportation activities, also conducts studies and reports the meaning and 

significance of its statistics. 

DOTITSC, a relatively new organization, has faced many problems in 

accomplishing the tasks in its charter. One of its large problems concerns 

the handling and manipulating o1 transportation d a t a .  

Unlilce many nther data processing installations that maintain their own 

data exclusively inhouse, DOTITSC must make use of data collected by other 

agencies and organizations such as the Federal Aviation Administration, Civil 

Aeronautics Board, Federal Highway Administration, National Bureau of Econon~ic 

Research, etc. The requirement to use these data resources, which are 



d i s t r i b u t e d  throughout  t h e  n a t i o n ,  c r e a t e s  d i f f i c u l t i e s  i n  use and i n  account- 

i n g  f o r  t h e  use  of d i s t r i b u t e d  d a t a .  

Th i s  r e p o r t  i n t e n d s  t o  i d e n t i f y  t h e  prohlems of use and 01 accounting 

f o r  t h e  u s e  of d i s t r i b u t e d  d a t a .  A s o l u t i o n  us ing  a Monitor of D i s t r i b u t e d  

Data Systems (MODDS) w i l l  be  proposed and t h e  MODDS func t ion  w i l l  b e  descr ibed .  

BACKGROUND AND USE OF DISTRIBUTED COMPUTER SERVICES 

D i s t r i b u t e d  Data: A H i s t o r i c a l  Pe r spec t ive  - 

Prom t h e  time of ' t he  f i r s t  computer, i t s  use  has had t o  adapt  t o  t h e  

r a p i d  e v o l u t i o n  of i t s  teclinology. Ear ly  use centered  around t h e  o r g a n i z a t i o n ' s  

computer. Usual . . ly t h e  o rgan iza t iun  had only one, *and all. computer work was 

accomplished on t h a t  machine. A s  computers became more economical, organiza-  

t i o n s  could a f f o r d  s e v e r a l ,  and t y p i c a l l y ,  c e r t a i n  a p p l i c a t i o n s  were developed 

t o  run  on s p e c i f i c  machines. The minicomputer boom has f u r t h e r  a c c e l e r a t e d  

t h i s  evo lu t ion .  Many o rgan iza t ions  have acqui red  a l a r g e  a r r a y  of minicompu- 

t e r s  t o  address  s p e c i f i c  a p p l i c a t i o n s .  

Other than  growing computer power w i t h i n  an  o rgan iza t ion ,  competi t ion 

from con~puter -serv ice  vendors began t o  i nc rease .  A s  computer technology 

developed, commercial vendors were a b l e  t o  decrease  t h e i r  c o s t s  t o  such a , 

degree  t h a t  i t  was f r e q u e n t l y  more c o s t - e f f e c t i v e  t n  go outo idc  tlie u ~ g a n i z a t i o n  

f o r  c e r t a i n  computer s e r v i c e s .  

Over t hc  yea r s .  CornplitPr s e rv i cco  d i v e r s l l l e d  a s  w e l l .  Time s h a r i n g  

became one of t h e  f i r s t  types  of s e r v i c e  ava i l ab l e .  Time-sharing s e r v i c e  

i n s t a l l a t i o n s  p r o l i f e r a t e d ,  and competi t ion forced  each one t o  o f f e r  s e r v i c e s  

d i f f e r e n t  from any of t h e  o t h e r s .  Through t h i s  process  of evoJ.ution, vendors 

of computer s e r v i c e s  began t o  o f f e r  s p e c i a l i z e d  programs and d a t a  bases .  

Emerging Data Servi rps -- 
Various companies o f f e r  a r e p e r t o i r e '  of s p e c i a l i z e d  d a t a  bases  a long  

w i t h  program t o o l s  t o  ana lyze  them. These d a t a  s e r v i c e s  o f t e n  provide  d a t a  

I n  a very  c o s t - e f f e c t i v e  manner. Data is  usua l ly  inexpensive because t h e  vendor 

can  amor t ize  c o s t s  over  many customers.  ,By a .va i l ing  i t s e l f  of va r ious  d a t a  

s e r v i c e s ,  a n  o r g a n i z a t i o n  may use  b e t t e r  d a t a  a t  a f r a c t i o n  of t h e  c o s t  of 

doing i t s  own c o l l e c t i n g ,  i n s t a l l i n g ,  main ta in ing ,  and process ing  of d a t a .  

Some of t h e  emerging d a t a  s e r v i c e s  used by t h e  Department of Transporta- 

t i o n  fo l low:  

- 2- 



a Applied Programming Languages, Inc .  (APL). APL s u p p l i e s  t h e  C i v i l  

Aeronautics Board (CAB) Form 41  d a t a  base by means of an  o n l i n e  computer 

system c a l l e d  AAIMS. 

o Data Resources, Inc .  (DRI). D R I  markets econometric models of n a t i o n a l  

and r e g i o n a l  scope. It a l s o  .supports d e t a i l e d  t ime-ser ies  ana lyses  of 

such s u b j e c t s  a s  t h e  Consumer P r i c e  Index, popula t ion  s t a t i s t i c s ,  wage 

r a t e s ,  and energy consumption. 

Nat ional  Bureau of Economic Research (NBER). NBER provides  s e r v i c e s  very  

s i m i l a r  t o  those  of t h e  D R I  s e r v i c e .  I ts TROLL package suppor ts  s t a t i s -  

t i c a l  ana lyses  of va r ious  econometric d a t a .  

a Computer Science Corporat ion (CSC). CSC (INFODATA) is  coord ina t ing  wi th  

the  Federa l  Aviat ion Administrat ion (FM) t o  e s t a b l i s h  o n l i n e  requi re -  

ments f o r  d a t a  d i s t r i b u t i o n  of v i t a l  s t a t i s t i c s  t o  FAA/DOT. 

e Boeing Computer System (BCS). BCS provides  s e r v i c e s  t o  DOT t v  process  

d a t a  gathered from the  a i r -  and ground-transportationindustries. 

~ r a n s p o r t a t i v n  Systems Center.  TSC provides  d a t a  t o  DOT. Its systems 

1022 and DBMS-10 provide d a t a  t y p i c a l l y  n o t  a v a i l a b l e  t o  t h e  DOT 

community from commercial sources  because of r e s t r i c t i o n s  on t h e  

d i s t r i b u t i o n  and use  of p r o p r i e t a r y  d a t a .  

Commercial Computer Se rv i ces  

Besides t hese  d a t a  s e r v i c e s ,  DOT/TSC purchases t ime-sharing and ba tch  t 

s e r v i c e s  from such vendors a s  

F i r s t  Data Corp., Tymshare, USS Engineers & Consul tan ts ,  General E l e c t r i c  

Co., Bowne Time Sharing,  United Computing Systems, Control  Data Corpora- 

t i o n ,  1nformaLlcs Inc . ,  Computer Network Corp., Gruruman Data Systems, and 

McDonnell-Douglas Alltomation Co. These s e r v i c e s  a r e  o f f e r e d  on a v a r i e t y  

of hardware from such s u p p l i e r s  a s  D i g i t a l  Equipment Corp., Honeywell, 

Control  Data Corp., and I n t e r n a t i o n a l  Business  Machines. 

With such hardware comes an even g r e a t e r  v a r i e t y  of sof tware  systems. 

The sof tware  ope ra t ing  systems f o r  t h e  same hardware sometimes d i f f e r  among 

vendors.  Methods f o r  using t h e  ope ra t ing  systems, f i l e s ,  and d a t a  bases  a l s o  

vary  ac ros s  t h e  vendor s e r v i c e s .  

Coping wi th  t h e s e  vendor s e r v i c e s  r e q u i r e s  t h e  DOT a n a l y s t  t o  know how 

t o  

1. esLabl i sh  a connectinn t o  a computer, 



2.  l og  on t o  each system, 

3 .  be  a b l e  t o  p roces s  s t i p u l a t e d  t a s k s ,  

4.  know how t o  r ecove r  from an unexpected e r r o r  o r  systcm message, 

5. l o g  o f f  t h e  system, and 

6.  d i sconnec t  from i t .  

Frequent ly ,  t h e  p roces s ing  t a s k s  mentioned i n  i t em 3 above inc lude :  

a c r e a t i n g  f i l e s ,  

a e d i t i n g  f i l e s ,  

a l i s t i n g  f i l e s ,  

a w r i t i n g ,  compil ing,  and execut ing  d a t a  base  a p p l i c a t i o n  programs. 

Current-&e of Cnmputar Ecrvicev w l  P h i n  DO'I'/TSC -- - . -- 
To u3c t h e s e  various d a t a  and t ime-sharing s e r v i c e s ,  t h e  DOTfTSC u s e r s  

and a n a l y s t s  must be  versatile. Basically, the u s e r s  and a n a l y s t s  f i t  i n t o  

two c a t e g o r i e s :  t hose  t h a t  d i r e c t l y  use  t h e  computer and those  t h a t  do n o t .  

The a n a l y s t s  t h a t  do n o t  dTrec t ly  use  t h e  computer convey a  d e s c r i p t i o n  

of t h e i r  problem and a  method of s o l u t i o n  t o  a  computer programmer. Use of 

computers a t  D O T ~ T S C ,  however, is  n o t  a s  c e n t r a l i z e d  a s  t h i s  d i s c u s s i o n  might 

imply. Members of the.DOT/TSC user -ana lys t  community use a  v a r i e t y  of d a t a  

and t ime-sharing s e r v i c e s  a s  mentioned p rev ious ly  (F ig .  1 ) .  

The user -ana lys t  community acces se s  t h e s e  se rv i ,ces  p r i m a r i l y  wit11 cllal- 

up tcleiuuuiiunications and t e rmina l s  equipped wi th  a c o u s t i c  coup le r s ,  a l though 

remote job e n t r y  termin,als  a r e  sometimes used. S ince  t h e  ma jo r i t y  of o u t s i d e  

computer use  i s  w i t h  i n t e r a c t i v e  t e rmina l s ,  t h i s  r e p o r t  focuses  on problems 

t h a t  occur  w i t h  i n t e r a c t i v e  u se  of t h e s e  remote computers. 

A t y p i c a l  t e rmina l  s e s s i o n  involv ing  two remotc compuLers might be a s  

fo l l nws  : 

a Determine what sou rce  d a t a  i s  r equ i r ed  and where a  computerized v e r s i o n  

of t h e  d a t a  e x i s t s .  

a D i a l  up computcr "A", which has  t h e  requi red  d a t a .  

a Log on t o  t h e  computer. 

a Locate  t h e  d a t a  and a n a l y s i s  f i l e s  t o  be  used. 

a E x t r a c t  d a t a  from une of t h e  d a t a  bases  on t h e  "A" computer. 

P u t  t h e  r c s u l t a l ~ C  d a t a  on a  t ape  c a s s e t t e .  

a Log o f f  t h e  "A" computer. 

a Hang up t h e  phone.. 

a Rewind t h e  t ape  c a s s e t t e .  

a D i a l  up computer "R". 
- 4- 



User/analyst 1 Computer A 

User/analyst  2 Computer B 

User/analyst  3 Computer C 

User lana lys t  4 Computer D 

Fig .  1. T y p i c a l  u s e  of d i s t r i b u t e d  computing s e r v i c e s .  

-5- 



Dia1.u~ computer "B". 

Log on to co~liputer "B". 

Construct a file on computer "B" from the tape cassette. 

Reformat data to make it compatible with the input format for the plotting . 
and analysis routines. 

t 
o ,  Locate plotting and analysis packages. 

Analyze and plot data. 

Log off computer "B". 

Hang up the phone. 

The simple task of extracting data from a data base and analyzing and 

plotting the results requires at leasr the above 17 steps using t .he current 

mode of operation. Some of these steps are potentially involved and cumber- 

some. For example, copying the data to a cassette or constructing a file from 

a cassette is a complex procedure in some computer systems, wtiile it is very 

simple in others. ' A s  can be seen from the above scenario, the current mechan- 

isms are quite cumbersome. They raise problems.for computer resource manage- 

ment and progress reporting to management. The next section discusses these 

problems in more detail. 

PROBLEMS IN USING DISTRIBUTED SYSTEMS 

Accountability 

Eesides the use prnhl>ems acoociated wiL11 dlsrributed resources, account- 

ill8 L u r  rhC use ot resources is difficult. When all computer resources are 

local, accounting for the resources and accountability for such use is easily 

maintained with programs and administrative suppvrt from the operations staff 

ot the computer center. However, when resources are procured from outside 

vendors, the operations staff can no logger generate  ur aocumulntc suc11 

statistics. 

Outside vendors, like an in-house computer facility, maintain st.atistics 

on customer computer use. Management generally receives bills for these 

outside services at month's end. The billed services are from telecomunica- 

tions vendors, data systems vendors, and time-sharing vendors. The charges, 

itemized by each user, often break down into such categories as processing, 

disk storage, and connect time. 

Several problems exist with this type of billing arrangement. First, 

the managers no longer can ask intermediate questions such as how much.have 



we spen t  s o  f a r ?  Second, each vendor has  d i f f e r e n t  charging schemes t h a t  a r e  
. . . . . . - . . 

nonuniform. Third,  t h e r e  is  no check on t h e  vendor 's  c la im a s  t o  t h e  amount . . .  

of money spen t .  F i n a l l y ,  b i l l s  a r e  only i temized by use r  i d e n t i f i e r .  A s  

such, they a r e  very coa r se  accounting s t a t i s t i c s  and do no t  i nc lude  accounting 

f o r  a l l  resources  used. 
9 . -. 

I Determining What Resources E x i s t ;  Sharing Resources 

, ;  With a p l e t h o r a ' o f  s e r v i c e s  a v a i l a b l e  today, t h e  DOT/TSC user-analyst  is ,  

t o  a l a r g e  e x t e n t ,  unaware of which vendor has t h e  bes t - su i ted  soft"are  o r  

hardware f o r  t h e  t a sk .  Docu~nentation of t hese  resources  i s  o f t e n  incomplete,  

and the  a n a l y s t  may have t o  r e l y  on word-of-mouth i n s t r u c t i o n  from o t h e r s .  

The a n a l y s t  could g r e a t l y  b e n e f i t  from a ca t a log  of a v a i l a b l e  resources  and a 

r a t i n g  scheme f u r  t h e s e  s e r v i c e s  to make an i n t e l l i g e n t  choice  of f a c i l i t i e s .  

Users a r e ,  t o  a g r e a t  degree ,  unaware of t h e  o v e r a l l  f a c i l i t i e s  a v a i l a b l e  

t o  them. Thus, u s e r s  tend t o  d u p l i c a t e  similar work of o t h e r s ,  and t h e r e  i s  

minimal sha r ing  of programs, d a t a  bases ,  o r  r e s u l t s .  

A b i l i t y  t o  Use 

Since DOT/TSC uses  va r ious  d a t a  s e r v i c e s  t o  accomplish d e t a i l e d  ana lyses  

of t r anspor t a t ion - re l a t ed  d a t a ,  t he  e f f i c i e n t  use  of t h e  va r ious  s e r v i c e s  i s  

l e s s  than i f  t h e  c e n t r a l  computer a t  DOT/TSC w a s  used. The reason f o r  t h i s  

s i t u a t i o n  stems from t h e  d i s t r i b u t e d  n a t u r e  of computer r e sou rces .  

Armed only wi th  a te rmina l  and a te lephone,  t he  a n a l y s t  must use the  

va r ious  resources  from a d i v e r s e  s e t  of da t a  vendors.  To use  t h e s e  d a t a  

r e sou rces ,  t h e  a n a l y s t  must remember 

1. t h e  te lephone numbers of t h e  system, 

'2. te lephone and computer-network access  mechanisms, 

3 .  terminal-. iden,tif  i c a t i o n  p ro toco l s ,  

4.  log-in procedures,  i nc lud ing  i d e n t i f i e r ,  password, and accounc 

number, 

5 .  executive-language commands t h a t  a l low t h e  a n a l y s t  t o  compile and 

execute programs, e d i t  f i l e s ,  access  da t a  bases ,  e t c . ,  and 

6.  what t o  do i.f something goes wrong. 

A l l  t he se  procedures a r e  u sua l ly  learned  through experience,  and f o r  

t a s k s  l i k e  6 above, t h e  l ea rn ing  procedure cont inues  a s  systems and sof tware  

evolve . 
The d i s t r i b u t e d  na tu re  of d a t a  resources  complicates  t h e  l e a r n i n g  

procedure because a l l  t he  i d i o s y n c r a s i e s  f o r  each system must be. .Learned. I f  



an analyst is to use six systems, he must learn six each of the following: 

telephone numbers, network-access mechanisms, terminal-identification protocols, 

log-in procedures, executive languages, error-recovery procedures, etc. 

'I'he time ileeded to gain famil-iarity with six dissimilar systems is at 

least six times as great as learning any one system. Not only is the 

learning effort time consuming, the analyst must also be able to keep 

instructions for each system separate and must readily switch among systems 

without confusion. 

The problem is not learning all these aspects of a system; it's 

learning and maintaining a level of expertise for several or all these systems. 

Very few users, if any. can he expcctcd to L e  i~l~in\A!.r?ly familiar w i t h  all. 

fourtcen systnns used by DOT/TSC today. 

To date, when c a p i n g  with thc i n t ~ i c a c l e s  required to access and use 

the various distributed resources, analysts have either 

concentrated on only a few systems, 

channeled most requests for computer analysis through computer specia- 

lists, or 

worked without computers. 

Concentrating on just a few systems allows the analyst to maintain a 

reasonable familiarity with procedures to process data from any one ~ r ~ n d ~ r  of 

daLd ~esUurCeS. Thus, an analyst is effectively.limited to two or three 

systems, which eliminates the advantages of fe red  by thc divcrsiLy n f  systems 

and the communications facilities. 

Channeling requests for analysis through computer specialists allows 

noninteractive access to many systems, but the analyst is far remuved from 

the actual analysis and does not use its full potential. Communicating the 

method of analysis Lo a computer specialist is difficult and time cvcuming 

L u r  both computer specialist and analyst. Another disadvantage of this 

approach is the added need for computer specialists to remember and perform 

computer-related work. 

Because of the present cumbersome access to distributed resources, 

several difficulties arise: 

a Programmer/analysts are inefficiently used because the available 

system is cumbersome. 



Resources are not fully exploited because of the lack of awareness of 

the most appropriate facility and insufficiently powerful data-handling 

facilities. 

Effort is duplicated throughout DOTITSC because of poor communication 

among users and the difficulty of sharing programs and data. 

Evaluating the significance of Lransportation statistics, as mandated by 

the DOTITSC charter, is difficult. Far-ranging policy decisions 

necessarily require data gathered by several agencies. Aggregating this 

data into a for111 that can be assimilated and then evaluated is tedious 

when data from several computer centers is involved. 

Control 

Current operational mechanisms permit any user with a valid identifier, 

password, and account number to access a remote system. The organization 

relies on the vendor of the computer services to invalidate or validate users 

and passwords. Control of resources at the vendor's computer also relies on 

vendor software to permit and restrict access to files, data bases, and programs 

Relying solely on vendors to provide all the control is not,desirable. 

Vendors do not have ultimate responsibility for the misuse or illicit dissemi- 

nation of data. A vendor's primary responsibility is to supply service. 

Thus, it is desirable to establish high-level control over data and analysis 

programs within DOTITSC. 

REQUIRED IMPROVEMENTS IN USING DISTRIBUTED SYSTEMS 

The following four major areas require improvement: 

Accountability. 

e Determination of availability and sharing of resources. 

o Ease-of-use of distributed data systems. 

a Control over the use of distributed resources. 

Accountability 

Accountability; i.e., keeping track of allocated funds and all resources 

(including manpower, hardware, and software) and who has or has had custody, 

is an important management functiuu. Thc cystem shn~ild provide early notice 

whenever resources are misused, underused, or overused. The accountability 

mechanism should be designed to identify the cause of abuse and pinpoint the 

responsibility. With this information, recovery can be facilitated and 

unauthorized penecralina of thc Eystem detected early enough to prevent major 

lnss. 
- 9- 



To achieve this accountability, the following four points must be 

en£ orced . 
Accounting for Physical Resources - This portion of the accounting 

mechanism keeps track of the physical resources used, such as central process- 

ing unit (CPU) time, peripheral storage, communication channels, and terminal 

activities. 

This detailed information has three uses: 

a One can determine when to increase or decrease telecommunications 

facilities. ~omm;nications vendors provide a spectrum of communications 

resources; each service is specialized, each has its tradeoffs. Selec- 

tion of the optimtlm s ~ r v i c a  rcquirea deLailerl lase statistics. Sophis -  

ticaLed facilities can be included to automatically and dynamically 

configure the a~7ai Isable communi~aLlu~18 fatllities to minimize costs. 

a One can determine whether to locate data locally or remotely. Data - 
accessed frequently should probabl-y bc located at the local computer 

installation; data accessed infrequently should be located at remote 

sites. 

a One can plan for future needs. Trends in computer use can, to a certain 

extent, be predicted based on use statistics. Such statistics can be 

helpf111 in planning for Iuture communications needs. data n e e d s ,  ooftwart 

needs, etc. 

Accoilnting for Human Resourc-es - - This portion accouiils for the human 

effort in task execution. Data can be collected on connect ttme, on frequency 

of access to resources, and on file use to give an accurate picture of effort. 

The accumulation of costs by an individual analyst and by project not only 

provides a ~ueasurement for individ~lal performance bclL also offers a way to 

distribute costs directly to the projects. 

Accounting for Resource Access - Access to all physical computer-related 

resources should be a matter of record, and management should be able to 

identify custody and access at all times. 

Reporting Regularly - Regular reporting should be provided to assure the 
identification of irregularities. Dynamic reporting should automatically 

generate exception reports for management (e.g., production of a report after 

$1000 has been spent). 



Determining Resource Sharing; Online Assistance O 

Technical feasibility of resource sharing has been demonstrated by 

time-sharing computer systems and geographically distributed computer networks. 

There are a number of reasons that make resource sharing beneficial: 

Sharing eliminates redundancy. Theoretically, sharing will allow a 

data base and application programs to be developed and stored only once 

in the system. 

Sharing aggregates specialized demands into specialized services. 

Resources are better used because they address specific needs. 
. . 

Sharing will promote access to a wider range of resources. Since the 

unique resources and specialized packages become profitable through 

sharing, a wide range of resources are available. 

For broad sharing of resources, compatibility, common access, and online 

assistance should be included. 

Compatibility - With various resources available on different computer 

systems, a proliferation of possibly confusing or c.onflicting uses of the 

systems and their access methods may arise. .This could inhibit the sharing of 

all resources. Full use of all available resources requires compatible 

resources. This includes command-language, communication-protocol, system- 

message and common- terminology, f ile-s tructure, and prograrkiing-language 

compatibility. Command languages must be logically compatible so that a user 

can work with a number of systems simultaneously. Communication protocols 

should be compatible to make access and transmission transparent to users. 

The format of messages from various systems and terminologies used in the 

messages should be as uniform as possible to express the messages unambiguously. 

DaLa bases and programs are the most important resources to be shared; therefore, 

compatibility among data bases and programs is the most important component 

of compatibility. 

Increased use of high-level programming languages and data base management 
. .. . 

systems has made the compatibility problem among data bases and programs a bit 

more manageable. Research on high-level language transl-ation, data translation, 

and migration has received considerable attention in recent years. These 

'i research results and efforts should apply to the MODDS efforts and provide a 

foundation for further compatibility. 



Common Access  Method - A s i m p l e  and common a c c e s s  method shou ld  be 

p rov ided  t o  a s s i s t  a u s e r  i n  a c c e s s i n g  and s h a r i n g  d a t a  b a s e s  and programs. 

To a c h i e v e  t h i s  g o a l ,  i t  would be  d e s i r a b l e  t o  have a " s i n g l e - p o i n t  c o n t a c t , "  

where a  u s e r  may make a r rangements  f o r  s e r v i c e s ,  o b t a i n  t h e  l a t e s t  i n f o r m a t i o n  

on d i f f e r e n t  s e r v i c e s ,  o r  even o b t a i n  a d v i c e  and c o n s u l t a t i o n  on u s i n g  t h e  

s e r v i c e  more e f f e c t i v e l y .  T h i s  " s i n g l e - p o i n t  c o n t a c t "  would p r o v i d e  e a s y  

a c c e s s  mechanisms. Through t h e  u s e  of t h e  c e n t r a l  c o n t a c t ,  wit11 a l l  t h e  

r e s o u r c e s  b e i n g  a c c e s s e d  th rough  i t ,  t h i s  method assists u s e r s  i n  a c c e s s i n g  . 

and  s h a r i n g  d a t a  b a s e s .  

On-line A s s i s t a n c e  - Once a u s e r  h a s  "logged on" t o  t h e  sys tem,  t h e  

o p e r a t i o n  shou ld  be c o n t i n u o u s .  T h i s  r e q u i r e s  nr1.1.ine u s e r  a s o i s t a n c e .  

T y p i c a l  a s s i s t a n c e  may b e  a message abou t  sys tem s t a t u s  and a v a i l a b i l i t y  of 

s e r v i c e s ,  a s h o r t  t u t o r i a l  r e g a r d i n g  sys tem o p e r a t i o n  and a p p l i c a t i o n s ,  a  

l i b r a r y  o f  o n l i n e  documentat ion,  a n  o n l i n e  news b u l l e t i n ,  and a  l i s t  u f  

c o n s u l t a n t s  who p r o v i d e  a s s i s t a n c e .  

One of t h e  major  components t h a t  t h e  o n l i n e  a s s i s t a n c e  f a c i l i t y  must 

i n c l u d e  i s  a d i r e c t o r y  of a v a i l a b l e  r e s o u r c e s .  T h i s  o n l i n e  d i r e c t o r y  shou ld  b e  

c o n s t r u c t e d  from t h e  r e s u l t s  of t h e  b i b l i o g r a p h i c - d a t a  f i l e  p r o j e c t .  The 

o n l i n e  d i r e c t o r y  would assist  u s e r / a n a l y s t s  a t  DOT/TSC i n  l u c a t i n g  d a t a  b a s e s  

and a n a l y s i s  programs germane t o  t h e i r  t a s k s .  

A b i l i t y  t o  Use 

Ease  of U s e  - The i n a b i l i t y  t o  u s e  computer r e s o u r c e s  i n  a  d i s t r i b u t e d  

environment  i s  one  of t h e  main h i n d r a n c e s  of d i s t r i b u t e d  computing. Wilereas 

economic b e n e f i t s  a r e  o f t e n  reaped  i n  p u r c h a s i n g  s e r v i c e s  from o u t s i d e  

v e n d o r s ,  t h i s  b e n e f i t  is ,  t o  a c e r t a i n .  e x t e n t ,  a r t i f i c i a l  i f  t h e  cv~r ip lex i ty  

o f  t h e  d i s t r i b u t e d  r e s o u r c e s  r e n d e r s  them cumbersome t o  use .  Thc c o s t  i n  

terms of "people  t ime" i n c r e a s e s  d r a m a t i c a l l y ,  and i n  some ~ . R S P S ,  p a ~ i l y  

overshadows any c o s t  d e c r e a s e  r e a l i z e d  from t h e  d i s t r i b u t e d  a r c h i t e c t u r e .  

A more u s a b l e  sys tem r e q u i r e s  an  i n c r e a s e  i n  u s e r  e f f i c i e n c y  and a 

u n i f i e d  view of d i s t r i b u t e d  r e s o u r c e s .  For  t h i s  v iew,  t h e  u s e r  s h o u l d  

r e q u e s t  a r e s o u r c e  such  as a program o r  a d a t a  b a s e .  Tlie u s e r  need n o t  know 

where t h e  r e s o u r c e  e x i s t s  and shou ld  n o t  have t o  perform any c o n n e c t i o n  t o  

t h e  computer t h a t  h a s  t h e  r e s o u r c e .  T h i s  view would l o o k  t o  t h e  u s e r  a s  il: 

t h e r e  was a  c e n t r a l  computer w i t h  a l l  t h e  r e s o u r c e s  a v a i l a b l e  b u t  would 

a c t u a l l y  b e  a n  a r c h i t e c t u r e  where t h e  r e s o u r c e s  a r e  d i s t r i b u t e d  among d i s s i m i l a r  

computers .  



To provide the unified view of resources distributed across dissimilar 

computers requires many automatic mechanisms. Some of the most important 

mechanisms must dynamically handle the selection and placement cf resources 

among the computers for efficient response. Mechanisms must also be supplied 

for reliable access. 

Efficiency and Reliability - Efficiency and reliability are two main 

concerns for all computer systems. These problems range from the individual 

component performance to overall system throughput. Interconnecting dissimilar 

computer systems to a network further complicates efficiency and reliability. 

For the sake of this discussion, only the following three subproblems pertinent 

to distributed data bases will be discussed. 

T)irectory Organization - A directory catalogs resources available 

to all users and assists users in locating resources they require. There are 

a number of ways to organize a directory that may be centralized at a site or 

distributed among many sites (decentralized). [There is no master directory, 

and every site has its own local directory.] The tradeoff among different. 

organizations greatly depends on network topology and communications, storage, 

and translation costs (while the actual locations and topologies are trans- 

parent to the user). 

Data Base and Program Allocation - When a given data base or 

program is required by a number of users, one copy may be stored at a site in 

the network for access by all users. The overall operating cost related to 

data base or program use consists of transmission, translation, and storage 

costs. The major problem is the automatic allocation of copies of a data 

base or program to sites in a network so that overall operating cost is 

minimized while turnaround time remains within acceptable bounds. ,These pro- 

cedures must be accomplished heuristically and automatically, since rhe user 

is unaware that the resources are distributed. 

Deadlock and Recovery - In a distributed data base environment, 

which must provide simultaneous access t n  all data bases, the problems of 

access synchronization and deadlock are of special importance. Access to data 

bases must be synchronized carefully to prevent one process from disturbing 

the actions of another. A common access synchronization solution is a lock- 

unlock mechanism. An important consideration for this mechanism will be the 

choice of appropriately sized lockable objects to maximize concurrency and 

minimize overhead. 



The o t h e r  major problem i s  deadlock,  which occurs  whenever two o r  more 

p roces ses  v i e  f o r  t h e  same r e sources  and reach an  impasse. Deadlock has been 

thoroughly  s t u d i e d  i n  r e c e n t  y e a r s ,  and a number of prevent ion  and d e t e c t i o n  

a lgo r i thms  have been publ i shed .  Recovery i s  r equ i r ed  i f  a deadlock i s  de t ec t ed  

o r ' a  so f tware  o r  hardware c r a s h  occurs .  "Rollback and r e s t a r t "  i s  the  most 

common s o l u t i o n .  However, i t  i s  too,time-consuming and may n o t  be accep tab le  

i n  a d i s t r i b u t e d  environment,  s i n c e  i t  may involve  a cha in  of r o l l b a c k s  and 

r e s t a r t s  throughout t h e  network. 

Control  

I n  a t r u l y  resource-shar ing  environ.ment, a l though d a t a  bases  and programs 

a r e  common nonredundant a s s e t s  t.n t he  communityj u s e r s  s t i l l  have t h e  preroga- 

t i v e  t o  r e s t r i c t  t h e i r  f i l e s  and programs only t o  au thor ized  u s e r s .  For 

example, a pe r sona l  medical  o r  psychologica l  record  needs r e s t r i c t e d  access  

only  by au tho r i zed  phys i c i ans .  A system wi th  c o n t r o l l e d  acces s  i s  r equ i r ed  

f o r  a resource-shar ing  environment t o  a s s u r e  t h a t  only au thor ized  u s e r s  can 

g a i n  acces s  t o  s p e c i f i c  d a t a  bases  and programs. 

To develop such a secured  system, t h e  fol lowing t h r e e  func t ions  must 

be  provided.  . . . 

Access Cont ro ls  - Access c o n t r o l  p r o t e c t s  t h e  anonymity nf p r i v a t e  

i n fo rma t ion  and r e g u l a t e s  t h e  access  t o  sha reab le  r e sou rces .  Access c o n t r o l  

h a s  f o u r  c r i t e r i a :  

The " o b ~ e c t s "  t o  bc p ro t ec t ed  ~ l lus t  be s p ~ . r i  f i ~ r l  . T h ~ y  may be a I.t:,gical 

r ecu rd  of a d a t a  base ,  program, even t ,  o r  phys i ca l  memory cel.1. 

The " r i g h t s  of access"  t o  o b j e c t s  must be def ined .  Some t y p i c a l  

acces s  r i g h t s  f o r  f i  1.e.s a r e :  read  only ,  r e a d l w - i t r ,  w r i t e  on ly ,  o r  

execut ion  nnly .  

a Access r i g h t s  among u s e r s  must be r egu la t ed  so  they can ga in  and g ran t  

z i g h t s  from and t o  o t h e r s .  A number of rn-odels have been developed o r  

proposed i n  r e c e n t  y e a r s .  Among them, t h e  c a p a b i l i t y  l i s t  (o r  C-List) 

model i s  one of t h e  most prominent. 

A mechanism must be  c r ea t ed  t o  en fo rce  access  by a u t h o r i z a t i o n  only.  

Note t h a t  t h e  "enforcert1 i t s e l f  must be a secured  system. It must be 
. . 

a sma l l  k e r n e l ,  which is tamper-proof .and c e r t i f i a b l e .  

Data Cryptography - Access. c o n t r o l  p r o t e c t s  acces s  t o  con ta ine r s  bu t  no t  

t o  t h e i r  con ten t s .  A s  a consequence, every th ing  i n s i d e  t h e  conta iner  i s  s u b j e c t  

t o  exposure. For example, i f  a con ta ine r  i s  l o s t  a c c i d e n t a l l y ,  i t s  con ten t s  



may be exposed. For data security in stored media, cryptographic techniques ' .  

have been widely used. The encodingldecoding and scrambling/unscrambling of 

data have been used to protect private, stored information. Techniques for 

high-level cryptography of data bases and file structures have been developed 

and should be included in a resource-sharing environment. 
*, I J  

Secure Transmission - In a distributed environment, information must be 

I 
i .  

transmitted between computers; therefore, it may be exposed during transmission. 

In this area, encryption has been extremely successful in preserving the security 

of private message traffic. The most obvious way to provide transmission 

encryption is to install an encryptionldecryption device on each end of a 

transmission line. As a result, communication processors must be equipped 

with some of these cryptographic capabiltties. 

AN APPROACH TO SOLVING DISTRIBUTED DATA PROBLEMS 

Introduction to MODDS 

A simple central monitoring facility, called MODDS, would offer 

accountability, resource sharing,. and a usable secure facility that provides 

transparent access to distributed data systems. MODDS would simplify the use 

of distributed data while monitoring the access and use of computerized data 

sys tems . 
The basic concept for MODDS is that of a central hardwarelsoftware 

entity situated as an intermediary between the user-analyst's terminal and the 

remote computers (Fig. 2). 

The central architecture of MODDS permits accountability, since all 

requests for resuurces are channeled through it and can be noted and logged 

for subsequent analysis. To log resource requests, MODDS must distinguish 

between a resource request and data input to a program. The knowledge base 

used to make this determination is a directory of resources available by means 

of MODDS. This online directory will be derived from the bibliographic data- 

file,project at DOTITSC. 

Besides per~uitting recognition of resource requests for logging accounta- 

bility data, the directory provides another useful user service. By intelli- 

gently querying this directory, a user can locate a previously unknown resource 

(either a program or data base). The directory will reduce duplication of 

programs and'data bases because its ability to locate data and use established 

programs permits increased efficiency for support prograiumers and casual uoers. 



User/anal ys t '  Computer A 

Computer B 

MODDS 

User/analyst Computer C 

User/analyst Computer D 

Fig. 2. MODDS as intermediary between user/analyst and remote computer. 
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By a i d i n g  t h e  u s e r  i n  l o c a t i n g  a l r e a d y  e x i s t i n g  r e s o u r c e s ,  t h e  d i r e c t o r y  

promotes r e s o u r c e  s h a r i n g .  Such s h a r i n g  d e c r e a s e s  t h e  c o s t  of p r o v i d i n g  

r e s o u r c e s  by e l i m i n a t i n g  redundanc ies .  Also ,  i t  promotes t h e  u s e  of a wider  

range  o f  a v a i l a b l e  r e s o u r c e s  and a g g r e g a t e s  s p e c i a l i z e d  demands i n t o  

s p e c i a l i z e d  s e r v i c e s .  

Once t h e  u s e r  connec t s  d i r e c t l y  t o  MODDS, i t  assumes r e s p o n s i b i l i t y  f o r  

connec t ing  t h e  u s . e r - a n a l y s t ' s  t e r m i n a l  t o  t h e  v a r i o u s  computers m a i n t a i n i n g  

communications between t e r m i n a l s  and computers.  

Although t h e  c e n t r a l i z e d  a r c h i t e c t u r e  of MODDS is  a p p r o p r i a t e  f o r  

a c c o u n t a b i l i t y  and r e s o u r c e  s h a r i n g ,  t h i s  may n o t  n e c e s s a r i l y  mean t h a t  MODDS 

could s i m p l i f y  t h e  u s e  of d i s t r i b u t e d  r e s o u r c e s  w i t h o u t  more f u n c t i o n a l  

c a p a b i l i t i e s .  A f t e r  a l l ,  a n  added l e v e l  o f  computers a t  t h e  peak o f  t h e  

data-systems pyramid could  conce ivab ly  c o m p l i c a t e  t h e  u s e r ' s  v iew of  h i s  

problem. 

However, MODDS h a s  a n  i n t e l l i g e n t  s o f t w a r e  component which s i m p l i f i e s  

t h e  u s e r ' s  view of d i s t r i b u t e d  r e s o u r c e s .  The problem w i t h  a d i s t r i b u t e d  view 

i s  t h a t  t h e  r e s o u r c e s  a r e  d i s t r i b u t e d ;  i f  they  were l o c a t e d  c e n t r a l l y ,  no 

problem would e x i s t .  ~ h u s ,  t h e  s o f t w a r e  component of MODDS makes d i s t r i b u t e d  

r e s o u r c e s  appear  l o c a l .  

F i g u r e s  3 and 4 diagram t h e  u a e r / a n a l y s t  v iews of programs and d a t a  

b a s e s  w i t h o u t  and w i t h  MODDS. F i g u r e  3 d e p i c t s  t h e  u s e r / a n a l y s t  v iew w i t h o u t  

MODDS; t h e  ~ i s e r / a n a l y s t  sees i n d i v i d u a l  r e s o u r c e s  w i t h i n  a n  a r r a y  o f  computer 

sys tems.  F i g u r e  4 c o n t r a s t s  t h i s  c u r r e n t  view w i t h  one t h a t  would b e  p r e s e n t e d  

w i t h  MODDS (where t h e  u s e r / a n a l y s t f s  view i s  t h a t  of a " v i r t u a l  computer").  

The v i r t u a l  computer i s  a n  a g g r e g a t i o n  of a v a i l a b l e  computers;  a l l  r e s o u r c e s  

a v a i l a b l e  t o  t h e  u s e r l a n a l y s t  on any of t h e  computers i s  a v a i l a b l e  on t h e  

v i r t u a l  computer. 

Thus, MODDS, by a g g r e g a t i n g  a l l  t h e  computers i n t o  a " v i r t u a l  computer,"  

l e t s  t h e  use r /ana l .ys t  see a u n i f i e d ,  c o n s i s t e n t  view of a l l  r e s o u r c e s  

(programs and d a t a ) .  Th i s  f a c i l i t a t e s  t h e  use  of d i s t r i b u t e d  r e s o u r c e s  by 

making them appear  l o c a l .  

MODDS Opera t ion  

The u s e  of MODDS, w h i l e  s i m p l e ,  is  d i f f i c u l t  t o  d e s c r i b e ;  t h u s  a s c e n a r i o  

(Table  1 )  o u t l i n e s  i t s  o p e r a t i o n .  The l e f t  h a l f  of T a b l e  1 shows what t h e  u s e r  

does ,  t h e  r i g h t  h a l f  d e s c r i b e s  t h e  a c t i o n s  of MODDS. 



User /anal  y s t  

Computer A . 
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a 

Resource n 
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Computer B 
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Resource m . 

Resource a 

Fig .  3 .  User's view of computer r e sou rce s  w i thou t  MODDS. 
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Fig.  4.  User's view of computer r e sou rce s  with MODDS. 
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Table 1. user/MODDS activities for typical transportation problem. 

- . ..-- 
MODDS actions; COMPUTER'S TYPED 

USER INPUT COMMAND RESPONSES 

1. CONNECT TO MODDS EITHER BY TYPING 
A SPECIAL CHARACTER OR DIALING-UP 

2 .' LOG IN USER ACCT. PASSWORD 
Veri fy  user ' s  i den t i f i ca t i on ,  password, 
account #. 

3 .  QUERY DIRECTORY-OF-RESOIJRCES 
Tjocats dirvctorg,  estakZ-ish nnminicca- 
t ion  w i t h  req~.i2*ed host rornputor, 203 
the  user i n t o  the  host ,  i n i t i a t e  the  
query package. 

. FIND ALL DATA'BASES WITH AIRLINE 
DATA 

4 - 

5. DISPLAY DATA BASE NAME, ABSTRACT 

2 DATA BASES ARE FOUND 
[Note: Assume they reside at two 
different locations. There is no 
requirement to inform the user of the 
physical location since he is only 
interested in the logical content of 
the data. ] 

KEY: 1 
NNIE: CAD41 
ABSTRACT: CONTAINS BASIC DATA COLLECTED 

BY CAB 

KEY: 2 
NAME: CAB586 
ABSTRACT: CONTAINS ORIGIN-DESTINATION 

DATA FOR COMMERCIAT, AIRLINE 
PASSENGER TRAFFIC INCLUDING 
ENPLANEMENTS AND DEPLANE- 
MENTS . 

6. DISPLAY FIELD-DATA FOR CAB 586 
FIELDS ARE: 

BASE REFERENCE CODE CHARACTER 

NUMERIC LOCATION CODE NUMERIC 

ALPHA AIRPORT CODE CHARACTER 

7. QUIT 
Disconnect from host  t ha t  has Query 
system. 



Table 1 (cont .)  

USER INPUT C O W N D  
MODDS actions; COMPUTER'S TYPED 
RESPONSES 

Locate. C'AB586. Connect t o  host, Z.og 
user onto host, i n i t i a t e  DBMS. 

9. EXTRACT REVENUE-PASSENGERS FOR 
ORIGIN = LAX AND DESTINATION = 
ORD OUTPUT = FYLE 

lo. QUIT 
Disconnect from host. 

11. PLOT REVENUE-PASSENGERS VERSUS 
CARRIER FROM FYLE 

Locate Plot Rooting. 
Connect t o  host. 
Log uscr i n t o  host. 
Ship FYLE t o  host. 
In i t i a t e  plot package. 

' 12. QUIT 

13. LOGOUT 

CARRIER CARRIER CARRIER... 
1 2 3 

Disconnect from host. 

Note logout time. 
Disconnect user. 



A s  can be  seen  by t h e  scena r io ,  t h e  use r  i s  unaware t h a t  t h e  resources  

viewed were from d i s t r i b u t e d  sources .  One can a l s o  s e e  t h a t  MODDS performs 

many func t ions  i n  response  t o  a s i n g l e  u s e r ' s  command. The s c e n a r i o ,  wh i l e  

q u i t e  s i m p l i f i e d ,  d i d  no t  i nc lude  t h e  a c t i v i t i e s  involv ing  communica.tions 

media s e l e c t i o n ,  d a t a  t r a n s l a t i o n ,  query t r a n s l a t i o n ,  locking ,  unlocking,  -3': 

\ 
acces s  c o n t r o l ,  and a c c o u n t a b i l i t y  mechanisms. They a r e  an ad junc t  t o  t he  i 

u se r? s  r eques t .  The u s e r  normally i s  n o t  i n t e r e s t e d  i n  t h e  s p e c i f i c  a c t i v i t i e s  1. 
performed au toma t i ca l ly  by MODDS. 

I n t e r f a c e  Cons idera t ions  

MODDS i n t e r f a c e s  w i th  u s e r s  and cnmputers on oppus i t c  s i d e s ,  Use.r 

i .ntarfaccs exclusively c o n s i ~ t  of t e ru lna l -o r i an t cd  f a c i l l L i e s  phys i ca l fy  

v i s i b l e  t o  t h e  u s e r .  To address  u se r  needs,  a  computer s p e c i a a i s t  i s  nsedad 

t o  maintail1 PIODDS and suppor t  i t s  i n t e r f a c e s .  

User I n t e r f a c e  - The computer s p e c i a l i s t  main ta ins  and keeps t h e  MODDS -,-. 

knowledge-base c u r r e n t .  H i s  f unc t ion  is  s i m i l a r  t o  t h a t  of a  d a t a  base  

a d m i n i s t r a t o r ;  h e  v a l i d a t e s  and i n v a l i d a t e s  u se r  i d e n t i f i e r s ,  determines what 

r e sou rces  should be  used by whom, e t c .  H i s  f unc t ion  a c t u a l l y  i nc ludes  some 

d a t a  base  a d m i n i s t r a t i o n  func t ions  ( s i n c e  t h e  resources  being managed inc lude  

d a t a  b a s e s ) .  The computer s p e c i a l i s t  must a l s o  keep t h e  d i r e r t o r y  of resources 

currelll: SO u s e r s  have a l l  t h e  ad.vant.ages of new sof tware  as i t  it; developed. 

Computer I n t e r f a c e  - Since many of t h e  func t ions  performed by MODDS 

a r e  made through a  unifie.d view of r e sou rces ,  p a r t  of t h e  sysLern 

muse provide  t h e  conversion from r e a l  system t o  uniform view. For c e r t a i n  

r e sou rces ,  t h e  convers ion  must t ake  p l ace  i n  t h e  remote computer. The computer 

s p e c i a l i s t  a l s o  main ta ins  t h e  e x i s t i n g  remote computer i n t e r f a c e  programs and 

adds new i n t e r f a c e  programs as more f a c i l i t i e s  a.re made a v a i l a b l e  t o  t h e  use r  

community. 

MODDS Func t i o n 2  

This  s e c t i o n  d e s c r i b e s  t h e  most prominent func t ions  i n  MODDS and g ives  

an  overview of t h e  module t h a t  implements each func t ion .  The major modules 

desc r ibed  inc lude  t h e  Kernel  p l u s  t h e  hardware and h igh- leve l  resource  

handlers .  

K e r n e l -  This  i s  t h e  h e a r t  of MODDS. It s u p p l i e s  t h e  p r i m i t i v e s  from 

which a l l  o t h e r  MODDS f u n c t i o n s  a r e . b u i l t .  S p e c i f i c a l l y ,  i t  does t h e  fol lowing:  

It main ta ins  t h e ' c o r e - r e s i d e n t  p o r t i o n s  of t h e  t a b l e s  describing t h e  

s t a t e  and domain of each process  i n  t h e  system. The domain informat ion  



maintained by t h e  Kernel a l lows  enforced s e p a r a t i o n  of r e s p o n s i b i l i t y  

between t h e  o t h e r  modules i n  MODDS. The importance of s e p a r a t i o n  of 

r e s p o n s i b i l i t y  has  long been recognized i n  a d m i n i s t r a t i v e  c i r c l e s  b u t  
. - . - . . . 

h a s ' j u s t  r e c e n t l y  begun t o  be  regarded a s  equa l ly  important  ' f o r  r e l i a b i l -  

i t y  and s e c u r i t y  i n  computer systems. 
. . .  . 

e It provides an interprocess-communication mechanism based on a genera l ized  

model of a computer resource .  The f l e x i b i l i t y  of t h i s  mechanism i s  

v i t a l  f o r  t he  ex tens ion  of MODDS t o  d i s t r i b u t e d  resources .  This  needed 

f l e x i b i l i t y  i s  a major c o n s t r a i n t  on t h e  Kernel design.  See Appendix A 

f o r  more d e t a i l s .  

It makes t h e  hardware resources  of t h e  computer only a v a i l a b l e  t o  those  

processes  r e spons ib l e  f o r  t h e i r  proper  use.  On a PDP-11 p ro to type  

system, t h i s  i nc ludes  t h e  CPU, memory, and va r ious  inpu t lou tpu t  devices .  

The next  paragraph desc r ibes  t h e  ope ra t ion  of t h e  major hardware 

resource  handlers .  

Hardware Resource Handlers - These modules handle  a l l  devices  i n  t h e  

system. S p e c i f i c a l l y ,  they r e se rve  hardware resources  such a s  t h e  CPU, memory, 

d i sk ,  t e rmina l s ,  te lephones,  and value-added networks. 

The CPU Handler i n s u r e s  t h a t  t h e  r i g h t  processes  a r e  run  a t  t h e  

r i g h t  t ime. I n  t h e  pro to type  MODDS, t h i s  func t ion  has  two r o l e s :  

It c r e a t e s  a p r i o r i t y - i n t e r r u p t  system a p p r o p r i a t e  t o  t h e  handl ing 

processes .  

It schedules  an appropr i a t e  process  when t h e r e  i s  more than  one request-  

i ng  t h e  CPU a t  t h e  c u r r e n t l y  a c t i v e  hardware p r i o r i t y .  Sec t ion  I1 of 

Appendix B desc r ibes  t h e  a lgor i thm c u r r e n t l y  used f o r  t h i s  . c l a s s i c  

scheduling opera t ion .  
. . 

  he' Two Memory Handlers a r e  r e spons ib l e  f o r  t h e  system's d i r e c t  

access  memory: t h e  resource  and infurulat ion pagers .  

a The Resource Pager handles  t h e  p o r t i o n  of t h e  memory a l l o c a t e d  f o r  t he  

Kerne l ' s  resource  t a b l e s .  When a r eques t  f o r  a new resource  supported 

by t h e  Kernel t a b l e s  overflows t h e  t a b l e s ,  t h e  r e sou rce  paper does t h e  

fol lowing:  

1. It saves t h e  information needed t o  r econs t ruc t  t h e  l e a s t  r e c e n t l y  

used resource  i n  t h e  o n l i n e  d i sk .  A t r u s t e d  d a t a  s t o r a g e  device  

must be  used. I f  t h i s  information were a l t e r e d ,  t h e  r e c o n s t r u c t i o n  

of t h e  resource ,  when i t  was needed a s  i n  s t e p  4 below, could produce 

erroneous resvlts. 
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2 .  It d e s t r o y s  t h e  r e s i d e n t  v e r s i o n  of t h e  saved r e s o u r c e ,  f r e e i n g  

some K e r n e l  t a b l e  s p a c e .  The r e s o u r c e  i s  d e s t r o y e d  s o  r e q u e s t s  f o r  

t h e  n o - l o n g e r - r e s i d e n t  r e s o u r c e  w i l l  b e  d e t e c t e d  by t h e  r e s o u r c e  

p a g e r s .  

3 .  It a l l o w s  t h e  o r i g i n a l  r e s o u r c e  r e q u e s t  t o  proceed.  

4 .  I f  a  r e q u e s t  i s  made' f o r  a r e s o u r c e  no l o n g e r  r e s i d e n t ,  t h e  resourc ,e  , 1 

pager  i s  n u l l i f i e d  s o  i t  can  r e c o n s t r u c t  t h e  r e s o u r c e .  1 
The I n f o r m a t i o n  Pager  performs what e s s e n t i a l l y  amounts t o  t h e  c l a s s i c  

l e a s t - r e c e n t l y - u s e d  pag ing  a l g o r i t h m  f o r  a l l o c a t i n g  t h e  s y s t e m ' s  d i r e c t  

a c c e s s  memory t o  p r o c e s s e s .  One v e r y  i m p o r t a n t  d i f f e r e n c e ,  however, i s  

mandated by MODDS' d e s i g n  t n  a1.l .o~ u s e  of d i s t r i b u t e d  d a t a  sys.Leias. 

P r o p e r  pag ing  of d i s t r i b u t e d  d a t a  r e q u i r e s  coaperat i .nn w i t h  t h e  h a n d l e r  

(which might  b e  a remote  sys tem) s o  a  remote upda te  does  n o t  i . n v a l i d a t e  

t h e  d a t a  i n  MODDS' d i r e c t  a c c e s s  memory. For t h i s  r e a s o n ,  MODDS' 

i n f o r m a t i o n  pager  must pe r fo rm t h e  a p p r o p r i a t e  w r i t e  and r e a d l w r i t e  l o c k s  

on t h e  s o u r c e  of t h e  paged i n f o r m a t i o n  and must r e q u e s t  updated c o p i e s  

o f  t h e  d a t a  when needed.  

The Disk  Handler  s u b d i v i d e s  o n l i n e  d i s k  s t o r a g e  i n t o  r e s o u r c e  

u n i t s  ( f i l e s )  t h a t  can  be  i n d i v i d u a l l y  a l l o c a t e d  t o  p r o c e s s e s .  To i n s u r e  

t h a t  p r o c e s s e s  (which may b e  remote)  can  p r o p e r l v  manage 10c.al r n p i e s  of t h e  

d a t a ,  t h e  d i s k  h a n d l e r  a l s o  s e r v i c e s  w r i t e  and r e a d - w r i t e  l o c k  r e q u c s t s  and 

perIorms t h e  a p p r o p r i a t e  n o t i f i c a t i o n  when n e c e s s a r y .  

The Termina l  Handler  --- s u p p o r t s  i n d i v i d u a l  t e r m i n a l  r e s o u r c e s  by 

p r o p e r l y  h a n d l i n g  v a r i o u s  t e r m i n a l  and m u l t i p l e x o r  d e v i c e s .  It a l s o  s u p p o r t s  

v a r i o u s  o p t i o n  n e g o t i a t i o n s  t o  i n s u r e  a  match between a  r e q u e s t i n g  program 

and t h e  t e r m i n a l  on i s s u e s  such  a s  echo ing ,  c h a r a c t e r  se t ,  g r a p h i c  o r  e d i t i n g  

c a p a b i l i t i e s ,  page s i z e ,  e t c .  For more d e t a i l s  on t h e s e  mechanisms, s e e  t h e  

I n t e r a c t i v e  Terminal  Resources  (ITR) s e c t i o n  i n  Appendix C .  

The Telephone Handler  a l l o w s  p r o c e s s e s  t o  r e s e r v e  t e l e p h o n e s .  

These  p r o c e s s e s  are g i v e n  complete  freedom t o  manipu la te  t h e  t e l e p h o n e  w i t h  

o p e r a t i o n s  l i k e  d i a l  a  d i g i t ,  send a  c h a r a c t e r ,  hang up, e t c .  

Value Added Network (VAN) Handle r s  a l l o w  a  h o s t  t o  communicate 

w i t h  many o t h e r s  s imply  by naming t h e  remote  h o s t  t o  a l o c a l  VAN node. Th is  

f a c t  m a k e s  communication w i t h  a l l  sys tems on VAN appear  t h e  same t o  MODDS, 

g r e a t l y  r e d u c i n g  t h e  number of communications p r o t o c o l s  MODDS must hand le .  

The s i n g l e  p r o t o c o l  t h a t  MODDS u s e s  t o  communicate w i t h  VAN t e n d s  t o  b e  



somewhat s o p h i s t i c a t e d  t o  i n s u r e  t h a t  communications a r e  a s  f l e x i b l e  and 

r e l i a b l e  as p o s s i b l e .  It i n c l u d e s  e r r o r  c o n t r o l ,  f low c o n t r o l ,  m u l t i p l e x i n g  

f e a t u r e s ,  e t c .  t o  i n s u r e  e f f i c i e n c y  and i n t e g r i t y  of d a t a  t r a n s m i t t e d  and 

r e c e i v e d .  

S a n e  network p r o t o c o l s  t h a t  may b e  s e r v e d  by MODDS a r e  ARPANET, DECNET, 

and X25 ( a  proposed i n t e r n a t i o n a l  s t a n d a r d ) .  Added p r o t o c o l s  such  as t h o s e  

d e s c r i b e d  i n  Appendix D can a l s o  b e  s u p p o r t e d .  

High-I,evel Resource Handlers  - These h a n d l e r s  s u p p o r t  r e s o u r c e s  n o t  

c l o s e l y  t i e d  t o  t h e  hardware  r e s o u r c e s  of t h e  sys tem.  They more d i r e c t l y  

s u p p o r t  t h e  needs  of DOT/TSC u s e r s .  S i n c e  a u s e r  o n l y  can i n t e r a c t  w i t h  

MODDS through a  t e r m i n a l  d e v i c e ,  most of t h e s e  r e s o u r c e s  ( e x c e p t  t h e  ITRs) 

a r e  l a r g e l y  i n v i s i b l e  Lo t h e  u s e r .  High- level  r e s o u r c e  h a n d l e r s  s p e c i f i c a l l y  

d i s c u s s e d  i n c l u d e  t h e  D i s t r i b u t e d - C a p a b i l i t y  Computing System (DCCS), t h e  l o g  

h a n d l e r ,  t h e  u s e r . h a n d l e r ,  t h e  account  h a n d l e r ,  t h e  Data S t o r a g e  Resource 

(DSR) h a n d l e r ,  and t h e  v a r i o u s  ITR h a n d l e r s .  

The DCCS p r o t o c o l  i s  t h e  pr imary r e s o u r c e - s h a r i n g  mechanism i n  

MODDS. It r e p r e s e n t s  a  s i g n i f i c a n t  b reak through  i n  computer- resource  

s h a r i n g .  For  t h e  f i r s t  t ime,  a s i n g l e  r e s o u r c e - s h a r i n g  mechanism c a n  s h a r e  

any t y p e  of computer r e s o u r c e  suppor ted  by a v a r i e t y  of sys tems  and n o t  b e  

changed as new t y p e s  of r e s o u r c e s  are added. Appendix A more f u l l y  d e s c r i b e s  

DCCS. 

B a s i c a l l y ,  t h e  s u p p o r t  mechanism h a s  two p a r t s :  

e DCCS u s e r  - This  a l l o w s  MODDS t o  u s e  any s t a n d a r d i z e d  r e s o u r c e  i n  t h e  . 

computer sys tems MODDS can communicate w i t h .  

a DCCS S e r v c r  - This  a l l o w s  c o n t r o l l e d  a c c e s s  by remote  sys tems  t o  any 

r e s o u r c e s  e x i s t i n g  i n  MODDS. The need t o  a l l o w  a uniform DCCS s o u r c e  

implementat ion was a major d e s i g n  c o n s t r a i n t  on Kerne l  and o t h e r  b a s i c  

s u p p o r t  f u n c t i o n s  o f  MODDS. 

The Log Handler s e r v i c e s  r e q u e s t s  from v a r i o u s  o t h e r  h a n d l e r s  t o  

l o g  s e r v i c e s  they  have performed. Each e n t r y  i n  t h e  l o g  g e n e r a l l y  c o n t a i n s  

informaLion l i k e  t h c  t i m e  t h e  s e r v i c e  w a s  r e q u e s t e d ,  t h e  r e q u e s t i n g  u s e r ,  

t h e  h a n d l e r  s e r v i c i n g  t h e  r e q u e s t ,  t h e  t y p e  of r e q u e s t ,  e t c .  Handle r s  can 

make l o g  e n t r i e s  whenever t h e y  per fo rm a s e r v i c e  f o r  which s t a t i s t i c s  a r e  

I 
d e s i r e d  . 

The TJser Handler i d e n t i f i e s  u s e r s  f o r  t h e  o t h e r  h a n d l e r s  s o  they  

can i c l e ~ ~ t i f y  l o g  e n t r i e s  by riser name. 



The Account Handler maintains MODDS currency that can be used to 

determine cost of services and charge for various functions. Each handler 

charges for its services by transferring currency between accounts. MODDS 

currency will be kept at parity with real dollars whenever possible. 

The DSR handler presents a uniform view of both local and remote 

data bases to requesting PlQT)RS pror.eses. Thio portioil of the MODUS develop- 

ment is the most research oriented. Several DSR servers will be implemented 

as the required translation mechanisms are developed. More than one distinct 

form of DSR may result: one representing tape-oriented data bases, one repre- 

senting relational data bases, and possibly others. Two implementation 

.mechanlaiii8 will be attempted: 

Query Level- This approach starts much like the connection procedure 

described in the ITR section below. MODDS connects a query language 

fr0n.t. end to the data base and interacts with the data base'as if it 

were a terminal. This mechanism's advantage is that no new software 

need be written for the host system (although it lacks effective data 

transmission, error control, and synchronization). 

Subroutine Level- This approach requires some software to be written. 

for the host system on which the data base resides. The software 

interacts with the d a t a  basa on one 3Pdc al-. Cllr subrourfne or system 

call level and interacts on the other side with MODDS over the communi- 

cations facillL1es. 

This approach. has the advantage of allowing flexible data transmission, 

error control, and synchronization to be handled directly at the data base 

ho~t. 

Fu~Llirr di~~iission of various DSR implementation issues can be foulld 

in the DSR section of Appendix C. 

ITRs compose the basic interactive language support within MODDS. 

An ITR consists of a socket into which a 11ser may figuratively plug his 

terminal to interact with a program that will respond to his commands. Most 

of the ITRs available within MODDS actually connect. the user. to a rcmote 

system that supports the desired'command language.. For each o f  these rernvte 

ITRs, MODDS must negotiate terminal parameters on behalf of the remote program, 

perform the connection to the remote site, log in for the user, start up the 

program that performs the desired language service, and translate between the 



data format expected by the terminal and that expected by the remote program. 

For more details on the remote ITR mechanisnis, see Appendix C. 

There are a few ITRs implemented directly on MODDS itself because they 

either cannot or are not implemented remotely: 

Identifier - The main function of this ITR is to identify users at 

terminals and to initiate services for them when they are recognized. 

EXEC - Until more specialized' command processes are needed, a single 

command processor called EXEC will be used. EXEC allows the user to plug 

his terminal into the various ITRs available in his.private directory 

and to manipulate multiple ITRs at will. 

File Transfer Program (FTP) - This allows explicit transfer of simple 

data files to and from MODDS. It models and extends the FTP available on 

hosts of the ARPA network. Such an explicit user-visible transfer mech- 

anism is, unfortunately, currently necessary because most existing operat- 

ing systems do not allow their programs to transparently reference remote 

files in the same way as local files. This problem does not exist with 

terminals where a transparent remote-access facility is available. 

Appendix C further discusses the tradeoff between the FTP and the DSRs. 

DSR Query Language - This will supply MODDS terminal users with a highly 
interactive means for interrogating DSRs available within MODDS. 

Other Local Utility ITRs - There are many other local ITRs for performing 
utility functions such as directory listing, file copying, system status 

listing, explicit telephone calling, etc. 

General Performance Specifications 

MODDS is being designed ro meet the anticipated needs of DOTITSC for 

access to distributed data and computational resources. To do so, the follow- 

ing will have to happen: 

It must support 50 to 100 interactive terminals of various types capable 

of responding to requests from between 10 and 20 concurrently active 

users within one second. 

It must support the full barldwidth of each of tt.s attached communications 

devices. This support may extend to include 

1. up to 15 low-speed (300-bits/sec) telephones, 

2. up to four 9600-bit/sec remote job-entry facilities, and 

3. up to four Mgh-specd (to 250K hitslsec) communications lines 

attached to other con~puteru (c.g., the l.nca1 PDP-10 system or local 

VAN nodee). - 27- 



7 It must support about 10' bits of rapid-access (about 10 bitslsec) 

on1i.n.e storage for interactive interrogation. 

It must be highly reliable. If it is to be the only window to data 

outside DOT/TSC for the DOT analysts, then it must be available when 

needed. A total average downtime of about 1% (including less than one 

unanticipated failurelweek) is expected to be satisfactory. 

The factors involved in defining and meeting a set of performance 

specifications for a complex system like MODDS are very involved. For 

example, the requirement of one-second response to a user request may be 

impossible to meet if thc request requires service from a remote system taking 

longer than one second to respond. The only ways to effectively defermino 

If such a complex system will meet a set of performance specifications are 

through elaborate simulation or actual testing. The testing of a MODDS 

prototype system is kequired to satisfy this nee.d. 

MODDS IN A DISTRIBUTED ENVIRONMENT 

MODDS, as previously explained, is established between a user/analgstls 

terminal and local and remote computers (Fig. 5). Its central nature permits 

accountability, while its intelligence provides a i~ortdistributed view to 

users (Fig. 6) . 
The flexibility of this design also allows users to expljcitly transfer 

files between computers, cornm~ni~at~ between processes u11 different machines, 

communicate between users, etc. Thus, the. level of user sophistication 

determines the level of access mechanisms available. 

Figure 5 also shows another site with MODDS. An added site can be 

interfaced several ways: to another MODDS, for example, to minimize the 

software development required. However, this creates a botLloncclc nt  tile 

central MODDS. A better solution is to locate all resources near a MODDS and 

communicate wiLh another MODDS for resources near it (thus effectively 

sharing resources). After a period of use, accountability information can be 

reviewed and appropriate added direct links chosen. T,.lttle-used links could 

be distributed among all the MODDS. 

Multiple MODDS provide a consistent, uniform view to all users. The 

primary advantage of multiple MODDS occurs when 'they are interconnected. The 

interconnection is simpler than from a MODDS to a host, because no translation 

f".. I r 

or simulation is required. Initially, only a connection with another MODDS 



Fig. 5. MODDS in a distributed environment. 

-29- 



Users 

Fig .  6 .  User's view of  MODDS i n  a d i s t r i b u t e d  e n v i r o n m e n t .  

-30- 



would be required (2f the desired hosts were accessible from an exfsting;. 

MODDS). Added connections can then be interfaced, extending the capabilities 

of .all MODDS users. 

CONCLUSIONS 

MODDS improves accountability, resource sharing, usability, and control 

of distrfbuted data systems. Improved accountability allows an organization 

to accurately charge accounts for resources used and to optimize resource 

allocation. Intelligent choices of communications media and .location of data 

bases can minimize organization cost. 

MODDS' resource-sharing capabilities permit the sharing of a wider 

range of resources among a broader user community.. Users can query an online 

directory of resources to lo'cate, share, and ultimately use existing resources. 

Sharing resources to a greater degree eliminates duplication of effort and. 

decreases costs. 

One of the biggest problems with distributed data systems is that they 

are difficult to us.e. A lot of time is dedicated to tasks,such as learning 

the systems and trarisferring data to and.from the systems. Assisting the .users 

of distributed systems by making all resources appear local will increase the 

user effectiveness and.decrease organization cost. Another advantage.of the 

uniform user view is that certain analysts who previously relied on programmer 

support can directly use computer resources and therefore decrease the organi- 

zation cost. This is possible because of the simplified user view presented 

by MODDS. 

By far the mose impurcaut  advantage of MnnDS is that it facilitates 

data assessment. Data available to every analyst in a uniform manner eliminates 

time-consuming formatting and manipulations. Analysts can devote more time 

to data analysis and assessment. Thus, MODDS aids DOT/TSC in its task of 

determining the meaning and significance of transportation statistics. 



NOTES ON' APPENDIXES 

The paper in Appendix C contains some initial investigations into 

implementation approaches for a transaction control.ler (another name lor 

MODDS). Appendixes C and D discuss mechanisms made possible through the 

DCCS protocols discussed in the Appendix A paper. The DCCS mechanism is based 

on RATS (Appendix 8 ) .  
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One c o m p o n e n t  o f  t h e  r e s o u r c e  s h a r i n g  p r o b l e m ,  

money e x c h a n g e .  

C a p a b i l i t y .  Network .  
C o m m u n i c a t i o n ,  

S y n c h r o n i z a t i o  u- 

INTRODUCTlUN a  p r o r ~ s q  l a  common t o  a l l  
t e m s .  Bv t h e  t i m e  t h e  E P n P r a l l y -  

The m o t i v a t i o n  t o r  t h e  D i s t r i b u t e d  Cap o f  s u c h  a  l i s t  e m e r g e d  a s  c a p a -  
C o m p u t i n g  S y s t e m  (DCCS) i s  t h e  a d v a n c e m  r C - l i s t s 3  c a p a b i l i t y - b a s e d  
a t t a i n a b l e  t h r o u g h  r e s o u r c e  s h a r i n g .  T  c o m m u n i c a t i o n  h a d  e x t e n d e d  beyond 
a r e  many c o m p o n e n t s  uf  the p r o b l e m  o f  r z a t i o n  and  c o m m u n i c a t i o n  p r i m i -  
s h a r i n g  t h a t  w i l l  a l w a y s  b e  w i t h  u s :  a s s o c i a t e d  w i t h  p o r t s .  
of  e f f e c L i v e l y  s t a n d a r d i z e d  r e s o u r c e s ,  
m i z a t i o n  o f  t h e  a v a i l a b l e  c o m m u n i c a t i o  
n e l s ,  m i n i m i z a t i o n  of  t h e  e f f e c t s  o f  h a r d w a r e  
e r r o r s ,  t r a n s l a t i o n  b e t w e e n  s e m a n t i c a l l y  f o r  e x t e n d i n g  t h e  p o r t  c o n c e p t  
e q u i v a l e n t  r e s o u r c e s  t o  i n c r e a s e  t h e i r  a v a i l -  c a n a b i l i t y ,  c o n s i d e r  r h e  com- 
a b i l i t y ,  e t c .  The t e n e t  o f  t h i s  p a p e r  is t h a t  tween  a p r o r e s s  n n i  i t s  s u p p o r ~ i u g  
U I I ~  p u ~ t l o n  oK t h e  c u w p u ~ r r  r e s o u r c e  s h a r i n g  .. .I h- tem. T ~ E  a p e r z t f n g  sv;:er, :a3 - - &  

p r o b l e m ,  t h a t  of d e s i g n i n g  p r o t o c o l s  a n d  m m u n i c a t e  i n f o r m a t i o n  t o  t h e  p r o c e s s ,  
m e c h a n i s m s  t o  a l l o w  a c c e s s  t o  s t a n d a r d i z e d  g r a n t  t h e  p r o c e s s  o t h e r  p o r t s .  
r e s o u r c e s  t l ~ r o u g h  s t a n d a r d 1  z e d  c o m m u n i c a t i o n  we a r e  t o  model  t h e  c o m m u n i c a t i o n  b e t w e e n  a  
c h a n n e l s ,  c a n  be  i s o l a t e d  a n d  s o l v e d .  c e s s  a n d  i t s  s u p p o r t i n g  o p e r a t i n g  s v s t e m  

h  p o r t s ,  we m u s t  a l l o w  p o r t s  a s  w e l l  a s  
S o l v i n g  t h i s  p o r t i o n  o f  t h e  r e s o u r c e  s h a r i n g  o r m a t i o n  t o  p a s s  o v e r  t h e  c o n n e c r i r n .  When 
p r o b l e m  i n v o l v e s  two c o m p o n e n t s :  d e f i n i n g  a  x t e n d e d ,  a  p o r t  becomes  a  c a p a b i l i t y .  '-' 
s t a n d a r d  r e s o u r c a  a n d  c o n s t r n r t i n g  a m e o h a n i s e  
f o r  s h a r i n g  s u c h  a  r e s o u r c e  a c r o s s  s y s t e m  
b o u n d a r i e s .  The d e f i n i t i o n  o f  t h e  s t a n d a r d  L_I_TY C O M C U G N G  SYSTEM (CCS) 

r e s o u r c e  c a n  be  v i e w e d  R S  a n  i n t e g r a t i o n  a n d  f 
e x t e n s i o n  o f  s e v e r a l  i d r n s  t h a t  h a v e  a p p e a r c d  
i n  t h e  l i t e r a t u r e .  

PORT - 
The c o n c e p t  o f  a  s o f t w a r e  p o r t " '  i s  a n a l o g ~ ~ q  
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p r o c e s s e s  t o  c o m m u n i t n t c  v i a  c o n n e c t i o n s  whi  h  
may o r  may n o t  s p a n  p r o c e s s o r s .  /' 
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a  l i s t  d e s c r i b i n g  t h e  p o r t s  a n d  o t h e r  rrs u r c e s  
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\ ABSTRACT 

Computer resources a v a i l a b l e  t o  e c t i v e l y  t o  t he  s o l u t i o n  o f  many 
i n f o r m a t i o n  process ing problems i f  c  rces c o u l d  be supp l ied.  One way 
t o  improve s i g n i f i c a n t l ' y  resource ac us manual procedures c u r r e n t l y  
r e q u i r e d  t o  access d i s t r i b u t e d  resou a t a  Management Research Group a t  
t he  Lawrence L ivermore Laboratory  i s  p ro to t ype  T ransac t i on  C o n t r o l l e r  
system t o  p r o v i d e  a n a l y s t s  w i t h  d i r e  u t e r  resources by making ex te rna l  
resources i n t e r n a l l y  a v a i l a b l e  i n  a  ion' C o n t r o l l e r  d i f f e r s  f rom o t h c r  
systems w i t h  s i m i l a r  o b j e c t i v e s  i n  t e r a t i n g  system ke rne l  suppor ts  an 
ex tendable  s e ~  uf u n i f o r m l y  processe enforced s e ~ a r a t  i n n  o f  i n t ~ r n a l  
~ e s p u l ~ s l b l l l ~ y  whicn can be extended r c c s .  The type-  i r~dependent 
resource shar ing lllrchan 1 sm bu 1 1  t Upo t o f  t he  Transact ion C o n t r o l l e r  
so f twa re  t o  concen t ra te  on the  d i f f i  r n a l  resources which a r e  
p h y s i c a . 1 1 ~  d i f f e r e n t  but  seman t i ca l l  1 i n t e r n a l  resnlrrrec 

Keywords: D i s t r i b u t e d ,  Computer, Resource, Access, An y s t ,  Transact ion;  Terminal ,  Communication n 
INTRODUCTION 

For t h e  purposes o f  t h i s  paper,  we d e f i n e  an 
a n a l y s t  as a  person who.-uses computers i n  h i s  work. 
The pace o f  modern s o c i e t y  and the  speed o f  the 
J i g l t a l  computer a r e  encouraging more and more o f  us i v e  t o  a se l f - s t . t f f i c i en t  computer 
t o  j o i n  t h i s  c l a s s  o f  computer users  from areas as 
d i v e r s e  as bus iness a d m i n i s t r a t i o n ,  p o l i t i c $ ,  t he  
sc iences,  econometr ics,  e t c . .  Ana lys t s  must know 
what d a t a  they need and what k i n d  o f  a n a l y s i s  
w i s h  t o  perform, b u t  they u s u a l l y  a r e  no t  comp 
s c i e n t i s t s .  They g e n e r a l l y  a r e  n o t  i n t e r e s t e d  
computer t e r m i n a l  c h a r a c t e r i s t i c s ,  communicati 
networks, remote access techniques. l o g i n  proc 
passwords, j o b  submission procedures, system d  
formats ,  programming languages, and a1 l t h e  o t  
implementat ion d e t a i l s  t h a t  a re  t h e  s p e c i a l t i e  
t h e  computer peop le  (an excep t i on ,  o f  course, 
computer a n a l y s t )  . 

Due to, a  n a t u r a l  process o f  e v o l u t i o n ,  co  
f a c i l i t i e s  have become w i d e l y  d i s t r i b u t e d .  On 
f a c t o r  prompt ing t h i s  d i s t r f b u t i o n  i s  t h e  mpr 
o f  companies o f f e r i n g  d i v e r s i f i e d  program and 
base se rv i ces .  Also, computer cen te rs  t h a t  su 
a n a l y s t s  i n  one a p p l i c a t i o n  area o f t e n  f i n d  t h  
groups work ing i n  r e l a t e d  areas have developed 
programs o r  c o l l e c t e d  da ta  needed by o t h e r s  as 
The economic i n e f f e c t i v e n e s s  o f  reprogramming o  
l o c a l l y  adapt ing a1 1 needed programs, and o f  c  had t o  e i t h e r :  
and l o c a l l y  s t o r i n g  a l l  needed data ,  i s  f o r c i n g  .J 
.................... 
*Th is  work was s u p p 0 r t e d . b ~  Department o f  Transpor- 2. Channel most requcsts  f o r  computer a n a l y s i s  
t a t i o n  Culr L i a c t  [RA] 76-12. The work was performed through computer s p e c i a l i s t s .  
under t h e  auspices o f  t h e  U.S. Enerqv Research and 
Development ~ d m i n i s t r a t  I on  under c o n t r a c t  No. W-7405- .,. Work w i  the a i d  of 
Eng-48. 
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