From power law intermittence to macroscopic coherent regime
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We address the problem of establishing which is the proper form of quantum master equation generating a survival probability identical to that corresponding to the nonergodic sequence of “light on” and “light off” fluorescence fluctuations in blinking quantum dots. We adopt a theoretical perspective based on the assumption that the abrupt transitions from the light on to light off state are the results of many collisions between system and environment, properly described by the Lindblad equation, and that between two consecutive collisions the system dynamics are frozen. This generates a quantum master equation belonging to the recently proposed class of generalized Lindblad equations, with a time convoluted structure, involving in the specific case of this paper both the unitary and the nonunitary contribution of the Lindblad equation. This is the property that under the low-frequency condition makes the new class of generalized Lindblad equation generates the required survival probability. We make the conjecture that this equation corresponds to the cooperative dynamics of many units that, in isolation, are described by the ordinary Lindblad equation. When the time scale of the unitary term of the Lindblad equation is shorter than the dephasing time, the cooperation generates a surprisingly extended macroscopic coherence.
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I. INTRODUCTION

The motivation for the research work illustrated in this paper is multiple, but in a way or another all the reasons that led us to this study are related to the increasing interest for complexity.1 We believe that the most attractive definition of complexity is the study of the emergent properties of interacting units that cannot be predicted in terms of the properties of the single components due to the nonlinear nature of the interaction between components (see, for instance, the work of Cotsaftis). The interacting single units obey an ordinary condition of statistical physics, for instance, the Poisson statistics of the units of Ref. 3, but the emergent properties manifest a deviation from this ordinary statistics. In the example of Ref. 3 a single unit, in isolation, remains in one of two possible states for a time selected from an exponential distribution density. It is therefore a sort of elementary dipole flipping up and down, with an exponential waiting time distribution density $\psi(\tau)$. However, when the cooperation parameter is switched on, the transition probability from the state $|1\rangle$ to the state $|-1\rangle$ is determined also by the other units. It is favored if the majority of the other units are already in the state $|-1\rangle$. Otherwise it is reduced. As a result of cooperation, the whole system behaves as a single macroscopic dipole, whose waiting time distribution density $\psi(\tau)$ is proportional to $1/\tau^\mu$ with $\mu < 2$ ($\mu = 1.5$ in the case of Ref. 3). Thus, assigning the symbol 1 to the dipole up and the symbol $-1$ to the dipole down, we obtain a symbolic sequence whose Kolmogorov–Sinai entropy requires a special treatment.4 If we identify the state $|1\rangle$ with the fluorescence “on” and the state $|-1\rangle$ with the fluorescence “off,” we can apply this theoretical perspective to the dynamics of nanoscale biological and physical systems.

The authors of Ref. 5 noted that the sudden jumps of the luminescence signals of synchronized set of molecules reflect the discrete nature of quantum mechanical measurement, and this observation leads us to address this issue using a quantum mechanical formalism. This observation not only generates the crucial issue of adopting a quantum mechanical treatment but also the very delicate one of supplementing this quantum mechanical theoretical approach with a prescription simulating the wave-function collapse.7

In other words, the conjecture that the inverse power law nature of the waiting time distribution density is the consequence of cooperation among many units is not enough to respond to a quite satisfactory picture of these processes: We have also to explain the emergence of a symbolic sequence revealed by the experiments, with the same entropic properties as those discussed in the very recent paper by Korabel and Barkai.4

Which is the quantum master equation equivalent to a nonergodic symbolic sequence? This is a tough problem because the derivation itself of a quantum master equation is still an unsettled problem, in spite of remarkable work done in the last 20 years, since the publication of the celebrated
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paper by Leggett et al.\textsuperscript{8} One of the main problems concerns positivity of the density matrix $\rho(t)$. Even the popular Redfield equation, in spite of being Markov, violates positivity, as pointed out by Suárez et al.\textsuperscript{9} The master equations known to be secure are of the completely positive dynamical semigroup form,\textsuperscript{10}

$$\frac{d}{dt}\rho(t) = -\frac{i}{\hbar}[\hat{H}, \rho(t)] - L_D\rho(t),$$

(1)

where $L_D$ is the Lindblad superoperator defined by\textsuperscript{11}

$$L_D\rho(t) = \frac{1}{\tau_D}\{\hat{q}, [\hat{q}, \rho(t)]\},$$

(2)

with $\hat{q}$ being the system’s variable measured by the environment and $\tau_D$, a symbol used throughout this paper, is the time scale of the environment-induced measurement. The Hamiltonian $\hat{H}$ and the observable $\hat{q}$ are properties of the system of interest, and the hat indicates that they are operators, as prescribed by quantum mechanics. From a mathematical point of view $L_D$ is a superoperator, namely, an operator acting on another operator, the density matrix $\rho$. For notational simplicity we do not assign to either of them a special notation to point out their superoperator and operator nature, respectively.

As we shall see in this article, the adoption of Eq. (1) generates a time evolution that is statistically equivalent to the production of a Poisson symbolic sequence that agrees very well with the theoretical arguments used by Cook and Kimble\textsuperscript{12} to account for the quantum jumps revealed by the experiments of Dehmelt and co-workers.\textsuperscript{13-15} It is remarkable that this theoretical scheme, adequate to explain the quantum jumps of single atoms, may be used also to explain the macroscopic quantum jumps recently revealed by Yu et al.\textsuperscript{16} Yet, the experimental results in quantum dots, nanorods, and nanowires, recently reviewed and theoretically discussed by Frantsuzov et al.\textsuperscript{17} generate symbolic sequences with the same inverse power law behavior as that leading to the vanishing Lyapunov coefficients of Ref. 4.

How to account for this intriguing fact? One may make the conjecture that the problem is settled by turning Eq. (1) into a time convoluted equation suggesting the existence of memory. Let us disregard, for the time being, the unitary contribution to Eq. (1). To a first sight, an attractive way to add memory to the memoryless Lindblad structure rests on the time convoluted structure,

$$\frac{d}{dt}\rho(t) = -\tau_D \int_0^t \Phi(t-t')L_D(t')\rho(t')dt',$$

(3)

with $\Phi(t)$ being a memory kernel, taking into account that the environment of the system of interest is not infinitely fast. Barnett and Stenholm\textsuperscript{18} showed, however, that even the choice of an exponentially decaying memory generates nonphysical behavior. Only when the exponential decay is very fast, this picture produces sensible and reliable results. In this case, the resulting operator is essentially equivalent to the Lindblad operator. The conclusions of Barnett and Stenholm seem to be in line with a proposal made by Wilkie\textsuperscript{19} to ensure the positivity condition. Wilkie, who took the unitary contribution into account, adopted the following non-Markov, or generalized master equation,

$$\frac{d}{dt}\rho(t) = f(t) - \frac{i}{\hbar}[\hat{H}, \rho(t)] - \tau_D \int_0^t dt' \Phi(t-t')L_D\rho(t').$$

(4)

To ensure the positivity condition, a crucial role is played by the term $f(t)$, reminiscent of the inhomogeneous term produced by the Zwanzig projection method.\textsuperscript{20} This suggests that the inhomogeneous term predicted by the Zwanzig projection formalism cannot be neglected, this inhomogeneous term being, as well as the non-Markov kernel of Eq. (3), an important memory manifestation.

More recently, one of us\textsuperscript{21} proposed the structure of Eq. (3), and more specifically, in the presence of a unitary contribution,\textsuperscript{22}

$$L_U\rho(t) = \frac{1}{i\hbar}\{\hat{H}, \rho(t)\},$$

(5)

the form

$$\frac{d}{dt}\rho(t) = L_U\rho(t) - \tau_D \int_0^t dt' \Phi(t-t')L_D \exp[L_U(t-t')]\rho(t').$$

(6)

Adopting, however, a theoretical perspective whose theoretical roots, rather than on the Zwanzig projection method, or, more in general, on a prime principle approach, is based on the pioneering work of Montroll and Weiss.\textsuperscript{23} This theory is denoted as continuous time random walk (CTRW). It is possible to derive anomalous diffusion from the ordinary random walk prescription by releasing the assumption that the time distribution between two consecutive jumps events has a Poisson form. The resulting diffusion process is derived from a process of subordination to ordinary random walk. The two successive events considered in Ref. 21 are quantum random collisions of the system with its environment. Reference 21 explored the attractive possibility of creating a non-Markov quantum process by assigning a non-Poisson distribution to the time distance between two successive events produced by the Lindblad prescription. This procedure can be interpreted as a form of subordination to the Lindblad equation. In this paper we use the same perspective of subordination to the Lindblad dynamics with the new vision in mind that the collection of a large number of interacting dipoles may be replaced by a single virtual dipole, whose dynamics are frozen for extended time intervals with the waiting time distribution density $\psi(\tau)$. The earlier mentioned waiting time distribution density $\psi(\tau)$ departs from the exponential form as a consequence of the cooperation among many dipoles, and the set of Cook and Kimble\textsuperscript{12} units is replaced by a single global unit, whose dynamics is driven by the non-Poisson waiting time distribution density $\psi(\tau)$.

The adoption of an approach based on the subordination to Lindblad equation sheds light on why Eq. (3) may fail also with a simple exponential kernel. In fact, as well known, and as we shall see again in Sec. II C, the adoption of the subordination theory yields for the Laplace transform of $\Phi(t)$
[note that we shall use throughout the notation \( \tilde{f}(u) = \int_0^\infty \exp(-ut)f(t)dt \) for the Laplace transform of \( f(t) \)],

\[
\tilde{\Phi}(u) = \frac{u\tilde{\psi}(u)}{(1 - \tilde{\psi}(u))}.
\] (7)

The exponential memory kernel of Ref. 18, \( \Phi(t) = e^{c^2 \exp(-\gamma t)} \), would generate consequently a function \( \psi(t) \) defined by

\[
\frac{u\tilde{\psi}(u)}{1 - \tilde{\psi}(u)} = \frac{e^2}{u + \gamma}.
\] (8)

Solving with respect to \( \tilde{\psi}(u) \) and inverting the Laplace transform, we find\(^{21}\)

\[
\psi(t) = \frac{2}{\sqrt{\lambda^2 - 4}} \left[ \tanh \left( \frac{\sqrt{\lambda^2 - 4}}{2} \right) - \frac{\hbar}{2} \right] - \frac{\lambda}{2} t \left[ \frac{\hbar}{2} \right] + L_{D}(t' + i'),
\] (9)

where we set \( \lambda = \gamma/c \). The function \( \psi(t) \) is defined positive if \( \lambda \geq 2 \). It has to be pointed out that \( \Phi(t) \) is not a correlation function and that the relevant physical property is the waiting time distribution density \( \psi(t) \). It is not surprising that the violation of the positivity condition of \( \psi(t) \) may generate the breakdown of the positivity condition of the density matrix \( \rho(t) \). On the contrary, if \( \psi(t) \) is definite positive, as a waiting time distribution density ought to be, the density matrix \( \rho(t) \) is certainly definite positive, as we shall see in this paper.

In this paper we propose

\[
\frac{d}{dt} \rho(t) = -\theta \int_0^t dt' \Phi(t - t') \left\{ \frac{i}{\hbar} [\hat{H}, \rho(t')] + L_D \rho(t') \right\},
\] (10)

where \( \theta \) is the time duration of the collision between system and environment. This time duration is extremely small, and the memory kernel of the generalized master equation that we propose is determined by the much larger time distances between two consecutive collisions. As earlier mentioned, the motivation for this generalized form of Lindblad equation rests on the work of Ref. 3. The quantum mechanical counterpart of the single units of Ref. 3 is the term in between curly brackets. In the natural time scale, namely, when the memory kernel \( \Phi(t) \) is a delta of Dirac, this term is equivalent to a symbolic sequence with an exponential waiting time distribution density in either the up (+) or down (−) state. Thus, it is equivalent to the Poisson subordination to a fair coin tossing process. As a consequence when the Laplace transform of \( \Phi(t) \) is given by Eq. (7), the resulting process is equivalent to the double-subordination approach of Ref. 24, generating a Mittag–Leffler relaxation. The Mittag–Leffler function is a generalization of the conventional exponential relaxation, with the short-time regime described by a stretched exponential relaxation and a long-time regime given by an inverse power law function. As pointed out in Ref. 24, the slower the first subordination function, the more extended the stretched exponential regime. The time scale of the first subordination function is given by \( \omega^2 \tau_D \), where \( \omega \) is the frequency of the unitary term. Thus, we can reduce this time scale by decreasing \( \tau_D \) or making more frequent the quantum measurements.\(^{25}\)

It is important to point out that the adoption of the structure of Eq. (10) rather than that of Eq. (6) prevents us from recovering a general property of virtually any kinetic equation, yielding the bath-free evolution of the density matrix when the system-bath coupling goes to zero. This restriction, on the other hand, is the price to pay to realize a physical condition equivalent to the symbolic sequence of Korabel and Barkai.\(^{4}\)

We are mainly interested in the case where \( \tau_D \) is moderately smaller than \( \omega^{-1} \) so as to contain the stretched exponential regime within a restricted short-time regime, thereby essentially generating an inverse power law relaxation. This is so because the Blinking Quantum Dot (BQD) produces waiting distribution densities of “on” and “off” states that are inverse power law functions,\(^{17}\) whose renewal nature has been thoroughly assessed by means of the aging experiment of Ref. 26. All this leads us to conclude that Eq. (10) is the proper generalized master equation for the intermittent fluorescence of BQD. However, we shall not limit our study to the condition \( \omega \tau_D < 1 \) and we shall explore also the condition \( \omega \tau_D > 1 \), whose thermodynamic importance has been pointed out by the recent work of Ref. 25. We shall find the interesting result that the cooperation between units that in isolation would generate damped oscillations extends coherence to a much wider time scale, thereby producing an effect referred to as macroscopic coherence. The emergence of macroscopic coherence from a stochastic procedure based on the random choice of waiting times is, to some extent, surprising, and in the lights of the results of Ref. 25 might have interesting applications.

The outline of the paper is as follows. In Sec. II we derive Eq. (1) using a generalization of the method proposed by the authors of Ref. 27, and by means of heuristic arguments we prove that it is equivalent to a generator of a Poisson symbolic sequence, provided that the time scale of the inphasing term\(^{28}\) is much larger than the time scale of the dephasing term. In Sec. III we show that, as expected, in the same physical condition, Eq. (10) generates an inverse power law relaxation. We explore also the physical condition generating macroscopic coherence. Section IV is devoted to a concise review of the earlier work\(^{21}\) for the purpose of stressing the importance of replacing the structure of Eq. (6) with the new form of Eq. (10). Finally, in Sec. V we discuss the relevance that this result may have for the physics of blinking quantum dots and for further theoretical and experimental research work in this field.

II. QUANTUM MASTER EQUATION

In this section we illustrate a physical derivation of the Lindblad equation, and we show that moving from \( \omega \tau_D < 1 \) to \( \omega \tau_D > 1 \) corresponds to turning the quantum Zeno effect (QZE) into the anti-Zeno effect (AZE).\(^{25}\) This is an already known phenomenon, see Ref. 25 and references therein, but it serves the basic purpose of preparing the ground for our general discussion of the cooperative-induced subordination effect.
A. Lindblad equation

Let us derive first of all the Lindblad equation by using the physical approach of Ref. 27. We call \( \hat{H} \) the object’s Hamiltonian and we denote by \( \hat{q} \) the object’s variable that is measured by the environment. We imagine that the object collides at regular times with bath particles, a particle at a time, and that there is no correlation among different collisions. The time duration of a collision is \( \theta \) and it is very short. The \( n \)th collision corresponds to the Hamiltonian \( \hat{H}_n^{\theta} = \hat{q}_n \hat{y}_n \), where \( \hat{y}_n \) is, for instance, the coordinate of the bath particle. The time evolution operator corresponding to this collision is

\[
\hat{U}_n = \exp \left[ \frac{\hat{H}_n^{\theta} \hat{q}_n \hat{y}_n}{\hbar} \right].
\]  

(11)

Thanks to the assumption that \( \theta \) is very small, we adopt the Taylor series expansion,

\[
\hat{U}_n = 1 + \frac{\theta}{\hbar} (\hat{H}_n^{\theta} \hat{q}_n \hat{y}_n) - \frac{\theta^2}{2\hbar^2} (\hat{H}_n^{\theta} \hat{q}_n \hat{y}_n)^2.
\]  

(12)

The effect of a collision is to make the transition from \( \rho_n \) to \( \rho_{n+1} \) as described by the following prescription:

\[
\rho_{n+1} = \text{Tr}_B(\hat{U}_n \rho_n \hat{U}_n^\dagger).
\]  

(13)

The explanation of Eq. (13) goes as follows. At the very moment of the collision the bath density matrix \( |\psi_n\rangle \langle \psi_n| \) and the object’s density matrix \( \rho_n \) are statistically independent. They are correlated by the collision event due to the interaction \(-\hat{q}_n \hat{y}_n\). At the end of the collision process we make a trace over a complete set of bath states so as to define the new density matrix of the system of interest (the object according to Ref. 27). By plugging Eq. (12) into Eq. (11) we obtain

\[
\rho_{n+1} = \rho_n + \theta \hat{A} + \theta^2 \hat{B},
\]  

(14)

where

\[
\hat{A} = \frac{[\hat{H}_n^{\theta} \hat{q}_n \hat{y}_n, \rho_n]}{\hbar}.
\]  

(15)

and

\[
\hat{B} = -\frac{[(\hat{H}_n^{\theta}, \hat{q}_n \hat{y}_n \rho_n)] - \langle \hat{y}_n \rangle [\hat{H}_n^{\theta}, \hat{q}_n \rho_n] + \langle \hat{q}_n \rangle [\hat{H}_n^{\theta}, \hat{q}_n \rho_n]]}{2\hbar^2}.
\]  

(16)

We now make the approximation \( \langle \hat{y}_n \rangle = 0 \) (no bias). Furthermore, we make the strong-collision approximation that although \( \theta \) is vanishing small, the quantity

\[
\sigma_n^2 = \theta \langle \hat{y}_n^2 \rangle
\]  

(17)

is finite. Thus, we obtain

\[
\rho_{n+1} = (1 + \theta K_n) \rho_n,
\]  

(18)

where

\[
K_n \rho_n = \frac{1}{\hbar} [\hat{H}_n^{\theta}, \rho_n] - \frac{\sigma_n^2}{2\hbar^2} \hat{q}_n \hat{y}_n [\hat{q}_n, \hat{y}_n \rho_n] - \frac{\sigma_n^2}{2\hbar^2} \hat{q}_n \hat{y}_n [\hat{q}_n, \hat{y}_n \rho_n].
\]  

(19)

We assume

\[
\theta \ll \tau_D = \frac{2\hbar^2}{\sigma_n^2}.
\]  

(20)

Thus for times \( t \gg \theta \), but not necessarily larger than \( \tau_D \), we may adopt the continuum time representation, and, assuming \( \sigma_n \) and \( \hat{H} \) to be independent of time, we obtain

\[
\frac{\partial}{\partial t} \rho(t) = K \rho(t),
\]  

(21)

where

\[
K = L_U - L_D.
\]  

(22)

In the case here under study, the generator of unitary time evolution and the environment-induced measurement generator \( L_D \) have the form [for the sake of clarity we rewrite here Eqs. (5) and (21)],

\[
L_U \rho(t) = \frac{1}{\hbar} [\hat{H}, \rho(t)],
\]  

(23)

\[
L_D \rho(t) = \frac{1}{\tau_D} [\hat{q}, [\hat{q}, \rho(t)]]
\]  

(24)

respectively. Equation (21) with the superoperator \( K \) defined by Eqs. (22)–(24) is the celebrated Lindblad equation.\textsuperscript{11}

Note that the inequality of Eq. (20) makes it possible for us to consider the time region between \( \theta \) and \( \tau_D \) as well as the time region \( t > \tau_D \).

B. On the equivalent Poisson sequence

For a heuristic discussion of this important aspect, let us consider the Hamiltonian,

\[
\hat{H}_T = \hat{H} - \hat{q} \hat{y},
\]  

(25)

where
\[ \hat{H} = |1\rangle\langle -1| + |\bar{1}\rangle\langle 1|V \]  

(26)

and

\[ \hat{q} = |1\rangle\langle 1| - |\bar{1}\rangle\langle -1| \].

(27)

In the continuous time representation with \( t \gg \theta \), the coherent contribution to the time evolution of the density matrix \( \rho \) corresponds to the wave-function time evolution driven by the Hamiltonian \( \hat{H} \),

\[ |\psi(n)\rangle = \cos(\omega t)|1\rangle - i \sin(\omega t)|\bar{1}\rangle, \quad \omega = \frac{V}{\hbar}. \]

(28)

Let us imagine that the system moves from the initial condition \( |\psi(0)\rangle = |1\rangle \). Let us assume that the dephasing process is equivalent to the wave-function collapse and that the environment-induced measurement occurs at times \( \tau_D \), \( 2\tau_D \), \ldots, \( n\tau_D \), \ldots, with \( \tau_D \) so short as to ensure the condition \( \omega \tau_D \ll 1 \). In this case, \( |\cos(\omega \tau_D)|^2 \approx 1 \) and \( |\sin(\omega \tau_D)|^2 = (\omega \tau_D)^2 \ll 1 \). Let us consider the time scale \( t = n \tau_D \gg \tau_D \), i.e., \( n \gg 1 \). Thus, the survival probability \( \Psi(t) \), namely, the probability that the system is still in the state \( |1\rangle \) up to time \( t = n \tau_D \) is

\[ (1 - g)^n = \exp[n \log(1 - g)] = \exp(-gn), \]

(29)

where

\[ g = (\omega \tau_D)^2. \]

(30)

In conclusion, we have

\[ \Psi(t) = \exp(-\omega^2 \tau_D t). \]

(31)

We see that the more frequent the measurement process, namely, the smaller the dephasing time \( \tau_D \), the more extended the sojourn time in the state \( |1\rangle \). This phenomenon is called QZE.25,29

It is important to notice that the solution of Eq. (21) yields the same result. In fact, rather than using \( \rho_{i,j} = \langle i | \rho | j \rangle \), let us use the variables

\[ \Pi(t) = \rho_{1,1} - \rho_{\bar{1},\bar{1}} \]

(32)

and

\[ R(t) = \rho_{\bar{1},1} - \rho_{1,\bar{1}}. \]

(33)

Then, Eq. (21) yields

\[ \frac{d\Pi}{dt} = 2i\omega R \]

(34)

and

\[ \frac{dR}{dt} = 2i\omega \Pi - \frac{4}{\tau_D} R, \]

(35)

which, thanks to Eq. (34), reads

\[ \frac{dR}{dt} = 2i\omega \Pi + i\frac{2}{\omega \tau_D} \frac{d\Pi}{dt}. \]

(36)

By differentiating Eq. (34) with respect to time and plugging into it Eq. (36), we obtain

\[ \frac{d^2\Pi}{dt^2} + 4\omega^2 \Pi + \frac{4}{\tau_D} \frac{d}{dt} \Pi = 0. \]

(37)

This is the well known equation for a damped harmonic oscillator, yielding in the QZE regime (\( \omega \tau_D < 2 \)) an exponential relaxation regime that for \( \omega \tau_D \ll 1 \) becomes

\[ \frac{d\Pi}{dt} = -\omega^2 \tau_D \Pi, \]

(38)

whose solution is

\[ \frac{\Pi(t)}{\Pi(0)} = \exp(-\omega^2 \tau_D t), \]

(39)

which coincides with Eq. (31).

The condition \( \omega \tau_D = 1 \) is the boundary between the QZE and the AZE.25,29 In the work of Ref. 30 it was established that the condition \( \tau_D < 1/\omega \) makes the Shannon entropy increase with the number of collision-induced wave-function collapses. According to the authors of Ref. 25 the condition \( \omega \tau_D > 1 \) corresponds to the AZE regime, and consequently to an antientropic behavior.

C. From the natural time \( n \) to the continuous time \( t \)

Let us now make the assumption that the single Cook and Kimble units undergo a cooperative interaction as well as an interaction with the measuring bath that we can imagine similar to the bath of harmonic oscillators of Ref. 25. In this case, adopting the suggestion emerging from the results of Ref. 3, we conjecture that a global unit is created with the same dynamics as the single units, but the time interval between two consecutive collisions is now drawn from the distribution density,

\[ \phi(\tau) = (\mu - 1) \frac{T^{\mu-1}}{(\tau + T)^\mu}. \]

(40)

In the case of Ref. 3, \( \mu = 1.5 \). However, for the sake of generality here we make a general discussion, and later we shall refine the calculations by discussing the specific case of Eq. (40), with \( \mu < 2 \).

At time \( t \), the density matrix \( \rho(t) \) becomes

\[ \rho(t) = \sum_{n=0}^\infty \int_0^\infty dt' \psi_n(t')\Psi(t-t')(1 + \theta K)^n \rho(0). \]

(41)

Note that \( \psi_n(t) \) is the probability that \( n \) events occurred, the last of which at time \( t \). The function \( \Psi(t) \) denotes the probability that no event occurs up to time \( t \) and is given by

\[ \Psi(t) = \int_t^\infty dt' \psi(t'). \]

(42)

The Laplace transforms of both functions \( \psi_n(t) \) and \( \Psi(t) \) can be expressed in terms of the Laplace transform of \( \phi(t) \). The time evolution of \( \rho(t) \) depends on the events. The occurrence of an event corresponds to activating the superoperator \( 1 + \theta K \). The occurrence of \( n \) events turns the initial condition \( \rho(0) \) into \( (1 + \theta K)^n \rho(0) \). This form is kept from time \( t' \) at which the last collision occurs, up to time \( t \), the time interval from \( t' \) to \( t \) being characterized by no event occurring.
course, the expression of Eq. (41) takes into account that the number of possible events may range from the no event to the infinitely many event condition. For this mathematical idealization to be as realistic as possible, we have to assume that the waiting times $\tau$ may be arbitrarily small, as small as we wish. This is not quite realistic, insofar as there may be a bottom truncation time. In real systems there exists also a top truncation time. We assume the latter to be so big as to make it possible to accommodate a very large (virtually infinite) number of collisions.

Adopting the procedure of the users of CTRW (Ref. 23) (see, for example, Refs. 31–34), we prove that Eq. (41) generates the time convoluted master equation of Eq. (10), which is the generalization of Lindblad equation proposed in this article. Adopting the language of subordination theory,31–34 we refer to Eq. (41) as a transformation from the natural time, where the Lindblad equation applies, to the physical time, corresponding to the experimental observation.

It is important to notice that $\rho(t)$ generated by Eq. (41) is certainly definite positive, being the sum of infinite terms, each of which is a definite positive density matrix. As a consequence, (10), being equivalent to Eq. (41), is a generalized form of Lindblad equation fulfilling the condition of producing a definite positive density matrix. Of course, the same arguments have been used21 to prove that Eq. (6) fits this important requirement. We are reinstating all this for the sake of clarity.

### III. FROM POWER LAW INTERMITTENCE TO MACROSCOPIC COHERENT REGIME

Let us consider the total Hamiltonian $\hat{H}_T = \hat{H} - \hat{q}\hat{\gamma}$, where

$$\hat{H} = \langle 1 \rangle \langle -1 \rangle + \langle -1 \rangle \langle 1 \rangle V, \quad \hat{q} = \langle 1 \rangle \langle 1 \rangle - \langle -1 \rangle \langle -1 \rangle.$$

(43)

In this case the density matrix of interest is two dimensional. Equivalently, we can consider its elements as a four-dimensional vector and its evolution in the discrete time representation is

$$\mathbf{r}(n+1) = (1 + \theta\mathbf{M})\mathbf{r}(n),$$

(44)

with

$$\mathbf{r}(n) = \begin{bmatrix} \rho_{1,1} \\ \rho_{1,-1} \\ \rho_{-1,1} \\ \rho_{-1,-1} \end{bmatrix}, \quad \mathbf{M} = \begin{bmatrix} 0 & i\omega & -i\omega & 0 \\ i\omega & -\frac{4}{\tau_D} & 0 & -i\omega \\ -i\omega & 0 & -\frac{4}{\tau_D} & i\omega \\ 0 & -i\omega & i\omega & 0 \end{bmatrix},$$

(45)

and we set $\omega = V/h$, $\tau_D^{-1} = \sigma^2/2h^2$. The eigenvalues of $\mathbf{M}$ are

$$\lambda_1 = 0, \quad \lambda_2 = -\frac{4}{\tau_D}, \quad \lambda_3 = -\frac{2}{\tau_D} \left[ 1 + \sqrt{1 - \frac{16}{\tau_D^2}} \right],$$

$$\lambda_4 = \frac{2}{\tau_D} \left[ 1 - \sqrt{1 - \frac{16}{\tau_D^2}} \omega^2 \right].$$

(46)

To double check this formal procedure, let us prove that Eq. (44) yields a result equivalent to Eq. (31). In fact, the solution $\mathbf{r}(n)$ is

$$\mathbf{r}(n) = (1 + \theta\mathbf{M})^n \mathbf{r}(0).$$

(47)

Writing $\mathbf{r}(0) = \sum_{i=1}^{4} c_i \mathbf{v}_i$, where $\mathbf{v}_i$ are the eigenvectors of the matrix $\mathbf{M}$, we have

$$\mathbf{r}(n) = \sum_{i=1}^{4} c_i (1 + \theta \lambda_i)^n \mathbf{v}_i = \sum_{i=1}^{4} c_i \exp[n \theta \lambda_i] \mathbf{v}_i.$$

(48)

Choosing as initial condition $\mathbf{r}(0) = [1,0,0,0]^T$, in the limit $\omega \tau_D \ll 1$ and $n \to \infty$, we have that

$$\Pi(t) = p_{1,1}(t) - p_{-1,-1}(t) = \exp[-\tau_D \omega^2 n \theta].$$

(49)

Setting $t = n \theta$, we get Eq. (31). Note that the heuristic arguments behind Eq. (31) correspond to the adoption of the coarse-grained time $t = n_D \tau_D$, whereas here we use the time $t = n \theta$, the condition

$$n \theta = n_D \tau_D$$

(50)

and the inequality of Eq. (20) indicate that to realize $n_D$ wave-function collapses, a much larger number of Lindblad collisions, $n \theta = n_D \tau_D / \tau_D \gg n_D$, is required.

Using this setting and performing the subordination, we obtain

$$\bar{f}(u) = \frac{1}{u} \left( 1 - \tilde{\phi}(u) \right) \bar{f}(0),$$

(51)

where $\tilde{\phi}(u)$, according to the notation adopted throughout, is the waiting time distribution in the Laplace representation. We assume for $\tilde{\phi}(u)$ the Laplace transform of the negative derivative of a Mittag–Leffler function, namely,

$$\tilde{\phi}(u) = \frac{1}{1 + T \mu^{-1} \mu^{-1}},$$

(52)

with $\mu < 2$ and $T$ is a time parameter as in Eq. (40). Asymptotically we have that $\tilde{\phi}(t) \approx -(T^{\mu-1}/\Gamma[1-\mu]) t^{\mu}$. After straightforward algebra we obtain

$$\bar{f}(u) = \sum_{i=1}^{4} \frac{u^{\mu-2}}{\mu^{\mu-1} - \frac{\tau_D}{T^{\mu-1}} \lambda_i} c_i \mathbf{v}_i.$$  

(53)

Equation (53) can be inverted, and the final result is

$$\mathbf{r}(t) = \sum_{i=1}^{4} c_i E_{\mu-1} \left[ \frac{\tau_D \lambda_i}{T} \frac{1}{t} \right] \mathbf{v}_i,$$

(54)

where $E_{\mu-1}[\cdot]$ is the Mittag–Leffler function. Choosing $\mathbf{r}(0) = [1,0,0,0]^T$ then we obtain
is a mixture of a seemingly Poissonian contribution (the exponentially damped oscillations) and an inverse power law relaxation [see Eq. (57)]. The Poissonian-like part is dominant with respect to the power law in a time range that could be very extended. If we imagine a hypothetic experiment, this time window could be extended as much as the duration of the experiment itself.

(ii) The frequency of Poissonian-like contribution to $\Pi(t)$ is different from the frequency $\omega$ of the unitary term of the Hamiltonian. Indeed the Poisson-like part has a frequency $\Omega = |z|^{1/(\mu - 1)} \sin(\phi/\mu - 1)$ and a damping $\Gamma = |z|^{1/(\mu - 1)} \cos(\phi/\mu - 1)$. The cooperation between units is expected to make the parameter $T$ of Eq. (52) very large and consequently the frequency $\Omega$ much smaller than the frequency $\omega$.

It is important to stress that to establish under which conditions a sequence of Lindblad collisions is compatible with the production of symbolic sequences, with either a finite or a vanishing Lyapunov coefficient, we have to use Eq. (50). Setting this condition is equivalent to assuming that $t = \tau_D$ is the minimum time step, thereby making it impossible for this statistical equivalence to apply also to the time scale $t < \tau_D$. In other words, the emergence of damped oscillatory behavior of Eq. (57) is incompatible with the existence of an equivalent symbolic sequence. On the other hand, we cannot rule out the existence of the attractive condition discussed in Ref. 25. In this case, the condition $\tau_D > 1/\omega_D$ is physically accessible, but we have to rule out the possibility of creating a symbolic sequence, corresponding in the natural time scale to the Shannon entropy linearly increasing with the number of measurement-induced wave-function collapses. In this case the results of this paper may be interpreted as the indication that the AZE, generating anti-rather than entropic\textsuperscript{30} effect, may be amplified by cooperation so as to produce macroscopic effects.

IV. ON THE LINEAR SUPERPOSITION OF ORDINARY UNITARY TIME EVOLUTION AND SPORADIC MEASUREMENT

The results of Ref. 18 raised some interest to find non-Markovian master equations that lead to completely positive evolutions and the microscopic interactions from where they arise as well. In Ref. 37, it was demonstrated that strong non-Markovian effects may arise from a system interacting with a reservoir whose dynamic action can be represented by a direct sum of Markovian subreservoirs as well as from systems whose interaction with the bath is mediated by extra degrees of freedom.

The time evolutions associated with these dynamics\textsuperscript{37} fulfill the positivity condition. Under a noncontrolled effective approximation,\textsuperscript{22} we derive these time evolutions from a generalized master equation with a structure similar but not equivalent to that of Eq. (10). This is, in fact, the reason that motivated the search of this paper for an alternative stochastic formulation. In Ref. 37 the dynamics of the system between the crucial events are the unitary process $\exp[\text{i}L_U]$, where the Liouvillian $L_U$ follows from Eq. (23). The crucial
events correspond to the application of a completely positive superoperator, defined as $\tau_D L_D + I$, where $L_D$ is given by Eq. (24). The density matrix evolution reads [we rewrite here for the reader’s convenience Eq. (61)]

$$\frac{d}{dt}\rho(t) = L(t)\rho(t) - \int_0^t dt'\Phi(t-t')\tau_D L_D e^{(t-t')L_D}L_D\rho(t'),$$  \hspace{1cm} (58)

where the memory kernel is defined in the Laplace domain as $\tilde{\Phi}(u) = \tilde{\rho}(u)/[1 - \tilde{\rho}(u)]$. The main difference between Eqs. (58) and (10) is the unitary contribution appearing outside the time convolution. Then, even when in the natural time scale the dynamics generates a Zeno-like effect, the decay always develops oscillations, independently of the parameter values. The oscillatory behavior makes it impossible for us to interpret the relaxation as generated by renewal events. This indicates that the adoption of the new form of Eq. (10) rather than Eq. (6) is essential to establish a quantum statistical picture equivalent to the symbolic sequences generated by the BQD intermittent fluorescence.

V. CONCLUDING REMARKS

We have proven that Eq. (10) with the frequency of the unitary term so small as to generate in the natural time scale a symbolic sequence corresponding to the Zeno effect is statistically equivalent to the generator of the symbolic sequence discussed in Ref. 4.

Is this result relevant as a proposal to account for the main properties of blinking quantum dots? The authors of a recent article published in Physics Today38 reviewed the literature on blinking quantum dots and reached the same conclusion as the authors of another review paper, published on Nature Physics.15 There is not yet a satisfactory theory for the inverse power law distribution frequency in addition to triggering the attention on the intermittent fluorescence process. In this case, Eq. (59) becomes equivalent to Eq. (10). Only in the case when the $T_{\text{cor}} = \infty$, it would be necessary to replace Eq. (10) with Eq. (59). A more accurate discussion of this important issue is done somewhere else. Here we limit ourselves to noticing that according to the theoretical analysis of Ref. 50 the long-time limit of the process of intermittent luminescence is described correctly by Eq. (10) even in the presence of the memory effects revealed by the experimental work of Refs. 41 and 42, thereby settling the puzzle of how to combine the trajectory memory with the renewal arguments that allowed the authors of Ref. 40 to predict correctly the luminescence decay of a set of BQD.

Equation (10) is based on Eq. (41), which implies that the initial condition corresponds to an event occurrence. This choice prevents us from reproducing the stationary condition in the Zeno effect even when $\mu > 2$, and the stationary condition is possible (see, for instance, the work of Zharikov et al.51). A more general initial condition can be established by using the proposal of the recent work of Esposito and Lindenberg.52 However, we expect that this will not affect the long-time limit explored in this paper and the corresponding physical conclusions either.

Finally as a last but not least remark, we note that that according to the theoretical analysis of Ref. 50 the long-time limit of the process of intermittent luminescence is described correctly by Eq. (10) even in the presence of the memory effects revealed by the experimental work of Refs. 41 and 42, thereby settling the puzzle of how to combine the trajectory memory with the renewal arguments that allowed the authors of Ref. 40 to predict correctly the luminescence decay of a set of BQD.

Equation (10) is based on Eq. (41), which implies that the initial condition corresponds to an event occurrence. This choice prevents us from reproducing the stationary condition even when $\mu > 2$, and the stationary condition is possible (see, for instance, the work of Zharikov et al.51). A more general initial condition can be established by using the proposal of the recent work of Esposito and Lindenberg.52 However, we expect that this will not affect the long-time limit explored in this paper and the corresponding physical conclusions either.

Finally as a last but not least remark, we note that that according to the theoretical analysis of Ref. 50 the long-time limit of the process of intermittent luminescence is described correctly by Eq. (10) even in the presence of the memory effects revealed by the experimental work of Refs. 41 and 42, thereby settling the puzzle of how to combine the trajectory memory with the renewal arguments that allowed the authors of Ref. 40 to predict correctly the luminescence decay of a set of BQD.
quantum mechanical aspects of the subordination-induced macroscopic coherence that has been recently discussed only within a classical context.
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