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Abstract 

A search for anomalous WW and W Z  production in p p  collisions at fi = 1.8 

TeV using the DO detector at Fermilab is presented. With a data sample of pji + e v j j X  

events corresponding to an integrated luminosity of 76.5 f 4.lpb-l. 399 candidate 

events were identified, from which, 387.1 rf 39.8 events were estimated to be back- 

ground. No deviations from the Standard Model were seen, which predicts 16.2 f 2.7 

events. The 95% CL limit on the cross section a ( p p  -+ W+W-X)  was calculated 

to be 93.8 pb. Limits on the CP-conserving anomalous WWy and WWZ coupling 

parameters were obtained from a binned likelihood fit to the transverse momentum 

spectrum of the W boson. Assuming that the WWy and WWZ coupling parameters 

are equal, the 95% CL limits on the CP-conserving couplings are -0.56 < AK < 0.75 

(with X = 0) and -0.42 < X < 0.44 (with AK = 0), for a form factor scale AFF = 1.5 

TeV. Limits on other assumptions are also reported. 

These results were combined with the previous DO WW,WZ -+ e v j j  pub- 

lished results (13.7 f 0.7pb-'), and the limits on the anomalous coupling parameters 

were set to -0.44 < AK < 0.60 (with X = 0) and -0.34 < X < 0.37 (with AK = 0), 

for a form factor scale AFF = 2.0 TeV. 



Resumen 

Las autointeracciones de 10s bosones de norma son una consecuencia directa de 

la simetria de norma no Abeliana del Modelo Estandar. Estas pueden ser confirmadas 

a trav6s del estudio de la produccion de pares de bosones de norma en colisiones p p  

a la energia del Tevatron en FERMILAB, fi = 1.8 TeV. Dado que estos procesos 

no han sido medidos con suficiente precisi6n es factible que surjan indicios de Fisica 

nueva, mAs all6 del Modelo Estrlndar, a travks de la manifestacibn de acoplamientos 

anomalos de 10s bosones de norma. En esta tesis se presenta la determinacion de 

limites en 10s acoplamientos an6malos de WW-y y WWZ obtenidos a partir de la 

birsqueda de eventos pji -+ W W X  seguido de W -+ ev y W --+ j j .  y p p  -+ l&'Z.Y 

seguido de W + ev y 2 + j j ,  donde j representa un chorro de hadrones (jet). 

Este anailisis utiliza datos tornados con el detector DO en FERMILAB durante 

la operaci6n en modo de colisionador 1993-1995 correspondiente a 76.5 f 4.1 pb-' . La 

muestra de datos fue obtenida con un filtro para un candidato a electron con eneigia 

transversa ET > 20 GeV y suficiente energia transversa faltante &,> I r j  Gel ' .  1,d 

seleccih de eventos posterior requiri6 que este candidato a electron estuviera en la 
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regi6n del calorimetro determinada por 171 < 1.1 6 1.5 < lql < 2.5. El candidato a 

electr6n ademas deberia safisfacer 10s requerimientos: (i) fracci6n de energia electro- 

tiiagnetica mayor que 0.9; (ii) forma longitudinal y tranversal consistente con la de 

1111 electron; ( i i i )  aislamiento nienor que 0.1; y (iv) debera existir una traza asociada 

en el detector central. El decaimiento W+ev fue identificado requiriendo un electr6n 

con E; > 25 GeV y una energia transversa faltante de gT> 25 GeV formando una 

masa transversal Mi? > 40 GeV/c2. Los jets fueron reconstruidos aplicando el algo- 

ritrno de con0 con radio R = 0.5. Se requiri6 que cada jet estuviera en la regi6n del 

calorimetro determinada por 171 < 2.5 y que satisfaciera requerimientos esthdares de 

seleccion. Los eventos candidatos deber5.n tener al menos 2 jets con E$ > 20 GeV y 

una masa invariante del sistema bijet, 50 < Mj, < 110 GeV, consistente con las masas 

invariantes de 10s bosones de norma W y 2. Este proceso de seleccibn identific6 399 

eventos candidatos. 

Las estimaciones de ruido incluyen contribuciones de: producci6n QCD de 

eventos W+ 2 2 jets; eventos QCD con muchos jets, donde un jet es err6neamente 

identificado como un electr6n y ademris se mide suficiente energia transversa faltante; 

tf+W+bW-b+evjjX; WW, W Z  con W+.rvjj seguido de r+evv; ZX+eeX donde 

uno de 10s electrones no fue reconstruido; y ZX+.r.r+evjjX'. El ruido proveniente 

de eventos QCD con muchos jets fue estimado de una muestra de control utilizando 

metodos esthdares. El ruido W+ 2 2 jets fue estimado usando el generator de 

eventos de Monte Carlo VECBOS seguido de un proceso de hadronizaci6n mediante 
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el programa HERWIG y una simulacihn completa del detector. El ruido debido a 10s 

procesos ti?+W+$W-b, WW/WZ+rvjj, ZX+eeX y Z X + v  fue estimado usando 

10s generadores de eventos ISAJET y PYTHIA seguido de una simulacihn completa del 

detector y se encontr6 que su contribucihn era pequeiia. El numero total estimado 

de eventos provenientes de estas fuentes de ruido fue 387.1 f 39.9. No se observci 

niguna seiial estadisticamente significativa por encima del ruido, ni exceso de eventos 

con grandes momentos tranversos ( p y ) .  

El estudio de eficiencias del proceso de identificacibn de electrones de realizo 

empleando datos del tip0 Z+ee mientras el estudio de eficiencias para la selecci6n de 

W+jj fue realizado utilizando multiples muestras de eventos generados con ISAJ ET 

y PYTHIA seguidos de una simulaci6n completa del detector. Las prediciones para 

producci6n de WW y W Z  en el Modelo EstAndar y acoplamientos an6malos fueron 

obtenidas usando el programa de generacidn de eventos de Monte Carlo de Zeppenfeld, 

en el c u d  10s procesos son generados a primer orden y las correcciones para ordcnc< 

superiores fueron aproximadas mediante un factor-K y la inclusibn de 10s efectos cle 

movimiento de retroceso del sistema de acuerdo a1 espectro p~ medido para el boson 

2. Los efectos del detector fueron incluidos a travbs de las funciones de resolucion 

y eficiencias. Asi, la eficiencia total para acoplamientos dentro del Modelo Estindar 

se estim6 en (14.7 f- l . Z ) %  para WW y (14.6 f- l .2)% para W Z .  El nilmero total dc 

eventos predicho por el Mode0 Estgndar es 16.2 f 2.7. Se calcuI6 el limite superior 

en la secci6n eficaz a(pp+W+W-X) a1 95% de nivel de confiabilidad en 93.8 pb. 
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L a  ausencia de un exceso de eventos con grandes momentos transversdes py 
excluye grandes desviaciones de 10s acoplamientos del Modelo Esthdar.  Para estable- 

cer limites en 10s parAmetros que miden 10s acoplamientos an6malos de WWy y WWZ 

>v coinpar6, utilizando un ajuste likelihood, el momento transverso del bos6n W de 10s 

candidatos con diversas muestras de acoplamientos an6malos a 10s que se les agreg6 la 

estimaci6n de ruido. Las incertidumbres en la estimaci6n de ruido, eficiencias, lumino- 

sidad integrada y estimaciones te6ricas fueron incorporadas a1 ajuste permitiendo que 

10s valores nominales fluctuaran con distribuciones Gaussianas. Suponiendo que 10s 

parametros de acoplamiento para WWZ son iguales a 10s WWy: AK = AK? = A, y 

X = A, = Xz; 10s limites preliminares a 95% de nivel de confiabilidad obtenidos fueron 

-0.56 < AK < 0.75 (con X = 0) y -0.42 < X < 0.44 (con AK = 0) para una escala 

del factor de forma de AFF = 1.5 TeV. Tambikn se estimaron limites considerando 

ot ras relaciones entre 10s parAmetros de acoplamiento. 

Los resultados fueron combinados con el resultado previo de DO correspon- 

diente a 13.7 f 0.7pb-'. Los limites preliminares en 10s pa rhe t ros  de acoplamiento 

obtenidos fueron -0.44 < AK < 0.60 (con X = 0) y -0.34 < X < 0.37 (con AK = 0) 

para una escala del factor de forma de RFF = 2.0 TeV. 
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Chapter 1 

Introduction 

Since the beginning of history, human beings have always tried to explain their 

surrounding world. Several theories have been formulated to achieve this goal. In the 

last 30 years we have witnessed the extraordinary success of one of these theories, 

the Standard Model (SM). The development of the Standard Model has been the 

recent major achievement in understanding the universe. Since its formulation by S. 

Weinberg, A. Salam, and S. L. Glashow in the 60’s [l], the Standard Model has been 

tested many times experimentally, and it has not seen any serious deviation from its 

predictions. 

In the present work a direct test of the SM has been performed. We have 

searched for WW? and WWZ anomalous couplings production at fi = 1.8 TeV. 

Since the gauge boson self-couplings have not yet been measured with good precision, 

it is possible in principle that the new physics beyond the SM will demostrate itself 
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in this sector through the existence of anomalous trilinear gauge boson couplings. 

This thesis is organized as follows. The theoretical and experimental back- 

ground on WWZ and WWy production is discussed in chapter 2. Chapter 3 describes 

the experimental apparatus. The trigger and identification of objects are discussed 

in chapter 4. Chapter 5 explains the event selection that we applied to study W W Z  

and WW-y vertices. The background studies are addressed in chapter 6. Chapter 

7 describes the efficiencies, predictions and uncertainties. The results are shown in 

chapter 8 and the conclusions are presented in chapter 9. 
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Chapter 2 

Theoretical Background 

This chapter will briefly describe the Standard Model. Special emphasis will 

be placed on the electroweak sector. A discussion on gauge boson self-interactions is 

also included. At the end, a review of previous experimental results on trilinear gauge 

boson couplings is presented. The discussion will be from the experimental point of 

view rather than a rigorous mathematical one. 

2.1 The Standard Model 

High energy physics is the science of the fundamental nature of matter [2, 31. Its 

objective is to find the truth about the way our world and our universe work. In order 

to achieve this goal Physicists have developed a theory called the Standard Model that 

attempts to describe all matter and forces in the universe (except for gravity'). The 

'Although gravity has not been incorporated into the SM, its effects are negligible at present 
energies. 
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Standard Model is a surprisingly simple picture of the world of so-called elementary 

particles and the laws they obey. Many people have contributed to its development. 

among which S.L. Glashow, S. Weinberg, and ,4. Salam [l] deserve special credit. 

According to the Standard Model, the most fundamental particles2 fall into 

three categories: the leptons, the quarks, and the gauge bosons. Leptons include the 

electrically charged electrons, two similar unstable particles, heavier than electrons 

(called muons and taus), and three neutral particles called neutrinos3. Two kinds of 

quarks, called “up” and “down”, make up the protons and neutrons, but heavier, less 

stable quarks also exist: strange, charm, bottom, and top. Quarks have the unusual 

characteristic of having fractional electric charge of either 2/3 or -1/3, unlike the -1 

charge of an electron. Quarks also carry another type of charge called color charge. 

The leptons and quarks have odd-half-integer intrinsic angular momentum (spin),  and 

they obey the Pauli Exclusion Principle. Gauge bosons give rise to the strong, weak. 

and electromagnetic forces, which govern the interaction of the quarks and leptons. 

The photon transmits the electromagnetic force, the W* and 2 bosons transmit the 

weak force, and gluons transmit the strong force. These gauge bosons are spin-1 

particles. 

2We have to point out that for every particle (matter) there is a corresponding antiparticle (an- 
timatter). Antiparticles are the same as the corresponding matter particle in every respect except 
for their opposite charges. But there are some particles which are their own antiparticles, like the 
photon and 2 boson, they are called Majorana particles. 

3Neutrinos have no charge, and little, if any, mass and because of their weak coupling, they aImost. 
never interact with other particles. 
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In the Standard Model the weak and the electromagnetic interactions are com- 

bined into a unified electroweak theory. The present work is focussed on this sector 

of the Standard Model. To provide a framework, in the next section we'will briefly 

discuss the electroweak sector of the Standard Model. 

2.2 Electroweak Interactions 

The Standard Model of electroweak interactions is based on the gauge group 

SU(2)r,  x U( 1)y [4, 51. To construct the theory, four gauge bosons, Wi ( z  = 1,2,3)  

for .cri(2), and B, for U( l )y ,  are introduced. The fermions are introduceed as left- 

handed and right-handed fields, which interact with these gauge bosons. The left- 

handed fermion fields 

[ z: ) and [ :::) of the ith fermion family 

itlust traiisform as isospin doublets under SU(2) ,  where d: = Cj K j d j ,  and V is 

the Cabibbo-Iiobayashi-Maskawa mixing matrix. The right-handed fields are weak- 

isospin singlets under SU( 2) 

The Abelian group U(1)y is associated with a new quantum number Y called 

the weak hypercharge, which is related to the electric charge (Q) and the weak-isospin 

( I )  by the Gell-Man-Nishijima relation: Q = 1 3  + Y/2 (13 is the 3-projection of I ) .  
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Now, a scalar field (the Higgs field) is introduced to give masses t,o the gauge 

bosons and the fermions via spontaneous local symmetry breaking (LSB) (Higgs mech- 

anism), in a manner consistent with low-energy phenomenology, e.g. the photon is 

massless. The complex doublet of scalar fields which transforms as an SU( 2 ) ~  doublet 

is 

where v is the vaccum expectation value of the scalar field in the spontaneously broken 

s U ( 2 ) ~  x U(l)y symmetry and H represents excitations above the minimum of the 

potential. 

After spontaneous symmetry breaking the Lagrangian density of the standard 

electroweak model can be considered to be the sum of 

where ,Cf represents the Lagrangian density for the fermion fields and their couplings 

to the gauge fields, L, for the scalar fields, ,C J - ,  determines the couplings between the 

fermions and the scalar fields (sometimes called Yukawa term), and C, for the gauge 

fields. This last term is responsible for cubic and quartic self-interactions of the gauge 

fields 

1 1 
4 zPv 4 P” ’ ---W. W:’’--B BPV 

9 -  

with the field-strength tensors WiPV and BPv: 
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. .  
where E,]k are the structure constants of the isospin group SU(2) :  [T’, = 2ieijkrk. 

There are three free independent parameters which determine the gauge sector of 

the standard Model: g, g’ 4, and ‘u = 2rnw/g = (& GF)-’/’ . For low energy 

electroweak interactions an equivalent set of parameters is used: [6] the fine structure 

constant cy = e2/(4n) = 1/(137.0359895 f 0.0000061), the Fermi coupling constant 

GeV-2, and the Weinberg angle Ow, sin2Bw = 

In this scheme the Glashow-Weinberg-Salam (GWS) electroweak 

= (1.16639 f 0.00002) x 

0.2315 5 0.0005. 

theory is renormalizable as was proved by t’Hooft [7]. This fact allows radiative 

corrections in a well defined way. This theory has amazing predictions some of which 

have already been proved with very high accuracy. 

2.3 Gauge Boson Self-interactions 

The Tevatron offers the best opportunity to test the non- Abelian self-couplings 

of the W ,  2, and y bosons, which are a direct consequence of the gauge structure of 

the Standard Model [S, 9. 10, 11, 12, 13, 14,151. The gauge boson self-couplings can be 

studied through the gauge boson pair (diboson) production processes. In this section, 

the mathematical formalism (1 61 of the gauge boson self-interactions is presented. 

*g  is the coupling constant for the weak-isospin group s U ( 2 ) ~  and g ‘ / 2  is the coupling constant 
for the weak-hypercharge group U (  1 ) ~ .  
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In the Standard Model, the direct WW and W Z  production in p p  collisions at 

f i  = 1.8 TeV occurs in the s-channel boson exchange [17], as shown in Fig. 2.1. At  

tree level, the W W  or W Z  final state can also be generated by the t -  or u-charincl 

quark exchange. There are substantial cancellations between the t -  or u- diagrams, 

which involve only the couplings of the bosons to fermions, and the s- channel dia- 

grams which contains the three boson couplings. These cancellations result in Stand- 

ard Model cross sections of 9.5 pb and 2.5 pb [16] for WW and W Z  production. re- 

spectively. Since the fermionic couplings of the W, 2, and y have been well tested [ 1 s]. 

we may regard diboson production as primarily a test of the three-boson couplings. 

The s-channel W W  production is sensitive to WW-y and WWZ couplings, and W Z  

production is sensitive to the JVWZ couplings. 

In order to quantify the WWV couplings a generalized effective Lagrangian 

has been developed to describe the WWV vertex [19]. The Lorentz invariant effect- 

ive Lagrangian for the gauge boson self-interactions contains fourteen dimensionless 

coupling parameters, seven parameters for W W Z  and another seven for W W r :  

where V” stands for photon or Z field, corresponding to V = y or 2 respectively, MiL‘ 

denotes the W -  field, W,, = a,WV - &W,, V,, = a,V, - &V,, eu, = ~ E , ~ , , ~ V ~ .  
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2 w 

Figure 2.1: Feynman diagrams for WW and W Z  production at leading order. a), c): 
t--, u-channel, fermion-boson couplings; b), d): s-channel boson-boson couplings. 

and (il zp B )  = -4(a,B) - (8,A)B. MW is the mass of the W boson. The overall 

couplings ~ W W V  are gwwr = --e and gwwz = -e(cot 0,) as in the SM, where e and 

Ow are the positron charge and the weak mixing angle. The couplings Xv and KV 

conserve C and P. The couplings gr are odd under C P  and C ,  gr are odd under C 

and P. and kv  and j\, are odd under C P  and P. Within the SM at tree level, all these 

couplings are zero except gy and KV (g;Y = g: = K~ = K Z  = 1). Electromagneticgauge 

invariance forbids any deviations of g:, 92, and gz from their SM values 1, 0, and 0, 

respectively, for on shell photons. The CP-violating WWy couplings iy and ky are 

tightly constrained by measurements of the neutron electric dipole moment [20]. In 
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the present study the C. P and C P symmetries are assumed, reducing the number of 

couplings parameters to five : K V ,  XV, and g: (where V = y, 2).  Further assumptions 

will reduce the number of couplings parameters to two [21, 321. This will be discussetl 

later. The CP-conserving W W y  couplings parameters are related to the magnetic 

dipole moment (pw)  and electric quadrupole moment (Qb) of the W boson [23]: 

e 

2Mw 
pw+ = -(I + K,y + AT), 

2.3.1 Signatures for Anomalous Couplings 

Since the gauge boson self-interactions have not yet been measured with good 

precision, it is possible in principle that signals for new physics beyond the Standard 

Model will exhibit themselves in this sector. Thus, any non-SM couplings ~voulcl  mean 

a violation of the SM, and they are usually referred to as anomalous coupiznp. 

If all the coupling parameters for the WWZ vertex take the Standard Model 

values except for K and A, the reduced amplitudes of the s-channel diagram for qq + 
W Z  would have the form [16] 

d(0,f) = u & ( K -  1 + X )  

A(f,O) = b d  x 

A(*,&) = ( K  - l ) / Z  + c.9 

A(0,O) = d ( ~  - 1) + e x  
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where a ,  b, c, d, and e are parameters independent of the center of mass energy (&). 

Similar expressions can be derived for W+W- production 1191. For finite and con- 

stant values of K and/or X it  is obvious that the reduced amplitudes will grow as & 

increases. This results in unphysically large cross sections at high energy (which vi- 

olate tree-level unitarity) and also leads to a substantial overestimate of experimental 

sensitivities. A consistent description hence requires rc and X to show a form factor 

behavior which causes them to vanish at very high energies. Here we will use the 

simple power law 

and similarly for the other parameters. For WWV we shall use the exponent n = 

’3. The form factor with n = 2 is referred to as the dipole form factor. AFF is a 

plierionieiiological parameter which must be chosen a priori. The physical meaning 

of this parameter is the scale of energy where the new physics might appear. The 

anomalous coupling parameters can not take arbitrary values. They are restricted by 

S-matrix unitarity. Assuming that the independent coupling parameters are K = K~ = 

K Z  and X = A, = Xz, the tree-level unitarity is satisfied if [16, 241 

lZFF ( ( K  - 1 ) 2  6*88 + 2x2 + ah2 )”‘- 
Therefore the experimental limits obtained must be compared with the bounds derived 

from S-matrix unitarity. Experiments constrain the WWV couplings non-trivially 

only if the experimental limits are more stringent than the unitarity bounds, for a 
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given value of AFF, The effect of anomalous values of X V  on the reduced amplitudes 

A(&,&) is enhanced by 2, as seen in the above equation. Terms containing AKV’ 

mainly contribute to A(*, 0) and grow only with &. In qij -+ W+W-,  on the ot,her. 

hand, the A K ~  term mostly contributes to the (0,O) amplitude and is enhanced by a 

factor of 2. The best limits on AKV are therefore expected from qij + WfI.t’-. 

For large values of diboson invariant mass &, the non-standard contributions 

to the helicity amplitudes would dominate. Since anomalous couplings only contrib- 

ute via s-channel W .  2 or photon exchange. their effects are concentrakd in t>lw 

region of small vector boson rapidities, and the transverse momentum distribution of 

the vector boson is particularly sensitive to non-standard WWV couplings. This is 

demonstrated in Fig. 2.2, which shows the p y  distribution in p p  + WW + e v j j ,  

at the Tevatron for the SM and various anomalous WWV couplings. ,4 dipole form 

factor with scale AFF = 1.5 TeV is used and the couplings for WW? and H7l/tVZ art’ 

assumed to be equal. These theoretical calculations for the Standard Model and an- 

omalous couplings processes were carried out using a Monte Carlo generator program 

by D. Zeppenfeld [25]. This generator will be described in Chapter 4. 

Information on anomalous WWV couplings can be obtained by comparing the 

shape of the measured and predicted p~ distribution of the T;tr boson. pro\-idecl t tiat 

the signal is not overwhelmed by background. Even if the background is much larger 

than the SM prediction, limits on anomalous couplings can still be extracted using a 

phase space region where the effects of non-standard three vector couplings dominate. 

‘Arc, is defined as Arc 3 (6 - 1). 
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Figure 2.2: The p F  spectrum of generated p p  +- WW + e v j j  reaction with SM 
couplings and two example of anomalous couplings. 

To observe gauge boson pair production signals, the decay products of W's 

and/or 2 ' s  have to be observed above possible backgrounds. While leptonic decays 

of both vector bosons provide a virtually background-free signal, branching ratios for 

this double-leptonic mode are tiny, even when adding up electron and muon decay 

channels. On the other extreme, purely hadronic decays of both vector bosons are 
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expected to be unobservable in view of the large four-jet QCD background. One is led. 

to look for dilepton plus dijet7 or the semihadronic decay signature for vector-boson 

pairs. Decay modes where one of the bosons decay hadronically have significantly 

larger branching ratios than all leptonic decays: 

The production cross section times branching ratio for WW final states is 

approximately eight times larger than for W Z  final states. The major background to 

WW/WZ + Zvjj events is from the W+jets production which has a much higher 

cross section than the LVW process. In Ref. [14], this background was estimated from 

data and a fit to data lms performed using the estimated background spectrum. On 

the other hand, a kinematical cut was applied to data to eliminate this background 

in Ref. [lo]. In p p  + W+W- production, t f  + bW+bW- production represents an 

additional non-negligible background. 

Besides the study of trilinear couplings, the search for WW- production i s  

important since the SM predicts the production of the Higgs boson and its decays to 

WW through a quark triangle diagram. An upper limit on the WW cross section 

is a direct limit on SM Higgs production. As there are some additional interesting 

processes which produce the same final state, for example gluon-gluon fusion to VVW 
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through a quark box diagram and weak boson fusion, an upper limit on the WW 

cross section is also a direct limit on these processes. For determination of the boson 

self couplings, these processes are background channels. However, the predicted cross 

section of these processes are so small [26, 271 that they are ignored for the results 

shown in this thesis. 

2.3.2 Experimental Studies of the WWV Vertex 

The WWV vertex has already been studied by several experiments. The WWy 

vertex has been studied using Wy production events in p p  collisions at UA2 [28], 

CDF [8], and DO [13, 131 experiments. The UA2 results are based on data taken 

during the 1988-1990 CERN p p  collider run at 6 = 630 GeV with an integrated 

luminosity of 13 pb-l. CDF and D 0  have studied the Wy production using 1992-1993 

and 1993-1995 Fermilab p p  collider run at 6 = 1.8 TeV. The WWZ vertex together 

with the WWy vertex has also been studied by the CDF [lo] and D 0  collaborations 

using W pair production in the dilepton decay modes [ll] and WW/WZ production 

ill the semihadronic modes [14] with the data from the 1992-1993 run. Table 2.1 

summarizes the current results on anomalous WWV couplings at hadron colliders. 

In the present thesis we will describe a search for p p  + WWX followed by 

W -+ e u  and W -+ jj: and p p  + W Z X  followed by W + ev and Z + j j ,  where 

.j represents a jet. Due to the limited jet energy resolution, W + j j  decay can not 

be differentiated from 2 -+ j j  decay. The experiment was carried out with the D 0  
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experiment channel limit 
UA2 (13 pb-l) p p  -+ w* -+ 1*vy -3.5 < AKT < 5.9 

1988-1990 1 = e , p  -3.6 < A, < 3..5 
CDF (67 pb-l) p p  + w* -+ Efuy -1.8 < 1~~ < 2.0 

1992-1995 1 = e , p  -0.7 < AT < 0.6 
D 0  (13.8 pb-l) p p  + Wf -+ E'uy -1.6 < < 1.8 

1992-1993 1 = e,p -0.6 < A, < 0.6 
DO (89.1 pb-l) p p  + w' -+ l'vy -0.98 < AK,? < 1.01 

1992-1 995 1 = e,p -0.33 < X, < 0.31 
D 0  (14 pb-l) 

1992-1993 

1992-1 995 

p p  + w+w- -+ l,v,12u2 
11,2 = e,p, '(y = Z", AFF = 0.9 TeV 

1 = e,p, ('7 = Z",  AFF = 2.0 TeV 

-2.6 < AKV < 2.5 
-2.1 < X V  < 2.1 

-0.35 < X V  < 0.3'2 
-0.9 < -16" < 1.1 

1992-1 993 (cy = 2 7 7  -0.6 < Xv < 0.7 

CDF (110 pb-') p p  -+ W'W-, W*Z l * t j j ,  l'l-jj -0.49 < IKV < 0.54 

DO (13.7 pb-l) p p  -+ W+W-, W*Z + eu j j  

Table 2.1: The 95% CL limits on anomalous WWV, V = y,  2 couplings from ly.42. 
CDF and DO. Only one of the independent couplings is allowed to deviate from the 
SM at a time. AFF = 1.5 TeV is assumed except where indicated. 

detector at Fermilab. From the number of observed signal events and background 

estimates the 95% confidence level upper limit on the W pair production cross section 

is obtained. Limits on anomalous coupling parameters, X and A&, are also set. 
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Chapter 3 

Experiment a1 Apparatus 

The Tevatron accelerator at the Fermi National Accelerator Laboratory (FER- 

MILAB) currently provides the highest center-of-mass energy in the world, 1.8 TeV. 

There the DO detector, designed to make world-class measurements, works when the 

Tevatroii operates in colliding beam mode. In this chapter, the major detector sub- 

.systems are briefly described. Emphasis is placed on those aspects which are most 

relevant for this study. A full description of the various pieces could be found in the 

references. 

3.1 The Tevatron 

The particle accelerator complex at FERMILAB, the highest energy accelerator 

in the world, is called Tevatron. The machine, which has the capability to accelerate 

protons to nearly one trillion electron volts or 1 TeV, is composed of superconducting 
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magnets, and it is also used to accelerate a beam of antiprotons that circulate in an 

opposite direction than the beam of protons in the same vacuum chamber. 

The Tevatron can be operated in one of two major modes. In fixed-target 

mode, it is filled with protons which are accelerated and then extracted and directed 

through a series of underground tunnels to the fixed target experimental areas where 

the protons strike a variety of stationary targets. This cycle repeats with a frequency 

of about once per minute. In collider mode, the Tevatron is filled with six bunches of 

protons and six bunches of antiprotons, traveling in opposite directions. The beams 

are ramped together to the energy of 900 GeV per beam and they are then crossed 

at the B 0  (CDF) and D 0  luminous regions. The beams are typically kept colliding 

for about 12-18 hours. The Tevatron is the last stage of the system of seven compon- 

ents. Fig. 3.1 shows these components. Since the processes for accelerator operation 

are quite complicated we will describe them very briefly. For more details consult 

reference [ 291. 

The acceleration process starts in a electrostatic Cockroft-Walton accelerator. 

where hydrogen ions consisting of one proton and two electrons are formed and accel- 

erated to 750 KeV. The ions are bunched and transported to the start of a 1.50 meters 

long linear accelerator, the Linac. where they are accelerated to 400 MeV, using oscil- 

lating electric fields. After emerging from the Linac, the two electrons are stripped off 

the negative hydrogen ions by passing them through a carbon foil, leaving only bare 

protons. These protons are then injected into a 151 meters diameter synchrotron '. 
'A synchrotron uses magnets to bend electrically charged particles in  a circular path so the! 
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Figure 3.1: Schematic diagram of the Fermilab accelerator complex. 

known as the Booster. The Booster accelerates the protons to an energy of 8 GeV. 

I7tw protons are injected into a 1000 meters radius synchrotron, called the Main Ring, 

where they are accelerated to 150 GeV using conventional magnets and are finally 

injected into the Tevatron. The protons can be accelerated up to 900 GeV, using 

superconducting magnets. When the system operates in collider mode, the protons in 

repeatedly experience accelerating electric fields. 
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the Main Ring are used to initiate production of antiprotons. Every 2.4 seconds 120 

GeV protons are extracted from the Main Ring onto a nickel target, which produces a 

spray of nuclear debris including some antiprotons. These are finally focused by lith- 

ium lenses into the Debuncher ring, a triangularly shaped machine that equalizes the 

energies of the antiprotons and collects them into a beam by a process called stochastic 

cooling. The monoenergetic antiprotons are then injected into the Accumulator ring 

before the next batch of antiprotons arrives from the nickel target. The antiprotons 

are merged into a single beam, cooled further, and stored over a period of hours or 

even days. The Debuncher and Accumulator rings operate at 8 GeV, the same energy 

as the Booster accelerator. When a large number of antiprotons (typically 10l1 to 

have been stored. they are extracted into 6 different bunches and transferred 

back into the Main Ring. accelerated to 150 GeV, and injected into the Tevatron. The 

antiprotons circulate counterclockwise in the Main Ring and the Tevatron, whereas 

the protons circulate clockwise. Table 3.1 lists several Tevatron parameters. 

The performance of the collider is described by the term called luminosity 

(L) which is the interaction rate per unit cross section (cm-2s-1). Luminositv is 

proportional to the frequency of bunch collisions, the numbers of protons in one hiinch 

and the number of antiprotons in the bunch which hits the protons. It is also inversely 

proportional to the cross sectional area of the two colliding bunches. The luminosity 

at the Tevatron during the period of collider operation was typically lo3' ~ m - ~ s - ' .  

The number of events of a specific type after a period of time of operation is found 
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Accelerator radius 
Maximum beam energy 

Injection energy 
Peak luminosity 

Number of bunches 
Intensity per bunch 

Bunch length 
Transverse beam radius 

RF frequency 
p stacking rate 

Beam crossing frequency 
Period between crossings 

1000 m 
900 GeV 
150 GeV - 10 x i o 3 O  cm-2s-1 
6 P , O  - 100 x 109 p ,  50 x 109 jj 
50 cm 
43 pm 

53 MHz - 3.5 x 10lO/hour 
290 kHz 
3.5 ps 

Table 3.1: Tevatron parameters. 

by multiplying the cross section by the luminosity integrated over time. The total 

integrated luminosity, typically expressed in barns (where 1 barn = 10 -24 cm 2), for 

the run 1993-1995 at DO was over 100 pb-l from which around 90 pb-l of data was 

stored to tape. 

3.2 The DO Detector 

The D@ detector [30], located at the D 0  interaction region on the Tevatron 

ring, is a general purpose detector designed to study proton-antiproton collisions at 

fi = 1.8 TeV. With emphasis on precision measurements of leptons, photons, and 

jets, D 0  is optimized for the study of physics at high mass and large transverse 

processes momentum such as W and 2 boson production, search for the top quark, 

various studies of perturbative QCD, the production of b-quark hadrons, and searches 
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for new phenomena beyond the Standard Model. 

Calorimeters Tracking Chambers 

/ 

Figure 3.2: Cutaway view of the D 0  detector 

The DO detector, illustrated in Fig. 3.2, consists of a set of tracking detectors 

surrounding the beam pipe. DO does not have a central magnetic field to I w n t l  

trajectories of charged particles. The absence of a central magnetic fiolcl i r r i p I i v \  

the need of very good calorimeters. D 0  uses liquid argon sampling calorimeters 

made mostly from depleted uranium. The calorimeter is thick enough to stop all the 



CHAPTER 3. EXPERIMENTAL APPARATUS 23 

particles escept muons and neutrinos. To identify muons, an additional set of tracking 

chambers is installed surrounding the calorimeter. To provide a measurement of the 

muon momentum, magnetized iron toroids are placed between the first two muon 

tracking layers. 

The full detector is about 13 m high x 11 m wide x 17 m long with a total 

\wight o f  about Fi.500 tons. The Tevatron beam pipe passes through the center of the 

detector, while the Main Ring passes through the upper portion of the calorimeter, 

89.2 inches above the Tevatron beam pipe. The global coordinate system used in 

D 0  is a right-handed coordinate system, with the z-axis aligned along the beam in 

the direction of the protons (southward), and y-axis pointing up. Therefore the polar 

angle 8 = 0 along the proton direction, and the azimuthal angle q5 = 0 along the 

eastward direction. Instead of B the pseudorapidity, 7 = - ln(tan(6/2)), is often used. 

This quantity approximates the true rapidity y = 1/2 In( ( E  + p z ) / (  E - p z ) ) ,  when the 

rest mass is much smaller than the energy. 

3.2.1 Tracking Detectors 

The DO tracking and transition radiation detectors comprise the central de- 

tector (CD). The main goal of the CD is to measure with high precision the position 

of charged particle tracks and determine the z position of the interaction vertex. This 

information can be used to decide if an electromagnetic cluster in the calorimeter was 

caused by an electron or by a ? / T O .  Additional information such as the number of 



CHAPTER 3. EXPERIMENTAL APPARATUS 24 

Central Drift Verte; Drift F o r w i d  Drift 
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Figure 3.3: DO tracking and transition radiation detectors. 

tracks and the ionizing energy along the track ( d E / d z )  can be used to determine if 

the track was actually caused by several closely spaced charged particles, such as a 

photon/pion conversion. Fig. 3.3 shows the CD system, which consists of four sep- 

arate subsystems: the vertex drift chamber (VTX), the transition radiation detector 

(TRD), the central drift chamber (CDC), and two forward drift chambers (FDC). The 

full set of CD detectors fits within the inner cylindrical aperture of the calorimeters in 

a volume of radius v = 78 cm and length 1 = 270 cm. The system provides charged 

particle tracking over the region lql < 3.2 in pseudorapidity. It measures the traject- 

ories of charged particles with a resolution of 2.5 mrad in q5 and 28 mrad in 8. From 

these measurements the position of the interaction vertex along the beam direction 

( z )  can be determined with a resolution of 6 mm. 

The VTX is the innermost tracking chamber in the DO detector. It  is com- 

prised of three mechanically independent concentric layers of cells parallel to the beam 
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pipe, from 3.7 cm to 16.2 cm. The innermost layer has sixteen cells while the outer 

two layers have thirty-two cells each. The VTX was originally designed to provide 

precise position determination of primary and secondary vertices, from heavy (charm, 

bottom) quark decays, and a large 7 coverage. It also serves as a complementary tool 

for track reconstruction, dE/dx  measurement, and vertex identification. 

The TRD occupies the space between the VTX and the CDC; it extends from 

17.5 cm to 49 cm. It was designed to provide independent electron identification 

in addition to that given by the calorimeters. The TRD consists of three separate 

units, each containing a radiator (393 foils of 18 ,urn thick polypropylene in a volume 

filled with nitrogen gas) and an X-ray detection chamber filled with Xe gas. For this 

configuration, the X-rays have an energy distribution which peaks at 8 keV and is 

mainly contained below 30 keV. The TRD information is not used in this analysis. 

The CDC is a cylindrical shell of length 184 cm with radii between 49.5 and 

74.5 cm, which provides coverage for 1771 < 1.2. It is made up of four concentric rings 

of 32 azimuthal cells per ring. Each cell contains seven sense wires (staggered by 

200 pum relative to each other to help resolve left-right ambiguities), and two delay 

lines. The CDC is operated with Ar(92.5%)CH4(4%)C02(3%) gas and small amount 

of HzO(O.5%). The rc$ position of a hit is determined via the drift time and the wire 

hit. The z position of a hit is measured using inductive delay lines embedded in the 

module walls in the sense wire plane. When an avalanche occurs near an outer sense 

wire, a pulse is induced in the nearby delay line. By comparing the arrival times of 
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the pulse at both ends: the z position can be determined. 

Figure 3.4: View of the FDC 0 and @ modules. 

The FDC (Fig. 3.4) consists of two sets of drift chambers located at t,he e n d  

of the CDC. They perform the same function as the CDC for 1.4 < 171 < 3.1. Each 

FDC package consists of three separate chambers: the module whose sense wires 

are radial and measure the 6 coordinate, sandwiched between a pair of 0 modules 

whose sense wires measure the 0 coordinate. The @ layer is divided into 36 azimuthal 

drift cells, each containing sixteen radial sense wires arranged in a plane containing 

the beam line. The two 0 cells consists of four separate quadrant modules, each 

of which is composed of six rectangular-shaped cells at increasing radii. Each cell 

contains eight sense wires oriented in a plane parallel to the z-axis and normal to the 

radial direction. Each 0 cell also contains a delay line of the same type as in the C'Dc 
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to measure the position along the length of the cell. There are no delay lines in the 

@ chamber. The two 0 chambers are rotated relative to each other by an angle of 

~ / 4 .  The FDC chambers are operated with the same gas as the CDC, with similar 

performance. 

3.2.2 Calorimeters 

The calorimeter design is crucial for the optimization of the DO detector. Since 

there is no central magnetic field, the calorimeter must provide the energy measurement 

for most types of particles. In addition, the calorimeter plays an important role in the 

identification of electrons, photons, jets and muons, and in establishing the transverse 

energy balance in the event. For the present analysis the calorimeter is the most 

important part of the detector, since electron and jets are identified from the patterns 

of energy deposited in the calorimeter. 

The D 0  calorimeter is a sampling calorimeter, with liquid argon (LAr) as the 

ionization medium. The primary absorber material is depleted uranium, with copper 

and stainless steel in the outer regions. Since uranium is very dense, the calorimeter 

is relatively compact. The calorimeter is divided into three modules contained in 

separate cryostats: the Central Calorimeter (CC), the North End Calorimeter (ECN), 

and the South End Calorimeter (ECS). The CC covers roughly 5 1 and the EC 

Modules extends the coverage out to lqJ M 4. In each module the absorber plates cause 

the incident particles to shower, and the resulting particles deposit ionization in the 
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Figure 3.5: Side view of one quadrant of the calorimeter and central detector showing 
the transverse and longitudinal segmentation pattern. The shading pattern indicates 
the distinct cells €or signal readout. The rays indicate the pseudorapidity intervals 
seen from the center of the detector. 

LAr gaps. A voltage gradient causes the resulting charges to drift and induce a signal 

on pickup boards located in the gaps. Signals from several boards are then ganged 

to form readout cells. These cells are arranged with a pseudo-projective geometry. 

as shown in Fig. 3.5. In this arrangement the center of each cell points toward the 

center of the interaction region, but the cell boundaries are aligned perpendicular to 

the absorber plates. 

Taking advantage of the difference between the electromagnetic and strong 

interactions in matter, the DO calorimeter modules are further subdivided by depth 

into three distinct types of modules: an electromagnetic section (EM) with relatively 

thin uranium absorber plates, a fine-hadronic section (FH) with thicker uranium plates 
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and a coarse-hadronic section (CH) with thick copper or stainless steel plates. There 

are four separate depth layers for the EM modules in CC and EC. The first two 

layers are typically 2 radiation lengths (Xo)  thick and are included to help measure 

the longitudinal shower development near the beginning of showers where photons and 

i r*s differ statistically. The third layer spans the region of maximum EM shower energy 

deposits and the fourth completes the EM coverage of approximately 20x0. The fine 

hadronic modules are typically segmented into three or four layers. Typical transverse 

sizes of towers in both EM and hadronic modules are A7 = 0.1 and A+ = 2n/64 x 0.1. 

The third section of EM modules is twice as finely segmented in both 7 and 4 to allow 

more precise location of EM shower centroids. 

Section 
Pseudorapidity Coverage ( q )  
Absorber Material 
Absorber Thickness (mm) 
Number of Readout Layers 
Depth per Readout Layer 
Total Radiation Lengths (X,) 
Total Nuc. Abs. Lengths (A,) 
Sampling Fraction 
Segmentation (A7 x Ad ) 

Total Number of Channels 

EM 
f 1 . 2  

U 
3.0 
4 

2, 2, 7, 10 Xo (0.76 A,) 
21 

0.76 
11.79% 

0.1xO.1 (Layers 1,2,4) 
0.05x0.05 (Layer 3) 

10,368 

FH 
f l . O  

U (1.7% Nb) 
6.0 
3 

1.3, 1.0, 0.9 A, 
96 
3.2 

6.79% 
0.1 xo.l  

3000 

CH 
k0.6 
c u  

46.5 
1 

3.2 A, 
33 
3.2 

1.45% 
0.1 xo.l 

1224 

Table 3.2: Parameters of the D 0  Central Calorimeter 

The CC has a length of 2.6 m covering the pseudorapidity region 1 ~ 1  < 1.2 and 

consist of three concentric cylindrical rings. There are 32 EM modules in the inner 
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Section ECEM 
Pseudorapidity Range ( 7 7 )  f (1.3-4.1) 
Absorber Material U 
Absorber Thickness (mm) 4.0 
Number of Readout Layers 4 
Total Depth 20 Xo (0.95 A,) 
Sampling Fraction 11.9% 
Total Number of Channels 7488 
Section MFH 

Absorber Material U (1.7% Nb) 
Absorber Thickness (mm) 6.0 

Pseudorapidity Range (v) f (1.0-1.7) 

Number of Readout Layers 4 
Total Depth 3.6 A, 
Sampling Fraction 6.7% 
Total Number of Channels 1856 

ERI 

IFH ICH 
f (1.6-4.5) f (2.0-4.5) 

U (1.7% Nb) S teel 
6.0 46.5 
4 1 

4.4 A, 4.1 A,, 
5.7% 1.5% 
4288 928 

MCH OH 

S teel Steel 
46.5 36.5 

1 :3 
4.4 A, 4.4 A, 
1.6% 1.6% 
384 960 

f (1.3-1.9) & (0.7-1.4) 
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ring, 16 fine hadronic (FH) modules in the surrounding ring, and 16 coarse hadronic 

(CH) modules in the outer ring, The EM, FH and CH module boundasies are rotmated 

so that no projective ray encounters more than one intermodule gap. Table :3.2 lists 

details of the CC. 

Table 3.3: Parameters of the DO Endcap Calorimeters 

The two mirror-image end calorimeters (ECN and ECS) cover the region 1.1 < 

1711 < 4.5. Each contains four module types. To avoid the dead spaces in a multi- 

module design, there is just one EM module and one inner hadronic ( I H )  module. 

Outside the EM and IH, there are concentric rings of 16 middle and outer (MH and 

OH) modules. The azimuthal boundaries of the MH and OH modules are offset to 
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prevent cracks through which particles could penetrate the calorimeter. This makes 

the D8 detector almost completely hermetic and allows for a very accurate measure- 

ment of missing transverse energy. Due to the third layer segmentation in the ECEM 

module, 0.1 x 0.1 for 171 > 2.5, the electron and photon candidates are restricted to 

1.5 < 1771 < 2.5 in the EC. In the region 171 > 3.2 the transverse cell segmentation 

increases to a maximum of 0.4 x 0.4. Table 3.3 shows additional details of the EC 

modules. 

Between the CC and EC regions (0.8 171 5 1.4), there is a large amount of 

uninstrumented material in the form of cryostat walls, stiffening rings and module end- 

plates. as indicated in Fig. 3.5.  To correct for energy deposited in the uninstrumented 

wails there are two scintillation counter arrays, of size 0.1 x 0.1, called intercryostat 

detectors (ICD). In addition, separate single-cell structures called massless gaps (MG) 

are mounted on the surfaces of the CCFH, ECMH, and ECOH modules. Together, 

the ICD and MG provide a good approximation to the standard D 0  sampling of EM 

showers. 

It should also be pointed out that the Main Ring beam pipe passes through the 

CH section of the CC. Beam losses from the Main Ring will show up in the detector 

and must be rejected. To avoid those losses, DO either can stop recording data during 

periods of Main Ring activity near the detector or flag the events when they are passed 

through the trigger system. Of the 2.4 seconds of the Tevatron cycle, approximately 

'21% is deadtirne due to the activity of the Main Ring. 



CHAPTER 3. EXPERIMENTAL APPARATUS 

3.2.3 Muon Detectors 

The DO muon detector, located outside the calorimeter, is divided in two 

subsystems: the Wide Angle Muon Spectrometer (WAMUS) and the Small Angle 

Muon Spectrometer (SAMUS). The WAMUS detector has an angular coverage of 

10" 5 8 5 170", and SAMUS has an angular coverage of 3.7" 5 0 5 10". The 

purpose of this system is the identification of muons produced in T-p collisions and 

the determination of their trajectories and momenta. Since the calorimeter is thick 

enough to absorb the debris from electromagnetic and hadronic showers, muons can 

be identified with higher purity than electrons. The muon system is not used in this 

analysis and is not discussed here. The interested reader should consult Ref. [30] for 

details. 

3.3 Multilevel Trigger, and Data Acquisition 

Because it is not possible to record and process all data generated after every 

beam crossing at the Tevatron, D 0  has to use a mechanism to filter a small number 

of interesting events for permanent storage and later studies. This process. called 

triggering, is carried out by a multilayer hierarchical trigger with increasingly comples 

tests applied to the data at each succeeding stage, reducing the sample of events. 

The first stage, called level-0 (LO) [31], consists of two scintillator arrays moun- 

ted on the front surfaces of the EC cryostats perpendicular to the beam direction. Each 
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array partially covers a region in pseudorapidity of 1.9 < 171 < 4.3, with nearly com- 

plete coverage over 2.2 < /ql < 3.9. The LO system is used to detect the occurrence of 

an inelastic pjj  collision and serves as the luminosity monitor for the experiment. In 

addition, it provides fast information on the z-coordinate of the primary collision ver- 

tex. by measuring the difference in arrival time from particles hitting both LO arrays, 

for use in early trigger decisions. A slower, more accurate position of the interaction 

and indication of the occurrence of multiple interactions2 are available for subsequent 

trigger decisions. The luminosity is estimated by measuring the rate of inelastic Pp 

interactions. which has a known value of 48.2 mb [32] at fi = 1.8 TeV (derived by av- 

eraging measurements from E710 and CDF). A systematic normalization uncertainty 

of 5.4% [33] is assigned to the luminosity determination, based on differences between 

Monte Carlo calculations and zero-bias data. The LO trigger is M 99% efficient for 

non-diffractive inelastic collisions. The rate of data from LO is on the order of 150 

kHz.  

The next stage corresponds to the so-called Level 1 trigger (Ll )  [34]. It is the 

heart of the trigger system and is responsible for combining the result of individual L1 

components into a set of global decisions that commands the readout of the digitization 

crates, and interacts with the next stage, the level 2 trigger (L2); see Fig. 3.6. Most of 

these components: such as the L1 calorimeter triggers and the muon triggers operate 

‘Multiple p p  interactions in a beam crossing can be identified by looking at the time distribution 
of the hits. If the hits came from one interaction, they would arrive at nearly the same time; otherwise 
the hits from different interactions will in general arrive at different times. Obviously, interactions 
that occur at the same time and are together in z will not be resolved and the LO detector will tag 
them as one interaction. 
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Figure 3.6: A diagram of the D 0  trigger indicating individual trigger components and 
their interconnections. 

within the 3 . 5 ~ s  interval between beam crossings so that no events go by unexamined. 

However, some other components, like the TRD trigger and some components of the 

muon trigger, called the level 1.5 trigger (L1.5), may require more time. The goal 

of the L1 trigger is to reduce the event rate from the beam crossing frequency to a 

rate of 100 - 200 Hz. The primary input for the L1 trigger consists of 256 trigger 

terms and each of which is a single bit indicating that some specific requirement is 

met. These 256 terms are reduced to a set of 32 L1 trigger bits, specific triggers. by 

a two-dimensional AND-OR network. An event is said to pass L1 if at least one o f  

these 32 bits is set. The L1 trigger also uses information about the Main Ring activity. 

which can be used to veto certain events either as part of the L 1  system or as part 

of an offfine analysis. In order to prevent the saturation of the trigger system. due 

to the large cross sections of some process like QCD multijets, the L1 trigger can he 
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prescaled. This means that the trigger will actually cause readout and further trigger 

processing only once every N times that the trigger term conditions are satisfied. 

The L1 calorimeter trigger covers up to < 4.0 in trigger towers of 0.2 x 0.2 

i n  ‘1 - o space. These towers are subdivided longitudinally into electromagnetic and 

hadronic trigger towers. The output of the calorimeter L1 is the transverse energy 

deposited in these towers. While the output of the L1 muon trigger is the number of 

muon candidates and their p ~ .  

When events fire the L1 trigger the event data are passed on the standard 

1>C3 data acquisition pathways to a farm of 50 parallel microprocessors which serve 

as event builders as well as the L2 trigger system. The function of the L2 system is 

to collect the digitized data from all relevant detector elements and trigger blocks for 

events that successfully pass the Level 1 triggers and to apply sophisticated algorithms 

to reduce the event rate to about 2 Hz before passing events on to the host computer 

for c\.ent monitoring and recording. ,411 the data for a specific event is sent over 

parallel paths to memory modules in a specific, selected node (one of 50). The event 

data are collected and formatted in final form in the node, and the L2 filter algorithms 

are executed. 

The L2 filtering process in each node is built around a series of filter tools. 

Each tool has a specific function related to identification of a type of particle or event 

characteristic. There are tools to recognize jets, muons, calorimeter EM clusters, track 

association with calorimeter clusters, ET, and missing ET. Other tools recognize 
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specific noise or background conditions. The tools are associated in particular com- 

binations and orders into scripts; a specific script is associated with each of the 32 

L1 triggers bits. The script can spawn several L2 filters from a given L l  trigger bit: 

therefore, there are 128 L2 filters bits available. If all the L2 requirements (for at least 

one of these 128 filters) are satisfied, the event is said to pass L2 and i t  is temporarily 

stored on disk before being transferred to an S mm magnetic tape. 

Once an event is passed by a L2 node. it is transmitted to the host cluster. 

where it is received by the data logger, a program running on one of the host com- 

puters. This program and others associated with it are responsible for receiving raw 

data from the L2 system and copying it to magnetic tape, while performing all ne- 

cessary bookkeeping tasks (e.g. time stamps, run number and output event number. 

etc.). Data may also be sent to the online DAQ pool for online monitoring. 

3.3.1 Electron Trigger 

To trigger on electrons, L1 requires the transverse energy in the EM section 

of a trigger tower to be above programmed thresholds. The L2 electron algorithm 

uses the full segmentation of the EM calorimeter to identify electron showers. IJsing 

the trigger towers that were above threshold at level 1 as seeds. the algorithms form 

clusters which include all cells in the four EM layers and the first FH layer in a 

region of A7 x A4 = 0.3 x 0.3, centered around the tower with the highest ET.  The 

longitudinal and transverse energy profile of the cluster must satisfy the requirements: 
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0 The fraction of the cluster energy in the EM section must be above an energy 

and detector position dependent threshold. 

0 The transverse shape classification is based on the energy deposition pattern in 

the third layer. The difference of the energy depositions in two regions, covering 

At1 x ilq = 0.25 x 0.25 and 0.15 x 0.15 and centered on the cell with the highest 

ET,  must be within a window, which depends on the total cluster energy. 

3.3.2 Jet Trigger 

Roughly speaking, one calls a jet the products of fragmentation or hadroniza- 

tion of quarks or gluons (partons) into collimated colorless, hadron collections. D 0  

triggers thes objects based on the following steps: The L1 jet triggers require the sum 

of the transverse energy in the EM and FH sections of a trigger tower to be above pro- 

grammed thresholds. The L2 jet algorithm begins with an ET ordered list of towers 

that were above thresholds at L1. At L2 a jet is formed by placing a cone of given 

radius R, where R = JAq2 + A42, around the seed tower from L1. If another seed 

tower lies within the jet cone then it is passed over and not allowed to seed a new 

jet. The summed ET in all of the towers included in the jet cone defines the jet ET. 

If any two jets overlap, then the towers in the overlap region are added into the jet 

candidate which was formed first. To filter events, cuts on several quantities can be 

imposed. These are the minimum transverse energy of a jet, the minimum transverse 

size of a jet, the minimum number of jets, and the fiducial cuts on the pseudorapidity 
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of the jets. 

3.3.3 Missing Transverse Energy Trigger 

Many rare and interesting physics processes involve production of weakly in- 

teracting particles such as neutrinos. These particles can not be detected with con- 

ventional collider detector, like DO. However. conservation of momentum from the 

initial to final state implies that momenta of such particles can be inferred from the 

vector sum of the momenta of the particles which are detected. Since much of the  

energy flow near the beamline is largely undetected, this method can only be used 

in the transverse plane to the beam. Therefore if a neutral stable weakly interacting 

particle were produced with high p T ,  the negative vector resultant of the detected 

particles would have the same momentum vector. This quantity is referred as Missing 

ET and denoted by &; it is used as an indicator of the presence of weakly interacting 

particles. At L2, j lT is computed using the vector sum of all calorimeter and IC11 

cells with respect to the z position of the interaction vertex, which is determined from 

the timing of the hits in the LO counters. At L2, we can require that the $T in the 

event be above a threshold. 

3.3.4 Triggers for W Boson Studies 

Since the present analysis is from a subset of the W += ev data the same trigger 

selection as the standard W + ev analysis is used. 
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In order to allow diffractive studies of W boson production, the trigger con- 

ditions for the It’ boson did not require that Level 0 be fired. Level 1 required an 

electromagnetic trigger tower to have at least 10 GeV of transverse energy, ET. The 

name of this trigger was EM1-1-HIGH. Level 1.5 then required the Level 1 object 

to pass an ET cut of 15 GeV. This level also checked whether the electromagnetic 

fraction (EM energy over total energy of the tower) is greater than 85%. The Level 

2 filter conditions are varied according to the purpose of the filter. The filter for the 

14’ 5ignal had several requirements on the electron to enhance the probability that the 

electron was from a I/V -+ eu. The electron candidate had to have at least 20 GeV in 

ET,  it had to pass shower shape cuts based on test beam data; it had to be isolated 

from other objects in the calorimeter; and it must have had at least 15 GeV of missing 

ET. The name of this filter was EM1-EISTRKCCMS. 

There were also several L2 filters that allowed to do background studies. Two 

of these are ElIl-ELE-MON and ELE-1-MON. They required an electron candidate 

with at least 20 GeV and 16 GeV, respectively, and a shower shape cut, but noisolation 

cut. These filters used the same L1 and L1.5 conditions as the W signal filter. 

The efficiency and turn-on curves of the L2 filter for the W signal are described 

i ~ i  Ref. [ 3 5 ] .  The efficiency was found to be (99 & l)%. The integrated luminosity is 

estimated to be 76.5 =t 4.2 pb-‘ [36], with the requirement of no Main Ring activity 

imposed off-line. 
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Chapter 4 

Event Reconstruction and Particle 

Identification 

After an event is selected by the trigger system, the information available from 

the detector is in the form of digitized pulse heights, widths. and times. To turn  

this information into recognizable objects like electrons and jets. DO uses an event 

reconstruction program called DBRECO [37].  Since the amount of time available to 

select events at L2 is small (typically 200 ms), the DBRECO program is executed off- 

line. The DBRECO program consists of several packages: the CD track reconstruction. 

the vertex reconstruction. the calorimeter energy cluster reconstruction, and the muon 

track reconstruction. The electrons, muons, neutrinos and jets are identified using the 

reconstructed informations from these packages. This chapter describes some of the 

reconstruction packages and the particle identification criteria used in this analysis. 
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During reconstruction, groups of data describing an object or characteristics 

of a given event (called ZEBRA banks [38]) are created, linked, and either passed 

on or dropped. Selected events are written out to two types of files: the standard 

output (STA) and the data summary tapes (DST). The STA files contain the raw 

data plus the complete results of the reconstruction (the file size is on average about 

600 kbytes/event). The DST files are compressed version of the STA files containing 

only processed information (the file size is approximately 20 kbytes/event). Since 

the amount of data available in the 1993-1995 run is very large (45M events) a third 

file format was introduced to further reduce the data volume. This new type of file, 

called microDST (pDST) [39], contains the minimum amount of information needed 

to perform analyses (the file size is around 5 kbytes/event). All events are placed on 

disks in pDST format, and these files are further filtered by analysis groups to make 

the size of data set manageable. In the last few months this data is also available in 

Column Wise Ntuples [38, 401. This analysis will use the last format [41]. 

4.1 Vertex Reconstruction 

The determination of the primary vertex interaction point is mainly done using 

information of the CDC. Prior to the execution of DBRECO, the CD-EXAMINE pro- 

gram [37] determined the transverse (5, y) position of the interaction point; D0RECO 

determined the z-coordinate of the interaction point. All CDC tracks were extrapol- 

ated to the z axis and the intersection in z for each track was stored. A cluster finding 



CHAPTER 4. EVENT RECONSTRUCTION A N D  PARTICLE IDENTIFICATION 42 

algorithm was used to determine how many clusters were associated with any z posi- 

tion. For each cluster the mean value for the intersection in z of all the tracks in this 

cluster was taken to be the z position of the interaction point. A constrained fit was 

made to determine a more precise z vertex measurement. For a multiple interaction 

event, DBRECO provided up to three possible vertex candidates, and the vertex with 

most tracks was designated as the primary vertex. For the data used in this analysis 

the distribution of vertices was centered at z = 0.3 cm with an rms deviation of 29.1 

cm. 

4.2 Electrons 

Electrons are identified by the detection of an electromagnetic shower in the 

calorimeter with an associated track in the central tracking system. 

4.2.1 Electron Reconstruction 

To reconstruct electrons (and photons) DBRECO uses a nearest neighbor al- 

gorithm [30, 34, 371. It starts by grouping EM towers. The energy of the four EM 

layers and the first FH layers are summed in this purpose. The towers are then ordered 

in transverse energy. Next the highest energy towers are picked and clusters are cre- 

ated adding physically adjacent towers with E > 50 MeV to the cluster. T h c v  l i i l \ . ~ ~  i o  

pass the following criteria to be considered as an electron/photon candidate: 90% of 

the cluster energy must be in the EM section of the calorimeter, and at least 40% of 
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the energy must be contained in a single tower. To distinguish electrons from photons 

D(DRECO searches for a track in the central detector that points from the interaction 

vertex to the EM cluster within a window of AT = 60.1, A# = f O . l .  If one or more 

tracks are found, the object is cIassified as an electron. Otherwise, it is classified as 

a photon. 

4.2.2 Electron Identification 

The development of EM and hadronic showers is quite different and the shower 

shape information can be used to differentiate between electrons (photons) and had- 

roils. The following variables are used to select the electrons [42, 431: 

Electromagnetic Energy Fraction. This quantity, referred to as emh is based on 

the observation that electrons deposit almost all their energy in the EM section of 

the calorimeter (around 90 %): while hadrons are typically much more penetrating 

(only 10% of their energy is deposited in the EM section of the calorimeter) and is 

defined as the ratio of EM energy to the total shower energy . Therefore a cut at the 

high emf value provides a powerful discrimination against charged hadrons. All the 

electrons in this analysis are required to have at least 95% of their total energy in the 

EM calorimeter. This requirement is about 99% efficient (studies of these efficiencies 

are described below). 

Covariance Mat r ix  y L  [44]. The shower shape may be characterized by the fraction 

of the cluster energy deposited in each layer of the calorimeter. These fractions are also 
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dependent on the incident electron energy. However, these fractions are correlated. 

i.e., a shower which deposits a large fraction of its energy in the first layer will then 

deposit a small fraction in the subsequent layers and vice versa. To obtain the best 

discrimination against hadrons, we use the energy observed in a given layer and 

its correlations with the energy deposited in the other layers. This is done using 

a covariance matrix technique. Suppose one has a set of N observations of events of a 

given type, where each observation consists of M variables: xn = (x:. . . . . x&). One 

can form the covariance matrix from the outer products 

where is the mean of the ith observable. The H-matrix is d i n e d  by the inverse of 

this covariance matrix H = M-l .  We determine whether a shower k is electromagnetic 

by computing the covariance parameter 

jy2 = (x," - q H &  k - Cj ) .  
i,j=l 

The observables are the fractional energies in layers 1, 2, 4 of the EM calorimeter. 

and the fractional energy in each cell of 6 x 6 array of cells in layer 3 centered 

on the most energetic tower in the EM cluster. To parametrize the energy and the 

impact parameter dependence of the matrix, we also include the logarithm of the 

shower energy and the posit,ion of the event vertex along the beam as two independent, 

parameters. The matrix H is thus 41-dimensional. Since H is a symmetric matrix. 

it can be diagonalized using a unitary matrix U so that H' = U H U T  is diagonal. 
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Then i2 = gH'gT and the components of the vector y are uncorrelated variables. 

For each of the 37 detector towers at different values of Iql, we build a matrix from 

Monte Carlo (MC) electrons. By comparing the shower shape of these electrons with 

shower shapes from electron beam tests we have verified excellent agreement of the 

hl( '  with the calorimeter response. Slight differences in shower shapes between Monte 

Carlo and data can cause larger contributions to x2) if the eigenvalues of the matrices 

are unusually large. To prevent any component from dominating the value of the 

covariance variable x2, we limit the magnitude of the diagonal elements of H' to a 

iiiasiniuiii value, which optimizes the electron finding efficiency and rejection power 

as illustrated in Fig. 4.1. In this analysis we require that the x2 is less than 100 for 

c'c' electron candidates and less than 200 for EC electrons. This requirement is about 

95% efficient. 

Figure 4.1: x2 distribution for test beam electrons (unshaded), test beam pions 
(shaded), and electrons from W's (dots). 
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Isolation. The decay electron from a W should not be close to any other object in the 

event. This is quantified by the isolation fraction. Let E(0.4) be the energy deposited 

in all electron cells in the cone R < 0.4 around the electron direction and EA4( 0.2) the 

energy deposited in the EM calorimeter in the cone R < 0.2. The isolation variable 

is then defined as the ratio 

E(0.4) - EM(0.2)  
EM(0.2) 

z= 

A requirement of Z < 0.1 is approximately 97% efficient. 

Track match significance. An important source of background for electrons i s  

photons from the decay of TO or 7 mesons. Such photons do not leave tracks in the 

central detector, but might appear to do so if a charged particle is nearby. This 

background can be reduced by demanding a good spatial match between calorimeter 

energy cluster and nearby tracks . The significance S of the mismatch between these 

quantities is given by 

2 

s =  4 (2)2+ (8 ' 

where A+ is the azimuthal mismatch, Az the mismatch along the beam directioIi, 

and 6, is the resolution of the observable 2. This form is appropriate for the c m t r a l  

calorimeter. In the end region, r replaces z .  Requiring S < 50 is 95(7S)% efficient for 

CC(EC) electrons. 

Track-in-road. All the electrons were required to have a reconstructed track some- 

where in the tracking road from the cluster to the vertex to enter the W- -+ ev sample. 
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This implicit requirement has an efficiency associated with it which is referred to as 

the track-in-road efficiency. For this analysis it was found to be 83(86)% for CC(EC) 

electrons. 

For this analysis we combined these quantities to form the electron identifica- 

tion criteria. -4 summary of the cuts used and their efficiencies is listed in table 7.1. 

4.2.3 Electromagnetic Energy Corrections 

The energy scale of the calorimeters was originally set using test beam calib- 

ratio11 data. However, due to differences in conditions between the test beam setup 

and the DO installation. this calibration is slightly low. Therefore we have to correct 

this effect on the data before starting any analysis. 

The EM energy scale for the DO calorimeter was determined by comparing the 

iiiasses measured in T O  t yy [45], J / $  t ee [46], and 2 + ee decays to their known 

values [6]. If the  electron energy measured in the calorimeter and the true energy are 

related by E,,,, = crEt,,, + S, the measured and true mass values are, to first order, 

related by rn,,,, = amtrue + Sf. The variable f depends on the decay topology and 

is given by f = 2(E1 - E2) sin2(Y/2)/mmeas, where y is the opening angle between 

t l i e  two decay products and El and E2 are their measured energies. When the three 

independent constraints are combined the values of cy and S are set [47]. 
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4.2.4 Energy Resolution 

The energy resolution of electrons and photons is expressed by the empirical 

relation 

where E is the energy of the incident electron, C is a constant term due to calibration 

errors, S is the sampling fluctuation of the liquid argon calorimeter and N correspond 

to the noise term. The sampling term is obtained from test beam results, and the 

constant and noise terms are tuned to match the resoultion of observed 2 + ee events 

and simulated ones. Table 4.1 lists these parameters [48]. 

I Quantity I CC 1 EC I 

~ ~~ 

Table 4.1: Energy resolution parameters for electrons and photons. 

4.3 Jets 

Several different definitions of a jet are used in DO, depending 011 the na,turc 

of physics analysis. Here, we describe the fixed cone algorithm, the primary choice of 

DO, since it is easily applicable to theoretical calculations. 
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4.3.1 Jet Reconstruction 

The algorithm uses a fixed-cone radius R = 1/Aq2 + Ad2. Four cone sizes 

were wed.  Tt = 0.3. 0.5. 0.7, and 1.0. The algorithm begins with the highest ET 

tower and preclusters are formed of contiguous cells out to a radius of about R = 0.3. 

The preclusters are used to reduce the number of cells considered as possible starting 

points for jet formation, and to reduce the processing time. Only towers with ET > 1 

CkV are included in preclusters. These preclusters become the starting point for jet 

finding and the precluster center is used as the initial cone center. A new ET weighted 

center is then formed using ET of all towers within a radius R of the center, and 

the process is repeated until the jet is stable. A jet must have ET > 8 GeV. If two 

jets share energy, they are combined or split, based on the fraction of energy shared 

relative to the ET of the lower ET jet. If the shared fraction exceeds 50%, the jets are 

c.or ihi  ned. 

The kinematic quantities defining a jet are: 

= C t o w e r s  k 

ET = C t o w e r s  k 

# = arctan(E,/E,), 

8 = a r c c o s ( E , / J ~ ) ,  

where i represents the four components of the four-momentum vector. Note that ET 

is the scalar sum of the transverse energies of the individual towers, and not the 

tiiagnitude of their vector sum. 
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4.3.2 Jet .Identification 

A fixed cone algorithm with a radius of 0.5 in eta-phi space is used in this 

analysis. The R = 0.3 cone algorithm is more efficient [14] compared to wider cone 

sizes which cause undesired jet merging for high p~ W or 2. However. due to the\ 

relatively large uncertainties in the jet energy measurement of the 0.3 cone algorithm 

as a result of losses of energy which are caused by the energy flowing out of the cone 

or undesirable splitting of jets, we choose to use the 0.5 cone algorithm as the primary 

algorithm for our studies. 

In order to remove fake jets produced by cosmic rays: calorimeter noise. ant1 

protons from the Main Ring entering the detector, DO has developed a set of quality 

cuts based on the characteristics of real jets. These quality cuts are applied to ever?. 

jet and are based on a detailed study [49] of fourteen thousand Monte Carlo events 

(which tell us how to keep good jets), noise data taken with no colliding beam (which 

tell us how to reject fake jets), and colliding beam data sets. The va.riahles iisecl art': 

Electromagnetic Energy Fraction (emf). As for electrons, this quantity is defined 

as the fraction of energy deposited in the electromagnetic section of the calorimeter. 

This cut was designed to remove electrons and/or photons (which typically have a 

high EM fraction) and fake jets caused by the Main Ring or by hot cells (which do 

not have energy depositions in the EM section, resulting in a low EM f r a h o n )  fro111 

the jet sample (which in general leave energy in both electromagnetic and hadronic 

sections of the calorimeter since they are a mixture of hadrons and photons from 7io 
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Jeca~s).  All jets with EM fraction within (0.05,0.95) were defined as good jets. 

Hot Cell Energy Fraction (hcf). This quantity is defined as the ratio of the energy 

of the second highest ET cell over the energy of the highest ET cell within a jet. The 

cut was designed to removed calorimeter noise. Hot cells appear when a cell sparks; 

i t  will be misinterpreted as energy deposition since it occurs at random and without 

dgectiiig neighboring cells. In this case the HC fraction will be small since the energy 

in a jet is expected to be spread over a number of cells. If most of its energy is 

concentrated in only one cell, it is very likely to be a false jet reconstructed from 

electronic noise. For good jets hcf was found to be grater than 0.1. 

Coarse Hadronic Energy Fraction (chf). This quantity is defined as the fraction 

of jet energy deposited in the coarse hadronic section of the calorimeter. The cut was 

designed to remove activity caused by the Main Ring. The Main Ring at DO goes 

through the CH modules and any energy deposition related to it will concentrate in 

this section of the calorimeter. It has been shown that fake jets due to Main Ring 

activity tend to have more than 40% of their energy in the CH region [SO], while real 

jets have less than 10% of their energy in this section of the calorimeter. Therefore 

good jets were required to have a chf less than 0.4. 

4.3.3 Hadronic Energy Corrections 

Since the measured jet energy usually is not equal to the energy of the ori- 

ginal parton which formed the jet, corrections are needed to avoid systemtic biases. 
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There are several effects which contribute to the jet energy response. such as. non- 

uniformities in the calorimeter, non-linearities in the calorimeter response to hadrons. 

noise due to the radioactivity of uranium, and energy from the products of soft inter- 

actions of spectator partons within the proton and the antiproton (underlying event). 

To estimate these effects D 0  uses the method called Missing ET Project Fraction 

(MPF). 

The method starts by looking for events with an isolated EM cluster due to 

a photon or a jet which fragmented mostly into neutral mesons, a hadronic jet lying 

opposite in 4, and no other objects in the event. The EM cluster energy is corrected 

using the electromagnetic energy corrections described above. There should be no en- 

ergetic neutrinos in these events so that any missing transverse energy ( gT) remaining 

in the event can be attributed to a mismeasurement of the hadronic jet. Projecting 

the $T along the jet axis, the needed corrections for the jet can be derived. This is 

averaged over similar jets in the sample to produce a correction which is a function 

of jet ET, 77, and electromagnetic content. Other effects such as out-of-cone showering 

(due to wide showers), the underlying event, and noise effects were determined in sep- 

arate studies using Monte Carlo and minimum bias' samples. All these corrections 

as well as the electromagnetic energy corrections are included in the software package 

called CAFIX [51]. In this analysis we used the version 5.0 of the package. 

In addtion to these corrections, the effect of shower leaking oiit of the  jel cont'  

'minimum bias data is referred to events in which the only requirement was that the LO trigger 
fired. 
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rl Noise Term Sampling Term 
Region (N) (SI 

lrll < 0.5 7.07f0.09 0.81f0.02 
0.5 < 171 < 1.0 6.92f0.09 0.91f0.02 

1.5 < 171 < 2.0 8.15f0.21 0.48f0.07 
1.0 < < 1.5 0.00f1.40 1.45f0.02 

'2.0 < /?I/ < 3.0 3.15f2.50 1.64f 0.13 

53 

Constant Term 

O . O O f O . O 1  
O . O O f O . O 1  
0.05f0.01 
O . O O f O . O 1  
0.01f0.58 

((4 

due to QCD out of cone radiation must be taken into account. It is not a part of CAFIX 

corrections. The correction basically is an offset in energy of the jet as a function of 

its energy and [52]. 

'Table 3 . 2 :  .Jet energy resolution parameters for each of the calorimeter regions. 

4.3.4 Energy Resolution 

The jet energy resolution has been studied in [43] using dijet momentum bal- 

ance. The empirical formula for the jet ET resolution is 

S2 N 2  (&) = C2 + - + - 
ET ET2 

where C is the error term from the calibration, S represents the shower fluctuations 

in the sampling gaps, and N denotes the contribution due to noise and the underlying 

event. Table 4.2 shows the resolution parameters in each of the calorimeter q regions. 
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4.4 Neutrinos: Missing Transverse Energy 

As we mentioned above, neutrinos cannot be detected with the DQ detector, 

but they are inferred from the missing ET. In this analysis we have assumed the &- 

in each event corresponds to an associated neutrino in the W + ev decay. 

The calculation of f l T  is based on energy deposition in the individual cells of 

the calorimeters. Each cell in the calorimeter is given a four-vector. with an energ! 

equal to the measured energy in the cell, a direction pointing from the interaction 

vertex to the center of the cell, and a mass of zero. The vector gT is defined by 
+ 

where the first sum is over all cells in the calorimeter, ICD, and MG. The second sum is 

over the corrections in ET applied to all electrons and jets in the event. The missing 

transverse energy, gT, is the magnitude of this vector, which we call calorimeter 

missing-ETZ'his definition does not include the muons, which (for high-pT muons) 

only deposit a small portion of their energy in the calorimeter. Therefore the total 

missing ET is then the calorimeter missing ET with the transverse momenta of good 

muon tracks subtracted. Since in this analysis we do not use muons, we will refer to 

the calorimeter-& as the f l T .  

Also useful is 4 , the azimuthal direction of the &- vector, defined bv dgT = 

arctan( gV/&). The scalar ET(  ET^^^'^^) defined as the scalar sum over all calorimeter 

cells of transverse energy:  ET^^^'^^ = zcells ET;. 

$T 



C'HA PTER 4. EI-ENT RECONSTRUCTION AND PARTXCLE IDENTXFICATION 55 

4.4.1 $T Resolution 

.4n ideal hermetic detector would measure the magnitude of &vector as zero 

for events with no real source of missing ET. However, detector noise and energy 

resolution in the measurement of jets, photons, electrons and muons will contribute to 

some amount of missing ET. In addition, dead regions or non-uniformity of response 

in the detector will also result in missing ET. Therefore it is important to measure 

this contribution of $T to gauge the sensitivity of the detector to real missing ET. 

'l'he missing ET resolution is parameterized as [43] 

o(&) = 1.08 GeV + 0.019 (E ET) 

which was obtained using minimum bias data. The ET is used for this parameter- 

ization since one would expect that the greater the total amount of transverse energy 

in the event, the larger the possible mismeasurement of the balance. 

4.5 Monte Carlo Event Simulation 

Due to the complexity of high energy experiments sometimes it is difficult to 

interpret the results. 4 detailed computer simulation of such experiments is an im- 

portant element of the data analysis. The simulation is usually performed with a 

Monte Carlo technique. The Monte Carlo technique consists of two steps: the simula- 

tion of the physics process, called event generation, and the simulation of the response 
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of the detector, called detector simulation. The event generation step uses theoret- 

ical calculations and models based on experimental measurements. For the detector 

simulation, depending on the characteristics of the study, we can choose between two 

methods: a complete full simulation or a parametric simulation. The full simulation 

is usually resource-consuming, extremely slow, and sometimes impractical process. 

Besides, it relies very much on a precise description of different detector compon- 

ents, which is not always in agreement with the measurement based on real data. On 

the other hand the parametric simulation is very practical, very fast. and is based 

on real data wherever possible. In this analysis, depending on the purposes of the 

study, we have used five different event generators: ISAJET [ 5 3 ] .  PYTHIA [54]. H E R -  

WIG 1551, VECBOS [56] (followed by a full detector simulation based on the programs 

DBGEANT [57] and DBRECO, the reconstruction program), and the Zeppendfeld-Baur 

anomalous couplings event generator [25] (followed by a fast detector simulation [55] ). 

DBGEANT is the D 0  implementation of the CERN detector simulation program 

GEANT [59]. This package provides tools for specifying volumes containing particular 

materials and the framework for transporting particles through these volumes with 

appropriate physical scattering and interaction processes included. Processes such as 

&ray production, multiple Coulomb scattering, full showering by electromagnetic and 

hadronic particles, particle decays, and bremsstrahlung by electrons and  muon a re  

accurately simulated. Each particle is tracked down to the preset minimum energies 

that depend on the processes. In DBGEANT, the minimum energies are set to 10 lie\- 
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for all processes. The step size of the track depends on the medium and is chosen 

so that the simulated distributions reproduce the measured ones. The geometry and 

materials of the DO detector are the inputs for GEANT. 

ISAJET, PYTHIA, and HERWIG generators are based on perturbative QCD cal- 

culations and phenomelogical models for parton fragmentation. The main difference 

lietween them is at the hadronization process where they use different fragmentation 

models, but this difference is usually small. ISAJET and PYTHIA have the ability to 

generate SM wy and WZ. In our analysis we used primarily ISAJET and PYTHIA to 

check possible inaccuracies in ISAJET. HERWIG, combined with VECBOS, was used to 

simulate W 2 2 j  production. 

VECBOS is a more specialized event generator. We used it to generate QCD 

bV 2 2 j  process which are the major source of background for WW,WZ + e v j j  

production. VECBOS generates leading order parton level processes using the t r e e  

level exact matrix elements for (W or 2) + n jets processes for 1 5 n 5 4. VECBOS 

calculations are based solely on the formalism of perturbative QCD (PQCD). Therefore 

m ~ n e  restrictions were applied in order to validate these assumptions and its accuracy: 

ET> 15 GeV for all final partons, 

AR > 0.5 for every pair of jets, 

CTEQ3M set of structure functions [60], 

(Q') = ( p ~ ( j ) ) ~  for dynamical scale. 



CHAPTER 4. EVENT RECONSTRUCTION AND PARTICLE IDENTIFICATION rj 8 

The events generated by VECBOS represent final state partons. In order to simulate 

the detector response to t,hese events the particle fragmentation of these final sta,tes 

had to be simulated and the effects of the underlying (“spectator”) processes included. 

The results from VECBOS were therefore run through a modified version of HERWIG to 

hadronize the partons. As VECBOS carries no information about the flavor of the final 

partons the assumption was made that they are all gluons. Because L’ECBOS calcu- 

lations are only based on tree-level diagrams (leading order) there can be significant 

errors in the prediction of cross sections as the number of jets increases. We therefore 

normalized the VECBOS calculations by using data. 

Since none of the event generators mentioned above has the ability to include 

WW and W Z  production with non-Standard Model couplings, an event generator 

developed by D. Zeppenfelcl was used. This generator calculated pP+W+U-- and 

pp+WZ processes at 1.8 TeV with subsequent decay of a W to ev or j j  and a 2 

to jets. The WWy and WWZ couplings could be set to any value. The processes 

were generated to leading order. A ‘‘K factor“ of li’ = 1 + ~ T C U ,  = 1.34 was included 

for higher order QCD corrections. We have used the Duke-Owens set I [61] struc- 

ture functions which give the lowest cross section at NNL according to Ohnemus, et 

al. [16]. Therefore the results based on anomalous couplings are conservative and any 

uncertainty in the cross section due to the choice of the structure functions should not 

be included. We adopted a fast detector parametrization to include the effects of the  

detector since the number of events required for this study is considerably large. 
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The fast detector simulation is based on package described in Ref. [58]. The 

program first modifies the kinematics to reflect the higher-order processes by including 

a hadronic recoil. This hadronic recoil is determined from data using the p g  spectrum. 

The gauge boson pair system is boosted opposite the hadronic recoil and now is ready 

to include any other effects. For each event the z vertex position is smeared with 

d Gaussian distribution centered at z M 0 with a width of approximately 30 cm 

determined from data. All the object energies; depending on the type of particle, are 

smeared to correctly model detector response. The resolution functions used are those 

given above. The missing transverse energy is determined by the energy imbalance and 

t,he energy of the underlying event calculated from real minimum bias data. The four 

lectors are converted into detector geometry variables (4 ,  q )  to determine if a given 

event passes the kinematic or fiducial requirements. All the efficiencies measured from 

data are taken into account. ,4n extra efficiency due to the reconstruction of W += j j  

process is taken into account as described in the next chapter. For both kinematic 

acceptance and particle id efficiencies, a random number is used to determine if a given 

(>vent passes the requirements. With this parametric Monte Carlo a large number of 

Monte Carlo experiments can be performed in a relatively short time. We use this 

method to study the gauge boson pair production processes with anomalous couplings. 
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Chapter 5 

Event Selection 

This analysis studies the pp+WWX and pF+WZX processes followed b!, 

W+ev and W / Z + j j ,  where j represents a jet. Because of the limited jet energ!. 

resolution, we cannot distinguish W Z  events from WW events. The candidate events 

are selected based on particle identification and kinematical criteria. Particle iden- 

tification criteria are used to reduce the instrumental background, while kinematical 

criteria are used to control the background processes which have the same final states 

as our signal. In this chapter we describe the selection procedure. 

5.1 Data Quality 

The analysis uses data taken during the 1993-1995 Tevatron Collider Run 

(called Run lb) .  The data sample comes from the WZ group single-electron stream. 

which contains all events which pass a L2 WZ EM filter, that requires at least, OIW 
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c,lectroiiiagiietic object with ET> 15 GeV and missing ET> 15 GeV [62]. The L2 

filter used was EM1-EISTRKCC-MS described above. The integrated luminosity of 

the data sample is estimated to be 76.5f4.5 pb-l. All the events with Main Ring 

activity were eliminated as well as any other events for which the data acquisition 

system had problems (called bad runs). We have also required that the LO counters 

fired. since the initial trigger conditions for the W boson did not require this. 

The energy of all the objects has been corrected using the standard DO energy 

correction package CAFIX v5.0, described above. In addition the energy of the jets 

was corrected to take into account radiation outside the jet cone. In the selection we 

have also imposed the requirement of at least one reconstructed interaction vertex, 

a i d  we are not requiring any cut on the multiple-interaction flag [63]. 

Beyond the standard electron and jet identification we introduce additional 

fiducial requirements: 

1q&t( e )  I < 1.1 and away from the module cracks (A4 > 0.01) for CC electrons, 

1.5 < / r l d e t ( e ) l  <2.5 for EC electrons, and 

I?j&t(j)I < '2.5 for jets, 

where qdet is the pseudorapidity of the objects calculated with the vertex z = 0. We 

use ?idet because the acceptance is determined by the geometry of the detector. We will 

re ject  events with electrons in the region 1.1 < IVdet/ < 1.5 because in this region there 

is essentially no EM calorimetry. The pseudorapidity upper limit for electrons and 
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jets is motivated by the large amount of material in front of the CDC. The tracking 

efficiency in this region is poor an triggering is difficult due to the high prohabi1it.y 

for photons/7r0's to convert . We also require that the electrons in the CC must be 

away from module cracks to avoid shower leakage. 

5.2 Kinematic Criteria 

The WW,WZ--+evjj candidates were selected by searching for events con- 

taining a W+ev and at least two jets consistent with W+jj or Z+jj.  The W+ev 

decay was identified by requiring that there be one and only one electron in the event 

with an E$ above 25 GeV and at least 25 GeV of missing transverse energy. forming 

a transverse mass MT > 40 GeV/c2. The transverse mass is defined as 

The cut on the electron ET at 25 GeV is to avoid the leading edge of the trigger 

turn-on curve which has a hardware threshold of 20 GeV. The requirement of only one 

electron is to reduce any contarnination from 2 ' s .  The cuts on  &- and :MT help I I S  t o  

reduce the background contributions, mainly from 'fake-electrons'. The E+ and &- 

distributions are shown in figures 5.1 and 5.2 respectively for data, SM predictions 

and major backgrounds'. The Transverse mass MT is shown in Fig. 5.3. The &- 
for the candidates clearly shows two peaks, one around 35 GeV. corresponding to the 

'From here on, we will refer QCD W 2 2 jets events (which is estimated in chapter 6 using MC' 
samples) and QCD multijets events (which is also estimated in chapter 6. but using a data control 
sample) as major backgrounds. Sometimes we also call the latter "QCD-fakes" . 
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Figure 5.1: E+ distributions for data, SM WW + e u j j  production and the major 
backgrounds. 

illissing ET peak of W- 2 2 jets events, as seen in the Lower right plot in Fig. 5.3 and 

another near 15 GeV, corresponding to the apparent peak of the fake background due 

to the trigger turn-on: as seen in the lower left plot in Fig. 5.3.  The relative heights 

of these two peaks reflect the relative amount of background in the candidate sample. 

j j  decay was identified by requiring at least two jets with E; > 

20 GeV and a dijet invariant mass satisfying 50 < Mjj < 110 GeV/c2. The &jet 

The W / Z  

invariant mass ( M j j )  is calculated by the formula 

M J J  = d2 . E+1 . E+2 * (COSh(7&1 - ?j34 - COS(g5jjl - 4jj2)). 

If there are more than two jets in the event, the two jets with highest dijet 
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Figure 5.2: Missing Et distributions of our samples. The QCD-FAKES distribution 
peaks in the same place as the lower peak in the data distribution. 
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Figure 5.3: Distribution of the transverse mass of the electron and & system. 
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invariant mass from the three leading jets are used. Fig. 5.4 shows the E; distribu- 

tions for the two leading jets, and Fig. 5.5 shows the Mjj distribution for data, and 

major backgrounds. Good agreement between the candidates and the sum of major 

backgrounds is evident. 
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Figure 5.4: E+ distributions of the two leading jets in the samples. 

The Mjl distributions for WW+evjj and WZ+evj j  production for the SM 

couplings are shown in Fig 5.6. The peak of the distribution of WW-+evjj is at 

I 1.3 GeV/c2, which is about 3 GeV/c2 lower than the nominal mass of the W (80.3 

GeV/c'). The peak of the distribution of W Z + e v j j  is at 86.6 GeV/c2, which is 

-- 
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about 4.6 GeV/c2 lower than the nominal mass of the 2 (91.2 GeV/c2). The shift to 

the lower masses may be due to: a possible error in the jet energy scale, losses due 

to gluon radiation not accounted by the jet-out-of-cone correction, energy taken swag. 

by extra jets due to Final State Radiation (FSR), or one of the two jets in the mass 

calculation is from Initial State Radiation (ISR). For the cut we chose two sigma ( -  

30 GeV/c2) to the left and two sigma (+ 30 GeV/c2) to the right of the W peak (80 

GeV/c2). We did not take into account the Wr2 contribution for this cut since it is 

less than 15%. 
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Figure 5.5: Invariant mass distribution of two jets. 

Fig. 5.7 shows the distributions of IpT(ev) - p,(j j) l  for SM W pair production 

events (upper plot) and t-fproduction events (lower plot). For the W pair production 

events, this distribution should be peaked at zero and have a symmetric garlssiair 
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Figure 5.6: Distributions of the invariant mass of two jets in WW i; evj j  (upper) 
and W Z  -+ e v j j  (lower) isajet SM events. 

shape. The width of the gaussian distribution is determined mainly by the jet energy 

resolution. On the other hand for the t - f events, the distribution should have a 

positive average value and a broader and asymmetric shape due to additional b jets 

in the events. -4 cut on J p T ( e v )  - p ~ ( j j ) J  can reduce the background from t - 5 

production. Based on this, we required that IpT(ev)  - p ~ ( j j ) l  must be less than 40 

G:eV/c. This cut reduces approximately 1% of the SM signal, but at least 15% of the 

t - f background. The effect of this cut on other backgrounds is similar to its effect on 

the SM signal. The choice of 40 GeV/c (2.5 sigmas) is based on the WW SM signal 

resolution (16 GeV/c). If we had chosen a tighter cut of 2 sigmas, then we would have 

, 
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lost 5% of the signal, but only around 20% of L e  t - background. 
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Figure 5.7: p T ( e v )  - p , ( j j )  distributions for WW SM signal (upper) and top back- 
ground (lower) after the 2 jet requirement. 

The data satisfying the above selection criteria yielded 399 events. Fig. 5.8 

(upper plot) shows the scatter plot of p T ( e v )  versus p T ( j j )  for candidate events after 

the mass window cut. The width of the band reflects both the resolution and the 

boost of the e v j j  system. The lower figure shows the scatter plot of p ~ ( t v )  L c m u s  

Mjj before the mass window cut. There are no obvious structures in the distribution. 

The inclusion or exclusion of any candidate in the final sample is purely driven by 

the statistics and energy scale uncertainties, which are reflected in the statistical and 





Chapter 6 

Background Estimations 

There are many sources of background to WW/WZ + e v j j .  They are IISU- 

ally divided into two categories based on the nature of the final state objects. They 

are: physics backgrounds consisting of physical processes which resembles the signal 

of interest, and instrumental background which are events with final state objects 

misidentified or mismeasured. 

6.1 Instrumental background 

The major source of this background comes from QCD multi-jet events where 

one of the jet showers is mainly in the electromagnetic calorimeter and is misidentified 

so as an electron, and another jet is mismeasured sufficiently or fluctuates enough to 

pass the $T cut. Even though the probability for electron misidentificat.ion diie to 

statistical fluctuations is small, the large cross section for multijet events makes this 
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background significant. 

Events with high EM fraction jets and large & can fake candidate events. To 

~iieasure the fake contribution a QCD multijet background sample is used in which 

ive require a *bad electron’ in the data sample; that is, an electromagnetic cluster 

satisfying electron triggers but failing electron-id. Now assuming that the measured 

$T is not strongly correlated to the misidentification of the jet as an electron, we can 

use the shape of the $T spectrum of this sample to describe the QCD-FAKE background. 

Furthermore, with the assumption that the contribution of the signal events in the low 

&. region in the QCD rnultijet sample is negligible, the fake sample can be normalized 

to the data in the low $T region and the & distribution for the ‘bad electrons’ can 

lie extrapolated under the signal region of the ‘good’ sample [64]. 

To estimate the multi-jet background we need to use a trigger without a &- 

requirement since the signal filter already has a cut in missing ET. Run l b  data 

tiad several L2 filters useful for this purpose. Two of these were EMlELEMON 

and ELE-1-MON which were described above. We extracted two samples from these 

background filters based on the electron quality: ‘good’ electrons and ‘bad’ electrons. 

The ‘good’ electron event required an electron with the same quality cuts as described 

in subsection 4.2.2, while the ‘bad’ electron event required an EM cluster with 

EM fraction > 0.95, 

Isolation 5 0.15, 

H Matrix x 2  2 250 or track match significance 2 10 0. 
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To avoid biases we add the requirement that the EM object must pass the same 

Level 2 cuts as the signal filter. The @* distribution for the ’bad’ electron sample is 

then normalized to agree with the qT distribution for the ‘good’ sample in the low &- 

region ( qT < 15 GeV ). Fig. 6.1 shows these two distributions (the good sample and 

the bad sample). 
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Figure 6.1: gT distributions for the two samples from background filters. The points 
have been normalized to the histogram for gT below 15 GeV. 

The normalization factor, after the requirement of two jets is applied calcu- 

lated by the ratio of number of QCD-FAKE events over the number of candidate events 

with 0 5 gT 5 15 GeV, is NF = 1.870 k 0.060 (stat) k 0.003 (sys). In the next 

step we use the data from the signal filter, and extracte two samples one contnining 

‘The normalization should take place only when the number of jets is specified. since t h e  soiirces 
of fakes to W events with a different number of jets (W+ 2 n jets) are different. 
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background and signal events (‘good electrons’ that we already got in the selection 

procedure) and the other containing only background events (‘bad electrons’). The 

iiorriialization factor iVF is then applied to the @$ distribution for the background 

only sample [ 651. The systematic uncertainty on the normalization factor is obtained 

by varying $T region from (0,12) to (0,18) GeV (based on the missing ET resolution). 

Fig. 6.2 shows the distributions of $T for candidates and fakes, after the requirement 

of two jets. 
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Figure 6.2: Distributions of $T of the candidate and fake samples. 

The reason for the use of different filters to extract the normalization factor 

and the background fraction is due to the prescaled background filters, which would 

dominante the error on the background fraction if only the background filters were 

used, and due to the signal filter has already a cut in missing ET. 
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After the selection procedure described above we estimate 104.3 f 8.2 (stat) f 

9.1 (sys) background events. The systematic uncertainty (8.7%) includes: uncertainty 

on the normalization factor above (l%), variations when an alternative method [66, 6’71 

is used to estimate this background (5.2%) (see appendix A), and variation for those 

in $T> 25 GeV when the &- region (15,25) GeV is used for normalization (6.9%). 

The last variation estimates the possible contamination of signal in the fake sample. 

6.2 Physics background 

This type of background. as mentioned above, comes from physics processes 

with final state objects identical to our signal. They are estimated using Monte Carlo 

samples. 

6.2.1 QCD W+ 2 2 j 

W+ 2 2 jets QCD production is the most dominant background to our signal 

due to the large cross section for W+ jets event production. This background was 

estimated using a Monte Carlo sample generated with the program VECROS followe(l 

by HERWIG to hadronize partons and DBGEANT for a detailed simulation of the de- 

tector. As mentioned above, the cross section value from the VECBOS program has a 

large error. The W+ 2 2 jets background events estimated with the VECBOS were 

therefore normalized to the signal data sample after the subtraction of QCD multijel 

contribution. In order to avoid the inclusion of true WW and W Z  events in this 
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Figure 6.3: Upper plot: PT(ev) - P ~ ( j j )  distribution before mass window cut. Lower 
plot: AR(j j )  distribution for two jets. 

procedure, we use only the event sample outside of the W mass peak (50 < Mjj < 110 

GeV/c'). Figure 5.5 shows two jet invariant mass distributions for data and the 

estimated background. The normalization factor is then 

= 3.41 f O.Sl(stut) f 0.29(sys) 
879 N v  = 

392 - 251/( 1.87 f 0.06) 

where 879, 392, and 251 are the numbers of VECBOS events, candidates, and QCD-FAKE 
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events outside the M j j  window respectively. Using this normalization factor we estim- 

ate 279.3 f 27.2 (stat) i 23.8 (sys) events in the candidate sample. The systematic un- 

certainty is due to the QCD-FAKE normalization (6.9%), jet energy scale (4%)) and the 

variation when the Mj, cut is changed to (40,120) or (60,100) GeV/c2 (:3%). ‘The cross 

section of W+ 2 2 jets determined with this method is (38795/([3.4f0.3] x [76.,5f4.1] 

=) 149.15215.4 pb (where 38795 is the number of vECBOS events generated, 3.4f0.3 is 

the normalization factor N v  and 76.5f4.1 is the integrated luminosity of this analysis). 

which is consistent with the value (135 pb) given by the vECBOS program. Fig. 6 .3  

shows IpT(ev)  - p ~ ( j j )  I and AR(j j )  distributions, which are important measures for 

how well background estimates describe the jets in the data. The backgrounds include 

the W 2 2 jets and QCD-FAKE contributions. The data and the backgrounds agree 

well. 

The tZ + W+W-bb + e v j j X  events feed in to the candidate sample. since no 

limit on the number of jets is applied for a higher efficiency. A sample, simulated with 

ISAJET with mt = 170 GeV/c2, were used to estimate this contribution. We found it 

to be small, 3.4 f 0.3 (stat) f 1.2 (sys) events. The normalization was done based on 

the D 0  cross section measurement (5.2 f 1.8 pb) [68]. The error in this rneasure~nent 

(35%) is included as systematic uncertainty in our analysis. 
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6.2.3 Wtl-/WZ -+ r u j j  -+ evuj j  

77 

Since this contribution is small, and no separate signal sirnu-Ation is available, 

we will treat it as background. After event selection we found 0.15 ?$,: (stat) f 

0.01 (sys) events. This estimate was done using ISAJET. Normalization was done 

based on the cross section (9.5 pb for WW production and 2.5 pb for W Z  production), 

and the systematic uncertainty is due to the largest side of the asymmetric theoretical 

prediction error (8.4%) [16]. 

Z X - e e X  processes can produce events which could fake the signal. These 

c ~ w i t s  may contaminate the candidate sample if one electron goes through a crack in 

the detector and is measured as missing transverse energy in the event. From a sample 

of 10000 ISAJET ZX -+ e+e-X events generated none of them survive the selection 

procedure. The background from events of this type is negligible. 

Z X - r r X  processes can produce events which could fake the signal if due to 

statistical fluctuations we pick one or two jets from the ISR or FSR with enough energy 

to feed in the mass window. From a sample of 10000 PYTHIA ZX+rrX generated 

events none of them survive our selection. The background events from this source is 

iiegligi ble. 



Chapter 7 

Efficiencies, Predictions, and 

Uncertainties 

When we measure a physical process, we are always interested in how often 

this process occurs, what we know about such processes and how much confidence we 

have in the measurement. In this chapter all these points are addressed. 

7.1 Electron Identification Efficiency 

The efficiencies of all the electron identification cuts, described in chapter 4. 

were studied using the Z+ee event data sample from the 1993-1995 Run. which fired 

the EM2-EISHI filter'. To select an unbiased sample of electrons with a. recliiccd l ( > \ x x l  

lThe EM2-EISHI L2 filter required two L2 electron candidates with ET> 20 GeV which satisfied 
electron shower shape and isolation cuts. It used the EM-2-MED L1 and L1.5 trigger conditions. 
This means that at L1 there must be two EM towers with ET > 7 GeV, while at L1.5 at least one of 
these towers had to have > 12 GeV and 85% of its energy in the EM section of the calorimeter. 
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of background we used events where one of the electron passed tag quality cuts2 and 

therefore the second electron is unbiased. A given event may contribute twice if both 

electrons passed the tag cuts. Then the efficiency of the cuts for electrons is given by 

where is the efficiency measured in the signal region, E b  is the efficiency measured 

in the background region, and f b  is the ratio of the number of background events 

in the signal region to the total number of events in the signal region. The signal 

region is defined as the region of 2 invariant mass peak (86< mee <96 GeV/c2). For 

the background estimation a sideband technique was used. The sideband regions are 

defined as (61< me, <71 GeV/c2) and (111< mee <121 GeV/c2). fb in the signal 

region was estimated from an average of the number of events in the sidebands. The 

systematic uncertainties were estimated from comparisons with an alternative method 

which fits the i Z l ~  spectrum to a Breit-Wigner curve convoluted with a Gaussian plus a 

linear background. The estimates from the two methods agree very well. The track-in- 

road efficiency is estimated in a similar manner, except that the Z+ee sample used 

for that measurement is allowed to include photons (i.e. possible electrons with a 

inissirig track) as the unbiased electron. Table 7.1 summarizes the estimated electron 

efficiencies. 
'By tag cuts here we mean: EM fraction > 0.90, Isolation < 0.15, H-Matrix x2 < l00/200 for 

(.'C/EC, and Track match significance < loa. 
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description 
H-matrix x 2  
EM fraction 

Isolation 
Track match 

’ Track-in-road 

80 

Cut E cut E 

< 100 0.946f0.005 < 200 0.950f0.008 
> 0.95 0.991f0.003 > 0.95 0.987fO.006 
< 0.10 0.970f0.004 < 0.10 0.976f0.007 
< 5 0.948f0.005 < 5 0.776f0.012 

0.835fO. 009 0.858f0.006 

7.2 

All cuts 0.73650.011 0.619f0.012 

Table 7.1: Electron identification cuts and their efficiencies. 

W --+ j j  Selection Efficiency 

The W+jj selection efficiency was parametrized as a function of p r  using 

events generated with ISAJET and PYTHIA programs, followed by a detailed simulation 

of the detector. We used multi-samples generated with different p~ thresholds to 

simulate the behavior of the pT(jj) with different anomalous couplings as were shown i t i  

Ref [75]. Fig 7.1 shows the ratio of the events left after the selection criteria are applied 

over the initial number of events per each bin. It has been proved that the use of a cone 

size as narrow as R = 0.3 for jet reconstruction ensures a higher efficiency. However. 

we have chosen to use a cone size of 0.5 to avoid the large uncertainties in the ,jet 

energy scale of the 0.3 cone algorithm, and the undesired splitting of jets. The roll-off 

of the efficiency above 250 GeV/c is high enough to contain all our data. The efficiency 

obtained from ISAJET was used as a lookup table to estimate the efficiencies of the 

WW( W Z )  process, which is smaller than that from PYTHIA in the high p~ region, and 

therefore gives more conservative results to the WW/WZ cross section and anomah14 
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coupling nieasurements. The differences between these two parametrizations will be 

included as a systematic uncertainty. 

7.3 

0.8 

0.6 

0.4 

0.2 

0 

PT(w+ jj) GeVlc 

Figure 7.1: Efficiency for W + j j  selection as a function of p r  

Overall Selection Efficiency 

The overall selection efficiency reflects all the identification efficiencies, and 

kinematical and geometrical acceptance of a given process. We calculated the overall 

event selection efficiency as a function of the coupling parameters using the Zeppenfeld- 

Baur event generator and a fast detector simulation program which incorporates the 

detector resolutions. For the case of the Standard Model couplings we also calculated 

the overall efficiency using ISAJET to check the results from the fast generator. The 

estimated efficiencies from the two methods are consistent. 
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Using ISAJET (followed by a full simulation of the detector) we generated 

around 2500 WW+evjj events and 1000 WZ+evjj  events with SM couplings. The 

structure function used was CTEQ2L [69]. \Ve found that the event selectmion eficiciic?. 

using these samples is estimated to be (13.44 f 0.80) % for the WW’+ei/Jlj signal. 

and (15.70 f 1.35) % for the WZ+evj j  signal. The errors are statistical only. The 

combined efficiency for WW + WZ-ev j j  is given by 

For the fast event simulation, we generated over 30000 events with Lxrioiis 

anomalous couplings. We calculated the total efficiency for SM couplings to be 14.7% 

f 0.2% (stat) f 1.2% (sys) for WW+evjj and 14.6% f 0.4% (stat) f 1.1% (sys) 

for W Z + e v j j .  The systematic uncertainty (7.8%) includes: (1%) statistics of t h e  

fast MC, (1%) trigger and electron efficiency, (5%) &- smearing and p~ kick. ( 5 ‘ X )  

different MC programs for W+jj parametrization. and (3%) jet energy scale fo r  

W+jj parametrization. (A more detailed description of these uncertainties is given 

below). The combined efficiency is 14.7% i 0.2% (stat) f 1.2% (sys). Within the 

errors, the combined efficiency estimated with the fast simulation is consistent with 

the value obtained from ISAJET. 
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7.4 Standard Model Prediction 

The SM Prediction was calculated based on the ISAJET event generator followed 

by DBGEANT detector simulation program and the Zeppenfeld-Baur event generator 

followed by a fast detector simulation program. 

Using 1S.4JET we found that the predicted number of events with SM couplings, 

after the event selection described in chapter 5, is 14.3 f 1.3 (stat) events for WW . 

production and 2.3 0.2 (stat) events for W Z  production, which means that we 

expected a total of 16.6 f 1.4 (stat) SM events for WW+ WZ+evj j  production. We 

have normalized the sample using the theoretical cross section (9.5 pb for WW and 

2.5 pb for W Z ) .  

In the case of the Zeppenfeld-Baur event generator with a fast detector simula- 

tion we used the estimated efficiencies above and the 0. Br from the event generator: 

a .  B r ( p p W W + e v j j )  = 1.26 f 0.18 pb, and a .  Br(pp+WZ+evjj) = 0.18 f 0.03 

pb. The error here comes from the 14% of NLO uncertainty [lo,  161. The predicted 

number of events (Lea) with SM couplings are 16.2 f 2.7 events based on 14.2 f 2.4 

I I - W  events plus 2.0 k 0.3 W Z  events. The error (16.9%) is the sum in quadrature 

of the uncertainty in the efficiency above, uncertainty in the luminosity (5.4%) and 

that of the NLO corrections (14%). As we can see we found a very good agreement 

between the fast MC and ISAJET. 
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7.5 Anomalous Coupling Prediction 

In order to study possible deviations of the SM couplings we calculated the 

predicted number of events for a number of values of the anomalous couplings. The 

couplings were varied in pairs. Since the predicted number of events depends on the 

form factor scale RFF, we generated samples with this scale set to 1000. 1500 ancl 

2000 GeV. Using the cross section times branching fraction from the event generator 

and the efficiency determined with the fast MC for events with each pair of coupling 

we obtained the predicted number of events for an integrated luminosity of 76.5 pb-'. 

The combined prediction for WW-+evjj and WZ+evj j  assuming that the couplings 

for WWZ are equal to the couplings for WW;' is shown in Fig. 7.2 using /IFF = I ..5 

TeV . 

u) 

z 5 
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140 
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WW,WZ-+ evjj 

Figure 7.2: Predicted number of events as a function of X and AK after event selection. 
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For a given value of AFF, the predicted number of events is described by a 

quadratic function of the anomalous couplings (A, n): 

where CL to f are coefficients, and the value of a gives the predicted number of SM 

events. In practice, to obtain Npred(X,AnE) at all values we generated Monte Carlo 

events for a small set of X and An values and then fit the predicted number of events 

at each X - An grid point to the above function form. For each form factor scale we 

fit a set of 49 points evenly spaced in the allowed region of couplings. 

7.6 Systematic Uncertainties 

The uncertainties on the predictions mainly come from the size of the sample 

generated, parametrizations, detector response and luminosity. We will describe them 

next . 

7.6.1 Uncertainties from the MC generation 

Since we generated over 20000 events for each pair of couplings the total stat- 

istical uncertainty for all the coupling values is less than 1%. The uncertainty of the 

choice of the parton distribution function (pdf) should not be included, because we 

are using the pdf which give us the lowest cross section at NLL, and therefore the 

results are the most conservative. But we must include the 14% uncertainty [lo, 161 
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for the effect of higher order QCD corrections when the '11- - factor'  is incliidctl i r i  

the leading-order result. 

7.6.2 Uncertainties from lepton efficiencies 

The uncertainties due to the parametrization of the detector response to leptons 

includes: 1% due to the electron efficiency parametrization, which is extracted from 

the uncertainty of the electron trigger and selection efficiency, 5% clue to the smearing 

of &, which is the largest relative change of the predicted number of events at various 

couplings when the smearing and/or the p~ kick of the system are turned off. 

7.6.3 Uncertainties from W -+ j j  efficiency parametrization 

The W+jj efficiency parametrization could be affected by the jet energy scale. 

the accuracy of ISR/FSR simulation and parton fragmentation as well as the statistics 

of the samples used to determine the parametrization. 

The energy scale correction performed by CAFIX has an uncertainty that goes 

from 5% at 20 GeV to 2% at 80 GeV and then again goes to 5% at 350 GeL- [5l]. The. 

impact of this uncertainty is studied recalculating the efficiency with the jet energy 

scale changed by &la. Then the largest relative change of the accepted number of 

events for various couplings is found to be 3%. 

To include any uncertainty in the accuracy of the ISR/FSR simulation or par- 

ton fragmentation we parametrized the W+jj efficiency using two sets of samples 
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generated with different event generators (ISAJET and PYTHIA). We found that the 

efficiency obtained with ISAJET is lower than that obtained with PYTHIA. The relative 

change of the numbers of accepted events at various couplings are less than 10%. We 

chose to use the efficiencies obtained from ISAJET because they give more conservat- 

ive results to the WW/WZ cross section and anomalous coupling measurements. We 

take a half of the largest difference in these two parametrizations as an additional 

uncertainty (5%) .  

The relative change due to the statistical error of the W-jj parametrization 

(shown as error bars in Fig 7.1), is calculated for each coupling based on the formula 

which was derived from the definition 

Njn was ignored. E ;  is the efficiency for W+jj where the relative error of 

selection for p ~ (  W )  bin i, and Njn is the number of events that fall in this PT(W) bin. 

The relative changes, & / E ,  at various couplings are found to be less than 2%. 

p ~ (  W)bins 

7.6.4 Luminosity uncertainty 

In chapter 3. we discussed how the luminosity is measured in D 0 ,  as well as 

how the uncertainty is determined. Here we only quote the result, which is 5.4% [33]. 
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7.6.5 Uncertainty on the parametrization of the predictions 

Since we are using a small set of points to find N,,,d(X. A&). we must include 

the uncertainty of this parametrization ( 5 % ) ,  which comes from the deviation I i e t w e n  

the fit and the points known at various couplings when the errors from the fit are 

propagated using the quadratic parametrization above. 

7.6.6 Summary of Uncertainties 

All the uncertainties to the e v j j  prediction are summarized in table 7.2. :llso 

shown are the calculated uncertainties for the background estimates, discussed in 

chapter 6 .  

Source of Error Relative uncertainty 
Luminosity uncertainty 

QCD corrections 
Electron and trigger efficiency 

Statistics of fast MC 
ZT smearing 5% 

Jet energy scale 3% 
ISAJET VS. PYTHJA 4% 

Statistics for effic( W+jj) 2% 
Parametrization of prediction 5% 

Total Uncertainty in Prediction 17.5% 
Total Background Uncertainties 7% 

~ ~~~~ ~~~~~ 

Table 7.2: Relative uncertainties calculated in Run 1B e v j j  analysis. 
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Chapter 8 

Results 

The experimental results are discussed in detail in this chapter. Comparisons 

between predictions with the Standard Model and anomalous couplings are made. At 

the end of the Chapter the results of this work is combined with our published results 

from Run 1A to obtain further improvements in the limits on anomalous couplings. 

8.1 Comparison with SM Prediction 

The observed data in the e v j j  channel is expected to be dominated by QCD 

14's 2 2jets production. After the event selection we found 399 candidates for which 

we estimated 387.1 background events. The number of events expected from the 

Standard Model MOV/T/I.'Z process is 16.2 events after the kinematic selection. The 

kinematic distributions, for all the variables shown in chapter 5, between data and 
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background estimates agree very well, and the small differences are within the estim- 

ated uncertainties. Table 8.1 summarizes the calculated numbers of events for data 

candidates, estimated backgrounds and SM predictions. 

N. of events 

QCD W+ 2 2 jets 
tt+ev jjX 3.40f1.21 

Total Background 387.09f38.18 

279.25% 36.14 

Data 399 
SM WW+WZ prediction 16.20f2.70 

Table 8.1: Summary of e v j j  data and backgrounds 

Fig. 8.1 shows the pT distribution of the ev system for data, background estim- 

ates, and SM predictions. The agreement is very good. We observed no statisticdl; 

significant signal above the background. The ratio Signal/JBackground is less than 

1.0. Although we observed no statistically significant signal above the estimated back- 

ground, we can still set limits on the WW/WZ + e v j j  production cross section by 

subtracting the backgound from the data. The upper limit on the SM cross section can 

be set using the efficiencies for SM WW and W Z  production. the number of events 

for the candidates and the estimated backgrounds, the known branching fractions [6]: 

Br(W+ev), Br(W+hadrons) and Br(Z+hadrons), and assuming the SM ratio of 

the cross sections of pp+W+W-X and pp+W*Z 
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DO Preliminary evjj 
L = 76.5 pb' 

Data 

50 100 150 200 250 
pT(W+ev), GeV/c 

Figure 8.1: p~ distributions of the ev system: data, total background plus SM predic- 
tion and SM prediction. The errors shown are just statistical. 

where 0 . BY,,, is the cross section times branching fraction of the WW + W Z  

production at a desired confidence level, given by 

n - b  
aBr(WW-+evjj) + crBr(WZ-+evjj) = - ,c*€ 

(399 f 19.97) - (387.09 f 38.18) - - 
(76.46 f 4.13) (0.15 f 0.02) 

= 1 . 0 f  3.8 

where 72 is the number of candidates, b is the estimated background, L is the luminosity 

and E is the weighted efficiency for SM WW, W Z  estimated from fast MC. Therefore 

at 95% CL 
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Run 
77828 
78239 
82341 
82341 
85244 
88072 
88140 

c Brm,,(95%CL) = 8.4 pb 

Event m ( e v )  [GeV/c] 
3108 106.3 
6824 165.7 
4310 131.7 
10956 145.9 
5513 136.3 
6520 125.1 
14875 152.0 

and 

88442 
89550 

a(pjj+WWX) < 89.4 pb 

21692 135.4 
38785 153.0 

In the sample of 399 events satisfying the selection criteria, 18 events are found 

with p~ > 100 GeV/c, which are listed in table 8.2. 18.5 events are estimated to h e  

background and 3.2 events SM production. Fig. 8.2 shows the lego plot for one of 

the high p?.(ev) events. The absence of an excess of events with high py excludes 

90185 
90865 

large deviations from the SM couplings. 

WW, WZ -+ e v j j  SM production. 

The data is in good agreement with the 

1990 118.9 
4127 157.9 

90941 
90942 
91948 
91982 
92142 
92738 
93018 

20709 119.8 
32687 110.4 
9522 130.2 
36502 131.2 
557 136.0 

2421 122.4 
14038 128.8 

Table 8.2: Events passing the events selection and p T ( e v )  > 100 GeV/c cut. 
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DST LEG0 12-SEP-1996 10:26 Run 82341 Even t  10956 5-AUG-1994 04:33 

' H Y D I S  ETMIN= 1.00 

ET DST ETA-PHI 

8.2 

Figure S.2: Leg0 plot of the candidate event, run 82341, event 10956. 

Limits on the Anomalous Couplings 

We have shown that there is a good agreement between the various distributions 

for data and estimated background, and concluded that there does not appear to be 

a signature for anomalous couplings. In this section, we will present the methods to 

set limits on anomalous couplings and the limits set with our data. Two methods 
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are used to estimate those limits, a counting method, and a likelihood fit to the py 
spectrum. Both methods are discussed. The limits are compared with limits from 

previous experiments. 

8.2.1 Limit from the Counting Experiment 

We have already discussed in the theoretical section and observed in chapter 7 

that the number of events (cross section) increases for coupling parameters away from 

the SM values (see Fig. 7.2), especially at high p~ as shown in Fig. 2.2. Therefore. 

our analysis can be more sensitive to anomalous couplings if we set an appropriate 

threshold on p y  in order to remove almost all estimated background events, since 

the p~ distribution for background is softer than the predicted for WW and WZ 

production in the presence of anomalous couplings. It is obvious that with this cut  

the SM contribution is largely eliminated. The merit of such a cut is that the remaining 

events are more sensitive to the anomalous couplings than without this cut. 

If we count the number of candidate events above this minimum p;’. rriake 

the background subtraction and take into account the uncertainties of the estimated 

backgrounds, we can set an upper limit on the number of observed events at  a giveii 

confidence level (CL) a. Limits on the anomalous couplings can be extracted from 

the plane where: 

Npred(A, AK) = N ( Q )  

The contour defined by this equation is an ellipse in the (A, AK) plane which defines 



95 

a finite area: the allowed deviation from the SM at Q CL. The estimation of the 

upper limit N ( a )  is based on a Bayesian approach, and due to the small statistics the 

Poisson probability is used. The method takes the Poisson probability for the number 

of observed events and convolutes it with a Gaussian distribution for uncertainties in 

luminosity. efficiencies. and background [71] 

x 

1 

0.5 

0 

-0.5 

-1 

-......... . ......................................................................... ........................................ 

- ................. i. ..................... i ..................... i ..................... i.... ................. i .................. 

I I I I I 
-1 -0.5 0 0.5 1 

Au 

Figure 8.3: Limits using a p? threshold of 170 GeV/c. Inner: Exclusion contour at 
95% CL; Outer: Unitary limit with A =1.5 TeV. 



CHAPTER 8. RESULTS 

SM WW + W Z  X,=z 
1.9 (-0.66,0.67) 
1.8 (- 0.54,O. 54) 
0.9 (- 0.5 2,O. 52) 
0.2 (-0.59,0.58) 
0.1 (-0.64.0.64) 
0.1 (-0.74.0.73) 
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A+Z 
(-0.96,1.08) 
(-0.79,O. 89) 
(- 0.76,O. 8 6 ) 
(-0.87,0.96) 
(- 0.96.1.05) 
(-1.13,1,20) 

The resulting limits for pairs (AK, A)  calculated for AFF = 1.5 TeV and p y  > 

170 GeV/c at 95%CL are shown in Fig. 8.3. We have assumed that the coupling for 

p F  cut 
150 
160 
170 
180 
190 
200 

WWy and WWZ are equal. The numerical limits are summarized in table 8.3. The 

table also shows the limits for five different p!j!' thresholds. The limits shown in this 

table correspond to 95% CL limits for one degree of freedom, i.e. they are limits on 

the axis [6]. It is common to quote the limits of one coupling parameter when the 

other coupling is fixed to its Standard Model value. 

candidates background 
4 2.8 
1 2.1 
0 1.5 
0 1.2 
0 0.7 
0 0.3 

Table 8.3: Limits on X and A s  at 95% CL as a function of p;' cut using the coimt-  
ing experiment method. The number of candidates, background estimates and SM 
predictions, are also shown. The limits are for AFF = 1.5 TeV. 

8.2.2 Limits from the p y  spectrum 

The limits with the counting experiment method are relatively easy to obtain. 

However the method ignores extra information that may be found in the full &" 
spectrum, and depends on the p~ cut choice as well as the overall normalization factors: 

i.e. luminosity, efficiencies, and QCD corrections. A more sophisticated method, 
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which avoids all these difficulties, is to fit the shape of kinematical distributions which 

are sensitive to anomalous couplings [72]. This method usually provides tighter limits, 

since it uses all the information contained in the differential distributions? and it is 

less sensitive to the overall normalization factors. 

In the theoretical introduction has been indicated that the differential distribu- 

tion which is most sensitive to anomalous couplings is the p y  distribution (for the case 

of W Z  production the p$ distribution is also very sensitive). This analysis uses the 

p ~ (  W +- ev) spectrum rather than p T ( W  4 jj) or p ~ ( 2  4 j j )  for a few reasons. In 

D(i3 the resolution of pT(ev)( 12.5 GeV/c) is better than p ~ ( j j ) (  16.7 GeV/c). Fig. 8.4 

shows the difference of the momentum components between generated W and the re- 

constructed ev or j j  for iMC WW + e v j j  events. The corrections for jet energies are 

larger and more sophisticated than for electron energies. This point was discussed in 

chapter 4. There is also a small ambiguity for which of the two jets are assigned to 

the W ( 2 ) .  

The use of the differential cross sections in general and in particular to obtain 

limits on trilinear gauge boson couplings has been exploited by several analyses [S, 9, 

12, 13, 14, 15, 25, 703. In order to fit the p p  distribution, we can either use a binned 

or unbinned likelihood fit method. To decide which method is useful we have to look 

at the advantages and disadvantages of both. The unbinned fits rely on the exact 

shape of the background over the entire kinematic range, whereas a binned fit bins 

the background to avoid small fluctuations. Also the binned fit avoids the problem 
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Figure 8.4: Difference of momentum components ( p z )  of generated W and reconstruc- 
ted ev and j j  of ISAJET WW events. 

that arises from smearing of the data points with known detector resolutions when 

the bin width is comparable with these resolutions. For large statistics. estimators of 

the parameters, for a given distribution, should not depend on bin size. but for small 

statistics this is not the case. The bin width should be larger than the resolution of 

the data that is binned, but at the same time, there should be a sufficient number of 

bins to reflect the details of the shape. We use a modified binned py fit method [73] 

to obtain limits. The modification is based on adding an extra bin with no observed 

events to the py histogram, which improves the sensitivity to anomalous coiiplings. 

This modification is motivated by the observation that if the bin size is chosen using 

the standard approach of having approximately equal number of events per bin, the 

last bin would be extended to some large p y .  This would, however, neglect the 
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major difference between the Standard Model and anomalous coupling predictions. 

For the Standard Model the events are concentrated in the low p~ region, while in 

the anomalous couplings case a excess at high p~ is expected. Therefore the event 

with highest PT contains essential information about the limits on the anomalous 

couplings. If the last bin is extended to some p y  this information is ignored. In 

order to maximize the sensitivity to the anomalous couplings, the last bin is chosen so 

that it contains no events. This uses the “null experiment” approach (the observation 

of no events above certain threshold) [73] to increase the sensitivity to anomalous 

couplings. The last bin should be chosen slightly above the p~ of the event with 

highest PT so the smearing effect could not fluctuate the last data point into the last 

bin. This method is more or less insensitive to the total number of bins, as long as 

there are bins containing the observed events and a bin for the null experiment. 

Based on the distribution of the WW, W.Z+evjj events, we have chosen two 

25 GeV/c bins from 0 to 50 GeV/c, five 10 GeV/c bins from 50 to 100 GeV/c, two 20 

GeV/c bins from 100 to 140 GeV/c, one 30 GeV/c bin from 140 to 170 GeV/c and a 

single bin above 170 GeV/c up to 500 GeV/c. The 500 GeV/c cutoff was introduced 

for technical reasons. The total cross section above this threshold is negligible for 

anomalous couplings of any strength allowed by the unitary limits. Each bin could 

be seen as a11 individual experiment and assumed uncorrelated. In each p p  bin i, the 

probability P, for observing N, events is given by the Poisson distribution: 
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where b; is the expected background in each bin, L is the luminosity, e is the total 

detection efficiency and a; is the cross section for each bin. ca;(X,Ar;) is extracted 

from the fast Monte Carlo. The joint probability for all p F  bins is the multiplication 

of the individual probabilities Pi, 

i=l 

Since the values L,  b;, and E are measured value with some uncertainty, we allow them 

to fluctuate around their nominal values with a Gaussian distribution of mean 1-1 = I 

and ~ m s  deviation of CT,: 

where we have dropped (A, A&), n, = Lea; is the predicted number of events, and 

The integrals above are evaluated at 50 evenly spaced points between f:3a. For 

convenience the log-likelihood, L = logP‘, is used. The set of couplings that best 

describe the data is given by the the point in the X - K ,  plane that maximizes the 

likelihood given the above equation. The s-standard-deviation errors are evaluated 

along the contour L,,, - s 2 / 2  [6]. 

As discussed in the previous subsection, it is common to quote the limits 

on one coupling when all the others are set to their Standard Model values. These 

axis limits in the “y = 2” scenario at 95% CL (s = 1.96) are shown in table 8.4. 
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Figure 8.5: Limits from the p F  binned fit. Inner: 95% CL Exclusion contour, Outer: 
Unitarity limit with A = 1.5 TeV. 

The corresponding contour with AFF = 1.5 TeV is shown in Fig. 8.5. The limits 

for AFF = 1.5 TeV, as well as the others, are tighter than those obtained from the 

counting experiment. The limits for AFF = 2.0 TeV violate tree-level unitarity; they 

are just outside the unitary bound. 

The method is somewhat more stable to different p F  minimum than the count- 

ing method, as discussed above and illustrated in Fig. 8.6, since the higher sensitivity 

to the anomalous couplings is contained in the highest p y  events. 
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Figure 8.6: Limits on AK: (upper) and X (lower) versus p F  threshold. Thc lines arc' 
just to guide the eye. 
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95% CL axis limits Unitarity Limits 
-0.66 < LK. < 0.90 
-0.50 < X < 0.53 (AK = 0) 
-0.56 < AK < 0.75 (A  = 0) 
-0.42 < X < 0.44 (A& = 0) 
-0.52 < AK < 0.70 
-0.38 < X < 0.42 (A6 = 0) 

(A = 0) lAml < 2.62 
1x1 < 1.85 

(AKI < 1.17 
1x1 < 0.82 

1x1 < 0.46 
(A  = 0) /Arc.[ < 0.66 

103 

AFF (TeV) 
1.0 

1.5 

2.0 

Until now, we have assumed that the couplings Arc. and X for WWZ and WWy 

are equal. However, this is not the only possible relationship between them. In the 

literature we ca.n find many other relations between the anomalous couplings that are 

derived from phenomenological arguments [2l, 221. Here we will study the sensitivity 

of one of them. the HISZ relations [21]. Those relations specify Xz, K Z ,  and g1z in 

terms of the independent variables A, and tcr, thus reducing the number of independent 

I;vWI/ couplings from five to two: 

Alcz = l A ~ , ( l  2 - tan28w) 

Ag, = ~ A K . . , / C O S ~ O ~  

Xz = A, 

This subspace of anomalous couplings preserves SU(2) x U ( l )  gauge invariance and 

is not well constrained by indirect measurements, such as the 2 studies at LEP [IS]. 

The axis limits at 95% CL for these relations are shown in table 8.5. Fig. 8.7 shows 

the contour limits with ; IFF = 2.0 TeV. 
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Figure 8.7: Limits at 95% CL (inner) on AM, and A, in the HISZ scenario. The outer 
contour is the unitary bound with AFF = 2.0 TeV. 

95% CL axis limits Unitarity Limits f\FF (TeV) 
-0.78 < A%, < 1.15 (A, = 0) \AK,\ < 4.88 1 .o 
-0.50 < A, < 0.53 (AM, = 0) 
-0.68 < AM, < 0.98 (A, = 0) ]AM,/ < 2.17 1.5 
-0.42 < A, < 0.45 (AK, = 0) 

-0.39 < A, < 0.42 (AK, = 0) 

IA,I < 1.85 

IA,I < 0.82 

IA,l < 0.46 
-0.63 < AM, < 0.91 (A, = 0) IAM,~ < 1.22 '2.0 

Table S.5: Limits at 95% CL for the HISZ relations 
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95% CL axis limits 
-2.03 < AK-, < 2.45 (A, = 0) 
-1.54 < A, < 1.58 ( A K ,  = 0) 

-1.63 < AK, < 1.94 (A, = 0) 
-1.38 < A, < 1.44 ( A K ~  = 0) 

-1.79 < AK, < 2.12 (A, = 0) 
-1.53 < A, < 1.56 ( A K ,  = 0) 

Since the WWZ and W W y  couplings are independent couplings, it is inter- 

esting to see the limits on one set of anomalous couplings when the other is set to 

their Standard Model values. Tables 8.6 and 8.7 summarize the axis limits at 95% CL 

for both assumptions: limits on (Ar;,,A,) when SM WWZ is assumed, and limits on 

(h ;Z,Xz)  when SM WWy is assumed. The results with the SM WWy assumptions 

are unique to W W ( W 2 )  production since the WWZ couplings are not accessible 

with W y  production. The results also indicate that this analysis is more sensitive to 

Unitarity Limits RFF (TeV) 
~AK,I < 7.4 1.0 

IX,I < 3.9 
IAK,~ < 3.3 1.5 

JA,J < 1.8 
IAK,,I < 1.8 2.0 

IX,l < 1.0 

WWZ couplings as expected from the larger overall couplings for WWZ than WWy 

arid that it is complementary to the Wy production process which is sensitive to the 

CVWy couplings only. Fig. 8.8 shows the 95% CL for these two assumptions. 

8.3 Combined Run 1 e v j j  Results 

The limits on anomalous couplings presented in this thesis [74] are significantly 

tighter than our previous publication [14]. The main reason for the tighter limits is 
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95% CL axis limits Unitarity Limits 
-0.86 < AKZ < 1.12 (A, = 0) 
-0.58 < Xz < 0.62 

IAKZI < 3.35 
(AKZ = 0) IXzJ < 2.15 

-0.72 < AKZ < 0.93 (A, = 0) IAKZI < 1.50 
-0.49 < XZ < 0.51 ( A K Z  = 0) 1x21 < 0.96 
-0.67 < AKZ < 0.87 (XZ = 0) IAKz~ < 0.83 
-0.45 < X Z  < 0.48 (AKZ = 0) lXzl < 0.53 
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AFF (TeV) 
1.0 

1.5 

2.0 

2 
: ;(a) 

1 -2 
I I I I I ,  

-2 -1 0 1 2 
A'C 

Figure 8.8: Contour limits on anomalous couplings parameters at 95% CL (inner 
curves) and unitarity limits (outer) with :IFF = 1.5 TeV, assuming (a) S M  I+'14,p? 
couplings, and (b) SM WWZ couplings. 

the increased statistics for Run 1B (about 6 times) in comparison with Run 1A. and 

a better understanding of the backgrounds. We can obtain even tighter limits if we 

combine the Run 1 A  and 1B results. The DO WW,WZ -+ e v j j  Run 1.4 analysis i.; 

described in references [14, 751. A summary of the signal and backgrounds for the two 
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different analyses [76] is shown in table 8.8. 

Luminosity 
Backgrounds 
QCD Multijets 
QCD W+ 2 2jets 
tT-+ev jjX 
WW/WZ-+w j j  
Total Background 
Data 
SM WW+WZ prediction 

Run 1A Run 1B 
13.7 pb-l 76.5 pb-I 

12.2f 2.6 
62.2f13.0 
0.8720.12 
0.22f0.02 
75.5f13.3 

84 
3.2f0.6 

279.3f36.1 
3.4f 1.2 

387.1f38.21 
3991 

16.2f2.7 I 
Table 8.8: Summary of eu j j  data and backgrounds for 1A and 1B. 

Each of the two analyses can be considered as different experiments. Since 

both experiments took place in the same detector, there are some correlated uncer- 

tainties, such as uncertainties on theoretical prediction, luminosity calculation, and 

lepton reconstruction and identification. Also the background estimate is common to 

each experiment. Other uncertainties, such as uncertainties on the jet energy and effi- 

ciencies, are uncorrelated. Combining limits is straightforward as long as one has all 

the information and all these common systematics uncertainties are properly taken into 

account. The uncertainties for both analyses are summarizedin table 8.9. Each uncer- 

tainty was weighted by the integrated luminosity in each experiment. Combining the 

two results, we set the upper limit at 95% CL on the cross section a ( p p  -+ W+W-X) 

of 5'2.4 pb. Fig. 8.9 shows the combined spectra for p y .  
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Source of Error 
Common Systematic Uncertainties 

Luminosity uncertainty 5.4% 
QCD corrections 14% 

Electron and trigger efficiency 1.2% 
Statistics of fast MC 1% 

$T smearing 5.1% 
Total Common (a,) 15.9% 
Uncorrelated Systematic Uncertainties 

Jet energy scale 6% 3% 
ISAJET vs. PYTHIA 9% 4% 

Statistics for effic( W+jj) 4% 2% 
Parametrization of prediction 4% 5% 

Total Uncorrelated ( au) 12.2% 7.3% 

All sources 13% I 7% 

1 Run 1A I Run 1B 

Background Uncertainties 

Total Background (Ob) 8% 

Table 8.9: Correlated and Uncorrelated systematic uncertainties for Run l a  and Run 
l b  e v j j  analysis. 

To extract the limits on anomalous couplings we combine the results of the 

two analyses by calculating a combined likelihood function using the pT(ev) spec- 

tra. The individual uncertainties on the signal and backgrounds for each analysis are 

taken into account with the same Bayesian approach used above. Common svstem- 

atics are further taken into account by convoluting the product of the two individual 

likelihood functions with a Gaussian distribution representing the common systematic 

uncertainty on both analyses as described by the equation: 

p = / GCdc / Gbdb (/ Gu,, f la  dula @ 1 G u l b f i b  duta) 
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A,=Z -0.43,0.46 
a K - , = z  -0.57,0.81 

A, (HISZ) -0.43,0.46 

I .  I 

-0.36,0.39 -0.34,0.37 
-0.49,0.65 -0.44,0.60 
-0.37,0.39 -0.35,0.37 
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A 2  (SM WWY) -0.49,0.53 
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pT(W+ev), GeWc 

Figure 8.9: py spectrum for the 483 Run 1 e v j j  candidates. The points are data with 
l c ~  error bars. The light-shaded histogram is the SM prediction plus the background 
estimates and the dark-shaded histogram is the SM prediction. 

where Gc and G b  are the Gaussian distribution for the common and background uncer- 

tainties respectively, and Gulb are the Gaussian distribution for the uncorrelated 

error in each analysis, and fia and f i b  are the Poisson distribution for each analysis. 

I Couplings 1 AFF = 1.0 TeV 1 A F F  = 1.5 TeV I AFF = 2.0 TeV 1 
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The resulting, combined Run 1 A  and Run lB, 95% CL contours are shown in 

Fig. 8.10. They are slightly improved limits compared with the result of the previous 

section. The 95% CL limits on the axes are listed in table 8.10. The comparison of 

the combined Run 1 limits with other experiments is given in the next chapter. 
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0.5 
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-05 0 0.5 
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A 5  

Figure 8.10: Contour limits on anomalous couplings parameters at 95% CL (' inner 
curves) and unitary bounds (outer curves), assuming (a) AK z AK, = AKZ,X G 

A, = Xz; (b) HIS2 relations; (c) SM WWy,  and (d) SM WWZ couplings. AFF = 2.0 
TeV is used for (a),(b) and (c); AFF = 1.5 TeV is used for (d). 
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Chapter 9 

Conclusions 

A search for anomalous WW and W Z  production in the e v j j  decay mode at 

fi = 1.8 TeV has been performed. In a total of 76.5pb-1 from the 1993-1995 (:ollider 

Run at Fermilab we have observed 399 candidate events with an expected backgroiirid 

of 387.09A39.75 events. The expected number of events for the SM WW/WZ pro- 

duction is 16.02 for this integrated luminosity. The sum of the SM prediction and 

the background estimates is consistent with the observed number of events, indicat- 

ing that no new physics phenomena is seen. The 95% CL limit on the cross section 

c ( p p  + W+W-X) is calculated to be 93.8 pb, assuming the SM ratio of the cross 

sections of p p  + W+W-X and p p  + W * Z X .  Comparing the p F  distributions of the 

observed signal with those from anomalous couplings predictions we have set limits 

on the W W y  and WWZ anomalous couplings parameters AK: and A. The preliminarv 

limits under various assumptions are summarized in table 9.1. 
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Assumptions AFF Limits on axes 
AK? = LKZ 

HISZ 2.0 -0.63 < AK, < 0.91 (A, = 0) 

SM WWy 1.5 -0.72 < A K ~  < 0.93 (A, = 0) 

SM WWZ -1.79 < hc, < 2.12 (A, = 0) 

1.5 -0.56 < AK < 0.75 (A = 0) 
A, = Az -0.42 < X < 0.44 (A6 = 0) 

-0.39 < A, < 0.42 (AK, = 0) 

-0.49 < Xz < 0.51 (AKZ = 0) 
1.5 

-1.53 < A, < 1.56 (AK? = 0) 

Table 9.1: Expected 95% CL limits on anomalous WWV (V = y, 2)  couplings from 
Run 1 B data. 

The limits are significantly tighter than those from the same channel using the 

data from 1992-1993 Collider Run (13.7 pb-’). 

.4ssumptions .IFF Limits on axes 
AK, = A K ~  

HISZ 2.0 -0.55 < AK? < 0.80 (A, = 0) 

SM WW-, ‘2.0 -0.56 < A K ~  < 0.74 (A, = 0) 

SM WWZ -1.48 < AK, < 1.78 (A, = 0) 

2.0 -0.44 < AK < 0.60 ( A  = 0) 
A, = xz -0.34 < X < 0.37 (AK = 0) 

-0.35 < A, < 0.37 (A&, 0) 

-0.38 < Xz < 0.41 ( A K ~  = 0) 
1.5 

-1.28 < A, < 1.32 (AK, = 0) 

Table 9.2: Expected 95% CL limits on anomalous WWV (V = y, 2) couplings from 
Run 1 Data. 

The two results were combined and the 95%CL limit on the cross section for 

WW productions was set to 82.4 pb. The limits on anomalous coupling parameters 

improved significantly. These preliminary limits are shown in table 9.2. They are 
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essentially the same as those from CDF [lo], but we use only the e v j j  channel and 

they have used all the semileptonic channels available. Figures 9.1 and 9.2 compare 

the limits on the couplings parameters with the CDF preliminary limits. 

A=2T&7 
95% C.L. 
Axes Limits 

;c( zww =i wwy ” x 

0.5 

0 

-0.5 
CDF Run la+lb 
Preliminary 

leptons+Jj 

-0.5 0 0.5 
AK 

Figure 9.1: Comparison of the 95% CL limits on Atc and X from this experiment wit.h 
the preliminary CDF results. The CDF results use WW, W Z  -+ leptons+jets events 
found in 110 pb-I of data. The equal scenario is assumed (“2 = 7 ) ) ) .  

An extra improvement of 25% is expected when we combine the limits of this 

work with the p v j j  and e e j j  results from Run lB, which is currently in progress 
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assuming no significant deviations from the Standard Model are observed. 

x“ 

0.5 

0 

-0.5 

A = 2 T $ V  
95% C.L. 

!4 HISZ s4enario” 

....... . . !?: 0 r..T;$cy ..;4-.. f &.w<.4. \. P 

Axes Liinits 
.>.... : 3 b Q :.: .:..-k.2? .+* 4 i&y .v . $...<.k2 p fi.kk.3 

..........................! .................................................................................... 

L..... 
-.... 

CDF Run la+lb [ D 0  Rub ka+lb 
Prelimi$ary ! Prelimiharv 

leptoris+tlj v evjj ; 
I I I 

-0.5 0 0.5 

Figure 9.2: Comparison of the 95% CL limits on AK and X from this experiment with 
the preliminary CDF results. The HISZ scenario is assumed. 

Assuming that the Standard Model is correct, more drastic improvements in 

the limits of anomalous couplings are expected when more data and/or higher center- 

of-mass energies become available at future experiments such as LEP 11, LHC, and 

the upgraded Tevatron. 



Appendix A 

An alternative Estimation of QCD 

Multijets Background 

The QCD-FAKE background to W+ev signals can be estimated in a manner 

which is independent of the study performed in section 6.1. The technique has been 

used in other analyses [66, 671 with very good results. Here we will briefly describe 

the method. 

Suppose that we start with some set of data. Event selection cuts are applied 

to this sample, dividing it into events that pass some set of cuts (good events, N g )  

and events that fail the cuts (bad events, Nb), like in Fig. 6.1. 

each sample contains some signal (S) and some background (B)? such that: 
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Our objective is to measure Bg. To achieve this we must remember that the quality 

cuts applied to the samples have some efficiency associated with them (e), which can 

be easily extracted from data as described in chapter 7. But there is also an efficiency 

associated with the quality cuts applied to the background (T) which can be measured; 

for instance from the events with &< 15 GeV. Therefore, since an efficiency is defined 

as the tlie number of events that pass a quality cut over the original number of events 

Now we have four unknowns (sg7 Bg, Sb, & )  and four measurable quantities (Ng, Nb, 

t. r ) .  It is possible to resolve for any of the unknowns in terms of the measurable 

quantities. In particular we are interested in 

Bg= ( N g + N b - % )  E ("). E - r  

If we apply this technique to our analysis we found 98.9 & 7.65 events. This 

estimation agrees with the standard method one, 104.3 f 8.2 events, described in 

chapter 6. The differences are within 5%, as we can seen from the p F  spectrum in 

figure A.1. This difference is included as systematic uncertainty in the background 

estimates. 
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standard method 
- matrix method 

0 25 50 75 100 125 150 175 200 225 250 
GeVlc 

Figure A . l :  Comparison of the standard method and the matrix method to estimatc 
the QCD-FAKE background. 
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