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CHAPTER I 

INTRODUCTION 

X.V 

The purpose of this paper is to study 11 order inte-

gral -equations. The integrals studied in this paper are 

of the Riemann type. The Riemann integral always exists 

for a function which is continuous in the closed interval 

defined by the limits of integration; continuity is here a 

sufficient condition. 

In this study a knowledge of the real number system 

will be assumed. The following definitions and theorems 

which are developed in analysis courses will be assumed 

and used in the following chapters. 

Definition 1.1. Suppose a and b are real numbers such 

that a < b. Then the closed interval [a,bj is the set of 

all real numbers x such that a < x < b. 

Definition 1.2. The statement that f(x) is bounded 

in the interval [a,bj means that there exist constants m. 

and M such that m < f(x) < M. The notation "|f(x)| < P" 

will be used to mean that the function, f(x), is bounded. 

Definition 1.5. Suppose each of f and g is a function 

such that there is an element common to their domains. The 

sum of f and g, indicated by f + g, is the function h such 



that D^ = Df fl Dg and if x is an element of D^ (denoted by 

"x €. D]tl")' then h(x) = f(x) + g(x). 

Definition 1.4. The statement that the function f is 

continuous at (x0,f(x0)) means if e is a positive number, 

there is a positive number 6 such that if x £ and 

|x - XQ| < 6, then jf(x) - f(xQ)| < s. 

Definition 1.5. The statement that f is continuous 

means if x € Df, then f is continuous at (x,f(x)). 

Definition 1.6. A sequence is a function whose domain 

is the set of positive integers; if a denotes the function, 

th r N
 00 

then afc denotes the k term. Let denote the se-

quence { (1, a-ĵ ) , ( 2, a^ ) , ... } . 
Definition 1.7. The statement that the sequence 

00 

{a^}^_^ converges means there is a number a such that if e 

is a positive number, there exists a positive integer N 

such that if n > N, then |an - a| < e. 
oo 

Definition 1.8. The statement that converges 

uniformly on S means S <5 D ^ for all i, and there exists 

a function f, S c= D^, such that if e is a positive number, 

there exists a positive integer N such that if n > N and 

x £ S,then |fn(x) - f(x)| < e. 

Theorem 1.1. Suppose that [a,b] is a number interval 

and f is a function with domain [a,b]. Suppose that for 

each positive integer n, gn is a function continuous on 

[a,bj. Suppose that if e > 0,then there is a positive 



integer N such that if m > If and. a < x < b, then 

|f(x) - gm(x)| < s. Then f is continuous on [a,b]. 

Theorem 1.2. Suppose [a,b] is a number interval and 

for each positive integer n, gn is a function continuous on 

[a,bj. Suppose that if e >.0,then there is a positive inte-

ger N, such that if each of p and. q is a positive integer 

> N then |gp(x) - g^CsOl < e for all x in [a,b]. Then there 

is a function, f, continuous on [a,b] such that the hypo-

thesis of Theorem 1.1 is satisfied. 

Theorem 1.3. If g is a bounded, function on [a,b] and. 

{f^converges uniformly on [a,b], then con~ 

verges uniformly. 

Definition 1.9 Suppose [a,b] is a number interval. 

The statement that xQ, x-̂ , ..., xn is a subdivision of [a,b] 

means that XQ, x-̂ , ..., x^ is a sequence of numbers such 

that xQ = a, x n = b and xi-]L < xi; i = 1, 2, ..., n. The 

statement that t^, t£, ..., tQ is an interpolating sequence 

for XQ, ..., xn means that t^, ..., is a sequence of num-

bers such that x^-l < ^ < x^, i = 1, 2, ..., n. 

Definition 1.10. If f is a function whose domain in-

cludes [a,b] then the statement that J is a Reimann integral 

of f on [a,b] means that J is a number such that if 0 < e, 

then there is a positive number 6C such that if x~, .... x 
e u7 ' n 

is a subdivision of [a,b] with x. - x._n < 6_, i = 1, 2, 
X 1""" JL o 

.., n and t-̂ , ..., t is an interpolating sequence for 
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XQ, ..., x n then 

| J - S {f(t.)(x. - x. -,)}| < s. 
i=l 1 1 1 1 

Theorem 1.4. If f is a function whose domain includes 

[a,bj then there is not more than one number, J, which is an 

integral of f on [a,b]. 

Definition 1.11. Some elementary properties of a 

Reimann integral are: 

(1). Interchanging the limits of integration simply 

changes the sign of the integral. 

(2). For any numbers, 

b rb 
f cf(x)dx = c f(x)dx 

a a 

(3). If the first two integrals exist, then the other 

exists and 

b b b 
f f (x)dx +r g(x)dx = f [f(x) + g(x)Jdx 

a "'a a 

(4-). If the first two integrals exist, then the other 

exists and 
b c c 
f f(x)dx + f f(x)dx =f f(x)dx 

a b a 

(5). a 
f f(x)dx = 0 

•' a 

(6). If a < x < b, f(x) < g(x) then 

b b 
f f(x)dx <f g(x)dx 

a -"a 



Id Id 

(7). if f(x)dx| <f |f(x)|dx if a < b. 

a a 

Theorem 1.5. If [a,bj is an interval and f is a func-

tion defined on [a,bj and m is a number such, that |f(x)| < M 

for a < x < b and 
b 
f f(x)dx 

' a 
b 

exists then |f f(x)dx| < M(b - a). 
Ja 

Theorem 1.6. Suppose f is a function defined on |.a,b] 

and is a sequence of functions defined on [a,b] such 

that if n is a positive integer, then 

J" 

b 
f (x)dx 

31 
a 

r i 00 
exists. Suppose that the sequence converges uni-

b b 
formly to f on [a,bj. Then/" f(x) dx exists and f fn(x)dx 

a ^a 
b 

converges to f f(x)dx as n approaches oo. 

a 

Theorem 1.7. If f is continuous on [a,bj, then 
b 
f f(x)dx exists. 

a 

Theorem 1.8. Suppose f is a function continuous on 

[a,bj and a < c < b and A is a number. Then the following 

two statements are equivalent: 



(1). f' (x) = f(x) for a < x < b and f(c) = A 

x 
(2). f(x) = A + f f(t)dt for a < x < b. 

Theorem 1.9. Suppose [a,b] is a number interval and 
r i 0 0 

{f̂ }-̂ =2. i s a se<3.uence oi> functions with domain [a,bj such 

that for each positive integer n there is a number M , such 

that |fn+1(x) - fn(x)| < Mn for a < x < b. Suppose that the 
OO 

n • 0 0 

series jt/ converges. Then the sequence {f j, con-

verges uniformly to some function f on La>bJ-
x 

Theorem 1.10. If a < x < b, then |J |t - c|mdt| 

- lx - cl 
c 

m + 1 

m + 1 

Theorem 1.11. If each of f and g is a function con-

tinuous on [a,bj and a < c < b and a < x < b, then 

y 

If [f(t) - g(t)]dt| < |f |f(t) - g(t)|dt|. 
c c 

Theorem 1.12. Suppose [a,bj is a number interval and 

f is a bounded function from [a,bj into the numbers such 

that if a < p < q < b, then 

q 
f f(x)dx 

exists. Suppose |f(x)| < M for all x € [a,bj. Suppose 
a c < b and H is a number. Let 



X 

F(x) = f f(t)dt for a < x < b. Then F is continuous on 

"'c 

La,bJ. 

Proof: Let s > 0. Let 6 = e/M where M is a bound of |f(x)| 

Let xQ € [a,bj. Then if x € [a,bj and |x - xQ| < 6, then 

x *0 
|F(x) - F ( X q ) | = |H + f .f(t)dt - H - J f(t)dt! 

^ c c 
X X c X 

= |f f(t)dt - f 0 f (t)dt | = |f f (t)dt +J f (t)dt | 
c c x~ c 0 

x 
f(t)dt| = M|x - xQ| < M6 = M e/M + 1 < e. 

X, !f 
L0 

Therefore F(x) is continuous. 

Theorem 1.13. Suppose { f i s a sequence of con-

tinuous functions defined on [a,b]. If converges 

uniformly to some function g on [a,b] then g is continuous. 

Proof: Let xQ G [a,bj. Let e > 0. Since {f^j^ con-

verges uniformly to g on [a,bj there exists a positive 

integer N such that if n > N and x E [a,b] then 

|fn(x) ~ gOO! <
 e/3. If n > N, then since 

fn+l e ^fi^i=l 

is continuous at XQ there exists a 6 > 0 such that if 

x £ [a,bJ and |x - xQ| < 6 then |fn+1(x) ~
 f
n+i(

x(pl < 

Let XQ £ [a,b] such that |x - XQ| < 6 and n > N. Then 
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lg(x) - g (x Q ) | = 

I g ( x ) ~ + "^n+l^x^ + ^n+l^x(P ~ "^n+1 ̂ x0^ ~ S ^ x o ^ ~ 

lg(x) - f n + 1 ( x ) I + l f n+ l^ x ^ ~ f n + ] / x 0 ^ + ' f n + l ^ x ( P 

- g(xQ ) | = 

| f n + 1 ( x ) - g ( x ) | + U n + 1 ( x ) - f n + 1 ( x Q ) | + 

| f n + i ( x o ) " e C V < 

e /5 + e / 3 + e /5 = e . 

Therefore g i s cont inuous . 



CHAPTER II 

UNIQUE SOLUTIONS OF N T H ORDER 

LINEAR INTEGRAL EQUATIONS 

Suppose [a,bj is a number interval and f is a bounded 

function from [a,b] into the real numbers. The purpose of 

this chapter is to prove the existence of a unique solution 

of an n*7*1 order linear integral equation. A first degree 

linear equation is studied to show its existence and unique-

ness properties and the second degree equation is studied to 

show the properties that are analogous to the first degree 

equation. 

Theorem 2.1. Suppose [a,b] is a number interval and f 

is a bounded function from [a,b] into the numbers such that 

if a < P < <1 < then 

q 

f f(x)dx 
JP 

exists. Suppose |f(x)| < M for all x € [a,bj. Suppose 

a < c < b, and H is a number. Let the sequence )i=x °"̂  

functions on [a,b] be defined as follows: 

x f^(x) = H +J f(t)dt 

x 
f2(x) = H + r f1(t)dt L 
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W x ) - H + f rn<t)dt 

Jc 

If i is a positive integer and z is in [a,bj, then 

I I ® 
- fmo)i ^ " • c | . • w h e r e 

|f1(w) - f(w)| < M* for all w € [a,b]. 

Proof: Show f(x) is bounded. 

x 

f (x) = H + f f(t)dt. From previous work we have shown 

•'c 
b 

that |f f(x)dx| < M(b - a) where |f(x)| < M and a < x < b. 
a 

x 
i 

Hence f-̂ Cx) = H +f f(t)dt, which implies If^Cx)! 

ĉ 
X X 

|H +J f(t)dt| < |H| + |J f(t)dt| < 
c 

1H| + M|x - c| = K. 

This implies f-̂ (x) is bounded. Suppose z € [a,bj. We use 

mathematical induction to show that 

I W z ) - ^ mi" C'm 

for |f1(w) - f(w)| < M* for all w £ [a,bj. 

Show true for m = 1. 
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I W z ) - fm ( z ) l = | f2 ( z ) " fl ( z ) l = 

|H +J f ^ ^ d t - H -JZ f(t)dt| = || fx(t)dt -J
Z f(t)dt| = 

'c c c c 

z z z 
. . . . . - *•. 

'c 
|J (f1(t) - f(t))dt| < IJ|fx(t) - f(t)|at| < |J M*at| = 

H*|z - c| = c' m 

Now suppose true for m = 11. That is, we assume that 

|fn+l(z) - fa(z)| < for all z such that 

a < z < b. Therefore show true for m = n+1. 

' f m + l ^ ~ " I"^n+2^z^ ~ fn+l^2^ ~ 

IH +fZ fn+1(t)dt - H - r
Z fn(t)dt| = 

c c 

If fn+l ( t ) d t "fZ fn ( t ) d t | = f (fn+l(t) " f n
( t ) ) d t | ^ 

^ c Jc 

z M*. It- - rln 

if„in(t) - f„ct)iati < i
 M c | dti < lf|fn+l(t) - Xa(t)l«l < l " ^ a. 

Jc c 

r* i _ _ i n+1 i _ „ i m M • Iz - crTJ" M • I z - cl 
— T Z a T i mi 

Hence true for all m. 

Theorem 2.2. Suppose [a,bj is a number interval and f 

is a bounded function from [a,b] into the numbers such that 

if a <, p < q. < b, then 
q 

. J f (x)dx 
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exists. Suppose |f(x)| < M for all x e [a,bj. Suppose 
r i 00 

a < c < b an(i H is a number. Let the sequence of 

functions on [a.,bJ be defined as follows: 

x f-̂ (x) = H +J f(t)dt 

x 
f2(x) = H +J fx(t)dt 

fn+l(x) = H +[X 
Jc 

Then there is a function g on [a,b] 3 fn(x) converges to g 

uniformly on [a,b], and g has the following properties: 

(1). g is continuous, and 

(2). g(x) = 
X 

H +1" g(t)dt 
c 

for all x £ [a,bj. 

Proof: 
X X 

If-̂ Cx) - f (x) | =|H +j f(t)dt - f(x)| < IHI + f (t)dt | + If(x)| 
c c 

< IIiI + M|x - c | + M 

< j H| + M(b - a) + M 

= H* 
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|f (x) - f(x)| < M*, for all x <s [a,bj, and therefore, for 

m is a positive integer and. x e [a,bj 

If (x) - f 601 < "*|x " c | m < "*|b ~ a | m 

' m+1 ^ 1m^x;i - mi - ml 

£ M*lb - alm „* £ lb - alm 

N o W j 2 — • — i = h L j — , 
m=l m* m=l m' 

co , , n * 00 I -jr - o Im 

Since E converges, M £ 1 1 • converges. 
n=l n* m=l m* 

Therefore jL)i=l c o n v e rS e s uniformly to some function g 

on [a,bj. By Theorem 1.11 each f + 1 s is continuous, 

By Theorem 1.12 a sequence of continuous functions which 

converge uniformly converges to a continuous function. There-

fore g is continuous. 

x 

Since f f (t)dt exists for each n and x E. LaibJ an<l since 
Jc n 

( f* 1 ̂  
*• i'i=l converges uniformly to g on [a,b],thenf g(t)dt for 

c 
X X 

each x G [a,b] exists and/" fn(t)dt converges to/" g(t)dt, 
c c 

X 
as n-*oo. But f fn(t)dt = ^n+i(x) ~

 H =^ fn+l^ x^ " H c o n~ 
Jc 

X 

verges to f g(t)dt as n-»oo, but fn+1(x) converges to g(x). 
J c 

X 
Therefore g(x) = H + f g(t)dt, for all x £ [a,bj. 

Theorem 2.5. If G is a continuous function defined 



14 

X 
on [a,b] and. a <_ c < b and. g(x) = f g(t)dt for all x e. [a,b], 

then g(x) = 0 for all x £ [a,bj. 

Proof: As in previous theorems, we can define a se-

quence of functions {f. }.°̂ 1 on [a,bj,as follows: * J * n 

ijI=i 

X 
fx(x) = H +J f (t)dt 

X 
f2(x) =

 H +J f1(t)dt 

x 
fn+l(x) = H +f 

J sy 

where H is equal to zero, and f^ = g for all k. Now we show 

by induction that Jfn+^(x)| < ,—, for all n and all 

x G [a,b]. 

Show true for n = 1. 

x 
|f-,(x)| = |J f(t)dt| < M|x - c| where |f(x)| < M 1 

"c 

Show true for n = 2. 

|f2(x)| = |f f1(t)dt| < |f M|t - c|dt| = ̂
lb 2,a|2 
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Now, assume |f (x)| < —1 - •~ ,c ̂• for all x £ [a,b]. 
XX XX t 

I W x > l - 1/ i 1/ "n:'ndtl 

_ Mix - cln+1 

ni n+1 

Mix - cl11"*"1 . Mlb - aln+1 

(n+1): - (n+1): 

Therefore, for all n |f I < -^b ~ • 
' n1 — n: 
S lb - a In 

Since M S J—~i—1— converges, the limit of the sequence, 
n=l n* 

|Vf I i-<- Q J Zl> 0 0 0 0 

{_J—— L-) n_^ is equal to zero. This implies con~ 

verges uniformly to 0. Therefore g(x) = 0. 

Theorem 2.4. If H is a number and [a,b] is a number 

interval and a < c <: b then there exists one and only one 

b 
function, g with domain [a,b] such that f g(t)dt exists and 

Jc 
X 

g(x) = H + J g(t)dt for all x € [a,b]. 
c 

Proof: By previous theorem we know there exists a 

b 
continuous function g defined on [a,b] such that f g(t)dt i 

x 
exists and g(x) = H + f g(t)dt for all x G [a,b]. Suppose 

Jc 
% 

there exists a continuous function, g ^ g, defined on [a,b] 

such that/* g (t)dt exists and g (x) = H + f g (t)dt. 

a c 

Since each of g and g is a continuous function, (g - g ) is 
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a continuous function. How 

X !X 
h(x) = g(x) - g* (x) = H +f g(t)dt - H - f g*(t)dt = 

c c 

r g(t)dt - r g*(t)dt = r [g(t) - g*(t)]dt = r* h(t)dt 

c •'c c -*c 

Therefore by Theorem 2.3 h = 0 on [a,b]. 

Theorem 2.5. Suppose that each of p, q, r and s is 

a function continuous on [a,b] and a < c < b and each of H 

and K is a number. There is one and only one pair of func-

tions f, g such that if x £ [a,b], then 

X 

f(x) = H + f[p(t)f(t) + q(t)g(t)]dt and 
ĉ 

X 

g(x) = H + f[r(t)f(t) + s(t)g(t)]dt 

c 

Proof: Consider the sequence {f.(x), g.(x)}.°̂ , de-
1 1 1 JL 

X 
fined as f1(x) = H + f [p(t)fQ(t) + q(t)gQ(t)]dt 

•'c 

g1(x) = E +r [r(t)f0(t) + s(t)g0(t)]dt 
^ n 

fn+1(x) = H + J
X [p(t)fn(t) + 4(t)sn(t)]dt 
c 

X 
s n + l ^ = K + J [r(t)fn(t) + s(t)gn(t)]dt 
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Suppose x e [a,bj. Use mathematical induction to show for 

some T, N and all n 

l'n« " W * " < 2°-2-Tn-1-g}x - e|-l ^ 

Since each of r, s, p, and q is a bounded function, there is 

a T such that T bounds each of r, s, p, and q; since f and g 

are bounded, |f^ - f^| and |ĝ  - g^| are bounded. There is 

an M and M* such that |f^ - f^| < M and |ĝ  - gQj < M*. Let 

N = M + M*. 

Show true for n = 2. 

|f2(x) - f-ĵ Cx)! = |H +/" [p(t)f1(t) + q(t)g1(t)]dt 

•'c 

- H - f[p(t)f0(t) + q(t)g0(t)]dt| 

c 
X X 

= ir[p(t)f1(t) + q(t)g1(t)]dt -f [p(t)f0(t) + q(t)g0(t)]dt| 

c c 

< If I[p(t)f1(t) + q(t)g1(t)] - [p(t)fQ(t) + q(t)gQ(t)]|dt 

"'c 

= If |p(t)(f1(t) - f0(t)) + q(t)(g1(t) - gQ(t))|dt| 

c 

< If [ IpCtX^Ct) - fQ(t))| + |q(t)(g1(t) - g0(t))i]dt 
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X 
< if tm + TM*at| 

X 
T(M + M*)dt| 

'I 

x 
TNdt| = TIT | x - c | and 

x 
|g2(x) - g-ĵ Cx)! = |K +J r(t)f1(t) + s(t)g1(t)dt 

- K - f r(t)fn(t) + s(t)gn(t)dt| 

< |J |r(t)f1(t) + s(t)g1(t) - r(t)fQ(t) - s(t)g0(t)|dt| 

'Ovw/ 
J c 

x 

c 

X 
\j |r(t)(f1(t) - f0(t))| + |s(t)(g1(t) - g0(t))|dt| 

X X X 
< |f TM + TM*dt| < If T(M + M*)dt| = |f TNdt| = Tn(x - c| 

Jq 

oil ̂  • fTl̂- 1 • "M* • I „ A | ̂  1 
Suppose |fn(x) -

 f
n_i(

x)l 1 (n-l)! a n d 

, t \ ^ m - 2n_2-In"1-N-lx - cln_1 

len
(x) - e n_iWI < 

Show true for n + 1. 

,w,> - ..«./'[»(«.„<«>. 
- H - J [p(t)fri_1 (t) + q(t)gT1_1 (t)]dt | 

n-l J u &n-l 
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X 
Ij" C p ( t ) f n ( t ) + q ( t ) g n ( t ) - p ( t ) f n _ 1 ( t ) + q ( t ) g n _ 1 ( t ) ] d t l 

x 
< I J l p ( t ) ( f n ( t ) - ) | + | q ( t ) ( g n ( t ) - g ^ C t ) ) | d t | 

< 

"C 

x r p ( 2 n " 2 - a ? n ~ i - N - i t - c l 1 1 " 1 ) , a ? ( 2 n 2 - a } h ~ 1 - N - i t - c l 1 1 " 1 ) , 

' [ ( n - l ) i " - + - i C S = T 7 i ! 

Jc 

I ? T ( 2 n " " 1 » T n " " 1 « N « 1 1 - c I n ~ ' L ' ) d . t | 
_ , G=Tji 1 

C 

_ 2 n ~ 1 . T n - N ' l x - c l n 

n l 

T h e r e f o r e f o r a l l n l f n + ] _ ( x ) ~ f
n ( x ) I — ~ ~ • a ^ • 

l s n + 1 ( x ) - g n ( x ) | = | K + J [ r ( t ) f n ( t ) + s ( t ) g n ( t ) ] d t 

l 
< | J | r ( t ) ( f n ( t ) - f n _ x ( t ) ) l + | s ( t ) ( g n ( t ) - S n _ 1 ( t ) ) | d t | 

- K - f * [ r ( t ) f n _ 1 ( t ) + s ( t ) g n _ 1 ( t ) ] d t 

c 
X 

^ I ? T ( 2 • T * N * 1 1 - c l 1 1 " 1 ) , T ( 2 - T 1 1 - c l 1 1 " 1 ) , , . 
- 1 ( F T ) : + d t | 

Jc 

I ? T ( 2 n ~ 1 « T I 1 ~ 1 * N - 1 1 - c l 1 1 " 1 ) . . I 
= ' f ( n - l ) ! d t | 

Jc 

= 2 n ~ 1 * T n « N « l x - c l n 

n l 

T h e r e f o r e f o r a l l n l s n + 1 ( x ) ~ S n ( x ) l ^ ~ «T » N - | b - a | 

oo p i i - 2 m n - l „ i , _ | n — 1 
N o w Z) : . * *.1 ( " I c o n v e r g e s ; t h e r e f o r e , 

n = l 
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{fi(x)/^i and {gi(x)}^1 converges uniformly to some func-

tion respectively, say f and g, on [a,bj. By Theorem 1.11 

each g± e.
 a*id e a c h f± £ ^fi^x^i^l i s continuous. 

Therefore fn+]_(
x) i s continuous^ ̂ fi^x^i=l i s a se<luence 

of continuous functions. Similarly a se(luence 

of continuous functions. Since the uniform limit of a se-

quence of continuous functions is continuous by Theorem 1.12, 

f and g are continuous. By previous theorem since 

J [p(t)fn(t) + q(t)gn(t)]dt 

X 

exists and r[r(t)fn(t) + s(t)gn(t)]dt exists for all n and 

c 

x € [a,bj and since {fi)i=i c o n v e rS e s uniformly to f on [a,bj 
CO 

and )i=x converSes uniformly to g then 

f [p(t)f(t) + q(t)g(t)]dt 

^ c 
X 

exists for all x G [a,bj; f [r(t)f(t) + s(t)g(t)]dt exists 
J n c 

X 
for all x e [a,b]. Now f [p(t)fn(t) + q(t)gn(t)]dt converges 

c 
X 

to f [p(t)f(t) + q(t)g(t)]dt as n—»• oo. 

/; 
/ 

c 
x 
[r(t)f (t) + s(t)g (t)]dt converges to 

x 
[r(t)f(t) + s(t)g(t)]dt 

c 

as n—*co . 
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(x) - H But f*[p(t)fn(t) + q(t)gn(t)]dt = fn+1(x) "
 H = ^ f

n + i 
Jc 

converges to/* [p(t)f(t) + q(t)g(t)]dt and 

/•X[r(t)fn(t) + s(t)gn(t)]dt = gn+1(x) - K=^g n + 1(x) - K c< 

^ c 

verges to f [r(t)f(t) + s(t)g(t)]dt as n—»oo# However, 

c 

f l(x) converges to f(x) and 8n+1(x) converges to g(x). 

i Therefore, f(x) = H +[ [p(t)f(t) + q(t)g(t)]dt and 

c 

g(x) = K +J [r(t)f(t) + s(t)g(t)]dt. 

Now, suppose there is a pair of continuous functions f , g , 

L 

where f* ^ f and g* f g, defined on [a,b] such that 

[p(t)f*(t) + g(t)g*(t)Jdt exists and f*(x) = 

H +J [p(t)f*(t) + q(t)g*(t)]dt; 

3k. . ^ 

L 
K +fX [r(t)f*(t) + 8(t)s*(t)]dt 

[r(t)f*(t) + s(t)g*(t)]dt exists ana g*(x) 

for all xe[a,bj. We want to show 

, -*/ S f \ t 2n-l*jn*P* Ix - C|n 

|f (x) - f (x) | < ^7—' ^ 
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and |g*(x) - g(x) | < — — — ^ — f o r some J, P and. 
XI 9 

all n. 

Since each of r, s, p and q is a bounded function there 

exists a number J such that J bounds each of r, s, p, q; 

since f, f , g, and g are bounded, |f - f | and |g - g | is 

bounded. There exists a z and z such that |f - f | < z 

and |g - g*| < z*. Let P = z + z*. 

Show true for n = 1. 

i 
i 

x 
|f(x) - f*(x)| = |H + f [p(t)f(t) + q(t)g(t)]dt 

c 

- H [p(t)f*(x) + q(t)g*(t)]dt| 

c 

[p(t)f(t) + q(t)g(t) - p(t)f*(t) - q(t)g*(t)]dt| 

C 

X 
< IJ |p(f(t) - f*(t))| + Iq(t)(g(t) - g*(t))|dt| 

x ^ x 
< |f J(z) + J(z )dt| < |f JPdt | = JP|x - c{• 

•'c c 

|g(x) - g*(x)| = |K +f [r(t)f(t) + s(t)g(t)]dt 

c 

- K -fX[r(t)f*(t) + s(t)g*(t)]dt| 

c 

< IJ|r(t)(f(t) - f*ct))| + |s(t)(e(t) - g*(t))|at| 

C 

X ^ X 
< \j Jz + Jz dt| < |J" Jz + Jz dt| < |f JPdt| = JP|x - c|. 
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Assume |f(x) - f*(x) | < 'J lx ~ cl and 

ig(x) -

Show true for n+1. 

|f(x) - f*(x)| = |H + f [p(t)f(t) + q(t)g(t)]dt 

c 

- H -J [p(t)f*(t) + q(t)g*(t)]dt| 

< If lp(t)(f(t) - f*(t))| + |s(t)(g(t) - g*(t))|dt| 
c 

< I? J(2
n
 1'Jn'P'\t - cln) , J(2n~1»Jn*P*It - cln) 

'J ni nl 

\ f 2n-Jn+1-P«|t - cln ,, , _ 2n'Jn41-P-lx - cln+1 

1 nl ' "* nl 
c 

X 

- K - f [r(t)f*(t) + s(t)g*(t)]dt 

|g(x) - g (x)| = |K +J [r(t)f(t) + s(t)g(t)]dt 

X 
< If |r(t)(f(t) - f*(t))| + |s(t)(g(t) - g*(t))|dt| 

c 

< if J(2n~1-Jn-P-11 - cln - cln), . 
— I nl nl " a t I Jc 
= I? 2n'Jn+1'P«It - cln dt| = 2

n»Jn^1«P«lx - cln+1 

I n# n m 

® 2n"1-Jn-P-lx - rln 
Since S H -1— converges, the limit of the 

n=l n*. 



24 

pll-l rll p I _ ill 
sequence { n' •"* 0 ̂ —} is zero. This implies that 

each of {g(x) - g (x)} and {f(x) - f (x)} is zero. There-

fore g(x) - g*(x) = 0; f(x) - f*(x) = 0 for all x £ [a,b]; 

hence g(x) = g (x); hence f(x) = f (x) for all x £ [a,b]. 

Hence there exists one and only one pair of functions f, g, 

such that if x E [a,b] then: 

f(x) = H +J [p(t)f(t) + q(t)g(t)]dt 

f(x) = K +J [r(t)f(t) + s(t)g(t)]dt. 

Theorem 2.6. If n is a positive integer and for all 

positive integers i and j < n, g. . is a function continuous 
X * J 

on [a,b] and A^ is a number and a < c < b,then there is one 

and only one sequence of functions f^, f . . . , fn satisfying 
x n 

K = 1, 2, n. 

CO 

fk(x) = Ak + f j-("b)dt 
J n 0 1 

Proof: Consider the sequence {h. v}.._ •, (K = 1, 2, n) 
u ZL } ix X JL 

defined as: 

hi,k^> = \ + f £ ektj(t)h0 at 
J C a 

h 2 , k ^ = Ak +J ^ sk,^j(^)hij(t)dt 
c 

Vi,k(l) = Ak +f ̂  Sk,j(t)1V,a(t)dt 
o 
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where each of •••> 11Q n is a function continuous 

on [a,b]. We want to show that (k =1, 2, . n ) 

converges to fk for each k. For any k 

x n 
| h 2 ) k ( X ) - h l i k ( x ) | = 1^ +r 2 e k ! j ( t ) h l t i ( t ) d t 

JC ^ 

- \ -J ^ ek)3(t)h0);)(t)dt| 

= '[ 1-1 8*.o(t) " hi,d(t)at ~f H?n Sk,j
(t)h(t)dt| 

C J C " 

~ '1'3=1 Sk.d(t)(h1.3(t) " h0,d(t))|dtl 

"C 

x n 
< 'f ~ ho,a(t)ldt| 

Jrt o ~~i c 

x n 
£ 
d=l 

< |J S T-Ndtl = nTN|x - c| 

where T is a bound of each ^ (k = 1, 2, n) and 

— n* Since all of these functions are 

continuous, we know these are bounded. 

„W-1 mW"~l *-r f * w—1 
Suppose, - V l . k W I ^ = (w-l£ " 1 

Show true for w + 1. 

' V n , ! ^ " hw,k(x)l = +/ d51^,J
(t)hw,3(t>dt 

o 
X 11 

A' 
- j ^ 8 k, d(t)Vi,d

( t ) d t | 

c 
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x n 
< IJ I E |at| 

- '/ d?l
lsk,3(t)(:iV,d(1;) " 

c 

- I? 9- T(nw_1-Iw-1.lMt - cl*-1),. , 
< If (w-i): ^ 1 

o 

_ nw-Tw-N.|x - clw 

w! 

Therefore, for all w Ih^Cx) - \«1?k(x)| 

nw"l»3?w"l»N» lb - al
W~1 

n w.mw w. i, „,w 

^ " (w-l)i 

w... £ n -T *N* lb - a I .. _ .00 Now ZJ —{ L~- converges; therefore, {h. !_}•_, 

J=1 * 1»-K 1~-L 

(k = 1, 2, ..., n) converges uniformly to some function, 

say ffc, on [a,b]. By Theorem 1.11 each h^ k £ {h.̂  
(k = 1, 2, ..., n) is continuous. Therefore {h. v} .°1, 

X 9 i£ 1 JL 

(k = 1, 2, ..., n) is a sequence of continuous functions. 

Since the uniform limit of a sequence of continuous func-

tions is continuous, Theorem 1.12, ffc(x) is continuous. By 

x n 
previous theorem/" 2 gfc ̂  (t)hM ̂  (t)dt exists for all n and 

Jc d-1 

x e [a,b] and since 5k^
x^i=l c o n v e rS e s uniformly to ffc 

x n 
on [a,bj then/" E g. .(t)f .(t)dt exists for all x e [a,b] 

J c 0 = 1 , J 3 

x n x n 
and J I) Sk j(t)liw^(t)dt converges to f £ gfc^ (t)f^(t )dt. 

c ' •'c ' 
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x n 
* But f S j ( t ) d t = h^-^Cx) - Afc,which converges 

x 11 
to 

• e a 
f . Therefore w x n 

JL 11 

f E g, . ( t ) f . (t)dt, which implies h .,(x) converges to 
J j = l K , J 0 

f^.(x) = \ + J 2^ s k ^ ( t ) f ^ ( t ) a t . 
0 ^ 

Suppose there exists a sequence of continuous functions 
>* ** 

1 ' 2' 

| fk(x) - f£(x)| = |Ak + f E ek i J-(t)fk(t)dt 
J c <5-1 ' 

' ^ A s k , d W f k ( t ) d t | 

J 0 
= If S B k i d ( t ) ( f k ( t ) - f * ( t ) ) d t | 

d - i ' 

x n 
f*, f*, f* satisfying f k = + f ^ g k ^ ( t ) d t . 

c J = 1 

* x n 
' ',x;i = |is.v +| 

c 
x n ^ 

x n 

>f . E s k J ( t ) ( f k ( t ) - f k ( t ) | d t | 
.1 ~"1 

< . 

< f ? | S k J ( t ) ( f k ( t ) " f k ( t ) ) | d t | 

J- J —1 

x n 
< |f Z) TM dt| = nTM|x - c| 

L o=i c 

where T is the bound of each gk j- a <̂i ~ 

m _ n*""1 T"'1 M I i - cl""1 

Suppose | fk(x) - f j jM I < (w-l) 1 
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Show t rue f o r w. 

| f k ( x ) - f * ( x ) | = 1 ^ + ^ § S k , d ( t ) f k ( t ) d t 

J ~ 0 ~1 c 

• * * ~f A s k , d ( t ) i : k ( t ) d t | 

5 

•f •? s k , j ( t ) ( f k ( t ) " 
Jq 0 ,1 ' 

x n ^ 

- ' f •? s k , ^ ' b ^ f k ^ " f k ^ - b ^ ' d " b ' jc 0 - 1 ' 

< If S |g v j ( t ) ( f , , ( t ) - f ? ( t ) ) | d t ' f •? ~ f k ^ ^ ' 
Jc o - l ' 

I? £ TCnw~1»Tvr~1«M» 1t - c I w _ 1 > , _ nw-Tw-M» I 
u ^ - j j r n j l - w l 

w 

___ n »T ~ r l w 

Since £ rrr converges, the l i m i t of the se-
w=l w* 

rnw*Tw*M*lx - c l W i quence { —} i s zero. This imp l ies 

{ f k ( x ) - f £ ( x ) } 

i s zero. Therefore f f c ( x ) - f ^ ( x ) = 0 hence f f c ( x ) = f ^ ( x ) 

f o r a l l x £ [ a , b ] . Hence there ex i s t s one and only one se-

quence of func t ions f ^ , f such t h a t i f x £ [ a , b ] then 

f k ( x ) = +r S g k j ( t ) f ^ ( t ) d t . 
•>c J = 1 ' 



CHAPTER III 

EXISTENCE AND UNIQUENESS OF SOLUTIONS 

OF NTH ORDER NONLINEAR 

INTEGRAL EQUATIONS 

In this chapter nonlinear integral equations will be 

studied. Suppose (J) is a bounded function defined on 

[a,b] X R (where R is the set of all real numbers). The 

purpose of this chapter will be to show by Picard's method 

the existence of unique solutions to integral equations of 

x 
the form f(x) = £q(x) + f (J)[t,f(t)Jdt. Starting with an 7. 

xo 

initial function, the method consists of making successive 

substitutions and is used for higher-ordered equations and 

systems of equations. 

Theorem 5.1. Suppose (J) is a bounded function defined 

on[a,b]X R, is the set of all numbers such that 

(1). if g is a function continuous on [a,bj, then the 

function h(x) = 0(x,g(x)) is continuous on [a,b] 

(2). there is a number M such that if each of x and y 

is a number and z € [a,bj then 

|<i)(z,x) - 0(z,y)I < Mjx - y|. 
00 

Suppose a < c < b and i s a sequence of functions and 

29 



b 
|0(x,h(x))| < T for all x G [a,b] and f <[)(x,h(x)) exists. 

30 

h is a bounded function on [a,b] and T is a number such that 

b 
/, 

Suppose further, H is a number and 

x 

h^(x) = H <j)(t,h(t))dt 

x 

hgCx) = H +j <J)(t ,h^(t))dt 

X 
hn+i(x) = H + f 0(t,hn(t))dt 

J r* 

00 
Then }̂ =]_ converges uniformly to a function g defined and 

continuous on [a,b] such that 

g(x) = H +J 0(t,g(t))dt 
c 

for all x1in [a,b]. 

Proof: Show h^ is bounded. If x is in [a,b], then 

x 

h-̂ (x) = H + f (J)(t,h(t) )dt. This implies 

^c 
| h-j (x) | = |H +J <D(t,h(t))dt| 

c 

< |H| + || <l)(t,h(t))dti 

<|H| + T|x - c| < |HI + T|a - b|. 
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Therefore |h^(x)| < K, There is a number IT, such that 

|h(x)| < N for all x in [a,b]. Then 

x 
|hi(x) - h(x)| = |H +J (j)(t,h(t))dt - h(x) | 

< IH| + \j 0(t,h(t))dt| + |h(x)| 

< IH| + T|x - c| + N = M*. 

Therefore |h^(x) - h(x)| < M* for all x G [a,b]. 

Suppose x £ [a,b]. Use mathematical induction to show 

ihy+1(X> - hy(x)i < - c'° 

for all x in [a,b]. 

Show true for y = 1. 

X X 
|h2(x) - h-^x) | = |H + f 0(t,h1(t))dt - H - f <J)(t ,h(t) )dt | 

c c 

X X 
IJ 0(t,h1(t))dt -J (J)(t,h(t))dt| 

x 
IJ [<f)(t,h1 (t) ) - <t>(t ,h(t) )]dt | 

< |J |4)(t,hn (t)) - 4>(t,h(t))|dt| 
c 

x 
< |J Ml^Ct) - h(t) |dt | 

c 

X 
< If M*M* dt | < M-M*|x - c| . I/" M-] 

c 
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Suppose true for y = n - 1 or 

IV*> - V i « i ^n"1-M*(l-i)!
c'n"1 

for all x in [a,bj. 

Show true for y = n. 

X X 

Ihn+1(x) - hn(x)| = IH + r (t>(t,hn(t))dt - H - f (J)(tih^Ct))dt| 
c 

X X 
0(t,h (t))dt - f 0(t,h_,(t))dt| If 0(t,hn(t))dt - f 

v* »r> 
n-1 

= |f [<l)(t,hn(t)) - 0(t,lin_1(t))]dt| 

< \j I0(t,hn(t)) - 0(t,hJl_1(t)) |dt 1 

< Ij «lhn - h^ldtl 

< if "•"n"1-£:Jvci11-1 MI If £il£i 'L) ' I ? 
1 (n-1)I 
c 

< [x - cln 
— ni 

Therefore |h +1(x) - h (*)| < I* - c|n < Mn-M*-|b - a | " 1 n+lv ' nv '1 — ni — ni 

for all n. 

Kow, £ «"•»*•I* - °ln = J x ^ 
n=l . n# n=l n* 

< lb -,al" 
-i n; 

n=l 
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oo •* n mH # 9 j u | n 
and since E ~r converges, i r ~ — converges. There-

_ T J J- • * 1 • 

n=l 
00 

fore converges uniformly to some function, g, on 

[a,b]. To show g is continuous, we need to show that each 

h e i s continuous. Let kn+1(x) € 

By Theorem 1.11 kn+i(
x) is continuous which implies 

{ĥ }ĵ -̂  is a sequence of continuous functions. Since the 

uniform limit of a sequence of continuous functions is con-

tinuous, g is continuous. 
x 

Sineef <j)(t,hn(t))dt exists for each n and x e [a,b] and /. 
since converges uniformly to g on [a,b], then 

x 
X r 
f 0(t,g(t))dt exists for each x £ [a,b]. As n-»oo,f (J)(t,h (t))dt 
J c

 c 

X 00 

converges to f 0(t,g(t))dt because, if 0 < e, since 

"'c 

converges uniformly to g on [a,b], there is a positive integer 

N such that if p > N, then for all x in [a,b] 

Ihp(x) - g(x)| < e/M+1 

where M is some number such that for numbers x and y, and 

some z € [a,b], then |0(z,x) - <Kz,y)| < M|x - y|. Let 0 < e. 

Since converges uniformly to g on [a,bj, there is a 

positive integer N such that if q > N and x is in [a,b],then 

|0(x,hq(x)) - 0(x,g(x))| < M|h(x) - g(x)| < M-e/M+1 < e 

which implies {<t)(x,h^(x)converges uniformly to 

{<t>(x,g(x))} on [a,b]. 



34 

x 
Butf 0(t,hn(t))dt = hn+^(x) - H,which implies hn+^(x) ~

 H 

c 
x 

converges to/" <{)( t ,g(t) )dt and n-» oo . However, hn+^(x) con-

c 
x 

verges to g(x) and thus g(x) = H + f (J)(t,g(t))dt. 

Theorem 5.2. If H is a number and [a,b] is a number 

interval such that a < c < b, then there exists one and only 

one function g with domain [a,b] such that 

b b 
J <J>(t,g(t))dt exists and g(x) = H +J (J)(t,g(t))dt for all 

a a 

x £ [a,b]. 

Proof: By Theorem one, there is a function g defined 

b x 
such that j <p(t,g(t)) exists and g(x) = H +f <J)(t ,g(t) )dt 

a Jc 

for all x £ [a,b]. 

Suppose there is a continuous function g ? g, defined 

b * 
on [a,b] such that/" 0(t,g (t))dt exists and 

g*(x) = H +[ <t>(t,g*(t))dt 

L 
L 

for all x £ [a,b]. We want to show 

lg(x) - e V ) i <
 M " w I? -

IX • 
for all x £ [a,b]. 

Show true for n = 1. 



35 

|g(x) - g*(x)| = |H +JX <t>(t,g(t))dt - H -J* <D(t,g*(t))dt| 
c J c 

X x 
IJ <p(t,g(t))dt -J <f)(t,g*(t))dt| 

3C 
< IJ l<t>(t,g(t)) - 0(t,g*(t))|dt| 

< If M|g(t) - g*(t)|dt| < |f M»¥dt| 

c 4 

< M*¥|x - c | 

where |g(t) - g*(t)j < ¥ for all t G [a,b]. Since g is 

bounded and g is bounded, we know there exists a W since 

lg(t) - g*(t)| < |g(t)| +|g*(t)| < M* + M** = ¥ for all 

t £ [a,b]. Assume 

lg(x) - g*(x)| < C,l,n 

XX • 
for all x e [a,b]. 

Show true for n + 1. 

|g(x) - g*(x)| = |? <D(t,g(t))dt + H - H -r* 0(t,g*(t))dt| 

C -'c 

X X 
< IJ I <Kt,g(t))dt -J <t>(t,g (t)) |dt I V^,g*' 

c 

X 

< IJ Mlg(t) - g*(t) I dt | 
c 

s - c| n
d t | 

M n + 1 ¥ Ix - cln+1 

(i+iji — 
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Therefore if n is a positive integer, then 

ie(x) - g»(x)i <
 c | D + 1 

„ Mn+1*W*lb - a In+1 
- . 

M̂O-. I Vv _ Q I n 

Since £ L—; ^ converges, the limit of the sequence 
n=l n* 

* |b - a| ôo equa^ £<-> zero. This implies {g - g*} 
XX • H"*X 

converges uniformly to zero. Therefore g(x) - g (x) = 0 for 

all x e [a,b], Therefore g(x) = g (x) for all x e [a,b]. 

Hence there is one and only one function such that 

b x 
f 0(t,g(t))at exists and g(x) = H + f 0(t,g(t))dt. 

a ^ c 

Theorem 3.5: Suppose that for each positive integer 

K < n, ({)•£ is a bounded function defined on [a,b] X R X R 

... X R such that 

(1). if g-̂ , ..., gn is a sequence of functions conti-

nuous on [a,b], then the function h(x) = 0k(x,g^(x) ..., gn(x)) 

is continuous on [a,b], 

(2). if k is a positive integer < n,then there is a 

number such that if each of x and y is a number and 

q £ [a,b] and each of x1, ..., x n and ..., y is a num-

ber sequence; then 

I Cq̂ x-ĵ , ..., x.̂ ) — (j)-̂  (q ,yx, ••«, yn) | 

< 'xi " yi' 
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Suppose a < c < b and for each positive integer K < n, 

fi i 00 

k,i*'i=l a s®^6110® o f functions, and h is a function on 

[a,b], and T is a number such that for each positive integer 
k < n, 0(

x))l - T f o r a 1 1 x e ta'b3' 

b 
andf 0k(x,h^ Q(x), ..., hn Q(X))<1X exists, 

a ' ' 

Suppose further is a number (k = 1, 2, ..., n) and 

h k , l ^ = Ak + f V t , h l , 0 ^ * ̂ 2,0^^' *•*' hn,0(t))dt 

c 

hk,2^x^ = Ak +J ' h2,l^t^' •••» knjl(t))dt 

" Ak +f •••• hn,w-l(t))dt 

Then for each k E {h-̂. converges uniformly to a func-

tion f^ defined and continuous on [a,b], such that if x is 

in [a,b],* then 

fk ( x ) = Ak +fX V ^ l ^ ' •••» fn(t))dt. 
c 

Proof: For each k, we need to show hk ^ is bounded. 

x 
^ , 1 ^ = \ + f ^k^'^1,0^^' •••» hn,o^t^dt- implies 

c 1 

X 
ihk,l(x)l = |Ak +J •••» kn^0(t))dt| 
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X 

- '"SJ + 'f ' ***' 

c 

< l k̂l + T|x - c| < |A1| + T|a - b|. 

This implies |hfc ̂ x)! < R, where k = 1, 2, ..., n. 

By mathematical induction we need to show for each w 

w - l . - p . , w - l 
. - hk, w-l«l <

 11 a | 

Suppose w = 2. Then we have 

lhk,2(x) " hk,l(x)l = |Ak 

X 

c 

x 

\ 9 1,0^^ > 9 0 0 ' n,0^ ^ ' 
c 

x 

IJ~ i , 1 ̂  ^ * • • • i 1 ̂  ^ 

c 
X 

•r ok(t,h1)0(t), ..., hnj0(t))dti 
c 

£ If I 0]^(^i, 1 ̂  ^ * • • • * ^(t))dt 
c 

~ O j j . C ' t * • ••* kn^Q(t))I^I 

~ 'J ~ hij0(t)| )dt| 
c 

X 
< If Mk-n-P dtI - r^-n-Pfx ~ c| 

•'c 

where P > Iĥ  ̂ (x:) - ̂  qC^OU which exists since each 
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- Iî Q̂Cx)} is continuous on [a,bj and hence bounded 

on [a,bj for each i < n. 

Suppose true for w = y-1. Show true for w = y. 

|hk,y(x:i " = |Ak 

+J ' •••' hn,y-l^t^dt 

c 

X 

X 
< 

c 

If I^k^'k^y-l^' ---I 
c 

~ '̂ "1 ,y-2^^' •••» ^n,y-2^^'^' 

If ^ i5L
,hi'y-l(t) " hi,y-2^x^dt' 

c 

x n If"2.ny-2-p.|t - o|y-2 

< |j v £ Jt ^ dt, 
o 

_ ,? ̂ -ny-i-p-it - ciy-2 ... " % — d t | 

_ 'n-̂  ̂ 'P*Ix - c!y"^ 
(Fill — 

Therefore if w is a positive integer, then 

Ih (x) - h (x)l < M k' n W , p ,l x " c | W ' k,w^ ' nk,w-l w l - w« 

' W . p . l b - alw 

w 2 
„W 

S \* nW- P. I b - a I W co 
Now, E ĵ-j *— converges; therefore {hk ^)i=1 

w=l. # ' 
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(k = 1, 2, n) converges uniformly to some function, f^, 

on [a,bj. To show f^ is continuous we must show that each 

00 

hfc an element of {h^ (k = 1, 2, n) is conti-

nuous. Let hfc £ {h^ Theorem 1.11 h^ is 
00 

continuous,which implies {h^ (k = 1, 2, ..., n) is a 

sequence of continuous functions. Since the uniform limit 

of a sequence of continuous functions is continuous, 

is continuous. 

x 

Since/" ***' exists for all k and 

c 

x € [a,b] and since {h^ convei:>Ses uniformly to f̂ . on 

x 
[a,b] then/" 0k(t, f^(t), ..., fn(t))dt exists for all c 

x 
x e [a,b]. As n-» oo f <t>(t, h-^(t), ..., hn(t))dt converges 

c 
x 

to/" 0-̂ .Ct, f^(t), ..., fn(t))dt because if 0 < e, since 

c 
CD 

(k = 1, 2, ..., n) converges uniformly to f^ on 

[a,b], there is a positive integer T such that if w > T, 

n 
S |h w(x) - f (x)| < s/M+1 for all x in [a,b] where M is 
p=l 

a number such that if each of X p ..., x Q and y^, . ..> y n i* 

a number sequence and q is in [a,b] then 
10^(0.1 i «• •» ~ ^ k ^ ' ^1' I 

< Mk( S |x. - y.|). 
i=l 1 
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Let e > 0. There is a positive integer T such that if w > T 

and t £ [a,b],then 

I^(t, k1)W(t), - 0k(t,f1(t), fn(t)) 

00 
< Z^|hpjW(x) - f p00| < \ e/H+1 < e. 

P 
OO 

Therefore {0k(x, hi k(x)))i=1 (k = 1, 2, n) converges 

uniformly to f k00) on [a,bj. 

x 
But| <Dk(t, h1>y(t), hniy(t))at =b k )y + 1 

c X 
~~ J »f ]_(t), ..., f^(t) )dt 

which implies hk w(
x)~*fk» 

Therefore ffe(x) = +f $k(t, f-^t), . f n ( t ) ) d t . 

c 

Suppose there exists a sequence of continuous functions 

f1? f2, f k satisfying 

x ^ 
"̂ k

 = » f^(t) , • • . | f t ) )dt 

c x 
, fk ( x ) ~ fk(x)l = A k

 + J <Dk.C"t,f;LCt), fn(t))dt 

~ f 0k(t,f*(t), f*(t))dt| 

c 

< If I ^ C t ^ C t ) , f n ( t » - f*(t))|at| 

c 

< |J Mjj. Z^I^Ct) - f*(t)|dt| < |J Mj^n-S dt| 
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= M^n-Six - c| < E^-n-Slb - a| 

n ¥ 

where S > E |f^(t) - f.>(t)| which exists, since each. f. is 
i=l x 

continuous and hence bounded. 

* l-v „ |W-1 
Suppose |fk(x) - fk(x)| < (w-1):"— f o r a 1 1 x 

in [a,b] and k < n. 

Show true for w. 

x 
|fk(x) -

 f
k(

x)! = '̂ k: + / •••> fn(t))dt -

c 

c 

IJ l<Dk(t,f1(t), fn(t))dt - 0k(t,f*(t), f*(t))|dt| 

c 

x n 
< \j !ri(t) - f*(t)idtl 

x n tutW-1 
< If ^ t S \ °1W-1

 d t | 

*c 

jM 
r
x ^ - r ^ S - l t - cl"-1

 d t | i R A'li - KJ- } u — 
'] 

c 

^k»nw»S»[x - c I 
wl 

w 

Therefore, if w is a positive integer, then 
w 

t ^k*nw,S*lx - clw 

|fk(x) - f*(x)| < wj 

, ^-n w-S-lb - alw 

— vl 
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_ _W 

~ ^k*nw* S» lb - alw 
Since m L_ converges, the limit of the se-

w=l w * 

Mv. w-q. ih iw 
quence { ~j sLL_} ±8 Zero. This implies 

{fk(x) - f^(x)} is zero. Therefore fk(x) - f^(x) = 0;hence 

= f o r a-^ x e Ca»b]. Hence there is one and only 

one sequence of functions defined and continuous on [a,bj 

such that {h^ (k = 1, 2, ..., n) converges uniformly to 

fjj. and 
x 

fk(x) - Ak +r <f>k(t,f1(t), f2(t), f n 

r* 

(t))dt, 


