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CHAPTER I 

FUNCTIONS AND CONTINUITY 

Definition 1-1: A function, denoted f, is a set of ordered 

p-'rs of real numbers, the first element of which is c^noted 

by , and the second element of which is denoted by f(t). 

The set or axl t is called the domain of the function and 

is denoted by D(f); tne set of all f(t) is called the range 

of the function and is denoted by R( f) . Frequently, •?, 

function will be referred to as f(t). 

Definition 1-2: f(t) is said to be continuous at a point a 

if and only if f(a) exists, and for each positive real number 

e, there is a positive real number 6 such that if 11 — a| < 6 

and f(t) exists, then |f(t)-f(a)| < e . 

Definition 1-3: If f(t) is not continuous at a point a, 

it is said to be discontinuous at the point a. 

It is seen that f(t) is discontinuous at a point a if and 

only if f(a) does not exist or f(a) exists and there is a posi-

tive real number e, so thac if 6 is a pcsitive real number, 

there is a number t so that |t-a| < 6 , f(t) exists and 

|f (t) -f ( a) j > e . 



Example: If for all real numbers t, f(t) = t, and a is a 

real number, then f(a) = a. Let e > 0 and choose 6 = e. 

If t is any real number so that |t-a| < 6 and f(t) exists, 

then f(t) = t and |f(t)-f(a)| = [t—a| < <5 = e. Hence, f(t) 

is continuous at any real number a. 

In order to investigate the continuity of some functions, 

the following Lemmas will be proved. 

Lemma: If k is a rational number and i is an irrational 

number, then i+k is an irrational number. 

Proof: Let k be a rational number and i be an irrational 

number. Assume i+k is a rational number, say s. Since k 

is a rational number, it is expressible as p/q where each 

of p and q is an integer and q i 0. Since s is a rational 

number, it is expressible as m/n where each of m and n is an 

integer and n i 0. i+k = s becomes i+p/q = m/n and i = 

m/n - p/q = „ m»q-p»n ^ T h e integers are closed with respect 
n q 

to addition and multiplication; hence m*q-p*n is an integer 

and n»q is an integer. Thus i is expressible as the quotient 

of two integers, but this implies i is a rational number, a 

contradiction. Therefore, the sum of a rational number and 

an irrational number is an irrational number. 

Lemma: If k i 0 is a rational number and i is an irrational 

number, then i*k is an irrational number. 

Proof: Let k / 0 be a rational number and i be an irrational 

number. Assume i*k is a rational number, say s. Let k = ̂  

and s = ̂ , where each of p, q, m, and n are integers and 



p i 0, q i 0, and n i 0. This can be done because k ana s 

are rational numbers. Now, i«k = s implies i*— = — and 
^ q r> 

m i 0, for if so then i*k = 0 and either i = 0, a contradiction, 

or k = 0, a contradiction. Since i-— = —, i = m* Again 5 q n' n • p & 

because of closure, m*q and n-p are integers and hence i is 

rational, a contradiction. Thus, the product of a non-zero 

rational number and an irrational number is an irrational number. 

Example: Define f(t) = 0 if t is an irrational number and 

f(.) = 1 if t is a rational number. If a is a rational number 

3 . . . 

let e = -q- > 0 and o be a positive zeal number. 6 is either 

a rational or an irrational number. 

Caj.a I: If 6 is a rationa1 number, q- is a rational number and 

-7*0 is an irrational number. Now, I -̂ 5 I < 6 and la- -p5 - a| 
4 4 

< 5. Let t be the irratieial number a - ^6, then J t — a| < 6, 

and f(t> = 0. |f(t)-f(a)| = | 0 — 11 = 1 A -q- = e. 
3 

Case II: If 6 is any irrational number, -q-5 is an irrational 
3 3 number. Now, | ̂ -6 | < 6 ar ̂  j a— -q- 6 — <— | <6. Let t be the 

3 
irra""io..al number a- •̂•6 , then j t — a | < 6 and "(t) = 0. 

3 

|f(t)-f(a)| = [ 0 — 11 = 1 4 -q- = e. Thus, f(t) is not continuous 

at any rational number a. 

Definition 1-H-: f(t) is said to be continuous on a set if 

and only if f(t) is continuous at each point oJ the set. 

De f inJ"ion 1-5 - f(t) is said to be discontinuous on a set 

if it is not conti .uous on the set. 



Remark: In the first example, f(t) was defined on the set of 

all real numbers and was found to be continuous at any real 

number. Hence, f(t) = t is continuous on the set of all real 

numbers. In the second example, f(t) was defined on the set 

of all real numbers and was found to be discontinuous at all 

rational numbers. Hence, f(t) is discontinuous on the set of 

all real numbers. 

Example: Let a function f be defined in the following manner. 

If t is an irrational number, f(t) =0. If t is a rational 

number, t = E. where p is zero or a positive integer, q is a 

positive integer and p and q are relatively prime, then f(t) = 

i. If a > 1, then there is a positive integer p and a number 

b so that 0 <_ b < 1 and a = p+b. Now, f(a) = f(p+b) = f(b ). 

Hence, if f is continuous for 0 < t < 1 and p is a positive 

integer, then f is continuous at p+t. Also, if f is not 

continuous at 0 < t < 1, and p is a positive integer, then 

f is not continuous at p+t. Therefore, the investigation of 

the continuity of f will be limited to zero and numbers in 

the segment (0,1). Let 0 £ t < 1 be rational, t = E-, f(t) = 

—. Now, 0 < q < q+1, so — > > 0 and ( — - ) > 0. q ' ^ n ' q q+1 q q+1 

Suppose f(t) is continuous, then for the positive real number 

£ = (i _ —i—) there is a 6* so that if a is a real number q q+1 

so that |a-t| < 6 and f(a) exists, then |f(a)-f(t)| < e. 

Let a be an irrational number so that |a—11 < 6 and f(a) 

exists. Since in any interval there is at least one rational 



number and at least one irrational number, there is at least 

one such a. Now, f(a) = 0 and |f(a)-f(t)| = |0- ^ A 

( — - —i— ) = e. Hence, f(t) is discontinuous at all rational 
q q+.l 

numbers. Let 0 < t < 1 be an irrational number, then f(t) = 0. 

Let e > 0 and choose a positive integer N so that N >. 2 

and i- < e . Consider the set S = {x| xe [0,1], x is rational, 

x = E. where each of p and q is a positive integer, 0 < p < q, q — 

p and q are relatively prime, and q <_ N} . There are N-l 

positive integers which are less than N. There are 1 + 

(N-2) (N-l) ra-tj_onai expressions of the form E. where 0 < q < N 

and 0 £ p < q. Let y be an element of a set M if and only 

if y is one of these expressions or y = 1. Let z belong to 

the set K if and only if there is an element x in M so that 

z = |t-x| . K is a finite set of positive numbers, and hence 

has a smallest element d. Let <$ = ^ d. If ja-t| < <$ and f(a) 
* 

exists then 0 < a < 1, also a is not an element of M. If a 

is irrational, f(a) = 0 and |f(a)-f(t)| = 10—01 = 0 < e. 

If a is a rational number, a = E-, q >_ N, f(a)=j~-^i< e, 
~L M. 

and |f(a)-f(t)| = |— - 0| < e . Therefore, f(t) is discontinuous 

at each rational number and continuous at each irrational number. 



CHAPTER II 

INTEGRALS 

Definition 2-1: If each of a and b is a real number and 

a < b, then {x| a <_ x <_ b} is called an interval and is 

denoted by [a,b]. Also, {x| a < x < b} is called a segment 

and is denoted by (a,b). The length of [a,b] and (a,b) 

denoted by &[a,b] and £(a,b) respectively is £[a,b] = fc(a,b) = 

b - a. 

Definition 2-2: If [a,b] is an interval, each of XQ, x-̂ , X2,**** 

x is a real number, and a = x < x, < x0<**»* < x = b, 
n o 1 I n 
then if a = { x } , a is called a subdivision of o' 1' n 

[a,b]. The length of the it^1 subinterval is (x^-x^_1>. 

Definition 2-3: If a is a subdivision of the interval 

[a,b], then the norm of a is the max { (X^-XQ),(x^-x^),• • • • 

(x — x . 
n n-1 

Definition 2-4: If a is a subdivision of [a,b] and each of 

c, , c„ , c0 ,* • • • c is a real number so that x < c, < x, , 1 2 3 n o — 1 — 1 

xn < c0 < x0 ,• • • • x , < c < x„, then the ordered set 1 — 2 — 2 n-1 — n — n 

x ,x, ,x0. ...x together with c, ,c0 ,c~ • c is called an o 1 Z n ° 1 A o n 

augmented subdivision of [a,b]. 

Definition 2-5: If o is an augmented subdivision of [a,b], 

and for each positive integer p, (c , f(c ) ) is a pair in f, 
ir ir 

then define % = f (c, ) (x-, -x_ ) + f( c9 ) (x9 ~x, )+•••• +f( c ) (x -x„ , ) 
^ L L I O I L L n n n-1 



Definition 2-6: A function f(x) has an integral on the 

interval [a,b] if and only if f(x) is defined on [a,b], and 

if o^,o ,•••• -̂s a s e Q u e n c e °f augmented subdivisions of 

[a,b] with norms respectively so that (Pn) 

converges to 0, then S 0^, has a limit. 

Definition 2-7: If K is a limit of one such sequence 

S0 ,•••• then K will be called an integral of f(x) on [a,b]. 

Theorem: If f(x) has an integral on [a,b], then f(x) is 

bounded on [a,b]. 

Proof: Let f(x) be a function defined on [a,b], such that 

f(x) is not bounded on [a,b]. Suppose f(x) is not bounded 

above on [a,b], then there is a number C e [a,b], such that 

if I is any segment and ? eI, f(x) is not bounded on I n 

[a,b]. Either c = a, x, - b, or a < £ < b. 

Case I: £ = a. If n is a positive integer and n > 1, let 

a 
n 

= {x 5 x^j•••• xn> so that for each positive integer i, 

. i(b-a) T_ „ . , , i(b-a) 
1 1 n> xi = a — H 2 1 1 — n» l e t ci a — n 

Since f is not bounded on [x «x,], there is a c, so that 
o 1 1 

n 2 
x_ < c, < xn , and f(c.,) > - E ^(<0 + • Since 

— 1 — 1 ' 1 n=9 p b-a *o - 1 - 1' * 1 p=2 p 

n 
E 

p = l 
xi - xi-i = t h e n s o n = * f ( c

P ' "• A l s o 

P n = — h e n c e the sequence {p^} converges to 0, but {Sa<} 

does not have a limit. 

Case II: e =b. A similar argument, choosing c n so that f(cn)> 
n _ 1 n 2 

- I f(c ) + c — will show that f does not have an integral 
p=l P b ~ a 

on [a,b]. 



Case III: a < t, < b. If n is a positive integer greater 

than 1, let z± = a + l(^~a) and = c + , i = 0, 1, 

2,***n. Let = {xQ,
 xi'''* *x2n-l* s o t h a t 0 i i i n-1, 

x. = z. and if n < i < 2n-l, x. = u. . , . p = x -x , = I-1 1 — — ' i i-n+1 n n n-1 n 

If 1 < i <_ n-1, let = x^. If n+1 < i ^ 2n-l, let = x^. 

Since f is not bounded on ^x
n_x»

x
n^» there is a number cn so 

that x i < c < x and n-1 — n — n 

n-1 2n-l 

f ( C )> - [ 2 f (c ) (X — X ,) + X f (c ) (X —x , ) - n] . 
b-a p = 1 P P p-1 P = n + 1 P P P-1 

2n-l 
Now Srr = I f(c )(x -x„ -,) > n. {pi has a limit 0 but 

n p =i P P P-1 n 
{S0 } does not converge so f, does not have an integral on [a,b]. 

n 

Therefore, if f has an integral on [a,b], f is bounded on 

[a,b]. 

Theorem: If f(x) has an integral on [a,b] and a < c < b, 

then f(x) has an integral on [a,c] and on [c,b]. Furthermore, 

if A is an integral of f(x) on [a,c] and B is an integral of 

f(x) on [c,b], then A+B is an integral of f(x) on [a,b]. 

Proof: Let f(x) have an integral on [a,b] and a < c < b. 

Since f(x) has an integral on [a,b], it is bounded on [a,b], 

hence f(x) is bounded on [c,b]. Let J and j be the upper and 

lower bounds respectively of f(x) on [c,b]. Then, if £ e [c,b], 

j <_ f(^) £ J- If n is a positive integer, let o^" = 

{xo> be a subdivision of [c,b] so that the length of 



h - C 

each subinterval of a " is -̂ -r- If an" is augmented, then for 

l _ < i ^ n , j < f(c.") Now nj f(c^") + f(c2") +•••• + 
f ( e 11) < nJ and j(b-c) < [f(c,") + f(c ") +••••+ f(c ")] < 

n — — x i n n — 

J(b-c). Hence j(b-c) <_ S 0 n" _< J(b-c). Thus, {S0n"} is a 

bounded sequence and by a previous theorem {S0n"} must contain 

a convergent subsequence (S0 "}. Let = a o9
 ;o n 

nn
 x nl L 2 a* b-c A 

••••. Now 0 <_ pn * <_ pn" = and so {pn"} converges 

to 0. Thus, {on*} is
 a sequence of augmented subdivisions of 

[c,b] with norms p-^j P2
w»',*such that {pn*} converges to 0, and 

{Sa *} converges. Let {Sa
 s>} converge to B. Let 

n n x z 

be a sequence of augmented subdivisions of [a,c] with norms 

pl'' p2^y''' s u c^ 'that (Pn'} converges to 0. Let on be the 

union of a ' and an* with xq" deleted. Now pn = max(pn', P n
v) 

and since both {Pn'J
 a n d converge: to 0, {Pn) converges 

to 0. Hence a sequence of augmented subdivisions 

of [a,b] with norms p^, P2»*** so that {Pn^ converges to 0, 

and since f(x) has an integral on [a,b], {S0 } converges. 
n 

Denote the limit of {Sa } by K. Now, for each positive 
n ^ * 

integer s, Sn = S0 "* + S0 *" so that Sa = Sa' - Sa , but 
s s s s s s 

it 
{S^ } converges to K and {Sn } converges to B, hence 

n n 
{Sa - Sa *} converges to (K-B), and {S0 '} converges. 

n n n 

Therefore, f(x) has an integral on [a,c]. Similarly, f(x) has 

an integral on [c,b]. 



10 

Furthermore, if {S0 '} converges to A and {S0 "} converges 
n n 

to B, then {Sn "* + S 0 ") converges to (A+B). But, for each 
n n 

positive integer m, S- = S_ ' + S a hence {Sa }converges 
m °m m m 

to (A+B). 
a 

Definition 2-8: /„ f(x) dx = 0. 
111 11111 1 ' r" 3. 

Definition 2-9: If f(x) has an integral on [a,b] define a 

function <j> so that (t,K) e <j> if and only if t e [a,b] and K 

is the integral of f(x) on [a,t]. 

Theorem: <f> of definition 2-9 is continuous at each point 

of [a,b]. 

Proof: Let f(x) have an integral on [a,b]. Then if c E [a,b], 

f(x) has an integral on [a,c], denote the integral of f(x) 

on [a,c] by K, then <j>(c) = K and (c,K) e <f>. Since f(x) 

has an integral on Ca,b], f(x) is bounded on [a,b]. Let m 

and M by the lower and upper bounds of f(x) on [a,b]. 

If a <_ x <_ b , then m <_ f(x) <_ M and | f (x) | <_ max. ( | m| , | M j ) . 

Let h = max. (|m|,|M|). If e >0, let 6 = pppp If |x-c| < <5 

and <j>(x) exists, then a <^x ^_b. If x = c, then | <J> (x) - <J>(c)| 

|K-X| < e. If x i c, then either x > c or x < c. If x > c, 
X C X 

then |<(>(x) - cj>(c) | = | f(x) dx - f(x) dx| = |/cf(x) dx| . 

If o is an augmented subdivision of [c,x], then m(x-c) = 
n n 
? m(x - x -, ) < E f(c )(x -x ,) = Sa < 

p-1 P p-1 - p = 1 p p p-1 ° -
n 
Z M(x -x -,) = M(x-c). Hence, Is I < h(x-c) and 

p=l P P-1 1 o1 -

\jx 
I ^f(x) dxl < h(x-c) < h6 = h( cxr) < e. If x < c, a similar 
C 1 — n+JL 



11 

c 
argument will show that |<|>(x) - <)>(c)| = | - / f(x) dx[ < e. 

Therefore, <|> is continuous at each point of [a,b]. 
E 

Lemma: If f(x) is continuous on [a,b] and / f(x) dx 
<3. 

exists, then there is a number 5 so that 5 c Ca,b] and 
b 
/ f(x) dx = f(c)*(b-a). 
a b 
Proof: Let f(x) be continuous on [a,b] and 5 f(x) dx 

b a 

exist. Since I f(x) dx exists, f(x) is bounded on [a,b]. 
3. 

Let m and M denote the greatest lower bound and least upper 

bound respectively of f(x) on [a,b]. Since f(x) is continuous 

there exists c e [a,b] and d e [a,b] such that f(c) = m and 

f(d) = M. Furthermore, if 1 < W < M there is a number y 

so that y is between c and d and f(y) = W. Let a be an 

augmented subdivision of [a,b], then 
n n 

m(b-a) = 2 m(x -x ,) < E f(c )(x -x , ) = S_ •< 
p=l p p-1 - p = 1 p p p-1 a -

n 
£ M(x -x^ ,) = M(b-a) and m(b-a) < S_ < M(b-a) so that 

p=l P P-1 - b0 ~ 
b / f(x) dx 

m(b-a) < / f(x) dx < M(b-a) and m < — — r < M. 
— a^ — — b-a — 

/ f(x) dx 
Let z = —^-r- then m < z < M and there is a number £ 

D cl ""*• — 
between c and d so that f(c) = z. Hence, there is a number 

b 
C so that ? £ [a,b] and f(?)* (b-a) = f_ f(x) dx. 

3k 

Definition 2-10: f(x) has a derivative at a point a if and 

only if there is a number K and a segment I containing a so 

that if x e I, f(x) exists and if e > 0 there is a 6 > 0 so 

that if 0 < |x-a| < 6 and f(x) exists, then • — - K 
X "• cl 

< e. K will be denoted by f'(a). 
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Theorem: If f(x) is continuous on [a,b], then 4>(x) defined 

by definition 2-9 has a derivative on (a,b). Furthermore, 

if c e (a,b), then <j>' (c) = f(c). 

Proof: Let f(x) be continuous on Ca,b], then <j>(x) is 

defined for all x e [a,b], hence if c e (a,b), there is a 

segment containing c which is a subset of D(iji). If c > 0 , 

then since f(x) is continuous there exists a 6 > 0 so that 

if |x-c| < 6 and a < x < b, then f(x) exists and |f(x)-f(c)|<e. 

If 0 < |x-c| < <5 . and <ji(x) exists, then a < x < b. If x > c, 
A(v) f X d x " dx /Xf(x) dx 

then * l x ) - • ( c ) = -a a = — £ . 
X - C X - C X - C 

However, there is a number h such that c < h < x and 
x 

f(h) (x-c) = / f(x) dx . Now j h—c| <6 and 
c 

<{>(x) —<|>(c) _ f ( c) 
x-c 

f(h) - f(c)| < e. If x < c, a similar argument will 

show that <fr(x) —<Kc) _ f ( c ) < e. Hence, 4>"(c) = f(c). 
x-c 

Definition 2-11: If f(x) is defined and bounded on [a,b] and 

o is a subdivision of [a,b], then define Spr— = E M.(x.-x. , ) n ° a l i l-l 
n n 

where M. is the least upper bound of f(x) on [x._-,,x.]. Also, 
1 1 *" i. X 

define S = £ m.(x.-x. , ) where m. is the greatest lower 
n °n 1 . 1 

bound of f(x) on [x^ i>xi^* 

Lemma: Let f(x) be defined and bounded on [a,b] and let a be 

a subdivision of [a,b], then for each positive integer i such 

that there is x. e o f(x) must be bounded on [x. ,,x.] because 
l i-l' l 

f(x) is bounded on [a,b]. Let nd JIU denote the least upper 

and greatest lower bounds respectively of f(x) on Ex^_-^,x^]. 

Then m^ , for if not then m^ > and f(x) is a function 
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whose g r e a t e s t lower bound i s l a r g e r t h a n i t s l e a s t upper 

bcund , a c o n t r a d i c t i o n . Now ( x . - x . , ) > 0 so m . ( x . - x - -> ) < 
i i - I x x x — 1 — 

M . ( x . - x . . Hence, EM. ( x . - x . n ) > Em. ( x . - x . , ) and 
1 X X X q X X X ~~ X 0 X X X X 1 

> s n . 
0 — 0 

Lemma; I f f ( x ) i s def i n e d and bounded on [ a , b ] , a and a 

a r e s u b d i v i s i o n s of | a , b ] , and a a <?*, t h e n S—* <_ S— , 
ft 

a l s o S„ < S 
£ — £. 

Proof : Let f (x ) be def i n e d and bounded on [ a , b ] , a and a * 
.t. 

be two s u b d i v i s i o n s of [ a , b ] , and o a a* . If a = a" 
it it 

t h e n S— = S— . If o / a , t h e n t h e r e i s a p o s i t i v e i n t e g e r 
it 

3 so t h a t a c o n t a i n s 3 e l e m e n t s n o t i n a . If j = 1 , t h e n 

t h e r e i s a p o s i t i v e i n t e g e r ! such t h a t x p = x^ , p = Q , 1 , 2 , « * » , 
it 

i - l , x^ t- 0 , and Xp = Xp+i> p = i , i + l , « * * » , n . Now, 

i - 1 n 
Sr* = E M (x -X -, ) + M. ( x . - x . ) + E M (x -X^ , ) = 

p = l p p P _ 1 1 1 p = i + l p p p ~ 1 

x — 1 a .t. ( n+1 j. 
E M " (x ' - x ") + M . ( x . + 1 * - x . •,*) + E M ' ( x * - x *) = 

p=l P P P - 1 1 i + l i - l p = i + 2 P P P - 1 

i - l n+1 
E M *(x *-x jf«) + M . ( x . * - x . ,*) + M. (x . . . * - x . *)+ E M^(x 5'4-x , *) 

p = 1 P P P-1 1 1 i - l 1 i + l 1 p=i+2 P P 

i - l 
> E M *(x * - x , * ) + M . f t ( x . * - x . *) + M . . T A ( x . . , * - x.*) + 
— p p p - 1 X X x - l X + l X + l X 

n+1 
E M *(x * -x , *) = S - * . Assume t h a t f o r c c a* and a* 

p=i+2 p p P - 1 0 

h a v i n g e x a c t l y k e l e m e n t s n o t i n a , t h e n S— > S—*. Let a c a'"' 
' a . — a 

it 
and a h a / e e x a c t l y k+1 e l e m e n t s n o t i n 0 . There i s a p o s i t i v e 
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integer i such that x/' i- a. Let a" be a* with x^A deleted. 

Now oes a' and o' has exactly k elements not in a. Therefore 

S_ > S___ . Also a"c and a* has exactly one element not 
a - a' 

in aTherefore S_/ > S_ * and S_ > S_*. By mathematical 
a a cr ~~ a 

induction it follows that if aca* then S_ > S *. Also by 
a ~ <f 

a similar argument Sa < S0*. 

Lemma: If f(x) is defined and bounded on [a,b], and a and a* 

are two subdivisions of [a,b], then S_ > S *. 
a — — 

Proof: Let f(x) be defined and bounded on [a,b] and a and a* 

be tv: • subdivisions of [a,b], then if o'= a u a* by the 

previous lemma S_ >_ S_'. Also by the same lemma Sa' > Sa*. 
a a — — — 

And by a previous lemma S_' > S ' so that S_ > S_' > 
a 2. o ~ o ~~ 

S ' > S *. Hence S > S * . 
a — a 77 — a 

Theorem: A function f(x) defined on an interval [a,b] has 

an integral on [a,b] if the following are true: f(x) is 

bounded on [a,b]. Also if a a sequence of 

subdivisions with norms such that {p^} converges 

to 0 and e > 0, there is a positive integer N ;o that if 

n > N, then |S— - Srt | < e. 
°n fn 

Proof: Let f(x) be defined on Ca,b], f(x) be bounded on Ca,b] 

and if a sequence of subdivisions with norms 

pl» P2,-"- such that converges to 0 and e > 0, there 

is a positive integer N so that if n > N, then |S = S | <e 
n n 
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Let a^, g2 s *# * be a sequence of subdivisions of [a,b] with 

norms p^, such that {pR} converges to 0. Since f(x) 

is bounded on [a,b] it is bounded in each subinterval of [a,b]. 

Let and nu denote the least upper bound and greatest lower 

bound respectively of f(x) on [x. ,,x.]. Let M and m denote 
X — X X * 

the least upper and greatest lower bounds respectively of 

f(x) on [a,b]. There is a set J such that j e J if and only 

if there is a subdivision a- such that S~ = j. This set 
x i 

is non-empty, for one such element is M(b-a). Also there 

is a set K such that k e K if and only if there is a sub-

division such that So_ = k. Again this set is non-empty, 

for one such element is m(b^a). Now if j e J, then i = S— = 
°n E M.(x.-x. ,) > Em.(x.-x. ,) > m(b-a), so that J is 

0 1 1 1 —X — Q 1 1 X — X • 
n n 
bounded below. Similarly, K is bounded above. Hence there 

are real numbers A and B such that A is the greatest lower 

bound of J and B is the least upper bound of K. Suppose A < 3. 

Since A is the greatest lower bound of J, there is j e J 

so that A ^ j < B. If there is not, then all elements 

of J are greater than or equal to B or one element of J 

is less than A. This contradicts the fact that A is the 

greatest lower bound of J. Hence there is an Sj- such 
i 

that A < Sg- < B. For each positive integer n, 
_ ^ 

SG < S— < B. Hence, B is not the least upper bound of K. 
-n 0; 
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Thus, A i B. Suppose A > B, then A-B > 0 and by hypothesis 

there is • positive integer N so that if n > N then 

|S - S_ | < e . But f j' - S and k " = S then 
^n on 

|j' - k'| * -B and by previous lemma j' Z. so j' - k' 

>_ 0 and 0 <_ j' - k' ' A-B. Now A £ j' because A is the 

greatest lower bound of J and k' <_ B because B is the least 

upper bound of K. Thus A <_ j ' and -B <_ -k' and A-B <_ j ' - k', 

a contradiction of j' - k'< A-B. Therefore A=B. Let e > 0, 

if cr̂ > is a sequence of augmented subdivisions of 

[a,b] with norms p-̂ , such that (Pn) converges to 0, 

then there is a positiv* integer N-̂  so that if n-̂  > 

then A - £ < S_ if not then A is not the least upper bound 
nl 

of K. Also, there is a positive integer Nj so that if 

n0 > N„ then S- < A + e . If not then-A is not the greatest 
1 1 °n2 
lower bound of J. Let N = max then if n > N, A - e < 

S0 and S- < A + e. But Sa < S < S- so that 
n °n n ~ n ~ n 

A - e < Sa <S C T < S— < A + e and A-e < S < A + e, 
_n_ ~~ n — n n 

hence | S„ - A| < e , and f(*x) has an integral on [a,b]. 
n 

Corollary: If f(x) has an integral on [a,b] and if is a 

sequence of subdivisions of [a,b] with norms P-̂ , p2)•*•• such 

that {Pn̂  converges to 0, then for each e > 0 there is a 

positive integer N so that if n > N, |S— - < e. 

Proof: Let f(x) have an integral K on [a,b], and let {ô } be 

a sequence of subdivisions of [a,b] with norms P^,P2J#*** such 
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that {p } converges to 0. Let e > 0 then e
 s > 0, n t(b-a) 

If e cmd has h subdivisions then let c^, i = 1,2, • 

•h, be number so that cn e X£_x'xi^ a n d > 

Mi ~ H(b-a)" 'et zk = ^ * = • This is 

possible bee is th^ least upper bound of f(x) on 

Cx^_^,x^] and ;>ince —) > 0 there must be at least one 

number x, e [x. , ,x. ] so tha f(?) > M. - 77! r- . Let 
1-1 1 1 .4(b-a) 

0 ' be augmented with z^. Then {°n') is a. sequence of 

augmented subdivisions of [a,b] with norms {pn'} = {pn) 

which converges to 0 and hence {S '} converges to K. Thus, 
n 

there is a positive integer P so that if p > P then 

|S0 ' - K| < If e a n d has h subdivisions 

then let d^, i = 1, 2,,,*'h be numbers so that d^e Lx^_^,x^] 
and f(di) < + ^ - a ) . Let z^' = {d± | i=l, 2, h}. 

This is possible because nu is the greatest lower bound of 

f(x) on Cx^_^,x# ] and since i4(b-a)
 > ® "there must be at 

least one number t, e [x- , ,x. ] so that f(?) < m. - . 
1-1 1 1 H(b-a; 

Let a^" be augmented with z^', then{on"} is a sequence of 

augmented subdivisions of [a,b] with norms (Pn"}
 = {Pn^ 

which converges to 0, and hence {Sn "} converges to K. 
n 

Thus, there is a positive integer Q so that if q > Q then 

IS0^" - K| < j~ . Now, f(c^) > ~ t|(b_a) s o t h a t 

e m 
Mi - f(ci> * a n d

 r=1
t Mr - C*r.- «-r_i ] < 
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m 
C x

P -
 x

P-i
] = £ • Henqe!' |s°k " s°k'l

< * ' 

Also, f(d.) < m. + „/v--v so that f(d.) - m. < — - — and 1 1 4lb-a> i i 4(b-a) 

[f(di) - n^] Cxi -• *±_i3 < H ( bt a ) (x. - so that 

m m e 
£ [f(dr> - mr] [xr „ *r_r]< t,(b-a>

 (xr-- Vj? = T ' 

Hence |Sov" - Sa| < Thus, if N = max(P,Q) and n > N, 
_Js 

|S°n " S" n'
l < * ' |S°n" " S°J < |S°n' " K | < * 311(1 

S„ " - K| < , and |S? - S0 | < |S- - K| 
r> " n n 1 vri 

IK " S^| < IS—n - S„n-| + |S„n'- K| + |K - S„n»| + 

|S0 " - S0 | < e. 
n _n 

By combining the last theorem and corollary, it is seen 

that a necessary and sufficient condition to insure the 

existence of an integral for f(x) on [a,b] is that for each 

sequence { > of subdivisions of [a,b] with norms p^, 

such that converges to 0, and for each e > 0, there 

is a positive integer N so that if n > N then |S— - S |< e. 
b # b an _n 

Theorem: If /„ f(x) dx exists, then /_|f(x)| dx exists. 
" j " 3. a. 

b 
Proof: Let / f(x) dx exist, then by a previous theorem 

ci 

f(x) is bounded on [a,b]. Thus |f(x)|is bounded on [a,b]. 

Let {an} be a sequence of subdivisions of [a,b] with norms 

p-j, s u c^ that (Pn) converges to 0. Let and FL 
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denote the least upper bound of f(x) and |f(x)| respectively 

°n Cx. ,,x.], also let m. and m. denote the greatest lower 
JL JL X JL 

bound of f(x) and |f(x)| respectively on [.x^^pc^]. For any 

subinterval e j i:her; 

(i) f(x) >_ 0 for all x e [x. ,,x-]. Then, M. = M- and 
«L JL Jm JL* JL 

m. =, m. and M. (x.-x. n) - m.(x.-x. ,) = M. (x.-x. ,) 
"-—I i x x x *• 1 —2. x 1-1 x x x—1 

- m.(x.-x. .). 
i l l-l 

(ii) f(x) < 0 for all x e [x. -,x.]. Then, M. = -m., 
— l-l I i l 

m. 
—l 

= -M . , and M.(x.-x. ,) - m. C x. — ) 
j * «j« Jm X JL JL «JU JL 

+ Mi(xi-xi-l> s o t h a t Mi ( xi- xi-l' -

Ei ( xi- xi-l ) = ° r 

(iii) f(x) > 0 for some x e [x^ i»xj^ an<^ f(x) < 0 for 

some x e '-xi-i»xi-'* Then > 0 and nu < 0, is 

either M. or -m., and m. > 0. If M. = M. , 
i i ' —l — l l' then 

M. - m . < M. ~ M . < H . - m . so that M. - m. < M. -
i — l — i l i a l - i i 

m. and . 

m i ( x i - x i - l K l f "i =-mi> t h e n Mi - i Mi = -m. < 

Mi " mi a n d - tti<xi-xi-l> i Mi ( xi" xi-1 ) 

-m.(x.-x. n). Hence, by combining all three cases, 
X X X — X 

0 <_ M i(x i-x i_ 1) - ^ ( X i - X i ^ ) iMitXi-x..^ -

m.(x.-x. n). If S I— | and S, , denbte the upper 
1 1 i"1 I°nI l£nl 

and lower sums respectively of |f(x)| on [a,b] for 

the subdivision a , then 0 < Si — t —St i < 
n' ~ IonI I I -

Sir - S . Let e > 0 and choose N a positive integer 
n —n 

so that if n >-N then |S~ - S 0 | < e . This can be 
n -n 
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b 

a , „ _ „ done because /„ f(x) dx exists. But, 0 < S|— 
n I 

"I .. | ± S— - S < e , so that | S, — < - S. ,|< e. 
' i~n I °n £.n l0nl I in I 

b 
Hence, / |f(x) dx exists. 

cL 

b b 
Theorem: If /_ f(x) dx and /_ g(x) dx exist, and f(x) > 0 

a a b 

and g(x) > 0 for all x e [a,b], then / f(x)« g(x) dx exists, 
b b a 

Proof: Let / f(x) dx and / g(x) dx exist, and f(x) > 0 
cl el —-

and g(x) >_ 0 for all x e [a,b], then there are positive real 

numbers P and Q such that if x e [a,b] |f(x)| <_ P and 

|g(x)| £ Q. Let e > 0, then -7̂ 5- > 0 and ^ 51 0* 

If is a sequence of subdivisions with norms p^, p25•••, 

b 
such that { p } converges to 0, then since f f(x) dx exists, 

n 0. 

there is a positive integer,N-^ so that if r > N^, 

| S— f — S o f| < —p , and there is a positive integer Ng 

so that if t > N 0, then | S— g - S g| < ~r. Let N = 
c O 4. O j . c * 't 

s -F i <r 
2P 

max.CN-jN^) then if n > N, |S— f - S f| < — and 
± 1 n £n 

| S— g - S g j < JL-. Since f(x) > 0 and g(x) > 0 for all 
°n ~ n ^ _ _ 

x ec [a,b] , M?*® <_ M?• M? and m?*® _> m?»m? for each i. Hence 
JL Ju X JL J rjl" JL JL. 

M? ® - m? ® < M?• M? - m?• mf and since M?*® - m?*® > 0, 
JL «J* "1~L JL JL JL mL JL JL """* 

and ( x ^ x ^ ) > 0, |M?" S ^ - x ^ ) - m f ' g ( x . | < 

| (M? (x .-x . , ) | = | (M]f M? - mf M? + mf M? -
J* J- J- JL x JL ~ JL JL X x x JL X 

mf m|) ( = I ~ ^ xi _ xi-l^ + mi^ Mf ~ mf^ 

< xi- xi-l'l 1 - ">[(x.-xi_1)| + |mf| • 
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- •»!<Vi-i>i - p •iMi(xi-xi-i)i -

mf(xi-xi_i
)| + Q •|M?(x1-xi_1) - m?(xi-xi t)| for each i. 1 

Therefore, if n > N, S- f-g - S f - g j <_ p 
0 n -n ~ 

|S-nf - S f| • Q|S-ng - s g| < P(^) • Q ( i , . 

b b 
Hence, if f(x) dx and / & g(x) dx exist, and f(x) >_ 0 and 

b 
g(x) 0 for all x e [a,b], then f f(x) g(x) dx exists. 

cl 
b b 

Corollary: If / f(x) dx and / g(x) dx exist, then 
g a 
/_f(x)'g(x) dx exists. 
3 b b 

Proof: Let f(x) dx and /ag(x) dx exist, then f(x) and 

g(x) are bounded on ta,b] and there exists real numbers W 

and K so that f(x) - W >_ 0 and g(x) - K > 0 for all x e [a,b]. 
b b b ~ 

Since / f(x) dx and / g(x) dx exist, / K f(x) dx and 
b a a b g 
/ W g(x) dx exist, also, / - KW dx, / f(x) - W, and 
g <3-, S. o D 
/ aS

( x ) ~ ^ exist. Hence, /a(K f(x) + W g(x) - K W) dx exists. 

Now, since f(x) - W > 0 and g(x) - K > 0 for all x e [a,b], 
b b 
/ (f(x) - W) (g(x) - W) dx exists. Thus, f [(f(x) - W) 

1 cl 
(g(x) - K) + (K f(x) + W g(x) - K W)] dx exists and 
b 
/aC(f(x) - W) (g(x) - K) + (K f(x) + W g(x) - K W)3 dx = 
b b 
J"a f(x) g(x) dx. Hence f(x) g(x) dx exists. 

Theorem: If g(x) > 0 for all x e [a,b], f & g(x) dx exists, 

a n d * a d x exists, then there is a number H such that 
b 

xf m < f(x) M for all x e [a,b], m < H < M and / fCx) g(x) dx 
b — — a 

= H / g(x) dx. 
8. 
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b 
Proof: Let g(x) > 0 for all x e [a,b], / g(x) dx and 
b b a 

/ f(x) dx exist. Then f(x) g(x) dx exists, also f(x) 

is bounded on [a,b], so that there exists real numbers m 

and M such that if x e [a,b], m <_ f(x) M. Since g(x)> 0 

for all x e [a,b], mg(x) f(x) g(x) <_ Mg(x). So that 
b b b 
/ mg(x) dx < / f(x) g(x) dx < / Mg(x) dx, 

GL - — a . a. 

b b b 
m / g(x) dx < /_ f(x) g(x) dx < M/ g(x) dx. 

a. — a. ct 

b 
Now, g(x) > 0 for all x e [a,b], hence / g(x) dx > 0 

Q 

/ f(x) g(x) dx />f<x)g(x)dx 
so m < — r < M. If H = —r then 

b b 
/ a g(x) dx 'ag(x) d x 

b b 
I f(x) g(x) dx = H / g(x) dx where m < H < M. 

a. OL *—* 

Furthermore, if fCx) is continuous, there is a number 
b b 

C e [a,b] so that f(?) = H and / f(x) g(x) dx = f(?)/ g(x) dx. 
St cl 



CHAPTER III 

THE LAPLACT] TRANSFORMATION 

Definition 3-1: Let ^ be a sequence of positive real 

numbers such that if H is a real number, there is a positive 

integer N such that if n is a positive integer and n > N, 

then un > II. The sequence will be called an increasing 

unbounded sequence. 

Definition 3-2: Let f(t) be a function such that if w > 0, 
w 
/ f(t) exists. If for each increasing unbounded sequence 
0 

(u ), the sequence if f(t)dt) has a limit, then f f(t) dt 
n 0 0 

is the limit. 

Definition 3-3: If there is a function and a real number k 

CO - k t / • 

such that / f(t)e dt exists, then L will be the set of 
0 

all ordered triplets so that (x, y, z) e L if and only if x 
0 0 t r 

is a function, f(t); y is a real number; z = / f(t)e y dt. 
0 

z will be denoted by L[x,y], and z is called the Laplace 

Transformation of x and y. u n 

Consider f(t) = eat, then L[f (t) ,k] = L[ea^" ,k] = Lim{/ ea^*e ^dt) 
n+m 0 

u n 
= Lim (f e~^~ a^dtl Suppose k > a then k-a > 0 and 

n+°° 0 
un # un 

t. {r
 n -(k-a)t \ T. r -1 { -Ck-a)t. n Lim * •' 6 dt - Lim L r* (6 ) J — 

n-><» 0 K 0 

23 
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*== e" < k" a > U n - » = E T C ( k w ^ n -1] = 
n-*-°° n-*°° e 

(^a)' C0"1]
 = ]̂<—ai!) ' Thus, L [eat,k] exists for k > a. 

Theorem: If L[f(t), k] exists, for some tQ >_ 0 f(t)e-:i<:t 

is bounded for all t > t , and h > 0, then L[f(t),k+h] exists. 

, *"3ct 
Proof: Since f(t)e is bounded for all t > t > 0 , there 

o — * —let" 
exist real numbers m and M so that if t > t , m < f(t) e 

o — 

<_ M. Let H = max. ( | m| , | M| ) , then H >_ 0 and -H <_ f (tje"^1" <_ H 

for all t > t . Since h > 0, /°° e'^dt exists. Let e > 0, 
o o 

0 # ' 

> 0 and if {un> is an increasing unbounded sequence, 

there is a positive integer so that if p,q > N1 then 
Up _ht 

|/ e dt| < . Let N2 denote the smallest positive 
uq 

integer such that if i > N2, then > t . Let N = max.(N1,N2) 

um 
then if m,n > N, | / e~htdt| < -§7- > a n d "H < f(t)e~kt < H 

un 

for all t > t , also IfCt) e~^| < H for all t between u 
o 1 1 — n 

um 
and u . Now, L[f(t),k] exists so that / f(t) e-:!<:tdt exists 

u„ 

kt lii" 
and hence, / f(t) e (e~ ) dt exists. Furthermore, since 

\ u 
hir 

e > 0 for all t > 0, by a previous theorem, there is a real 
3̂TL 

number K so that IKI < H and 1/ f(t) e _ k t (e"ht) dtI • = 
Un u 

m ** in 
IK j • |/ e dt| < H. • lf -ht „ , e , 

un l/un e dt I < H (fj+i) < e . 
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Thus, |/ f(t) e ( k h ) t dt| < e and L[f(t),k+h] exists. 
n — 

Theorem: If L[f(t),k] oes not exist, h > 0, and f(t) e"*e
<:--h)t 

is bounded for all t > :
 Q >. 0, then L[f(t%i h] does not exist. 

Proof: Le L[f(t),k] i H exist, h > 0, and f(t)e~^-h) * be 

bounded for all t > t > 
o — Suppose L[f(t),k-h] exists 

-(k-h)t 
is bounded for all t > t , 

o' 
Then since h > 0 and f(t) 

by the previous theorem, L[f(t),(k-h)+h] = L[f(t),k] exists 

which contr idicts the hypothesis. Hence, L[f(t),k-h] does 

not exist. 

Theorem: There is a function so that if k >_ 0, L[f(t),k] 

exists, but L[|f(t)|,0] does not exist. 

Proof: Consider the following example. 

For all t >_ 0, define: 

f(t) 
(-1)N(- ^ t + ^ N - l ) ) for (N-l) ^ t <_ (N- i) , 

(-i)N( ^ t -,<4) for (N - j) <_ t < N. 

f(t)e 

f Q f(t) e~
0tdt J- -L 

7 + J ~ V (-1) 
n-l 

n 

which converges. Hence, L[f(t),0] exists. Since f(t) e" Ot 
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is bounded for all t >_ 0, then by a previous theorem, if 

k > 0, L[f(t),k] exists. 

Now, 

' N 
f(t)| e -Ot 

4.t + for (N-l) < t < ( N - y ) , 
N 

t - 4| for (N - ~) < t < N. 

|f(t)j •Ot 

2 • • 

,5 2. 
(2'3} (1,1) 

2*2 

-Ot 1 1 
1 + 2 + 3 +' 

1 
+ n +' which is the 

divergent harmonic series. Hence, L[|f(t)| ,0] does not 

exist. 

Similarly, if F(t) = f(t) e^^, then L[F(t),k] exists for 

k 1 h, and LClf(t)[, hi does not exist. 

Theorem: There is a function so that if k > 0, L[|f(t)|,k] 

exists, but L[f(t),k] does not exist. 

Proof: Consider the following example. Let k > 0, then for 

all t > 0, define; 

f(t) 
1 if t is rational 

*1 if t is irrational 
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Then, |f(t)| = 1 for all t 0. Now L[|f(t)| , k] = 

oo . i 4-- oo Xr -f~ 

/Q |f(t)| e dt = /Q e dt which exists since k > 0. 

Hence, L D|f(t)|, k] exists. Between any tw numbers 

0 1. "t2 ̂ e r e -*-s a -̂ leas't o n e rational and one irrational 

number. Hence, if 0 <_ a < b and a is any subdivision of 

[a,b], S— = b-a and S = -(b-a) so that S— - S = 
7 7

 0 o 0 0 
2(b-a) and f(t) does not have an integral on [a,b]. "*"-kt 

e~ 
has an integral on [a,b], suppose f(t) e has an integral 

""" ]c*t 1 
on [a,b], then [f(t) e (—*-r- )] has an integral on [a,b] 

b -kt 1 *e b 

and / f(t) e ( —r-r ) dt exists. Hence / f(t) dt exists. 
cl -*KT QL 

b -kt This is a contradiction. Thus, I f(t) e dt does not cl 

exist. Hence, L[f(t),k] does not exist. Thus, there is 

a function so that if k > 0, LC-tf(t) | , k] exists and : 

L[f(t),k] does not exist. 

Theorem: If L[f(t),k] exists and K is a real number, then 

L[Kf(t),k] exists and K«.L[f(t),k] = L[K*,f (t) ,k] . 

Proof: Let L[f(t),k] exist, K i 0 be a real number and 

e > 0. > 0 and there is a positive integer N so that 

V+-

if M,n > N4 |/^ f(t) e~ dt | < SO THAT |K| • 

u n u 
m m V+-

| / f(t)e~ dt| < e . Now | / Kf(t)e~ dt | < £ . 
u n n 

Thus,, for K 5̂  0, L[K f(t),k] exists. If L[f(t),k] exists 

and K = 0, then K f(t) = 0 and for any two positive integers 

ut 
. « V" *f~ 

s,t, | f K f(t) e dt| = 0 < e. Hence if LCf(t),k] 
s 

exists and K is a real number, LCK *f(t),k] exists. 
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oo —* 1c i~ 
Furthermore, L[K*f(t),k] = /g K*f(t) e dt = 

K /Q f(t) e~ k t dt = K*L[f(t),k]. Therefore, L[K»f(t) ,k] 

exists and L[K*f(t)-k] = K*L[f(t),k]. 

Theorem; If L[f(t),k] exists, and there is a number z 

•••let 

and a number M so that if t >_ z, then ff(t)e | < M, then 

if j > 0, L[|f(t)|, k+j] exists. 
Proof: Let L[f(t),k] exist and let f(t) e be such that 

""•* 3c t 
there are real numbers M and z so that if t > z, |f(t)e | < 

a ~kt 
M. Since L[f(t),k] exists, if a > 0, / Qf(t) e dt exists 

and ^n|f(t)| e~
k t dt exists. Furthermore, let j > 0, then 

u 
a • . a • , a —let 
/p e~^ dt exists also /g e dt > 0 and /g(|f(t)|e ) 

(e~-)t) dt exists. Let {un> be an increasing unbounded sequence 

and e > 0. There is a positive number W so that if h > W, 

V} £ * 

then e < ^ . There is a positive integer N so that if 

n > N, then u R > max.( j ,z) which implies u n > y and 

ju > W and e" j un < e~W also lf(u) e" k un| < M. If 
J n n m 

m 

> n > N, let p = min.(u n,u m) and q = max.(un,um> then 

u_ u n 

|/Q |f(t)l e " ^ * dt - fQ If (t) | e - ^ - ^ d t l = 

l /p I f (t) I e - ( k + j ) t d t | = /p|f(t)| e " ( k + j ) t dt. If p = q 

/p|f(t}| e " ^ k + ^ t d t = 0 < e. If p i q, then there is a real 

number H so that 0 <_ H <_ M and 0 <_ /p|f(t)| e"(k+^)1:dt = 
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Jp (|f(t)| e"kt). ( e"
j t) dt = H. /p e-^dt 

H(e--^ - e"**̂ ) <_ H e~^p _< M e~^p. Since p > y, jp> W 

and e~^p < ^ so that M e~^p < M (g) = e. Therefore, 

L[jf(t)|, k+j ] exists. 

Theorem: If L[ f(t),k] exists and L[g(t),k] exists, then 

L[f(t) + g(t),k] exists. Furthermore, L[f(t),k] + L[g(t),k] 

= L[f(t) + g(t),k]. 

Proof: Let L[f(t),k] exist and L[g(t),k] existj then if 
~kt* ~k"t 

a > 0, /Q f(t) e dt and fx g(t) e dt exist, so that 

d V" •+" ^ "" Ictl 
/n[f(t) + g(t)] e~ dt exists and /n [f(t) +g(t)3 e dt 
j u u 

= f f(t) e~kt dt + f g(t)e~ktdt. Let e > 0 and (u^ be 
a a 

01 

an increasing unbounded sequence then for > 0 there is 
ud 
s ^ }c*t 

a positive integer S so that if s > S,|/q f(t) e 

L[f(t),k]| < , and there is a positive integer V so that 
u 

if v > V,I/Q g(t) e k^"dt - L[g(t),k]| < ^ . Let N = 

un 
max.(S,V) then if n > N, | fQ. f(t) e"

kt dt - L[f(t),k]| < | 

un 
and K q g(t) e"kt dt - L[g(t),k]| < j . Consider, 

un 
/,"[f(t) + g(t)] e"ktdt - {L[f(t),k] + L[g(t),k]} 
a 
Ln n 
u u 

/ "f(t)e~ktdt - L[f(t),k] + / g(t)e"ktdt - L[g(t),k]| i 
u 0 
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un * Un 
|/Q f(t) e"

k t dt -L[f(t),k]| +|/Q g(t)e"ktdt - L[g(t),k]| < 

un 

j + j = e. Thus, |/Q [f(t) +g(t)3 e~ k t - {L[f(t),k]+ 

L[g(t)^]}| < e. Therefore, L[f(t)+g(t),k] exists. 

-kt 
Furthermore, since {/Q [f(t) +g(t)] e dt} converges to 
L[f(t),k] + L[g(t),k] and to L[f(t) *g(t),k] it is seen 

L[f(t),k] + L[g(t),k] = L[f(t) + g(t),k]. 

Theorem: If f(t) > 0 for all t > _ 0 , k > 0 , a > 0 , and 

L[f(t),k] exists, then L[f(t), k+a] < L[f(t),k]. 

Proof: Let f(t) > 0 for all t > _ 0 , k > 0 , a > 0 , and 

L[f(t),k] exist. Clearly, L[f(t),k+a] exists. Also since 

— (k+a.) —V 

k > 0, and a > 0, k+a > k so that 0 < e < e and 

since f(t) > 0, 0 < f(t) e-(k+a.)t < f(t) e k t for all t > 0 
and 0 < f(t) e "

( k + a ) t <_ f(t) e" k t for all t > 0. If h > 0 

In h 
and 0 < 6 < h, f(t)e~^k+a^tdt < /gf(t)e~

ktdt and 

/gf(t)e~ ( k + a ) tdt <_ /\(t)e" k tdt thus, /6f(t)e"
ktdt -

e" ( k + a ) tdt > 0 and f(t)e"ktdt - / Qf(t)e~
( k + a ) tdt 

>_ 0. Hence, f (t )e~kt[l-e~at]dt > 0 and /Qf(t) e~
k t[l-e~ a t ]dt >_ 

0. Furthermore, if h > 2 and 0 < 6 <1, from the above equations 

/Q f(t)e" k t[l-e" a t] dt = /Q f(t) e" k t [l-e~at] dt + 

f(t) e~ k t[l-e" a t] dt + f(t) e~ k t[l-e~ a t] dt + 

/2 f(t) e~ k t [l-e~a't] dt, where /^f(t)e~ k t[l-e~ a t] dt >_ 0, 

f] f(t) dt > 0,/Jf(t)e"kt [l-e"at] dt > 0, 
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and /2 f(t) e~
kt[l-e~at3 dt >0. Hence, /gf(t)e~k1"[l-e""at] dt > 

2 2 
/1 f(t)e~

kt[l-e~at] dt. Let f1 f(t)e~
kt[l-e~at] dt = K, 

and {u } be an increasing unbounded sequence. Choose N so 
un 

that if n > N, un > 2, then /Q f(t) e [1-e ] dt > 

2 un 
/
1 f(t) e"

kt[l-e"at] dt = K. Hence, f f(t)e""kt dt -

u u, u . , -(k+a)t 
r n —fic+aii- -kt ^ 
Q f(t) e d t > K and /g f(t)e dt>/g f(t)e dt 

+ K. Thus, except for at most a finite number of positive 
U n _ic+; . -Ck+a)t 

integers {/ f(t)e dt} and {/g f(t)e dt} differ 

u 
, n -k1-

term by term by at least K. Thus, Lim f(t) e dt} i 
u u^ 

Lim {-̂  f(t)e~^k+a^dt}. Furthermore, since {/g f(t)e~ktdt} 
u 
^ f 11* 

is term by term greater than {/gf(t)e d t + K } , 

hence L[f(t),k] > L[f(t),k+a] + K. 

Theorem: If f(t) <0 for all t j^O, k >0, a > 0 , and 

L[f(t),k] exists, then L[f(t),k]< L[f(t),k+a]. 

Proof: Let f(t) <0 for all t j^O, k>0, a>0, and 

L[f(t),k] exist. Clearly, L[f(t),k+a] exists. Also since 

f k" ̂ 3 ) «,]/• 

k > 0 and a > 0 , k+a> k and 0 < e < e and since f(t) < 0 , 

0 > f (t )e~^ k + a^ > f(t)e k *̂ for all t> 0 and 0> f(t)e (k+a)t 

f(t) e"kt for all t >_ 0. If h> 0 and 0 } 6> h, /fif (t )e"
(k+a)tdt> 

/gf(t)e~
ktdt and /gf(t)e~^k+a^dt _> /g f(t)e~ktdt so that 

,/^.f(t)e"(k+a)dt - / 6f(t)e"
ktdt > 0 and /gf(t)e"Ck+a)tdt -
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il 
/0f(t)e"

ktdt > 0, hence /6f(t )e~
kt[e~at-l] dt> 0 and 

/gf(t)e [e -l]dt ^ 0. Furthermore, if h> 2 and 0K 6 < l, 

from the above equation /^f(t)e-kt[e-at-l] dt = 

y;0
6f(t)e"kt[e"at^ l]dt + /Jf(t)e~kt[e~at-l]dt +/^f(t)e"kt[e_at-l]dt+ 

h 

/ 2f(t)e"
kt[e"at-l]dt, where /Q

6f(t)e~kt[e~at-l] dt >_ 0 , 

/6f(t)e"
kt[e~at-l]dt> 0, /1f(t)e"

ktCe"at-l]dt> 0, '2f(t) e"
kt 

1*1 2 

[e-at-l]dt > 0. Hence, /Qf(t)e"
ktCe~at-l]dt> (t)e"kt[e"at-l]dt. 

Let /^f(t)e k^"[e a^-l] dt = K, and (un) be an increasing 

unbounded sequence. Choose N so that if n> N, u > 2, then 
un 2 31 

/g f(t)e"kt[e~at-l]dt> •/'1f(t)e~
kt[e~at-l]dt = K. Thus, 

/Q f(t)e ^k+a')tdt - f(t)e~ktdt> K, and /Q f(t)e~^
k+a^tdt > 

un 
-kt 

/q f(t)e dt + K. Thus, except for at most a finite number 
u
n un 

of positive integers { f(t)e"(k+a)tdt) and { f(t)e"ktdt} 

differ term by term by at least K, hence Lim {/ !?nf(t)e"^k+a^tdt} i 
u u u 

Lim {/Q f(t)e~k1:dt ). Furthermore, since { S f (t)e~^k+a^dt) is 
r-| V" "t~ 

term by term greater than { fQ f(t)e dt +K} ,L[f (t) ,k+a] >_ 

L[f(t),.K)+K. 
Example: The following is an example of a continuous, unbounded 

function which has a laplace transformation. Define,for k> 0; 
^ o 3n A 1 -| kt j~ 1 
/ Lt-n+ —r— ] e for n - —r— < t < n 

2^n 2'n — — 

»-2^n [t-n- ] e k t for n <t < n + 1 
r\ J ̂  J. w JL 11 ̂  L 11 • T * 

22n - 22n 
0 elsewhere 
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Consider' the following graph of f(t) 

03 3k .. 2 e . 

92n2k 

2 e 

2e A 
l-~ 1 1+i 2-~ 2 2 + ~ - 3 ™ 3 
4 4 16 16 64 

It is seen that f(t) is unbounded. Now consider the 

graph of f(t) e-^"1": 

ti 

6 + 

2 

H 1 ?•—- 3-i- 3 3+— 
lb 64 64 

From the graph /gf(t)e~ktdt = j (|) (2) + (4) + 

J c ^ ) (8) • i. + i. + i +. . . . = 1 
2 4 8 L' 

Thus, L[f(t),k] exists. 

Furthermore, the above example can easily be made to be 

differentiable everywhere. 
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—let 
Theorem: If L[f(t),k] exists, f(t)e is bounded for all 

cL"t , t > t >0, and a > 0, then L[e f(t) ,k] exists and o — 

L[e-a^f(t),k] = L[f(t),k+a]. 

Proof: Let e > 0 and {un} be an increasing unbounded sequence. 

Since a > 0 and L[f(t),k] exists, L[f(t),k+a] exists. Hence, 

there is a positive integer N so that if m,n > N, 

|7 mf(t)e"(k+a)tdt| < e. And |/ m(e~atf(t) )e~ktdt| 
uri n 
um 

| / f(t) e~^k+a^dt| < e. Thus, L[e~atf(t) ,k] exists. 
un 

Also L[e~atf(t),k] = /Q e"atf(t) e~ktdt = /gf(t)e"(k+a)dt = 

L[f(t),k+a]. Therefore, L[e~atf(t),k] exists and L[e atf(t),k] 

L[f(t),k+a]. 

Notation: f(t) denotes the n1"^ derivative <Sf f(t). If n=0 , 

fJ°J = f(t). 

Notation: f(Q+) = Lim+ ^(^) ' 

Theorem: Let f(t) be defined for all t >_ 0 , f[^j exists for 
# 

/ \ 

all t > 0, k > 0, L[f(t),k] exists, L[f^j,k] exists, and Lim 

-kt T. ^(1) ,. s -kt _ _ ^(n-1) , , _ _ f(t)e = Lim f (t)e =.... = Lim f (t) - 0, 
±->oo 

then LCf^j ,k] = - £ k^ f (q + )̂  + L[f(t),k]. 
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Proof: Let e > 0 and {un>be an increasing unbounded 

~fc 

sequence. Since Lim f(t) e = 0 , there is a positive 
t-*-00 

integer such that if n.̂  > N^, |f(un^)e
 kUnl| < j • Also, 

since L[f(t),k] exists, for ^->> 0, there is a positive 

n 2 -kt 
integer Ng such that i f ^ * ^ , |/g f(t)e dt 

L[f (t) ,k]| < . Choose N = max. CN^Ng) , then if n > N, 

Un v 

| f (un)e~
kUn| < j and j/Q f(t)e~

 tdt - L[f(t),k]| < ^ • 

Since L [ f ^ ,k] exists, integration by parts is applied and 

|/Q
nf(t) e~ktdt - L[f (t) ,k] | = |[- | f(t)e"kt + | /f(

(^«"
ktdt Dq11 

un 
- L[f(t) ,k]| < £ so jL |-f(un)e"

kun + f(0 + ) + fQ f'(1)(t)e~ktdt-k 
u 

k«L[f(t),k]| < , so that |/Q f (t)e~ktdt (-f(0 + ) + 

k L[f(t),k])| < j ' |f(un)e~
kun| < i- + | = e. Thus, 

L[f'(t),k] = -f(0+) + k L[f(t),k]. 

Assume for 1 < m < n, L [ f ( t ) ,k] = - t k? "̂f̂ m <̂!o + ) + 
p=l 

KmL[f(t),k]. Then, since Lim f^m^t)e~kt = 0, there is a 
-t->00 

positive integer such that if n^ > N^, I f(un ) e~
kUnll < |r • 

1 

Also, since L[f^m^t) ,ic] exists, for > 0, there is a positive 

un 
integer N2 so that if rig > N2, Kq f^m^t) e~ktdt-L[f ̂ m^t) ,k] I 



36 

f 2̂ : • Choose N = max.(J^,N2), then if n > N, |f(un)e~
kun 

u 

< and I / Q f^m^(t)e ktdt - L [ f ( t ) ,k] | < . Since 

(m) 
m+l <_ n, L[f (t) ,k] exists and integration by parts is 

U n 

applied so that |/Q f (t)e~ktdt - L[f ̂  (t) ,k] | = 

|[- £ f(m)(t)e-kt
 + ^/f

C m t l )(t)e- k t dt^ n - L[f (t) ,k] | < 

u 

2P S o k 'i/o
nf(m+1)(t)e~ktdt - (-f(m)(0+) +kL[f(m)(t),k]) -

f(un)e~
kun| < £ , |/Q

nf(m+1)(t) e~ktdt - (-f(m)(0+) +. 

kL[f(m)(t),k])| < £ + |f(un> e~
kun| < J + f = e. Thus, 

L[f(m)'(t) ,k] = - fCm)(0 + ) +kL[f(m) (t) ,k] . But, ,LCf(m)(t) ,k] = 

- ? kp_1f(m~p)(0 + ) + kmL[f(t),k]. Hence, L[f(lA+1) (t) ,k] = 
P=1 m 

-f(m)(0+) - k E kp-1f(m~p)(0+) + km+1L[f(t),k] = -f(m)(0+) -
p=l 

? kPf("-P>(0 + ) +. k»
+l L[f(t),k] = -f

(m)(0 + ) - V kP"1 

p = l p= 2 

f Cm-(p-l)) (0 + ) + k
m +l L[f (t) ,k] = - .[k1"1fm(0.+ ) + E k p _ 1 

p=2 
f((m+l)-pj0 + ) ] + km+l .L[f(t)jk] = _ [kl-l f(m+l)-l(0 + ) + 

m+l 

E k p - 1f^ m + 1' >~ p ) (0 + ) 3 + km+1L[f(t) ,k] - - i k p _ 1f ( ( m + 1 ) - p}o + ) + 
P=2 ' p=l 

m+l 

km+1L[f(t) ,k] . Hence, L[f^m+1^t) ,k] = - E k p - 1f ̂ m + 1 ^ ~ p \ 0 + ) + 
p=l 

km+1L[f(t),k]. 
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Exe es: Define H(t) = ^ • 

II k > 0 , L[H(t) ,k] = /" HCt) e" k t dt = / J e ^ d t = 

Thus, L[H(t),k] ' 

Now, define K(t) = HCt) + H(t-l) + H(t-2) + '"Jand J(t) = 

H(t-l) + H(t-3) + H(t-5) +'•• 

K(t) J(t) 

3 -

2--

1 

-4 I 1 1 t -I 1 t 

K(t) and J(t) are c lied staircase functions. If k > 0, 
1 2 3 

L[K(t),k] = /»K(t)e"ktdt = / Qe~
k tdt + 2/1e~

ktdt +3/2e~
ktdt + 

• ••• = i. (l+ e~
k+e~ 2 k+e~ 3 k+* • • • ) = 1 

k ' K(l-e-k) ' 

Similarly, L[J(t),k] = /"j(t)e~ktdt = /Je"ktdt + 
q n ' U 1 

-kt 2/3e
 k tdt + 3/,.e~ktdt +••••= (e~ k t+e~ 3 k+e"® k+ .* * • •) 

-kt 
[1 + e' 2 k + e~ 4 k + e~ 6 k+ ] 

k(l-e~ 2 k) 
Thus, 

L[K(t),k] and L[J(t),k] exist, and L[K(t),k] = , ̂  -k> and 
Kyi *-6 / 

L[J(t),k] = e~ . 
k(1-e ) 

Now, define M(t) = K(t) - 2J(t). M(t) is called the meander 

function. 
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M(t) 

3--

2-

(•"" M > »t t 
1 2 3 <4 

L[M(t) ,k] = L[K(t) ,k] - 2L[J(t),k] = k(1^e-K') 

' ' 1 

2e -k 

k(l-er*K) 

Hence, L[M(t),k] = 
k(l+e k) 

Define, S(t) = 2M(t) - H(t). S(t) is called the square-wave 

function. 

S(t) 

1 1 —t-
1 2 3 •+ 

- 1 . 

L[S(t.) ,k] = 2M(t) - H(t) = 
k (l+e"k) 

— . Hence, 
k 

L[S(t),k] exists, and L[S(t),k] 1-e -k 

k (l+e"k) 


