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CHAPTER I 

AXIOMS 

Let R1 denote the set of real numbers and M denote the 

set of positive integers. 

Axiom 1« ,•) is a field ordered by the usual 

relation "less than". 

Axiom 2, If S is a subset of N such that 1 is in 3, 

and if k is in 8# then k + 1 is ia 8, then 3 • N, 

Definition 1»1. If M is a subset of H1, then the 

statement that M is bounded above (below) means that there 

is a number b» called an upper (lower) bound of M, such that 

if a is in M» then a < b (b < a), fh® statement that M is 

bounded means that H is bounded above and below* 

Axiom 5* If M is a subset of R"*" such that M is bounded 

above (below), then there is an upper (lower) bound of fi# Bt 

such that if b is an upper (lower) bound of M# then B ^ b 

(b < B). B will be called the 1. u. b. (g. 1. b.) of K. 

Axiom 4. If c is a number and 0 < c, then there is an 

n in N such that 1/n < c* 

Axiom 5» If each of a and b is a number and a < b, 

then there is a number c such that a < c < b» 

Definition 1«2. The statement that [atb] is an interval 

means that each of a and b is a number» a < b» and x belongs 



to [a,b] iff x is a numb ex- and a < x < b. The statement that 

(atb) is a segment means that each, of a and b is a number, 

a < b, and x belongs to (a,b) iff x is a number and a < x < b. 

Definition 1«3« If each, of a and b is a number and 

a < b» then (a,b] is the set to which x belongs iff x is a 

number and a < x < b. [a,b) is the set to which x belongs 

iff x is a number and a < x < b. 

Definition 1*4. If c is a number, then the statement 

that U is a neighborhood of c means that there is a positive 

number r such that U » (c - r,c + r). 

If 1 is a finite set and t is a function whose domain 

contains A and whose range is a subset of R1, then 

S a SA
t ( a ) 

where A ® al»a2*"**,an * no conflict will result, then 

£]a£At(
a) will be written 2Z^t(a). 

Definition 1»5« If A * (f) and t is a function whose 

range is a subset of H1, then 5IatAt(a) » 0» 



CHAPTER II 

THE CONVERGENCE OF I M S 

Directed Sets 

Definition 2*1* The statement that the ordered pair 

(H#B) is a directed set means that H is a set and E is a 

relation such that (I) if x is in Mf then (x,x) is in R, 

(2) if (x*j) is in E and (y,z) is in R, then <xtz) is in fit 

and (5) if 3c and j are in H, then there is a z in M such 

that (x,z) end (y,z) are in R. 

If there is a symbol such that x*y means that (x,y) 

is in R, then (M,*) will be equivalent to (M,R). 

Obviously (N,<) is a directed set. Other examples will 

follow# 

Definition 2.2. If [a»b] is an interval, then the state-

ment that E is a subdivision of [a ,b] means that E is a finite 

collection of intervals each of which is a subset of [afb] 

such that if each of £p#q] and [r,a] is in E, then [g#<|] and [rts] 

have no more than one point in common, and if x is in [a»b], 

then x is in some element of E* 

Definition 2»3» If [a»b] is an interval and E is a sub-

division of [a,b], then the statement that 6 is a refinement of 

E means that G is a subdivision of [a#b| every element of 

which is a subset of some element of £• 



4. 

If fetb] is as. interval* let Afe.»b] denote the set of 

ordered pairs to which (E»t) "belongs iff 1 is a subdivision 

of [a,t3 and t is a function whose domain contains S such that 

if I is in S» then t(I) is in I. Let R[a,b] denote the set 

of ordered pairs to which ((Eft)»(Gts)) belongs iff each of 

(Ett) and (G,s) is in Afe.fbl and G is a refinement of E. Let 

(E,t) & (G,s) denote that ((E#t)t(G,s)) is in B[a,h). 

Lemma 2.1. If is an interval, then (A|gt.fb)#£) is 

a directed set. 

Proofp. If (E,t) is in A(a,"$» then E is a refinement of 

E. Thus (E,t) ̂  (Eft)# Suppose each of (Ett)# (E%t*)f and 

(E* »t1) is in Afe,b]. If (E,t) < <E%t*) and <E%f) < (E',t«), 

then E* is a refinement of E and £• is a refinement of E*. 

Thus if [p»q] is in E* # then there is an [rfs] in 1* such that 

H>»q] is a subset of [r,s]. Furthermoret there is an juf"v3 in E 

such that |rts] is a subset of &(v]> It follows that [pfq] is a 

subset of iu,v], and thus E* is a refinement of E. Therefore 

(E,t) £ (E*ft')• suppose that each of (E,t) and (0,s) 

is in A&i#b]. Let D be the subdivision of ja*b] such that the 

set of end points of the intervals of B is the union of the 

set of end points of intervals of E and the set of end 

points of the intervals of G. D is a refinement of both E 

and G. There is a function c whose domain contains D and 

such that (D#c) is in Ak,b]. It follows that (E#t) £ (D,c) 

and (G#s) < (D#e)* Thus (Afe.#b]t&) is a directed set. 



Definition 2«4. If [&sb] is an interval and E is a sub-

division of then||E||is the maximum element of the set 

to which x belongs iff for some [p»q] in B$ x * q. • p» 

If [a,b] is an interval, then let M[a,b] denote the set 

of ordered pairs to which ((E,t)#(G>s)) belongs iff each of 

(Bft) and (G,a) is in AlatbJ and|lEl|>llGlJ, Let (Eft) < (G,s) 

denote that ((E»t)f(G4s)) is in M[a,hj# 

Lemma 2«2» If [a»b] is an interval , then (A&.*bJ»̂ ) is 

a directed set# 

Proof i If (E,t) is in A[a>b], then||£||«> ||Ejj« Thus 

(E»t) ̂  (E,t)* Suppose each of (E,t)f (E*,t*)t and (E^f) 

is in Alk.b], and (Stt) g (E%t*) £ (E»,t*). Then||E||>|lE*|| 

and||K*||̂ ||E,|| * It follows that||E||̂ ||Ef||and that (E#t)£(E\t*). 

Suppose that each of (E,t) and (G,s) is in A[a#^. Let D 

be the common refinement of E and G as was obtained in Lemma 

2.1# ||B||> ||D||and||Gjl> ||D|L( Furthermore t there is a function o 

whose domain contains D and such that (D»c) is in A[a»bJ» 

therefore (E,t) i (D,c) and <Gta) ~ (JD»c)* It follows that 

is a directed set# 

Nets 

.Definition 2«5» She statement that the ordered triple 

is a net means that (B,*) is a directed set and F 

is a function whose domain contains H# 

Definition 2.6» If is a net and K is a set, 

then the statement that (PtMt») is in K means that if x is 
in M* then P(x) is in K« 
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Definition 2.7. If is a net in R1, then the 

statement that (F,Mf*) converges to J means that J is a num-

ber and if C is a neighborhood of J, then there is an ele-

ment x of M such that if y is in M and x*y» then F(y) is in 

IT. 

theorem 2.1. If (I»M,*) is a net in B3* and (F *H»*) 

converges to J and to K, then J » &* 

Proof 8 Suppose that J / K, There is an x in H such 

that if y is in M and x*y» then If (y) - Jl <(1/5) IJ - &l» 

There is a z in M such that if w is in M, and 28*w» then 

If (fr) - Kl < (1/5) 1J - KJ. Furthermore there is an x1 in M 

such that x*x* and z*x*. Thus [F(x*) - J| < (1/5) U - Kland 

IF(x') - E| <(1/5) U - H. It follows that 

IJ - K\ 

<, [J - F(x*)| + iF(x') - X\ 

< (2/5) U - Kj» 

This implies that 1 < (2/5)» a contradiction. Thus the only 

alternative is that « K* 

Definition 2.8. Suppose I is a set and H is a relation 

such that the union of the domain of R and the range of S 

contains K. If I is a function whose domain contains 1 and 
i 

whose range is a subset of E » then the statement that F is 

non-decreasing with respect to B on X means that if each of 

x and y is in K and (x#y) is in R, then F(x) < F(y). If 



x*y denotes that (xfy) is in B# then F will "be said to be 

non-decreasing with respect to * on &• 

Definition 2*9. If ia a net in then the 

statement that is a non-decreasing net means that F 

is non-decreasing with respect to * on M. 

Definition 2,10. If M is a set and f is a function 
1 

whose domain contains M and whose range is a subset of fi , 

then the statement that F is bounded above (below) on H 

means that the set to which y belongs iff for some x ia M, 

y • F(x), is bounded above (below)# fhe statement that F is 

bounded on M means that the above aet is bounded# 

Theorem 2*2* If (FtMf*) is a non-decreasing net in fi
1, 

then (P,Mf*) converges iff F is bounded above on M. 

Proofs Let U be the set to which y belongs iff for 

some x in Mt y « f(x), and suppose that F is bounded above 

on H. Let b denote the 1* u. b* of U. If c is a positive 

number» then there is an element y of U such that 

b 
> J 

> b-c* 

furthermore, if x* is an element of M such that y « P(xt)» 

and x*1 is an element of M such that x**x'1, then 

b - c 

< Hx*) 

<t(x**) 

<b. 

Thus (FtM#*) converges to b* 
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Converselyi suppose that converges to a number 

J* If F is not bounded above on K, then there is an ele-

ment y of U such that J < y, Thus there is a positive 

number c such that <1 + c « y, She re is an element x of M 

such that y » F(x)« Shere is an element m of K such that 

if w is in M and z*w# then F(w) is in (J - c»J + c). fhere 

is an element of M, w1, such that x*w* and z*v*• But then 

I(w*) 

"N 3 4> C 

*• F(x) 

-Kw»), 

a contradiction, fhus U is bounded above by J. It follows 

that F is bounded above on M» 

Consider the proof of Theorem 2.2. If there is an 

element x of H such that if y is in M, then x*jf then 

"bounded above" can be replaced by "bounded% 

Lemma 2,3. If is a net in and for each 

positive number c there is an n In S such that if k and J 

are in N, n < kt and n ^ J, then IF(k) - F(;J)f < c, then 

converges. 

Proof: There is an element n of I such that if k and 

4 are in N, n < k, and n < thenlF(k) - F(j)( < 1, fhue 

If a is in I, and n < m, then 

lF(m)| - !f (n)l 

<IF(m) - P(n)| 

< 1, 



It follows that l3?0a)| < 1 + HCa)t. Let M be the set such 

that x is in M iff for some iinN, l^i<ii|X» l*(i)# 

or x * 1 + |F(n)L Let L denote the maximum element of M. 

If i is in I* then |F(i)| <L. Thus f is bounded on H* 

Suppose the rang® of F is finite# There is a y in 

the range of F such that if n is in I, then there is am a 

in N such that n < m and F(®) » y* •If c ia a positive 

number, then there is a I in N such that if fc and J are in 

Nt K - k, and K — j , then IP(k) - f(4)i < c. Let K» denote 

an element of 1 such that K ̂  and F(K*) * y* If i Is 

in H, and K» < if then 

IF(E«) - F(i)l 

* ly - F(i)l 

<c. 

fhus (F»N,~) converses to y. 

Let M be the set to which y belongs iff for some n in 

H, y » F(n). Suppose K is infinite* Let U b® the set1to 

which x belongs iff there is an infinite subset, of M 

such that if y is in U , then x < y. -L is in V, thus U 

is not empty. U is bounded above by L. Let p denote the 

1* u. b. of U. Suppose d is a positive number. If p is 

in U, then there is an element of M in (p,p • d). If not, 

then there is an infinite subset, U*, of H such that if y 

is in U*, then p + (d/2) < y, a contradiction. If p is not 

in U, then there is an element of M in (p - d,p). If not, 

then there is no infinite subset, U*, of M such that if y 
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is in U*, then p - (d/2) < y* Thus p - (d/2) is an upper 

bound of Uf a contradiction. 

Thus if e is a positive number» and if a is in N, then 

there is an m in N ouch that n 1 a, F(m) is in the segment 

(p - (c/2)»p + (c/2)), and F(m) / p. There is an element K 

of K such that if j and k are in Nt £ ^ $, and £ - k , then 

|F(k) - F(3)| < (c/2). There is a K* in I such that £ -

and 

0 

<II(K*) - p| 

< (c/2). 

If i is in N and K* ̂  i, then IF(i) - )l < (c/2)# Thus 

|P(i) - pi 

<IF(K») - p| + |F(i) - F(K»)i 

< c. 

It follows that (FtN,^) converges to p« 

Theorem 2*3, If (F,M, *) is a net in B1, then (F,M,*) 

converges iff for each positive number c there is an x in 

M such that if y is in W and x*y, then IF(x) » I(y)l < c# 

Proof: Let f be a function whose domain is I and 

whose .range is a subset of B such that f (1) is an element 

in M with the property that if y is in M and f (l)*y» then 

|F(f(1)) « F(y)| <(1/2), and such that if n is in N and 

1 < n, then f(n) is in M, f(n - l)*f(n)t and if y is in M 

and f(n)*y» then |F(f(n)) - F(y)l < (l/2n). Let (G,N,^) 

be the net such that if m is in N, then G(m) - F(f(a)). 



11 

Suppose d is a positive number. There is an element K of 

K such that (1/K) < d. If each of 3 and & is an element of 

N, K < and K < k, then |F(f(K)) - F(f(k))l < (1/2S), and 

|F(f(K)) - F(f(j))| < (1/2K). This implies that 

I»<f00) - ?(f(j))i 

• |G(k) - «<d )f 

< (1/K) 

Thus (G»I4<) converges. Let J denote the number to which 

(G,N, <) converges. 

Suppose c is a positive number. There is a K in K 

such that (1/K) < c and such that lF(f (K)) ~ JI <(l/2)c. If 

y is in M and f(K)*y, then 

lF(f(K)) - F(y)| 

< (1/2K) 

< (l/2)c* 

Thus it follows that IF(y) - Jl < cf and that (F,Mt*) con-

verges to J. 

Conversely, if (F,M, * ) converges to Jt then there is 

an element x of M such that if y is in M and x*jt then 

IF(y) - Jl < (l/2)c. Thus 

W{x) - F(y)l 

< |F(x) - J|+ |J - F(y)l 

< c* 



OHAPfEE III 

AN EXAMPLE Of A NON-DECREASING NET 

Suppose [a,b] is an interval. ffiien X( [a#b] ) is the set 

to which g "belongs iff g is a function whose domain con-

tains (a,b] and whose rang© is a subset of H'K 

If f is in X( [a,b])f then let Bf denote the function 

whose domain contains A[a,b] and whose rang© is a subset of 

fi1 such that if (Ett) is in A[afb] # then 

Bf(E,t) 

~ f ( p ) l 

- EEiAf|. 

Note that if each of (E,t) and (E,t») is in A [a tb) » then 

Bf(Eft) - Bf(E,t»). 

If [a,b| is an interval, E is a subdivision of [a,b] , and 

each of r and s is a number such that r < a and for some [31 ,v] 

in Et r - u, and for some[p#q]in Sv s • q, then B[r»s]is 

the subset of E which is a subdivision of [r,s] . 

Sieorem 3.1. If [atb] is an interval and f is in X([a,b]), 

then (Bf,ACa»b] ,£) is a non-decreasing net# 

P*oof* Suppose each of (E,t) and (E%t*) is inA[a,b]» 

Suppose (E,t) £ (E*»t*)v (ptqj is in E, and that F is a re-

finement of E[ptq] • If 3? has one more element than E [p*q] , 

then there is an x in(ptq) such that (p,x] and [x#q] are the 

12 
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only elements of F, and 

Zylf(s) - £(r)t 

wlfCx) - f(p)l + If(q) - f (x)I 

> |f(q) - f(p)l 

" ^rp,4ilf(s)"f(r>-

How, suppose that if F has k more intervals than E[p,q]# 

then Zg If (s) - f (r)l ̂  If (s) » f (r)l. If 0 is a refinement 

of E[p,q] with k + 1 more intervals than E[p,q)# then there is 

an x and a y in (p»q) such that [x,q] and[y»x] are in E[pfq]. 

Let G* « (G ~ {[y»x|» [xtq]})u{[y,q]]. Thus 

Z^!f(s) - f(r)\ 

• (Z^lfCa) - f(r)l ) -If(q) - f(y)l + lf(x) - f(y)l 

+ If(q) - f(x)l 

> (X^lf(s) - f(r)\ ) ~^f(q) - f(y)l +lf(q) - f(y)l 

• Z^f(s) - f (r)l 

~ ^E[p.4]lf(s) " f ( r ) U 

It follows from the above argument that Zj, If (a) - f (r) I 
E* [ P » 1 ] s u b s e t of 1* which is a 

refinement of E[ptq). ^E*[ptq]
l^f 1 ~ ̂ "E [p,q]̂ f' * teus it; 

follows that 

[p f q] t E ̂-E [p t ^ 

~ ZL-jg«iA f 1 

" ̂ [p,q]S.E^E*[p,9]
UfL 
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©ma Bf(E,t) < »f(E%t*)# and it follows that (B^ACa.hl,^) 

Is a non-decreasing net. 

Theorem 5.2. If (a,b] is an interval and f is la XCa§1d)« 

then (Bf#Afe.th),^) converges iff is hounded onAfo.tfcL 

furthermore, if is bounded, then <B^,A[afhl#£) converges 

to the number 3 iff «T is the 1* u. b. of the set to which y 

belongs iff for some (E.t) in A(a,h]» y - Bf.(£tt)« 

iVoof^ The first part is a direct application of 

Theorem 2.2. It was shown in the proof of Theorem 2.2 that 

(Bf #AGa»h]fl) converges to the 1. u. b. of the set to which 

y belongs Iff for some (E,t) inAtath]| y » B^(I#t}» 

Suppose (BftA[a»blf£) converges to J. If J* is the 

1* u. b. of the set to which j belongs iff for some (E,t) 

in Ala,tOf 7 • Bjf(E#t)» then (Bf, A[a»h]t~) converges to J* 

by the above argument. Thus by Theorem 2.1 f JT • J». 

Definition %!,. Suppose [a,bj is an interval and P is a 

function such that if Irta) is a subinterval of fa,b), then the 

domain of P containsAEr,al Then the statement that $ is 

additive on A[a#b] means that if (E#t) is inAfa.bl and E is 

a refinement of a subdivision G of latbl then 

P(E»t) » }_G.P(E[p,q],t) 

Theorem 3.3. Suppose [atbl is an interval and P is a 

function such that if &r,s] is a subinterval of [&fb|» then the 

domain of f contains ACr̂ s]. 'Then if P is additive onA(atti, 

Oufv)is a subset of [a,b]» and (P#Ak,fc]#0 converges, then 

(P, ACu,v),O converges. 



15 

Proof: Suppose c Is a positive number andtu,v] is a 

subset of [a,b] * ffiiere is an (Eft) in Afe.»b] such that £ con-

tains a subset which is a subdivision of tu»v3 and such that 

if (G,s) is in Ata,b] and (E,t) £ (G»s)# then\F(Bft) - F(Gta)\ 

< <j» Suppose (E*#t*) is in A[u,v] and (Ettt»v] ,t) < (E'^t
1)* 

Let E* « (E - E[u#vJ )uE'. Let t* be a function whose do-

main contains 1* such that if I is in E*, then t*(I) « 

and if I is in E - ELu,v]fthen t*(I) « t(I). It follows 

that (E*,t*) is inA[a,b] and (l,t) < (E%t*). Thvx 

)P(E,t) - ?(E%t*)l 

• I?(ECa,u]wEtu tv3uElv,b] ,t) - ?(£ta#u]uE[v,b] #t*)| 

«|F(ECu,v3 ,t) - F(E*»t*)| 

< c. 

It follows that (P,A[u,v] $i) converges# 

Corollary If latb] is an interval, f is in X([a,bJ), 

CutvJ is a subset of [a»b] t and (B^tA[atb] ,£) converges,, then 

(B̂ ,ALu»vJ ,£) converges. 

Proof I. If {r,sj is a subinterval of la,b] % then the do-

main of Bf contains A&r#s] • furthermore, it is obvious 

that is additive on ACa»b] « fhus it follows immediately 

from Theorem 3*5 that (B f̂ Ato»vJ #£) converges. 

Theorem. 5»4> If \& ,bl is an interval, I is a function 

such that if [r,8] is a subinterval of ta,b] then the domain 

of f contains Atr.s] , I is additive onAfe»bJ # & < u < v < w 

-bt (t»Atu,v] converges to J(Lu,vJ )# and (FtA£v,%d »£) 
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converges to J( tv,wj ) ( then (Ff A[jifw] »~) converges to 

J(lu»v3 ) + -l(Lvtwj). 
If a £ u < v < w < b and o I s a pos i t ive 

number, then there i s an ( £ # t ) In ACû yJ such that i f (E1
 y t 1 ) 

i s in AtUfV] , and (£>t) £ ( E ,
t t , ) » then^ J(t,ufv3 ) -

< (c/2)« Also thsre i s aa (Crts) inA&r#w] such that i f (G*tsf) 

i s inAJy^w) and (0 , a) $ (0* # a' ) # thantJ(tvtw}) - fCGSs1)^ 

< (c/2)« I f E* » Bu 0 arid i f t* i s a function vhose domain 

contains S* such that i f I i s l a 1 # then fc*(I) * t (Z) y and 

i f I i s in G, then t * ( I ) - 3 ( 1 ) , then (E* ft*) i s i n Att,w * 

I f (life) i s in A[uftf] and (S%t*) i (H th)y then 

\ J( eu*v] ) + J( lv #w] ) - fCH#h)l 

• U<cu,T3) * J( evtwj ) - P(Htu,vJuHtyywl f h ) l 

< ]J(tu»vl ) - F(HLu,vn,h)l +IJ(LV#WJ) - ?(HLv#wJfh)L 

But ( E f t ) ~ (HLu,v3 th) and (G,s) £ (HLvf*0 ,h ) f thus 

I J(CufvJ ) + J(Lv twj) - F(Hth)| < c* I t fol lows that 

Cy»ZM ,̂r] ,6) converges to J ( t u f v ] ) + J(tv tw] )• 

9SXS^Qu ĴLtSbk If la,bl; i a oxs interval* 1? i s a function 

ouch that i f Cr#s] i s a nubinterval ©ftafbJ, then the domain 

of J contains Alr,sJt f i s additive on A t a , ^ S i s a sub-

div is ion of La,hi such thut i f tp,q) i s in £v then (£** A t p ^ ^ ) 

converges to J( tptql ) t then (3?, Atafto4~) converges to 

ĈLptO.1 )» 

IfrPOX..I Let o be the set to which n belongs i f f n i s 

i n 1 and. i f G i s a subdivision of ta »b] containing n elements 
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such that if tptql is in G, then (FtAtpfq]f^) converges to 

)» then (F converges to J(lp»ql )• 

Certainly 1 is in S. Suppose G is a subdivision of 

[a,1s] containing only two elements, [a,x] and bc,bi, such, that 

(FfAk#xV*) converges to J(fetx}) and (FfAfc,b]t£) converges 

to J([x,b] )* It follows from Theorem 3.4- that (I#At& 

converges to J( La,xl) + J( \x9b\ )# Thus 2 is in S» 

Suppose k is in S and that G is a subdivision of [a»b3 

containing k + 1 elements such that if tp»qlis in Gt then 

(I *A[p ,$»*>) converges to J(£p»ql), There are two numbers 

x and y, each in (a,"hi, such that each of [atsjl &nd[xty3 is in 

G. (F#A[a,^t^) converges to J( [a,x]) and (FtA[xt$f£) con-

verges t© J(txty3), thus by Theorem 5*^# (FfAfe^i) con-

verges to J(Latx3) + J(txfy3)• Let J(Ca,y3) * J(Lafx3) 

+ J(tx#y] )• If G* « (G - {[a,x] ̂ stgr]})u then Q* is 

a subdivision of [a,b] containing k elements such that if tp»qQ 

is in G*t then (F#A(pfq}#£>) converges to J(tp,q3 ). Thus 

(F#Afe#"fci»£) converges to L_s*^(Cpfq3># But 

ZG*J(tp#ql) 

• <JIGJ(tptq3)) - J(la»x3) - J(tx#y3 ) + J(la,yJ ) 

« J(cp,q])• 

Therefore (FtAfetb|t£) converges to J(tpiq3)• Thus k + 1 

is in S. It follows that S » N and that the theorem is true. 

Theorem 3*5* If \&,b] is an interval and f is in 

X(ta#b])f then (Bf ,A[afb]#£) converges iff there are functions 
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f^ and *2 ©acb. in X([a*b3 ) such that f « f^ - fg eac^ 

of f^ and fg non-decreasing with respect to < on £& »b[* 

Proof: Suppose there are functions f^ and f2 in X(tla,b]) 

such that f • f^ - fg and such that each of f^ and f2 is 

non-decreasing with respect to <L on[aftjl. 

If i is X or 2 and (E#t) is in^%th]f then for each 

cp#qj in E# ^(q) - f^Cp) ̂  0. Therefore 

0 

£ Bf (Ett) 

* ̂ -EUfil 

" i fl 

» f^(b) » f^(a). 

2?hus 

Bf(E,t) 

- H-gUf i 

- X-^lf^Cq) - f2(q) - (fx(p) - f2(p))l 

- ZElfx(q) - fx(p)\ + )_E\f2(t) ~ ̂ 2(P) 1 

• EL (E,t) + (E,t) 
X1 2 

- fx(b) - fx(a) + f2(b) - f2(a). 

Thus Bj, is bounded onZNQâ b} and it follows from Theorem 5.2 

that (B^#A[atb3t^) converges. 

If converges # then for each subinterval 

\ptaQ of CjBLttaf (Bf ,ZMr#s]t£>) converges, Thus if each of x 

and j is in[a,bj and x < yt then let J(Detj]) denote the 

number to which (Bf #ZMjxf3dfO converges. Let J(zxtxl) m 0. 
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If a is lnta»T>l, let f^z) • (l/2)J(ta,z] ) + (l/2)f(z), 

If a ^ 3t <- y < bf then 

f^y) - ^(x) 

• (l/2)(J(Ca,jJ) - J(za,xi)) • (1/2)(f(y) - f(x)) 

• (l/2)(JCLxt7a)) 4- <l/2)(f(y) - f(x)). 

If f (y) £ f(x) f then fx(y) - f^Cx) £ 0* If f(y) < f(x), 

then 

fi(y) - %(x) 

- (l/2)J(Cx,yJ) » (l/2)jf(y) - f(x)l 

• 0. 

It follows that f^ is aon-decreaslng with respect to < on 

Ca,1& 

If a is in£a,fcj# let t2(z) - <l/2)J(la,z3 ) - (l/2)f(z). 

If a t x < y ^ fc# then 

f2Cy) - f2(x) 

• (l/2)a(Ca»ya) - J(tafx3)) + <l/2)(f(x) - f<y)) 

« (l/2)J(Lx,yJ) + (l/2)(f(x) • f(y)). 

If f(x) > f(y), then f2<y) - f2(x) > 0* If f(x) < f(y), 

then 

f2<y) ~ *2^ 

* (1/2)J(tx#y3) - (l/2)jf (x) - f(y)l 

^ 0. 

It follows that fg is non-decreasing with respect to < on 

[a,t& Furthermore» f^ - f2 » f» 

Definition 5.2. Suppose [a,bj is an interval and f is 

in X( Ca»h3 )• If x is in (a,hi and (f * £a,x) convergest 
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then let f(x-) denote the number to which (ffta#b)»-) con-

verges* If x Is in[a,b) and (f#(x#bi,i) converges* then let 

f (x+) denote the number to which (f ,(xt$» >) converges. 

Furthermore, let f(a~) * f (a) and f (b+) » f (b). 

The statement that f is in X^(£a,b3) means that if x 

is in La #b], then both f(x+) and f(x~) exist* 

3*1* IfCa»b3is an interval, f is in X(La»bJ)# 

and f is non-decreasing with respect to < onla,bJ, then f is 

in X1<La,b]>. 

Proof! Suppose a < x i b. Let; M be the set such that 

z is in M iff for some x* such that a i. x* < x» z - f(x'). 

M is bounded above by* f (x)* Let m denote the 1* u. b. of M. 

Suppose c is a positive number. If m is in M, then 

there is a y such that a i y < x and m « f (y)* If y 4 w < xf 

then f(y) « f(w) • a* It follows that m - f(w) » 0 < c* 

fhus f (x-) exists and equals m* Oppose m is not in M* If 

there is no y such that a £ j < x and a - f(y) < c, then 

m - c is an upper bound of M. furthermore» m - c < m» a 

contradiction# Thus there is a y such that a 1 y < x and 

O i l - f (y) < c. If a < y < w < x, then f(y) < f(w), and 

then -f (w) £ -f(y). It follows that m - f(w) ̂  m - f(y) <. c* 

Thus f (x-) exists and is m, A similar argument will show 

that f(x+) exists if a< x < b. Also f(a-) » f(a) and 

f(U+) - Thus f is In X^Ca.W). 
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Theorem 3.6* If is an interval and f is in 

X(£a»b])» (Bf ,AÎ ,bJ,̂ ) converges, then f is in X^(£afb] ), 

Broofs The proof follows immediately from the results 

of Theorem 3*5 and Lemma 5*1# 



CHAPTER I? 

A COMPARISON Of FOUR SIMILAR NETS 

Suppose that each of f and g is in X( \!a#b] )• will 

denote the function whoso domain contains A & »b] and whose 

range is a subset of R3* such that if (E,t) is inA[st"b]f then 

Hf>g(E#t) - I E f(tfc>fq3))(s(q) - g(p)). 

The proper choice of g will insure the convergence of 

the net (R^ g,,A[a,b]f 4)* For example, if 1st»fe] is an interval, 

f is in X([a,b3), and g is an element of X([a,V] ) such that 

if x ia in Ca,"bl» then g(x) * d» where d is in R1, then 

f(t(I)) A.g » 0 for all (Sft) inA[a,b], Thus if c is a 

positive number, E »(fe.,b)) , t(ta,b] ) - a, (E1 ,t *) is in 

A Is ,b], and (E»t) ~ (E'.t1), thenfRf (£' ,t') - 0\ < c. 

Thus (Rf.̂ g*A[af"b]t4) converges to 0. 

Example Suppose f is an element of X( [0,2] ) such 

that if x is in[0,(1/2)), then f (x) • 19 and if x is in 

[(1/2),2], then f(x) « 2; and suppose g is in X(C0t2]) such 

that if x is in[0,l), then g(x) » 0, and if x is in[1,2], 

then g(x) » 1. How suppose that (E,t) is in A[o,2]such 

that I =(to.CV2)], [1.(3/2)3, \(3/2),2]jand if£p,q] 

is in E# then t(t.p,cp) • p. Thus 

H f # g 0 M ) 

» ZZEf(t(I))Ag 

22 
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- fCt(I(l/2)#l)])(s(l) - g(l /2)) 

= 2. 

If is In A[O,2] and (E,t) £ (E>tt*)9 than there Is 

aljp,q3 In 1* such that (1/2) i p ( 1 ̂  q, Thus 

Rx. _.(E' ft1) 

- Z 7 . f(t*(I»Ag 
Jwrf 

- fCVGp.ql))(g(q) - g(p)) 

*• 2 . 

Thus if c is a positive number# then 

0 

-IHfigCS,t) - Hfig(S\t
,)l 

-C c. 

It follows from Theorem 2.3 that (R„ .Ata,hL~) converges. 
x #g * " 

Definition 4.1. If [a,hi is an interval and f is in 

X( ta,b] )# then C^Cta^W) is the set to which x belongs iff 

x is inla,b], f(x+) exists, f(x~) exiats, and ©aoh of f(x+) 

and f (x-) is equal to f(x). Denote [a,bl - 0^(Ca»b] ) by 

%Ua#b]). 

theorem 4.1. If[a,b]is an interval, each of f and g 

is in X( [a»b] ), and (Rf ̂ gf Afefb],£) converges, then Df( ta,b] ) 

Dg(la»bJ) have no point in common. 

Proof * Suppose x is in Dg(ta»bj). If g(x+) exists, 

x / b, and g(x+) « g(x), then there is a positive number c* 

such that if d is a positive number, then there is a y in 

(x - d,x)^fe,bj such that lg(y) - g(x)l > c». Let be the 

set of all such y. Furthermore there is a positive number 
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&' such tha t i f z i s in (x,x + d*) t then\g(z) - g(x)l<cV2« 

Thus i f y i s i n T d , , then 

\&(y) - s(z)l 

£ !g(y) - gOOl - IgOO - g(z)\ 

> c V2. 

I f e i s a pos i t ive number, then there i s a a ( E , t ) i n A^,bl 

such tha t (1) i f lp tqi i s in E, then p i s not x and q i s not 

x» (2) i f [ r t s ] i s i n B and x i s intr#a] # then s - r < 4 ' and 

r i s i n T^, , and (3) i f ( E ^ t * ) i s i n Afa tb] and ( I , t ) k (E* f t 1 ) , 

then]R{.^g(E>t) - K f # g ( E I
 # t 1 )1 < c c ' A * Suppose (E , t^ ) i s i n 

^ta,b3 such tha t i f I i s in E - [ ^ t ^ # then t^Cl) « t ( I ) , and 

t^CCr,®]) » x . I f y i s in (r»s)* then there i s an (E # t 2 ) 

in Ata#b) such tha t i f I i s in E - ^ , a ]} , t g ( I ) » t ( I ) # and 

t ( l r , s ] ) » y . (Ef t ) 4 (E , t^) and (E # t ) £ (E t t 2 )» thus i t 

follows (B,t> - Sf#gCE#%)l < o o # A and t h a t 

- H^gCEft^)! oo9/4» 3?hus 

• | ( f ( x ) - f ( y ) ) ( g ( a ) - g ( r ) ) l 

» |f (x) - f(y)Hg(s) - g(r)l 

< cc*/2. 

But 

0 

< e'/2 

< \g(s) - g(r)|# 

there fore 

0 
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^ I/\s(s) - g(r)\ 

< 2/e»« 

®ms 

Of(x) - f(y)llg(8) - g(r)l ) / |g (a) - g(r)l 

• \f (x) • f(y) I 

< <ccV2)(2/c») 

• c« 

14 follows itaat x i s not in 

If g(x-) exista, x / a, and g(x-) « g(x), thea a aim-

ilar argument will show that x is not in Df<U.tt). 

If neither of the above casej is true and x ia in 

(a,b), then there is a positive number c* such that if d 

ia a positive number , then there ia a y in (x - d»x)0B*J>3 

and a * in (x,x • d)r\[atbl such that lg(y) - g(x)\ > c* and 

lg(s) • g(x)l > c*» Let denote the set of all such y f 

and denote the aet of all such a. If o is a positive 

number, then there is an <2,t) in A[a#b] such that (1) for 

®oa@[pt«j]in 2, x ia p or x is (2) for some positive num-

ber e if [rfx] is in E# then r is in
 fl@t and if Cx,a] is in Ef 

then s is in 5@# and (3) if (B%t») ia in A(a»b] and if 

($,t) i (B1»t*)| thenUf#g(£,t) • Bf#g(E\t»)U ecV2. If 

w is ia (r,x] f then there ia an ia A[a,b] such that 

if I ia in E - \j>,x]}t then » t(I), and t^tr.x]) • w. 

Sher© is also an (E.tg) in A[a,b] such that if I is in 

E - (lrfx]j, then t2(I) - t(I) and t2(trtx]) - x. Thus it 

follows that 
•** •&j»̂ g('E#t̂ )| < eo ®/2 and that 
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^ftS^E*^ "* ^ cc*/2. M s implies that 

«lf(x) - f(w)l[g(x) - g(r)\ 

< cc*. 

But 

0 

< c» 

< lg(x) - g(r)l » 

thus 

<Jf(x) - f(w)|lg(x) - g(r)l )/\g(x) - g(r)l 

»ir(x) * f(w)i 

< cc Vc1 

• Cm 

If w is intx#s) a similar argument will show that x is not 

in [a,b] )« Also a similar argument will hold for x * a 
and x « t>. 

3?hus »f(Cftfb3) and Dg(ta,bJ) have no point in common, 

&?&,% £ he th@ element of X(L0#2]) such 

that if x is iu 1.0,1), then f (x) » 19 and if x is intl,2l , 

then f(x) « 2. Let g be the element of X(t0,21) such that 

if x is in [0,1] , g(x) - 0, and if x is in (1,2] , then g(x) » 

It follows from Theorem 4.1 that (fif <g,Afo#44) does not 

converge* 

If is an interval and each of f and g is in X([&fb])t 

then it is obvious that is additive on ̂a,b]# 
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Eacamnle 4*5. Let each of f and g "be defined as in 

Example 4*2. Consider the net (R, fA(o#2]»5), If (E,t) ia 
* 

in A[0,2]f then Bf ̂ g(E,t) * YLg f(t(I))Ag » 0, thus 

(Rf ̂ g#A(b,it£) converges to 0* If (E,t) Is in All,20, then 

fiftg(E»t) - Z E f(t(I))Ag « 2. Thus ( ^ ,A&>,1U) con-

verges to 2. It follows from Theorem 3*3 that (Rf^g,A(b,2],£) 

converges to 2* 

Theorem 4.2. If [a»b] Is an interval* each of f and g 

is in X( La,b] ), and (H^g,A[a ,&],&) converges to J, then 

(R^ g,A(jafb]#;$) converges to J. 

Proof> If U is a neighborhood of J, then there is an 

(E#t) inAfe,b] such that if (E*,t*) is in AJft,b] and 

(E»t) £ (E«,t»), then Sf>g(E«,t*) is in V. If G ia a sub-

division of [a,b] and G1 is a refinement of G, then IIG'H - HG|l. 

Thus if (G,s) is in A[atb] and (G^s*) is in Akfb] such that 

(G,s) i (G»,3*), then (G,s) i (G* ,s*). It follows that if 

(E%t*) is in A[a,b] such that (E,t) ~ (E*,t*), then 

(Eft) i (E*ft*) and thus Ef^g(E%t*> is in U. Thus 

(R^ ACafb3,^) convenes to J, 

The results of Example 4.2 and Example 4.3 show that 

the converse of Theorem 4.2 is not true. 

In Theorem 4.2, ^ could have been replaced with any 

function whose domain contains A[a,b] and whose range is a 

subset of R1. 

temple 4.4. Let f be the element of X([0,2l) such 

that if x is in [0,4 then f(x) « 1, and if x is in (1,2], 
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then. f<x)» 2# Let g be the element of X(L0»2D such t&at 

If x Is in[0,l] | g(x) • Ot and If X is In (1»2|# then g(x) • 1» 

Suppose there is an (Eft) in A ft) ,2] such that if (E',t ) 

i s in Afo,23 and (E,t) £ (E*ft*)t then 

«**<*•*> - W ' * 0 1 

^ 1/2. 

$here is as (G»s) in ̂ jp»2] such that for some tp»oJ in G» P 

is 1 , such that i f [l,ql i s in G, then s ( t l ,q3 ) - It and such 

that (E,t) 4 (G»s). Also there is an (G* »s*) in^£>*2] aueh 

that for some Tpfql in G* , p is 1, such that i f Cl#o3 i s in G « 

then s*( ll#q] ) * ft* and such that (E#t) £ (GC
VB')* It fol-

lows that 
iB f > g (E, t ) - a f t g « i . s ) i 

< 1/2 

and 

1 af tgC
E»^) "* Sf ̂gCG" tS*)l 

< 1/2. 

Thus 

1 

> fR̂ ĝ(G,s) - Ĥ ĝ(G* ,s*)\ 

- 1 1 - 2 1 

s» If 

®t contradiction. Thus it follows that ( & f # g » d o e s 

not converge. 

Suppose [a,b] is an interval, and each of f and g is in 

X( La.bj )# S f w i l l denote the function whose domain 
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contains A[a#b) and whose range is a subset of K*" such, that 

if (E#t) is in A[afb]t then 

• ZE(I/2)(f(q) + f(p))(g(q) - g(p)> 

- Is(l/2)(f(t) + f(p))Ag. 

Example 4.5. Let f and g be the functions of Example 

4*4. If (E,t) is in A[p,2]» then 

Sfig(Ett) 

- HE(l/2)(f(q) + f(p))&g 

- (1/2)(1+2)(1-0) 

• 3/2. 

It follows that (Sf # Alb,21,1) converges to 3/2* 

If ta,b] is an interval and each of f and g is in 

X(Ca#b])# then the convergence of (
S£fg»A[a»b]t£) does not 

necessarily imply that (R-, tAGa,iaIt*>) converges as is shorn 
§6 

by Example 4,4 and Example 4.5. Likewise , the convergence 

of (R^>g»Ak#b3,&) does not imply that (Sj» g,Ata|bl,~) con* 

verges# Consider the following example. 

Example 4.6. Let each of f and g be defined as in 

Example 4.2. It was shown in Example 4.3 that (R~ ̂ .Ato,^i) 
* lo 

converges. How suppose there is an (Eft) in Aft),2] such 

that if (E»ft») is in A[o t2] and (E,t) £ (E^t1), then 

ISftg(Ett) - Sftg(E%t»)l 

< 1/4. 
Share are elements (G#s) and ((*' fs*) of A[o,2] such thatll,q] 
is in G for some q, 1 < q 1 2, such that for some£r,sl in 
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G f , r < 1 < 8 t and such t h a t ( E f t ) i, (G , s ) and ( E , t ) £ ( G ^ s 1 ) 

Thus 

1 S f # 6
( a » s ) - S f , g ( G # * s , ) 1 

«" 1/2 

< l S f f g ( E , t ) - 8 f > g ( G , 8 ) U I 8 f , g ( Q ' . « ' ) - S f f S ( E , t ) | 

< 1/2, 

a c o n t r a d i c t i o n . I t f o l l o w s t h a t ( S f g #ASD#2],^) does n o t 

converge• 

But i t i s t r u e t h a t the convergence o f ( K f 

i m p l i e s t h a t ^ g t A [ a t b ] * k ) converges* 

theorem 4*3* I f [a ibi i s an i n t e r v a l and each o f f and 

S I s i n X( Ca,b} } , and ( H f »!>]»£) converges t o J , t h e n 

( S f > g t A [ a , h ) f < ) converges t o J* 

P r o o f i Suppose c i s a p o s i t i v e number* There i s an 

( E , t ) i n A [ a s u c h t h a t i f (E* t t * ) i s i n A[a t b] and 

( B » t ) £ ( B * # t ' ) # t h e n l f i f ^ ( E ,
l t t ) - J U c , Thus i f (G,m) 

i s i n A[a,"b] such t h a t ( E » t ) & ( G t m ) , and f o r e a c h t p f q 3 i n 

G» ®(LP»q3) » p and s»(^P»qa) « q , t hen each o f ( G f s ) and 

(G$s*) i s i n A[af"hl» ( E f t ) 4 (G , s ) and ( E ^ t ) 4 ( Q , a ' ) , 

Thus 

| S f t g ( G , s ) **• ®£>^gCGfs ®) «• 2J I 

~ ^ H f , g ^ a » s ^ " J \ + l R f f g ( G » s l ) ~ 

< 2 c . 

I t f o l l o w s t h a t 

l^j^gCGtSi) - J I 
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-Kl /2)(affg{0,s) + Hf(g(G,a')) - J\ 

< c. 

Thus (S~ ,Aoa.,bj, £) converges to J, 
* tB 

Example 4.7, Let each of f and g be defined as in 

Example 4*4. It was showr in Example 4,5 that (S-. »A\iD#2]|£) 
* tS ~ 

converges. However, Du(10,23)r\ D (10,21) is not empty§ 
A 6 

thus by Theorem 4*1, (R^ ̂ ^10,21^) does not converge. 

It follows that the converse of Theorem 4.J is not true# 

Suppose [a,b} is an interval and each of f and g is in 

X(ta,b3 )• Consider the net (S^ ,Aiafb],£)# The conver-

gence of any of the nets discussed in this chapter implies 

the convergence of this net, Thus for each ordered pair 

of functions (f,g) described in Example 4#1 through Example 

4*7» (Sj,̂ g,A[0,2]f&) converges. These statements will be 

verified in Chapter V, 

theorem 4,4, If ta,b] is an interval and each of f and 

g is in X( [a,b] ), and any on® of the following is true, 

(1) (%#g*Ata,b3, k) converges to the number J, 

(2) (S^g,A[afb]#&) converges to the number J, 

(3) (Rf # Ala *10,i) converges to the number J, 

then (Sf^g,A[a,$,£) converges to the number J, 

Proofi fhe proof of part (2) is similar to the proof 

of Theorem 4,2, Part (1) follows fro® part (2), and the 

proof of part (3) is similar to the proof of Theorem 4,3, 



CHAPTER 7 

SOHB THEOREMS C0NC2RNIHG THE CONVERGENCE 

OF <Sf#g,A[a,bU) 

Miscellaneous Convergence Theorems 

Suppose fe.is an interval. L [af b] will denote a set 

of ordered pairs to which (f,g) belongs iff each of f and 

g is a function whose domain contains (k»bl and whose range 

is a subset of R* and (S^gfA[a,!*],£) converges, 

theorem 5.1. If tn.bl is an interval and (f#g) is 

in I# [a,blt then (g,f ) is in Lt&fbl# Furthermore* if 

<Sf>gAfe»1a],£> converses to J, then (Sg f c o n -

verges to f (b)g(b) - f(a)g(a) - J. 

Rroof: Suppose (S#t) is inAk/d. 

2Sffg(Ett) 

- XE(*(q) + f(p))fe(q) - g(p» 

38 - i'Cq)g(p) + Z E f(q)g(q) - Z E f(p)g(p) 

+ I E f(p)s(q) 

" - Z E f(q)g(p) + ( Z E f(p)6(p)) - £{a)g(a) + f(b)g(b) 

" (Z^Cq^Cq)) - f(a)g(a) + f(b)g(b) + Z E £(p)g(q) 

• 2f (b)g(b) - 2f (a)g(a) - Z E gCp) (f(q) - f (p)) 

- I E g(q) (f(q) - f (p)) 

- 2f(b)g(b) - 2f(a)g(a) - J E(g(q) + g(p))(f(q) ~ f(p)) 

» 2f(b)g(b) - 2f(a)g(a) - 28̂ , *(Eat)« 
Stx 
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