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ABSTRACT

Models of surface temperatures of two land surface types based on their energy budgets were developed to simulate the effects of environmental factors on thermal radiant exitance. The performance of these models is examined in detail.

One model solves the non-linear differential equation for heat diffusion in solids using a set of submodels for surface energy budget components. The model performance is examined under three desert conditions thought to be a strong test of the submodels. The accuracy of the temperature predictions and submodels is described. The accuracy of the model is generally good but some discrepancies between some of the submodels and measurements are noted. The sensitivity of the submodels is examined and is seen to be strongly controlled by interaction and feedback among energy components that are a function of surface temperature.

The second model simulates vegetation canopies with detailed effects of surface geometry on radiant transfer in the canopy. Foliage solar absorption coefficients are calculated using a radiosity approach for a three layer canopy and long wave fluxes are modeled using a view factor matrix. Sensible and latent heat transfer through the canopy are also simulated using nearby meteorological data but heat storage in the canopy is not included. Simulations for a coniferous forest canopy are presented and the sensitivity of the model to environmental inputs is discussed.

1. INTRODUCTION

This paper describes the performance of two models to simulate the apparent terrain temperatures of soil and vegetation. Tests of the soil surface temperature models were made at desert sites in the southwestern United States and the vegetation model was tested for a northern coniferous forest site in the state of Maine.

2. SOIL MODEL

2.1 Purpose of the model

The model used to simulate soil temperatures was developed as one of a small set of temperature models for two main objectives: examining the effects of the environment on the thermal infrared signatures of target backgrounds and to provide reasonable estimates of radiant exitance of flat, solid scene components for image modeling. Solid scene components include constructed materials such as roads and runways as well as soils. Therefore, choices were made to maximize the generality and flexibility of the model while minimizing the input requirements (especially those data that are difficult to obtain).

2.2 The model and model structure

Like several similar models, this model solves the one dimensional nonlinear differential equation for heat conduction in solids and determines surface temperatures through the evaluation of the upper boundary conditions. The generic quality of the model allows its performance to be pertinent to several related models which have been used for generally similar applications.
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The structure of the model facilitates changing the level of detail and input requirements for the surface-atmosphere interactions by using submodels for each of these energy exchange mechanisms: solar energy absorption (S), thermal (infrared) energy absorption (R_{down}), thermal emission (R_{up}), sensible heat transfer (H), and latent heat transfer (L). The simulation of heat conduction (C) from the surface into the ground is more fixed because it is integrated into the numerical solution. In this model, heat is conducted through layers which have vertically and temporally (and horizontally) uniform properties specified by heat conductivity and thermal diffusivity. Continuous profiles of vertically varying soil properties are approximated by varying layer properties. At the surface-atmosphere boundary the sum of the six energy fluxes is zero so that the surface temperature is the temperature which satisfies this requirement. Because several of these components depend on surface temperature, the model contains several feedback paths which will be seen to strongly affect model performance. The air-surface boundary condition is evaluated using these energy flux components while the bottom boundary condition (usually a fixed temperature) and an initial condition must be specified.

More rigorously, the one-dimensional nonlinear differential equation for heat transfer in solids, Equation 1, is solved using

$$\frac{\partial T(z,t)}{\partial t} = \alpha(z) \frac{\partial^2 T(z,t)}{\partial z^2}$$

(1)

where T is temperature, t is time, z is the depth in the soil layer, and \( \alpha \) is the thermal diffusivity of the soil. Equation 1 is solved using a simple explicit finite difference scheme for an arbitrary number of uniform layers. At the upper boundary, the energy components sum to zero so the surface temperature that satisfies this condition is found using a Newton-Raphson iteration scheme. However, it is from the solution to the upper boundary value, or the surface energy budget, that the surface temperature is derived and where the environmental controls are incorporated into the simulation. The focus of this work is on the simulation of the surface energy budget.

The surface energy budget is estimated using a submodel for each of the energy budget components. These may need to be adjusted to accommodate the simulation and data availability. However, for clarity in this work, and for most operational simulation contexts, fairly simple forms of the submodel are used. For the solar energy entering the system, the submodel is simply

$$S = (1 - \alpha) \times S_0$$

(2)

where \( \alpha \) is the albedo and \( S_0 \) is the irradiance. As a practical matter, \( S_0 \) is often measured and can be well simulated, at least for clear sky conditions. Similarly, for the longwave or thermal IR energy entering the system

$$R_{down} = \varepsilon_s \times R_l$$

(3)

where \( \varepsilon_s \) is the graybody emissivity of the surface and \( R_l \) is the longwave irradiance. \( R_l \) can be measured but is estimated here with Brunt equation modified for cloud cover 1,6,7:

$$R_{down} = \sigma T_s^4 \times (c + b(e_i')) \times (1 + CIR \times CC^2)$$

(4)

where \( \sigma \) is the Stephan-Boltzman constant, b and c are constants. \( T_a \) is the air temperature, \( e_a \) is the water vapor pressure of the atmosphere near the surface, CIR is an empirical coefficient depending on cloud type, and CC is the portion of sky cover. Thermal energy leaving the system is proportional to the estimated surface temperature:

$$R_w = \varepsilon_s \sigma T_s^4$$

(5)

where \( \varepsilon_s \) is the emissivity of the surface material, and \( T_s \) is the estimated surface temperature. The turbulent heat fluxes, sensible heat (H) and latent heat (L) are modeled with the aerodynamic approach following Oke:

$$H = -\rho e_a k' Z' \frac{\partial u}{\partial z} \frac{\partial \theta}{\partial z} \times SCF$$

$$L = -\rho l k' Z' \frac{\partial u}{\partial z} \frac{\partial q}{\partial z} \times SCF$$

(6)

where \( \rho \) is the air density near the ground, \( c_p \) is the specific heat of dry air at constant pressure, k is von Karman's constant, \( Z \) is the measurement height above the surface. \( \partial \theta / \partial z, \partial u / \partial z \), and \( \partial q / \partial z \) are the gradient of the potential temperature.
and wind speed and specific humidity of air near the surface, SCF is an adjustment factor for atmospheric stability which is a function of the Richardson's number, $I$ is the latent heat of evaporation, and $W$ is an empirical factor related to soil saturation used to account for moist but unsaturated conditions. Finally, heat conduction into the soil is defined as:

$$C = -K \left( \frac{\partial T}{\partial z} \right)$$

(7)

where $K$ is the heat conductivity of soil near the surface and $(\partial T / \partial z)$ is the gradient of soil temperature between the surface and the first grid point below the surface.

Since there are several choices possible for each of the energy budget submodels, the performance of the model is evaluated against the submodels instead of input measurements and specifications. (The sensitivity of this model to inputs is described in Balick et. al. and excellent descriptions of the sensitivity to inputs in related models to inputs can be found in Hughes et. al.) Some attention will be given to evaluating the validity of the submodels and their interactions. The sensitivity of the model and submodel interactions to changes of individual submodel results will also be examined.

2.3 Soil model performance

2.3.1 Accuracy

Figures 1a and 1b show comparisons of model estimates against hand-held radiometer measurements for two desert conditions. In both cases, the thermal properties of the soil were not measured so the model was "tuned" to reasonable approximations of soil thermal properties so it is not fully valid to take these results as an evaluation of accuracy. They are presented to show that the model is reasonable and as a baseline for the results to follow. For both sets of conditions, the thermal properties found this way were quite plausible. Figure 1a is from data from a dry sand flat near Moab, Utah near the summer solstice. The site had very low heat conductivity and very strong solar irradiance: a time and place chosen to stress the turbulent heat transfer submodels. The model accuracy was quite reasonable (although the thermal properties were derived from the same data). Both the model and the measurements show very strong heating - over 50°C during the day. Figure 1b shows similar data from a site near Tucson, Arizona in September. Both the atmospheric and soil conditions were more moderate than the Moab case. Again, the model estimates are quite reasonable (although, again, this is somewhat of a circular logic).

2.3.2 Submodel validation

Of particular interest for validation are the submodels for the sensible and latent heat transfers and the longwave inputs. Solar energy input was measured and models are usually reliable, longwave exitance is, essentially, the answer, and heat conduction was not measured well in these field conditions. The validation of individual submodels affects other submodels that depend on the surface temperature through feedback in the model and these effects will be shown. (Due to time and space limitations, only results from one day at Tucson are presented. The full analyses were performed on the Moab case and two days at Tucson. There are some differences - but no surprises - and the case to be shown is representative.) Independent determination of sensible and latent heat components were acquired by Dr. Lloyd Gay at the University of Arizona using a carefully calibrated Bowen Ratio measurement system.

Figure 2 shows the model results when measurements of $H$ are substituted for the submodel results. Shown in this figure are the estimated $T_s$, the $R_{up}$, $L$, and $C$ at the surface from 05:30 to 24:00 MST (except the surface temperatures, all are energy flux densities in W/m²) with and without the substitution. The measured sensible heat fluctuated more than the model estimates during the day and the model tended to overestimate the magnitude of $H$ by 20-30 W/m² during the middle of the day. To a degree, this was compensated by a change of $C$ and $L$ so that the net effect on the $T_s$ was less than a degree when measurements of the $H$ were used in lieu of the submodel. While the latent heat flux calculations did not change much, they were not very accurate. Figure 3 shows that the estimates of $L$ from the submodel significantly underestimated this component. Compensation occurred in both $H$ and $C$ components so that the $T_s$ estimates did not change more than 2°C. This tendency to compensate for errors through feedback loops is a strong characteristic of the model performance. When measurements of $H$, $L$ and $R_{down}$ are all substituted for submodels, some of the feedback paths are cut off and only the heat conduction component can change. This is shown in Figure 4 where temperature changes around 3°C, up to 4°C are observed in the morning and afternoon. The temperature estimate changes and the differences of the conduction component are closely correlated.
2.3.3 Sensitivity to submodels

Figure 5 shows the results of varying the sensible heat flux submodel by a factor of two. Because of feedbacks, the realized difference of estimates of $H$ was considerably less than a factor of two and the resulting change of simulated $T_s$ was around 2°C in the middle of the day, less at other times. Changing the latent heat submodel by a factor of two, shown in Figure 6, results in smaller changes of $T_s$ than for sensible heat because the size of the term is much smaller. In Figure 7, the longwave energy flux input to the system is modified by factors of 0.5, 1.5, and 2.0. For any of these, the impact on the energy budget is substantially larger than for $H$ and $L$. This is because the component is not a function of $T_s$ and is not in a feedback path. While the $T_s$ estimate changes are larger than for the turbulent transfers, submodels are usually more precise, as we saw in validation case presented earlier. Calculations were performed with the heat conductivity of the top 10 cm of soil at its original value of 0.05 cal/cm-min-K and with it changed to 0.02 and 0.10 cal/cm-min-K. $T_s$ estimates changed by 2°C or more during the day and by nearly the same amount but the opposite direction at night: there is about a 5°C change in the range of temperatures estimated. At night, feedback through the turbulent transfer components is damped.

3. FOREST MODEL

3.1 Purpose of the model

The use of thermal scanning devices offers a potential tool for estimating evapotranspiration and latent heat flux densities in forest canopies. Modeling underlying energy exchanges is necessary, however, in order to fully capitalize on this potential. Incorporating diurnal latent and sensible heat flux terms, coupled to canopy geometry, may also be necessary in order to predict physically based texture parameters in diurnal thermal images.

The model described below is much simpler than the recent model described by Koivunen which treats individual leaves but we use the same radiosity method to compute long-wave and short-wave flux transfers. On the other hand, our model is more complex than other recently proposed remote sensing models. Yamazaki, et al. have developed a heat balance model for a canopy with one or two layers.

3.2 The model and model structure

The basic thermal model abstracts a forest canopy as consisting of three vegetation layers, the sky and a ground layer, which act as both sources and sinks of thermal energy. The steady-state energy budget equations for each canopy layer may be summarized as follows:

$$F_i(X) = \frac{1}{2} \alpha \sum_j B_j S_{ij} - B_i + A_i + H_i(X) + LE_i(X) = 0$$

where

\[ X = (X_1, X_2, X_3, ...)^T \] are the average layer temperatures for layers 1, 2, 3, ...
\[ \alpha \] is the vector of long-wave absorptivities (3 to 30 micrometers) for each vegetation layer
\[ B \] is the long-wave emission terms from the atmosphere, canopy, and ground layers

$$B = \begin{bmatrix} B(T_a) & B(X_1) & B(X_2) & B(X_3) & B(T_g) \end{bmatrix}$$

$T_a$ = air temperature
$T_g$ = ground temperature
$S_{ij} = \text{the canopy configuration factor matrix which summarizes the fraction of flux from a source layer or scattering element, j, that is intercepted by a sink layer or scattering element, i, and is described in the paper by Smith and Goltz}$
$A_i = \text{the vector of shortwave (0.4 to 3.0 micrometers) absorption flux in each canopy layer}$
$H_i = \text{the vector of sensible heat for each layer}$
$LE_i = \text{the vector of evapotranspiration terms}$

An iterative Newton-Raphson technique is used to solve the nonlinear thermal equations for temperature profile, $X$: 
\[ \delta X = (J^T J)^{-1} J^T [-F(X_0)]; \quad J_y = \frac{\partial F_j}{\partial X_i} \]  

where \( X_0 \) is an initial guess, usually taken as, \( T_A \), and \( J \) is the Jacobian of the system.

Each of the surface energy budget terms for shortwave absorption, sensible and latent-heat, are computed using submodels which may be modified as needs and data availability dictate.

Short-wave energy absorption within the canopy-soil system is estimated using the radiosity approximation as discussed by Smith and Goltz\(^\text{14}\). The sensible heat submodel employs the standard resistance relationship using a wind speed profile calculated as a function of above canopy wind speed, the canopy displacement height, the roughness length at the soil surface, and canopy density. The formulation includes a logarithmic wind profile above the canopy and a modified exponential profile within the canopy.

Stomatal conductance is calculated from directly measured parameters following the nonlinear model of Jarvis\(^\text{15}\):

\[ g_s = g_o * f(I) * f(T) * f(\delta e) * f(\psi) \]  

where \( g_s \) is the actual conductance, \( g_o \) is the reference value (maximum possible conductance), \( f(I) \) is a function of short wave radiation, \( f(T) \) is a function of air temperature, \( f(\delta e) \) is a function of the vapor pressure deficit, and \( f(\psi) \) is a function of foliage water potential. These four functions vary between 0 and 1.0. The parameters used in the functions were estimated from a data set of measured stomatal conductances of spruce and hemlock and results compared with canopy resistances inferred from inversion of the Penman-Monteith equation\(^\text{16}\).

### 3.3 Forest model performance

#### 3.3.1 Accuracy

An analysis of the basic thermal model performance was carried out at the Northern Experimental Forest study site near Howland, Maine, the location of a NASA sponsored Forest Ecosystem Dynamics Multi-sensor Aircraft Campaign\(^\text{17}\). Vegetation at the site consists of northern hardwood transitional species. Spruce was the dominant vegetation type over which measurements were performed. Energy budget data were collected under primarily clear sky conditions for a 48 hour time period beginning 2100 Local Standard Time on 2 August 1990. Sensible and latent heat-flux measurements were also obtained with eddy correlation instruments mounted 28 m above the ground and oriented towards the west. The instruments included a one-dimensional sonic anemometer with a fine-wire thermocouple and a krypton hygrometer.

Figure 8 shows a comparison of the measured and predicted canopy temperatures for the upper third of the canopy for the 48 hour diurnal cycle begun on August 2, 1990. Conditions were generally clear. The results are typical for all canopy layers which exhibited less than 1.2 degree C root mean square error with maximum error in predicted temperature of approximately 2 degrees C during peak solar heating.

#### 3.3.2 Submodel validation

Figures 9 and 10 show a comparison of the modeled and measured energy balance components for sensible and latent heat respectively. Near solar noon on the second day (time period 36 on the graph), fluctuation in solar irradiance conditions occurred, resulting in additional variation in measured sensible and latent heat terms. Corresponding errors in the latent and sensible heat terms were 30 and 32 W m\(^{-2}\) respectively.

#### 3.3.3 Sensitivity to submodels

Several day-time sensitivity analyses were performed on the model. Predicted canopy temperatures were most sensitive to the air temperature within the canopy. A 3 degree change in canopy air temperature resulted in nearly a 3 degree change in canopy temperature. Decreasing longwave absorption coefficients by 10 percent resulted in less than a 0.5 degree Centigrade change in predicted temperatures. Predicted canopy temperatures showed less sensitivity to changes in ground temperature for this dense canopy case. A non-linear dependence of predicted canopy temperature on both stomatal resistance and wind speed was exhibited. For the conditions studied, canopy temperature varied 1-2 degrees for a variation in stomatal resistance from the changes in the nominal by a factor of three. The canopy was not under water stress.
4. SUMMARY

Soil and forest canopy thermal models have been described which incorporate diurnal sensible and latent heat terms as well as a long and short wave energy budget components. In agreement with earlier experimental comparisons, the models reported here provided reasonable estimates of scene temperatures. Reasonable estimates of sensible and latent heat flux terms for both models were also obtained for the conditions studied.

Some caveats are appropriate, however. The canopy modeled was a fully-leafed, closed canopy. Under these conditions, stems and trunks were assumed to have a minor influence on thermal transfers and were not included in the steady-state model. However, they may well have an influence for non-steady state conditions and, obviously, for leafless canopies. Similarly, mass transfer through the soil, moisture and occasionally dry air, have noticeable effects on soil surface temperatures. These effects need to be investigated. The coupling of the two models, especially for more open and less dense canopies, is also of interest.
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Fig. 1. Comparison of model estimates and hand-held radiometer measurements.

Fig. 2. Tucson, Arizona - Sensible heat measurements substituted for model estimates.
Fig. 3. Tucson, Arizona - Latent heat measurements substituted for model estimates.

Fig. 4. Tucson, Arizona - H, L and R\(\downarrow\) measurements substituted for model estimates.
Fig. 5. Tucson, Arizona - Model sensitivity to sensible heat.

Fig. 6. Tucson, Arizona - Model sensitivity to latent heat.
Fig. 7. Tucson, Arizona - Model sensitivity to sky thermal IR (R↓).

Fig. 8. Measured and modeled temperatures of upper third of canopy.
Fig. 9. Comparison of sensible heat.

Fig. 10. Comparison of latent heat.