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ABSTRACT 

(1) Innershell Coulomb ionization cross sections show 
significant relativistic effects even for the lighter 
atoms, because ionization occurs near the nucleus in 
oirr range of low particle energies. 

(2) Atomic excitation and ionization in deep atom-atom 
collisions can be described'in terms of a model 
with random walk in energy space to the continuum. 
This model may be best suited for the analysis of 
heavy ion-atom encounters. 

(3) Energy straggling of charged particles in matter are 
affected by inhomogeneities in and surface conditions 
of the medium. 

(4) Using molecular ions as incident projectiles we conclude 
that moving protons do not have bound states in solids. 
Projectiles in close proximity to each other exhibit 
larger energy losses than isolated projectiles indicating 
interactions of the electron density fluctuations estab­
lished behind moving projectiles in solids. 

(5) Heterogeneous oxidation of S02 by holes has been found 
at an organic (PAH) aqueous interface. The process 
has a reasonably high quantum efficiency (> 0.1) for 
anthracene. Various experiments are being carried out 
to determine whether SO-,- or HS0o" is involved. 



(6) Photoemission from PAH organic aerosols has been 
investigated. The rate-of emission from tetracene 
is found to go as the maximum electron kinetic 
energy cubed. It is found that the particle may 
be used as an electron spectrometer for determining 
the electron kinetic energy distribution. 

(7) A new way of characterizing small aerosols by mass 
has been found. The method utilizes the detection 
of a single electron imbalance in a Millikan 
chamber. Aerosol masses as small as lpgm can be 
measured to better than 1%. 

(8) The potent carcinogen benzo (a) pyrene (BP) when 
metabolized in vivo is found to have a physical struc­
ture in which the BP7,8-dihydrodial 9,10-oxide adduct 
(BPDE) is bound on the. outside, of the helix. Both 
structural models and physical measurements support 
this conclusion. 
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SECTION I 

HEAVY ION PHYSICS 



I. Instrument Development (Laubert, Peterson) 

The main research tool of the heavy ion physics program 
is the New/York University heavy ion accelerator. During the 
past year the accelerator produced ion beams for 1749 hours 
which averages to more than 8 hours per working day. This 
indicates the importance of the accelerator in our research 
efforts as well as the small amount of "down" time of the 
faci 1 i ty . 

To achieve such low "down" times preventive maintenance 
as well as availability of crucial components is required. In 
the past year the major components we had to replace were the 
high voltage power supplies for the ion source located in the 
dome of the accelerator and the main 6" oil diffusion vacuum 
pump. Both of these items have been in continuous operation 
for close to ten years and suffered many symptoms of old age. 

In order for us to maintain our competitive advantage with 
respect to other accelerators in this energy domain we installed 
an accurate magnetic field measuring system. The new system 
consists of a nuclear magnetic resonance probe which allows 
us to measure the magnetic field to an accuracy of 1 part per 
10 , which is two orders of magnitude better than we were able 
to achieve with our previous system employing a rotating coil 
gausmeter. 

A perpetual problem in accelerator experiments is the 
buildup of carbon on the target surface. Recently new diffu­
sion pump fluids (Santovac 5 and Fomblin) have been developed 
that claim to be superior in preventing such buildup. We plan 
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to t e s t these new f l u i d s i n ac tua l work ing systems u t i l i z i n g 

the method o f observ ing the decrease in the c h a r a c t e r i s t i c 

x - ray y i e l d w i t h s u r f a c e - l a y e r b u i l d u p . Techno log ica l advances 

i n c ryogenic vacuum pumps have made these pumps reasonably 

p r i c e d . We plan to t e s t t h i s pumping system f o r carbon 

d e p o s i t i o n i f s u f f i c i e n t funds are a v a i l a b l e . 
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I I . I n n e r - s h e l l e x c i t a t i o n 

1 . R e l a t i v i s t i c e f f e c t s (B rand t , L a p i c k i ) 

1 As was noticed already a quarter century ago, a relativ­
istic description of inner shells is required, especially when 
heavy target atoms and slow collisions are considered. The 
relativistic effect has been investigated in the context of. 

2 
K-shell ionization , but only a few plane-wave Born approxima­
tion (PWBA) or straight-line semiclassical (SCA) calculations 
for ionization cross sections were performed with relativistic 
wavefunctions during the intervening years. Various schemes 
were proposed to reproduce this effect without involved 

5-11 5 
numerical calculations. Following Honl , Merzbacher and 
Lewis suggested that one may continue to employ the nonrela-
tivistic screened hydrogenic wavefunctions but with a reduced 
value of the binding energy parameter 6<- to correct for the 
relativistic increase in the binding energy of a screened hydrogen 
atom. It has been argued that the Merzbacher-Lewis reduction 9 11 factor should be changed ' to yield slightly lower values of 
es- Hardt and Watson proposed instead to decrease the orbital 
velocity v2S in accord with the relativistic expression for 
kinetic energy in the virial theorem. 

Such approximate methods are, however, inadequate since 
they mimic the relativistic effect only by a change of the 
average quantities that characterize inner shells; they can 
reproduce numerical calculations with the relativistic wave-
functions only when v, ~ v2S and the important impact parameters 
in the collision are comparable to a^S* (vi 1S the projectile 
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v e l o c i t y and a2 S i s the i nne r s h e l l r a d i u s . ) In slow c o l l i ­

s ions i o n i z a t i o n takes p lace-deep ly i n s i d e o f the inner she l l 

where r e l a t i v i s t i c e f f e c t s can be s i g n i f i c a n t even f o r L - she l l s 

o f r e l a t i v e l y l i g h t atoms; they are underest imated by 

incorporating a relativistic change merely in the mean binding 
o 

energy or velocity of the electron. Hansen used the relativ­
istic mass and velocity to approximate a relativistic electron 
velocity distribution that is used in the binary encounter 
approximation (BEA). It is not possible to apply this procedure 
straightforwardly in the PWBA. The Hansen correction, presented 

R B EA as a table of (aK/o"K) for different projectile velocities 
and target atoms, still underestimates the relativistic effect 

R PWBA in the slow collision regime when compared with (o^/ov) 
when o-j. is based on the relativistic wavefunctions. 

We proposed the procedure that simulates the relativistic 
PWBA cross sections through a substitution of mass of the 
e l e c t r o n M (equal to 1 i n atomic u n i t s ) by i t s r e l a t i v i s t i c 

value Me eva luated at the d is tance at which i o n i z a t i o n i s most 
PWBA p robab le . In terms o f the nonrel a t i v i s t i c ov ( ^ s 9 S^ ' ^ e 

pun fl R 
r e l a t i v i s t i c PWBA cross s e c t i o n , a- , can be s imply eva lua ted 

as 

PWBAR _ PWBA , M R, . W M I T a s - a s (M e ? s >e s ) /M e , 

where s s = v 1 / % v 2 S 8 s . 

Figures 1 and 2 demonstrate t h a t t h i s method agrees 

remarkably we l l w i t h the numerical PWBA c a l c u l a t i o n s which are 

based on the r e l a t i v i s t i c wave func t ions . Recent ly Amundsen et a l 10 



extracted various analytical factors to account for the 
relativistic effect in slow collisions. These factors were 
derived for K shell ionization and their use is restricted 
to the low velocities of the projectile where our procedure 
reproduces equally well the full, numerical calculation of 

4 Amundsen. 

References: 
1) H. W. Lewis, B. E. Simmons, and E. Merzbacher, Phys. Rev. 

9_1, 943 (1953); C. Zupancic and T. Huus, Phys. Rev. 9_4, 
205 (1954). 

2) P. D. Miller, Master thesis (Rice University, Houston, 1956) 
(unpublished); G. Basbas, Bull. Am. Phys. Soc. 13, 80 
(1968) and Ph.D. thesis (North Carolina University, Chapel 
Hill, 1968) (unpublished); C. B. .0. Mohr, Adv. At. Mol . 
Phys. 4, 221 (1968). 

3) D. Jamnik and C. Zupancic, K. Dan. Vidensk. Selsk. Mat.-Fys. 
Medd. 31, No. 2 (1959); B.-H. Choi, Phys. Rev. A 4, 1002 
(1971) and Proceed. Inter. Conf. Inner Shell Ionization 
Phenomena and Future Applications, Atlanta, 1972, ed. by 
R. W. Fink et al . (U.S. AEC, Oak Ridge, TN, 1973), p. 1093. 

4) P. A. Amundsen, J. Phys. B 9, 971 (1976) 9, 2163 (1976) (E). 

5) H. Hbnl, Z. Phys. 84» 1 (1930). 

6) E. Merzbacher and H. W. Lewis, in Hanbuch der Physik, edited 
by S. Flugge (Springer, Berlin, 1958), Vol. 34, p. 166. 
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8) J. S. Hansen, Phys. Rev. A 8, 822 (1973); Appendix (1973, 
unpublished). 

9) G. Lapicki, Ph.D. thesis (New York University, New York, 
1975).(unpublished). 

10) P. A. Amundsen, L. Kocbach, and J. M. Hansteen, J. Phys. 
B.9,1 L203 (1976) 9, 2755 (E). 

11) E. Caruso and A. Cesati , Phys. Rev. A 15,, 432 (1977). 

2. Coulomb deflection effect (Brandt, Lapicki, Laubert) 

Brandt et a 

C = 
from the semicla 
shell ionization 
values were foun 
analytical resul 
parameter which 
in Coulomb scatt 
with d = ZjZg/Mv 
a head on collis 
transfer for the 

The existin 
what inconclusiv 
deflection facto 

1-5 extracted the Coulomb deflection factor 

exp(- TTC) (1) 
ssical treatment of Bang and Hansteen for inner 

3 s. Its validity has been questioned and its 
4 d to be above recent numerical calculations and 

5 ts. Here c = dq s denotes the adiabaticity 
determines the ratio of the characteristic time 

e r i n g , d / v , , to the t r a n s i t i o n t i m e , l / ( o j 2 s + E f ) 

t being the h a l f d is tance o f c l o s e t approach i n 
u>2S + E f 

ion and q ^ = the minimum momentum 

e j e c t i o n of e l e c t r o n of energy E f 

g data cover the 0 <£ < 0.9 range and l i e some-

e ly between the new p r e d i c t i o n s f o r the Coulomb 

r and o l d ones accord ing to Eq. ( 1 ) , a l though 



the Tattered predictions seem to be favored by the data when 
the small and large values of z, from the experimental range 
of c are considered. A particularly sensitive measure of the 
Coulomb deflection factor is offered when the ratio of ioniza­
tion cross sections by deuterons to those by protons at the 
same velocity are taken at the highest possible values of ?. 

We have measured this ratio in the 50-150 keV/amu range 
of proton/deuteron energies in L-shell ionization of silver 
which, at the lowest energy, corresponds to c - 1-3. As seen 
in Fig. 1 the data agree with the Eq. (1) for z, = 1; a result 

4 5 that appears to be disagree with recent predictions ' . Studies 
of the Coulomb deflection effect are still needed, and the 
Coulomb deflection effect remains to be reaxamined in the light 
of the disagreement between these prediction and experimental 
evi dence. 

1) W. Brandt, R. Laubert, and I. Sellin, Phys. Lett. 2J_, 
518 (1966) and Phys. Rev. 151., 56 (1966); G. Basbas, 
W. Brandt, and R. Laubert, Phys. Rev. A ]_t 783 (1973); 
W. Brandt and G. Lapicki, Phys. Rev. A _10, 474 (1974). 

2) J. Bang and J. M. Hansteen, K. Dan. Vidensk. Selsk. Mat.-
Fys. Medd. 31, No. 13 (1959). 

3) K. Brunner, Ph.D. thesis (WUrzburg University, Wlirzburg, 1972) 
(unpublished); K. Brunner and W. Hink, Z. Phys. 261, 1 8 1 (1973) 

4) L. Kocbach, Physica Noyvegica 8, 187 (1976). 

5) P. A. Amundsen, J. Phys. B 10, 2177 (1977) 
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3. Screening effects (Losonsky) 

The effect of the projectile electrons in causing excita­
tion or ionization of inner shells in heavy­ion collisions are 
usually neglected on the assumption that the relevant impact 
parameters are small compared to the shell radii of projectile 
electrons. However, even in Coulomb K­shell ionization when 
the projectile atomic number Z­, is much smaller than the target 
atomic number Z~, screening effects on the cross sections as 
large as 10­20% have been calculated. 

We have investigated theoretically a system, excitation of 
19 +8 

2p and 3p states of fluorine for lgAr ­»■ gF (where 1^ = 2Z 2), 
for which a large screening effect is expected. This system 

2 
has the advantage that Auger data are available for comparison. 
Thus we can accurately test our procedure for calculating screen­
ing effects. 

The following assumptions are made: 
(1) Only Coulomb forces are considered in the scattering potential 

o 

(2) A E / ( 2 y v ) << 1 where AE i s the d i f f e r e n c e i n energy of the 

f i n a l and i n i t i a l s t a t e of the t a r g e t atom; y i s the reduced 

mass and v i s the r e l a t i v e v e l o c i t y o f p r o j e c t i l e to t a r g e t 

atom. 

(3) The t r a n s i t i o n ampl i tude i s expanded i n powers of 1/M, and 

1/Mo, keeping only the l owes t ­o rde r term (M^.M? are the 

p r o j e c t i l e and t a r g e t atomic masses, r e s p e c t i v e l y ) . 

(4) The wave f u n c t i o n of the p r o j e c t i l e atom can be represented 

by the product o f one ­e lec t ron screened­hydrogenic e igen func ­

t i ons . 
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1) G. Basbas in: Abstracts of papers, 9th Intern. Conf. on 
the Physics of electronic and atomic collisions, eds. J. R. 
Risley and R. Geballe (University of Washington Press, Seattle, 
1975), p. 502. 

2) F. Hopkins, R. Brenn, A. R. Whittemore, N. Cue, V. Dutkiewicz, 
and R. P. Chaturvedi , Phys. Rev. A 1_3, 74 (1976). 

3) W. Losonsky, Phys. Rev. A 16., 1312 (1977). 
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FIG. 1. Cross section oKX tor K x-ray production in 
excitation of ' j F ' 8 by neutral 18Ar bombardment, as a 
function of relative velocity v. The cross section is in 
units of (Z^Zjl'irn^ with o , ^ l/Z2 being the fluorine K-
shell radius in a.u.; relative velocity is in units of the 
fluorine K-shell velocity i/w=Z 2 in a.u. The data are 
taken from Ret. 1: • , data for which electron capture by 
F* ' contributes less than or approximately equal to the 
error bar; O , dataforwhichelectroncapturecannotbe 
neglected. The PWBA theory without screening ( ) 
scales in the plotted units; the full PWBA, including 
screening ( ), cannot be scaled to a single universal 
curve. As discussed in the text, the calculations include 
excitation to 2/> and 3/> states only. 
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4. Pauli Excitation (Brandt with Johnson, Jones, Jundt, 
Guillaume, Kruse, BNL) , 

Measurements of the c r o s s s e c t i o n s fo r p roduc t ion of c h a r a c t e r i s t i c 

x - r a y s in heavy- ion-a tom c o l l i s i o n s have been in p rog re s s for many y e a r s . 

D e t a i l e d knowledge of th r s y s t e m a t i c s of t h e s e c o l l i s i o n s as a f unc t i on 

of p r o j e c t i l e atomic number, Z , t a r g e t a tomic number, Z , and t h e l a b ­

o r a t o r y k i n e t i c energy of the p r o j e c t i l e , E, d e r i v e s from the p r o d u c t i o n 

of K - s h e l l x r a y s . T o t a l K-vacancy c r o s s s e c t i o n rueasurements have been 

made in s e v e r a l exper iments of s o l i d t a r g e t s . Kubo e t a l . . r e p o r t e d t a r ­

ge t and p r o j e c t i l e c r o s s s e c t i o n s for 0 0 N i and o c B r beams as a f unc t i on 

of Z- a t s e v e r a l p r o j e c t i l e e n e r g i e s and observed s t r o n g v a r i a t i o n s in " 

the c r o s s s e c t i o n which a r e a t t r i b u t e d to e l e c t r o n i c s h e l l e f f e c t s . 
2 

Meyerhof e t a l . ca . r r ied out s i m i l a r exper iments w i t h beams of oc^ r> 

_,Kr, c oI, ,.Xe, and 0„Pb at energies up to 470 MeV. Cross sections at 
J O J J JH OZ. 

3 
low e n e r g i e s were r e p o r t e d by Jones e t a l . , for 5 MeV ,_Ne and . 0Ar 

10 lo 

beams. A common trend for given Z, is the strong variation of total 

K-shell-vacancy production as a function of Z„. Measurements of the 

probability, P , of vacancy production as a function of impact parameter, 
4-6 b, have been reported for relatively light ions and targets. 

Recently, experiments by Johnson e_t a_l. with a ..Ni beam on solid ? s ^ 
o 

and 0 0 Pb t a r g e t s and Cocke e t a l . w i th a ,-,Cl beam on a gaseous 1 0Ar 82 1/ io 

t a r g e t have s t a r t e d to g i v e in fo rmat ion for ranges of h i g h e r Z , , Z_ , and 

E where t o t a l c r o s s s e c t i o n measurements have been performed. 

The mechanisms for vacancy p roduc t ion in a tomic c o l l i s i o n s a r e com­

plex and can range between two l i m i t i n g c a s e s . On the one hand i s t he 

p roduc t ion of a K vacancy by d i r e c t Coulomb i o n i z a t i o n caused by the 
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Coulomb field of a completely s tr ipped p r o j e c t i l e . On the other is the 

vacancy production during the in te rac t ion of the e lec t ron clouds of the 

p ro j ec t i l e and ta rge t atoms, Pauli e x c i t a t i o n . Under such cond i t ions , 

the cross sect ions are usually much larger than d i r e c t Coulomb e x c i t a ­

t ion cross s ec t i ons . 

A basis for the discussion of Pauli exc i t a t i on is the molecular 
11 12 o r b i t a l (MO) model of Fano and Lichten. * I t has been developed by 

13 14 

Briggs and Macek and by Taulbjerg e t a l . to give de ta i led predic t ions 

of the impact parameter dependence of ion iza t ion p r o b a b i l i t i e s , and of 

the scal ing of the t o t a l cross s e c t i o n s . This approach requires spec i ­

f ic assumptions about a few o r b i t a l s taken to be prevalent in a given 

c o l l i s i o n . In co l l i s i ons involving a large number of molecular -orbi ta l 

c ross ings , the vacancy production can be studied in terms of a s t a t i s t i ­

cal model, f i r s t developed by Mittleman and Wilets for t o t a l ion iza­

t i on . The s t a t i s t i c a l model has been applied by Brandt and Jones to 

K-vacancy production. As i s shown below, a simple development based on 

random-walk between leve l crossings i l luminates the physical content of 

th i s approach. The s t a t i s t i c a l model i s e f fec t ive in representing dif­

f e r en t i a l and t o t a l cross sect ion data on d ispara te c o l l i s i o n systems in 
7,16 a concise manner. 

The present experiment was undertaken to extend the work of Johnson 

e t a l . by measuring the impact-parameter dependent probabi l i ty of inner-

shell-vacancy production by 45-138 MeV ?fiNi beams on ^Mn, cnSn, anc* fto^ 

sol id t a r g e t s . The ta rge ts were chosen because corresponding t o t a l cross 

sections represent maxima (Mn, Pb) and a minimum (Sn) in the Z_ dependence 

of the Ni measurements of Kubo et a l . The experimental r e su l t s are d i s ­

cussed in terras of the s t a t i s t i c a l model and are compared with predict ions 

of the molecular o r b i t a l model. 
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II. Experimental Procedure 
58 Beams of 2„Ni ions at 45, 94, and 138 MeV were obtained from the 

Brookhaven MP-tandem Van de Graaff accelerator facility 

with currents in the range of 1-10 nA/ion charge. The beam was 

collimated with two 0.25 mm diam apertures spaced 20 cm apart, 

followed by a 0.5 mm diara scraper slit at a distance of 6 cm, 

limiting the beam dispersion to at most 0.15°. Targets 

were prepared by vacuum evaporation of natural _cMn and QOPb in films of 

50£ 
2 2 

20 ng/cm , and cnSn in films of 100 ug/cm with uncertainties in target 
2 thickness of +207o, onto 20 ug/cm, carbon foils. They were positioned 8 cm 

downstream from the scraper slit and inclined at an angle of 45 to the 

beam direction. 

After passing through the target material and the supporting carbon 

foil, the beam was stopped in a small Faraday cup mounted at the center 

of an annular particle detector. The cup current to ground 

was used for monitoring the accelerator operation. The '. 

particle detector consisted of a 0.5 mm thick annular collimator 

with inner radius 4.0 mm and outer radius 4.8 mm positioned 

in front of a silicon surface-barrier detector with a sensitive depth of 
2 

100 p,m and an act ive area of 200 mm . The mean sca t te r ing angle s u b t e n d e d 
j 

by the annular col l imator was varied by moving the de tec tor assembly 

coaxial ly with the beam d i rec t ion on a s l id ing shaf t . At the minimum 

and maximum t a rge t - t o -de t ec to r d is tances of 3.3 and 53 cm, p a r t i c l e s 

were detected that had been scat tered through angles (7.5 ± 1)° and 0.5 ± 

0.1) , respect ive ly . The raoge of accepted sca t t e r ing angles resul ted 
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in detect ion of scat tered p a r t i c l e s which had undergone c o l l i s i o n s with the 

ta rge t atoms over a range of impact parameters approximately +10% of the 

calculated mean value. The solid angle of the de tec to r was reduced at small 

d is tances by the f i n i t e thickness of the col l imator r ings for which cor rec ­

t ions were made. The energy resolu t ion of the surface b a r r i e r de tec tor 

de ter iora ted with radia t ion damage, but the r e s u l t s of the experiment were 

insens i t ive to t h i s reso lu t ion , as demonstrated in repeated runs with used 

and new pa r t i c l e de tec tors under otherwise equal condi t ions . 

A l iquid-ni t rogen-cooled Si(Li) x-ray de tec to r with an act ive area of 
2 

80 mm and an energy resolu t ion of 200 eV for the 5.9 keV Ka l ine of Mn 

regis tered x-rays produced during the passage of the beam through the 

t a r g e t . The 25.4 u,m beryll ium window of the de tec to r was d i r e c t l y coupled 

to the vacuum chamber a t a dis tance of 2.5 cm from the t a rge t a t 90 to the 

incident beam. A ca l ib ra ted 5ftFe x-ray source a t the t a rge t pos i t ion 

determined the value of the product of acceptance solid angle and de tec t ion 

eff iciency for the x-ray de tec tor a t •"he 5.9 keV Mn Ka x-ray energy. 

Corrections vrere made for changes in the transmission of the Be entrance 

window for NI, Sn, and Pb x- rays , and for Al absorbers placed between the 

detector and the Sn, and Pb t a rge t s to reduce the counting ra te from 

radia t ive e lec t ron capture and low-energy L and M x- rays . 

Signals from the preamplif iers of the x-ray and p a r t i c l e de tec to rs 

were s p l i t to handle separately the o t r c u i t r y for the x-ray and p a r t i c l e 

coincidences, and for the h igh-resolu t ion energy spec t ra . The s t a r t and 

stop pulses for a t ime-to-pulse height converter were derived from timing 

f i l t e r amplif iers followed by cons tant - f rac t ion timing d i sc r imina to r s . 
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Their l eve l s were set to accept p a r t i c l e s sca t te red in the t a rge t films 

and x-rays emitted from the p ro j ec t i l e and t a rge t atoms. Coincident x-rays 

from p ro jec t i l e and t a rge t atoms were recorded through gates derived from 

the high resolut ion x-ray c i r c u i t r y . A typ ica l time resolu t ion was 20 nsec 

for the 7.5 keV Ni Ka x-ray . 

The probabi l i ty , P or P , for producing a K- or L-she l l vacancy was 

calculated for each detec tor posi t ion from the re la t ionsh ip P=4rrN /(N vQe ) » 

where Nr I s the number of coincidences, N the number of sca t te red p a r t i c l e s , 
17 Y the s t a t i c fluorescence y ie ld , and Q e the soid angle-eff ic iency for 

the x-ray de tec to r . The x-rays from the beam and ta rge t were taken to be 

emitted i s o t r o p i c a l l y . 

Although i t was not the primary aim of the experiment, i t was a lso poss ib le 

to measure t o t a l vacancy production cross sect ions a t each de tec tor pos i t ion . 

The agreement of these values with previous measurements es tabl ished the v a l i d i t y 

of the ca l ib ra t ion for the absolute values of P and P . . The cross s ec t ions , 

av or a , were calculated from the r e l a t ionsh ip O'^TTN /N Y) (da/dQ) (Q e /Q e ) , 

where N i s the number of x- rays , (da/dQ)q the appropriate cross sect ion 

for sca t te r ing p a r t i c l e s Into the p a r t i c l e de tec to r , and ^ceq the s-olid-angle 

eff iciency for the pa r t i c l e detector . The mean values of o obtained from 

th i s procedure are l i s t e d in Table I . 
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Data taken with bare carbon fo i l s showed that Ni x-ray emission 

at 45 MeV was neg l ig ib l e . At the higher beam energ ies , 94 and 138 MeV, 

appreciable beam x-ray production was observed and the data were corrected 

for contr ibut ions from the carbon backing. 

The effecls of mult iple s ca t t e r ing in the t a rge t were estimated from 
18 the theory of Mayer. Wc conclude that multiple sca t t e r ing should not 

affect the r e s u l t s compared to instrumental unce r t a in t i e s a t s ca t t e r i ng 

angles g rea te r than a few degrees corresponding to the small impact para­

meters. At small angles corresponding to the large impact parameters 

multiple sca t t e r ing becomes s i g n i f i c a n t . The value of P a t the l a rges t 

impact parameter was taken to be ind ica t ive of contr ibut ions from multiple 

sca t t e r ing and long range processes such as d i r e c t Coulomb ion i za t i on . 

Inner-she l l vacancy production in heavy ion-atom c o l l i s i o n s can be 

a strong function of the degree of ioniza t ion and p a r t i c u l a r e l ec t ron ic 
19 configurations of the c o l l i s i o n p a r t n e r s . I t has been shown tha t many 

e lec t rons can be removed in a s ingle c o l l i s i o n , r e su l t ing in a d i s t r i b u t i o n 

of f ina l charge s t a t e s and e l ec t ron ic configurations even though the i n i t i a l 

s t a t e s are well defined. In our experiments the p r o j e c t i l e s move in s o l i d s , 

and the i r e lec t ron ic s t a t e as they enter x-ray producing close c o l l i s i o n s 

with ta rget atoms i s la rge ly determined by e lec t ron s t r ipp ing and exc i t a t ion 

of the ion core by e lec t ron impact. Speci f ica l ly the thickness of our t a r ­

get films was «s 20 nm as compared to the predicted charge equil ibr ium 
20 distances which, depending on v , ranged from « 20-40 nm. In conse­

quence, the mean charge of the 9fiNi p ro j ec t i l e must have ranged between 

the i n i t i a l values (6-8)e in the beam and the expected equil ibr ium charges 
21 (13-18)e. Such ef fec ts may influence the inner - she l l vacancy production 



20 

r e l a t i v e to t h a t in s i n g l e - c o l l i s i o n exper iments performed wi th gaseous 
22 t a r g e t s . 

III. Discussion 

Heavy ion-atom c o l l i s i o n s in g e n e r a l a r e expec ted t o be c h a r a c t e r i z e d 

by a d i s t r i b u t i o n of charge and e l e c t r o n i c s t a t e s in a q u a s i - m o l e c u l a r s y s ­

tem wi th complex and d e n s e l y spaced l e v e l c r o s s i n g s . Fol lowing the f i r s t 

a t t e m p t , the d a t a a r e d i s c u s s e d in terms of t h e s t a t i s t i c a l model which i s 

e s p e c i a l l y a p p r o p r i a t e fo r complex c o l l i s i o n s y s t e m s . The e f f e c t s of v a r i ­

ous e l e c t r o n i c c o n f i g u r a t i o n s and the complex i ty of the c o l l i s i o n a r e i n c o r ­

pora ted in one a d j u s t a b l e parameter of the model , which s c a l e s in the a tomic 

numbers of the c o l l i s i o n p a i r . 

We d i s p l a y the p h y s i c a l c o n t e n t of the s t a t i s t i c a l approach by t r e a t i n g 

23 

i n n e r - s h e l l i o n i z a t i o n as a random-walk p rocess of e l e c t r o n promotion 

between d e n s e l y spaced , i n t e r a c t i n g l e v e l c r o s s i n g s of t r a n s i e n t molecu la r 

o r b i t a l s . The p r o b a b i l i t y , dP , t h a t an e l e c t r o n s t a r t i n g from an energy 
n level E at t = 0 will reach the threshold to unoccupied states, E , , dur-n thr 

ing the time between t and t+dt is given by 

2 
e e 

d P n = D l 7?" e x P< " ~JL~ > d t > W 
n 2t(rr6 t ) 46 t 

n . n 

where e = E_, - E and the e l e c t r o n - p r o m o t i o n pa rame te r , 6 , i s r e l a t e d as n t h r n n 
2 

6 = (1 /2 ) Y e , to Y > the mean number of l e v e l c r o s s i n g s per u n i t time 

between l e v e l s of average spac ing e . For n = 1,2 we w r i t e a l s o e , eT e t c . 
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Fol lowing W i l e t s , one may s e t 6 - C R , where R i s the r a d i a l v e l o c i t y 

dur ing c o l l i s i o n . The parameter C . is t r e a t e d as a c o n s t a n t when the i n t e r -

n u c l e a r d i s t a n c e , R, i s l e s s than an e f f e c t i v e i n t e r a c t i o n range R over 
o 

which the atomic electron clouds interact strongly; and when R > R , C ~ 0. 
o n — 

We defer an extension of the treatment of exc i t a t ions through ro t a t i ona l 
level coupling or "Coriol is mixing" via dependences of 6 on the time-depen-

n 

dent angular veloci ty of the in ternuclear radius vec tor . 

Without loss in gene ra l i t y , we can simplify matters by replacing the 

promotion parameter, 6 ( t ) , by i t s value 6(v,R ) averaged over the c o l l i s i o n 
n o time, t ., and assume a straight projectile path with impact parameter b col 

and constant velocity v. Integration of Eq• (1) over the collision time, 
t , , given by col 

t c o l - ^ ( i - x 2 ) 1 / 2 e ( i - x ) . (2) 

with x = b/R and 9(y) = (1/2) (1 + y/ | y | ) , yields, in terms of the error 

function complement, erfc, 

P_ = erfc (-^T^ , (3) 
S n 

where 

with the abbreviation 

W = (2R v / D ) (v / v ), (5) 
n on n N n 
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in terms of the o r b i t a l veloci ty v , and 
n 

2 2 
e v 

— /*\ 
D ­ ­. • (6) 
n 46 

n 

Since the mean promotion parameter in energy space, 6 . is proportional 
2 — 

to v , D is taken to be a constant and, because of its dimensions 
n 

2 ­1 
[L T ] , i s referred to as diffusion cons tan t . The t o t a l cross sec t ion 
becomes 

* r1 
CT = 2nR / xdx P (x) ft 
n ° J n 

o 

j J . 3 e r r C \ W 1 
1 y y n 

= 2TIRO / ­ t erfc | , ^ ­ j ­ ^ J­ (7) 

We in tegra te and obtain to leading terms (with e r ro r < 10%) 

O ~ TT R » ( 8 ) 
n — o 

n 

■ / ­xt ­3 
where E (x) = | e t dt 

A deta i led treatment of the time dependent diffusion problem of 

exc i t a t ion to the continuum for t o t a l ioniza t ion was given by Mittleman 

and Wilets . I t was developed for inne r ­ she l l ioniza t ions and applied 
6 

to K­shells by Brandt and Jones. I t i s used here for the f i r s t time to 

in te rpre t L­shell da ta . In the diffusion model the probabi l i ty for 

vacancy production per elec t ron in the n she l l is given by 
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P (b) 
n n . ­ n <***> e X p [ ­ ( V + ^ ) T l 2 s n ( b ) L (9) 

where 

. ( b ) . ! i ! P(JL, . P(l0 
n o 

(10) 

with 

F(x) = [ (1 ­x 2 )^ ­ x arc cos x] 9 ( l ­ x 2 ) . (11) 

with the notation w = (2R V / D )(v/v ),«where D = e /C . The total 
n o n n n n n n 

vacancy production cross sec t ion becomes 

R 
J = 2n I P (b)bdb = TIR 2S(w ) , 
n Jo nx o n (12) 

where the function S(w ) is given in Ref. 15. 
n 

Figure 1(a) compares Eq. (3) with Eq. (9) and Fig­ 1(b) compares Eq. 

(8) with Eq. (12). The two approaches lead to essentially the same 
" ­1 

impact parameter and veloc i ty dependencies. The coef f ic ien ts D <*&-
«t n n 

contain in principle all the quantum..mechanical information about elec­

tron promotion between interacting level crossings in the molecular 
\ ­*v*. > ­ " ' "■" 

orb i t a l p ic tu re . The ^ p a r a m e t e r s , D and D , in the two approximations 
n n 

di f fe r merely by a model­dependent numerical factor of the order of 1. 

In p a r t i c u l a r , these coeff ic ients change with e , the gap to unoccupied 

•states, which can be affected by the degree of ioniza t ion and by vacancies 

in the core of the pro jec t i l e s as they are prepared, pr ior to the c o l l i ­



24 

s ion, by the conditions of the experiment and may be affected during the 

time of strong i n t e r a c t i o n . / 

The main r e s u l t s of the experiment are shown in Figs . 2­7 . The 

uncer ta in t ies due to counting s t a t i s t i c s are ind ica ted . Total cross sec­

tions are given in Table I . The K­shell data for P and a are divided by 

2 , the number of e lec t rons in the s h e l l , and reported in the form of the 

summed p r o b a b i l i t i e s , PK(L) + P..(H), and summed cross s e c t i o n s , O" (L) + o* (H), 

per K­shell e l ec t ron . The notat ion (L) and (H),respect ively, re fers to the 

l i gh t and heavy member of the c o l l i s i o n p a i r s . Ionizat ion p r o b a b i l i t i e s 

and cross sections for the individual c o l l i s i o n partners in the Pauli 

exc i ta t ion regime can be culled by use of the Meyerhof charge sharing •' ' 
25 V ±. 

formalism. The var ia t ion with impact parameter for the Mn, Sn and Pb 

t a rge t s seem to be very s imi la r in Figs . 2­4.. Apparently the differences ' ' ,'; \ 

in react ion mechanisms which cause the Z dependent s t ruc tu re in the t o t a l 

cross sect ion data of Kubo et a l . are not s t rongly ref lected in the ':.■■}'■'■ -\.-' 

impact—parameter dependence of P •■ There i s some weak evidence for addi ­

t iona l s t ruc ture in the 45 MeV data which deserves further study. 

We present in Figs . 6 and 7 the L­shel l data in a s imi la r manner by, 

dividing the measured P (H) and 0"T(H) by 8, the number of elect rons in the 

L­she l l . Summed L­shel l probab i l i t i e s and cross sect ions are not ava i lab le 

because the low energy of Ni L x­rays precluded the simultaneous measure­

ment of P (L) and a (L), and the systematics of the sharing of L­shel l 

vacancies is unknown. The magnitudes found for a (H) and the dependence of 

P..(H) on impact parameter and bombarding energy are s imi lar to those 

observed for the K­shell vacancy production. 

Figures 2­7 compare the impact­parameter­dependent data with the 
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s t a t i s t i c a l model p r e d i c t i o n s via Eqs . (9) to ( 1 1 ) . For d e f i n i t e n e s s , R 

i s s e t equal to the Thomas-Fermi r ad ius of the combined atom, 

- 1 / 3 2 /3 2 /3 3/2 R = 0.885 a Z w i t h Z c c = (Z, ' + Z_ ' ) ' and a = 0.0529 nm. o o e f f e f f 1 2 ' o 

The d i f f u s i o n c o e f f i c i e n t s , D and D , were chosen t o ach ieve a bes t f i t 

t o the expe r imen ta l da ta and a r e l i s t e d in Table I t o g e t h e r wi th the exper ­

imenta l and c a l c u l a t e d Eq. (12) t o t a l c r o s s s e c t i o n s . I n s p e c t i o n of the 

f i g u r e s shows t h a t the p a r t i c u l a r cho ice of R does not a f f e c t s e n s i t i v e l y 
o 

the curves c a l c u l a t e d a c c o r d i n g to Eq. (9) in t h e range of b where t h e 

i o n i z a t i o n p r o b a b i l i t i e s a r e l a r g e . In f a c t , i f the P v a l u e s a t t he l a r g ­

e s t impact parameters in F i g s . 3-7 a r e taken t o be i n d i c a t i v e of the con­

t r i b u t i o n s from m u l t i p l e s c a t t e r i n g and long- range p roces se s such as 

d i r e c t Coulomb i o n i z a t i o n , and a r e s u b t r a c t e d (open c i r c l e s ) , t h e e x p e r i ­

mental i o n i z a t i o n p r o b a b i l i t i e s for the s m a l l e r impact parameters drop 

towards zero as the b va lues approach R c o n s i s t e n t wi th the s imple form 
of Eq^ (11) 

Values for D in nearly symmetric collisions are expected to have the 
a form D = [(Z +Z )/A] (fi/m) , where A and a are parameters weakly dependent 

on Z and Z . In the validity range of the statistical model the exponent, 
6 

a, i s expected t o have v a l u e s near 2 . For t h i s at v a l u e , the D va lues in 

Table I i n d i c a t e t h a t A « 13 for 0 0 N i + ocMn and A as 14 for „ 0Ni + c „Sn . 
io Zj 2o 50 

For the most asymmetric c o l l i s i o n , OQNi + 0 0 P b , D i s s m a l l e r , co r r e spond ing 
Zo ol K 

to A « 26. The values of D for Mn and Pb targets are in reasonable 

agreement with our earlier work at a single bombarding energy of 45 MeV. 

It should be emphasized that the number and values of D just cited 

are found by comparing our experimental data with the values of P(b) pre­

dicted in Eqs. (9) to (11). Early work on limited ranges of light atoms 

and in nearly symmetric collisions with Z. + Z_ was described by 
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3 
D given by D ~ [(Z + Z_)/18] n/m, but can be equally well be rcpre-

2 
sented by D = [(Z. + Z ) /12] -h/m consis tent with the present work. 

K. 1 I 

We analyzed the P data for 45 MeV 9ftNi ions on Mn and ,-,-,3" t a r -
K. ^ o Z D j U 

13,14 
gets in terms of the MO model. Vacancies in the 2pn o r b i t a l brought 

into the co l l i s i on are t ransferred to the 2pcr o r b i t a l by ro t a t iona l 

coupling and so produce K-shell vacancies in the l igh t member of the 

in te rac t ing pa i r . Vacancies in the K-shell of the heavy atom can be pro­

duced by radia l coupling between the 2pa and 2pn orSitals . The P were 

14 

calculated using the method of Taulbjerg et al. For proper comparison 

with experiment we have averaged these values over the range of impact 

parameters accepted at each position by our annular detector as described 

in Section II., with the result shown as dashed curves in Fig. 5. In the 
g 

lower Z collision of 17Cl ions on gaseous lftAr, Cocke et al. found agree­
ment with these predictions. For comparison the statistical model curves 
from Figs. 2 and 3 are included as solid curves. 

The theoretical fits to the P data shown in Figs. 6 and 7 were 

obtained by adjusting the value of D without changing the choice of the 

Thomas-Fermi ..radius for the interaction range R . The general shape of 

P as a function of impact parameter is well reproduced. The energy 
dependence of P is somewhat weaker than that displayed by the experi-

L J 

ments. This could represent a stronger dependence of P on the charge 

state of the incident ion than was observed for P • The use of the sta­

tistical model permits a unified description of the production of differ-

ent types of vacancies in ion-atom interactions and illustrates the 

power of the theory in collating different types of experimental data. 
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IV. Summary and Conclus ions 

We have repor ted i n n e r - s h e l l vacancy p roduc t ion p r o b a b i l i t i e s , P 

and P , and t o t a l c r o s s s e c t i o n s , a and a , de r ived from x - r a y p roduc t ion 

measurements for Z = 28 ions on s o l i d t a r g e t s wi th Z„ = 2 5 , 50 and 82 . 

I n n e r - s h e l l i o n i z a t i o n i s d e s c r i b e d in terms of t h e s t a t i s t i c a l model as a 

random walk process from an i n i t i a l i n n e r - s h e l l s t a t e to a t h r e s h o l d which 

depends on the unoccupied l e v e l s and vacanc i e s of the p r o j e c t i l e . The 

impac t -parameter dependence of the P and P da t a can be r e p r e s e n t e d w e l l 

by the s t a t i s t i c a l model through the cho ice of two parameters in the 

d i f f u s i o n c o e f f i c i e n t for a l l c o l l i s i o n p a i r s . Given the se d i f f u s i o n 

c o e f f i c i e n t s , the s t a t i s t i c a l model p r e d i c t s a c c u r a t e l y the va lues of the 

measured K- and L - s h e l l c r o s s s e c t i o n s . The P da t a do noL show the p r o ­

nounced peak a t smal l impa t parameters expected from a model of e l e c t r o n 

promotion thcough 2pn - 2pa MO c o u p l i n g . / 

Our r e s u l t s , t h e n , extend the s tudy of i n n e r - s h e l l vacancy p roduc t ion 

under P a u l i e x c i t a t i o n c o n d i t i o n s to i n t e r m e d i a t e Z . , Z v a l u e s . The 

comparison between exper iment and theory can be in f luenced by v a r i o u s 

f a c t o r s , such as the d i s t r i b u t i o n of charge and e x c i t a t i o n s t a t e s of 

p r o j e c t i l e s moving in dense t a r g e t s . This c i r c u m s t a n c e , which d i f f e r s 

from measurements performed wi th gaseous t a r g e t s , may " f i l l i n " t h e 

s t r u c t u r e p r ed i c t ed for i s o l a t e d c o l l i s i o n s through a s t a t i s t i c a l average 

over the e l e c t r o n i c s t a t e s of the moving c o l l i s i o n p a r t n e r s . Experiments 

a re needed on s o l i d and gaseous t a r g e t s to a s c e r L a i n such e f f e c t s . As to 

the t h e o r y , the s c a l i n g wi th atomic number of the coupl ing scheme in the 

MO model may o v e r - e s t i m a t e the impact parameter a t which P has a nuximum 

in our Z. , Z„ domain. On the o t h e r hand, channe l s opened by the c r o s s i n g 
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of higher molecular orbitals, as subsummed by the statistical model, may 

have gained importance to such an extent that they, in fact, govern the 

vacancy-formation probabilities. As measurements are extended to larger 

Z. and Z2, one may expect that the statistical model provides an 

increasingly effective basis for the prediction of inner-shell vacancy 

production probabilities. 
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Table I. Total inner-shell vacancy production cross sections, a or a , in cm . Data listed under 

Experiment I are from this work, and data under II are from Ref. 1 with mean experimental 

uncertainties of +307.. Theoretical values are calculated from Eq. (4) with the listed 

constants D , D , and R as obtained by fitting Eq. 1 to the experimental probabilities, 

P and P , shown in Figs. 1 to 6. Theoretical values for a (L) and a (H) for 2gNi + 25Mn 

collisions were obtained by calculating a according to Eq. 12 and applying the charge 
K 

sharing formalism of Ref. 22 to a = av(L) + a_ (H) . Numbers in parentheses are powers of 
K K L 

10. 

o„ /2 or a T / 8 (cm2) 

o U i s i o n Observed Cross DK or DL R Q = 4 5 M g V 9 4 M e V 1 3 g ^ 
a i r x - r ays Sec t ion f c m

2 / s e c > fcm) . 
I d e n t i - Experiment Theory Experiment Theory E*pp.r;urie.n,fc Theory 
f i c a t i o n I I I I I I I 

l . K - 9 ) 2 .0 ( -21) 5 .7 ( -21) 1.5C-21) 1.7(-20) 2 .0 ( -20) 2 . C ' - 2 0 ) 3 .9 ( -20 ) 4 . 0 ( - 2 0 ) 

l . l ( - 9 ) 1.0(-20) 1.3(-20) 7 .2 ( -21 ) 4 .2 ( -20 ) 2 .2 ( -20) 2 .5 ( -20 ) 5 .0 ( -20 ) 4 . 0 ( - 2 0 ) 

l . l ( - 9 ) 1 .2(-20) 1.9(-20) 2 .9 ( -20) 5 .9 ( -20 ) 4 . 2 ( - 2 0 ) 7 .3 ( -20) 8 .9 ( -20) 1 .1(-19) 

9 .8 ( -10) 6 .0 ( -22) 3 .6 ( -22) 1.2(-21) 7 .0 ( -21) 4 . 5 ( - 2 1 ) 6 .6 ( -21) 1 .0(-20) 1 .2(-20) 

8 .8 ( -10) 1.2(-20) 5 .0 ( -21) 5 .8 ( -21) 8 .0( -20) 2 .3 ( -20) 2 .1 ( -20) 1.5(-19) 5 .8 ( -20) 

9 .8 ( -10) 3 .4 ( -21 ) 1.9(-20) 3 .6 ( -20 ) 2 .3 ( -20) 5 .9 ( -20) 8 .8 ( -20) 3 .6 ( -20 ) 1 .4(-19) 

8 .8( -10) 2 .1 ( -21) 3 .5 ( -22) 2 .4 ( -22) 2 .5 ( -21) 1.1(-21) 2 .1 ( -21) 3 .0 ( -21) 4 . 9 ( - 2 1 ) 

8 i : i + 25 V i n 

Ni+ Mn 
8 2 5 ' ^ 
„Xi+__Mn o 2:> 

I 
1 
S" * 50bTI 

LKi+mPb o o/ 

Ni+5 0Sn 

\"-> + vb 
q ^ - ' S 2 " c 

NiK 

MnK 

NiK+MnK 

NiK 

NiK 

SnL 

PbL 

cKCH) 

aK(D 

aR(T) 

aR(T) 

oK(T) 

oL(H) 

oL(H) 

19 

35 

21 

14 

39 



32 

Figure Capt ions 

F i g . 1 P r e d i c t i o n s of the s t a t i s t i c a l model in the random walk( ) and 

d i f f u s i o n ( ) approximat ion ag ree in e s s e n c e . 

F i g . 1(a) d i s p l a y s the p roduc t , P x b/R , of the p r o b a b i l i t y 
n o 

for ionization of an inner shell level, n, and the reduced impact 

parameter as a function of b/R . The solid curve is calculated 

from Eqs. (3) and (4) with W- = 1, Eq. (5), and the dashed curve 

from Eqs. (9) and (10) with w = W /3. 
n n 

F i g . 1(b) d i s p l a y s the reduced inner s h e l l vacancy p roduc t ion 
2 c r o s s s e c t i o n , a /riR , for a l e v e l n as a func t ion of W • The n o ' n 

s o l i d curve i s c a l c u l a t e d from Eq. ( 8 ) , and the dashed curve from 

Eq. (13) wi th w = W / 3 . By Eq. ( 5 ) , the a b s c i s s a va lues a re n n 

equa l to the reduced p r o j e c t i l e v e l o c i t i e s , v /v . for 2R v /D = 1 . 
n o n n 

Fig. 2 Probabilities, P = P„(L) + P (H), for the K-shell vacancy 
K K K 

production in light (L) and heavy (II) collision partners, for 

„„Ni + _Mn as a function of impact parameter, b, for three 28 25 
collision energies. The curves present the predictions of 

the statistical model, with the diffusion constant, D , and 
V k 

interaction radius, R , as listed in Table I. 
o 

F i g . 3 K-she l l vacancy produc t ion p r o b a b i l i t i e s , P - P (L) + P (H) ~ P (L) , 
K K K K 

for 00Ni + c„Sn as a function of impact parameter, b, for three Zo 5U 
collision energies. The curves present the predictions of the 

statistical model with D„ and R as listed in Table I. 
K o 

F i g . 4 K-she l l vacancy produc t ion p r o b a b i l i t i e s , P a P l,(L) + P,,(H) ~ P.,(I-) , 
K K K K 

for 00Ni + DOPb as a function of impact parameter, b, for three 2o o2 
collision energies. The curves present the predictions of the 

statistical model with D„ and R as listed in Table I. 
K o 
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F i g . 5 Comparison of expe r imen ta l K- she l l i o n i z a t i o n p r o b a b i l i t i e s , P , 

for „0Ni + orMn and „„Ni + ,,-Sn a t 45 MeV wi th the p r e d i c t i o n s 28 25 28 50 - r 

of the s t a t i s t i c a l and molecular o r b i t a l models . Data and s o l i d 

curves a r e from F i g s . 1 and 2 . V e r t i c a l ba r s r e p r e s e n t uncer ­

t a i n t i e s in coun t ing s t a t i s t i c s . Sol id c u r v e s : p r e d i c t i o n s of 

the s t a t i s t i c a l model wi th D„ and R as l i s t e d in Table I ; dashed 
K o 

c u r v e s : p r e d i c t i o n s based on 2pn-2pa MO coup l ing from Ref. 14 . 

F i g . 6 L - s h e l l vacancy p roduc t ion p r o b a b i l i t i e s , P = P (H) , for 

Ni + ,ASn as a func t ion of impact pa rame te r , b , for t h r e e 28 5U 

c o l l i s i o n e n e r g i e s . The curves p r e s e n t the p r e d i c t i o n s of the 

s t a t i s t i c a l model w i t h D„ and R l i s t e d in Table I . 
L o 

F i g . 7 L - s h e l l vacancy p roduc t ion p r o b a b i l i t i e s , P = P (H) , for 

Ni + 0„Pb as a func t ion of impact pa rame te r , b , fo r t h r e e Zo oZ 
c o l l i s i o n e n e r g i e s . The curves p r e s e n t the p r e d i c t i o n s of the 

s t a t i s t i c a l model wi th DT and R l i s t e d in Table I . 
L o 
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III. Penetration Phenomena 
1. Introduction 

A major program at this laboratory is the investigation 
of the interaction of fast charged particles with matter and 
different pathways of energy-loss mechanisms. To this end we 
have sustained experimental and theoretical programs in the 
energy loss and energy straggling of fast particles in matter, 
and in the potential distribution in the vicinity of the fast 
particle as it penetrates an ensemble of atoms which character­
ize the solid. Knowledge of this potential permits calculations 
of stopping powers and energy straggling. It creates a theoret­
ical framework within which the experimental results can be 
assessed. 

2. Screening of ions in solids (Laubert, Chen, Kim) 

The potential established by a swift charged particle as 
it penetrates a solid target is one of the basic problems of 
collisional atomic.physics. We have embarked on an experimental 
programwith the intent of determining this quantity directly, 
and to compare our results to theoretical estimates. 

The method uses molecules as incident projectiles. This 
constrains the initial internuclear separation between the 
nucleii of the atoms. Upon entering the target the bonding 
electrons of the molecule are removed by scattering. ' The 
nucleii experience forces due to the medium and to the cluster of 
nucleii moving in close proximity. This will cause the 
constituents of the cluster to separate. The separation is 
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given by the internuclear potential in the moving cluster, 
and proportional to the transitive of the cluster. When 
leaving the target the cluster can capture electrons, and 
the separation continues in vacuum in a well defined potential. 
The total explosion experienced by the nucleii of the molecule 
in an apparatus can be determined by measuring the final 
energy difference of the cluster constituents. The final 
energy distribution of neutral and charged particles is 
indicative of the internuclear potential inside the target 
medi urn. 

The experimental arrangement employed in these studies 
is shown schematically in Fig. 1. A magnetic spectrometer (MI) 
selects the desired particles from the New York University 
heavy-ion accelerator. Following MI a pair of crossed slits, 
separated by ~ 40 cm, restrict the angular divergence of the 
beam to ±0.2 mrad and prevent slit-scattered or dissociated 
particles from reaching the target. The targets were located 
inside a liquid nitrogen cooled cylinder to reduce carbon 

4 deposition on the entrance and exit surfaces of the target. 
The target thickness was determined by measuring the energy 

2 loss of 75 keV protons and using a value of 0.75 keV/yg/cm 
5 for the stopping power of carbon. Typically a beam size of 

_3 ~ 10 - cm diam reached the target with an intensity of 
(1 to 5 )x l0~ A. The u n i f o r m i t y o f the carbon t a r g e t was 

checked over an extended area by measuring the energy loss and 
straggling of the emerging protons. Target areas that were 
uniform within ±10% were selected for this experiment. A 
second set of crossed slits, located 15 cm downstream from the 
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target, selected particles about the forward direction having 
an angle of 0.2 to 1.0 mrad.' The total angular distribution 
of the emerging particles was 3 to 15 mrad. A second magnetic 
spectrometer (Mil) analyzed the energy of the selected parti­
cles. The magnetic field is swept by a programmable power 
supply and measured by a differential gaussmeter whose ampli­
fied output is connected to a linear gate. A solid state 
particle detector, located in the focal plane of the analyzing 
magnet, coupled to a single channel analyzer provided the 
second input for the linear gate. The linear gate signals 
were stored in a pulse height analyzer (PHA) whose channel 
number is then proportional to the energy of the detected 
particles. Converting from momentum to energy distribution 
we find the energy resolution, AE^/E,, of this system to be 
(1 to 5)xl0" . To average the beam intensity fluctuations 
during the collection time (typically 10-20 minutes) the 
magnetic field of Mil was swept twice per minute. 

The composition of the molecular beam was ascertained by 
removing the target and measuring the intensities of the disso­
ciated molecules. In all cases the dissociated fraction was 
less than 10"3. 

Typical results obtained with carbon targets are shown in 
Fig. 2. The narrow distributions, open symbols, are obtained 
with proton beams. Their energy straggling, as measured by the 
full width at half maximum (FWHM), after correction for target 
nonuniformity agrees with theory. The broad distributions, 
full symbols, are obtained with H2 beams. As the widths of 
these distributions increase with increasing projectile energy 
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(Fig. 2a-2c), three distinct peaks are resolved. For brevity 
we label the high energy peak as 1, the middle peak as 2, and 
the low energy peak as 3. We note that the FWHM of peak 3 is 
greater than those of peak 1 and 2 whose FWHM equals that of 
proton energy straggling. The intensity of peak 2 increases 
linearly from ~ 20% for a 300 keV H^ beam to ~ 60% for a 100 
keV Hp beam. Increasing the target thickness from 1.4 to 

p 4.5 yg/cm (Fig. Ic-ld) results in a two-peak distribution 
and the disappearance of the clearly resolved center peak. 

Peaks 1 and 3 are attributed to the leading and trailing 
particles in the exploding clusters. The higher intensity of 
peak 3 relative to peak 1 results from wake forces which tend 

g 

to align the trailing particle behind the leading particle. 
Peak 2 has not been observed previously. Its properties coincide 
with those one expects from clusters that did not experience 
explosion inside the target. 

As a first step, we separated post-target explosion from 
processes inside the target through coincidence measurements 
between emerging H and H particles. The 0°, which counted the 
neutral particls, and 90° particle detector outputs, through a 
timing single channel analyzers, started and stopped a time-to-
amplitude coverter (TAC). The TAC output was collected in a 
PHA, and after passing through a single channel analyzer, served 
as an input to the linear gate. The full width at half maximum 
of the TAC spectrum was ~ 20 ns and a true-to-accidental ratio 
of ~ 5 was maintained throughout the experiment. A typical 
coincident spectrum for a 2 ± 0.2 yg/cm target and 25 hours of 
bombardment with 290 keV Hp ions is shown in Fig. 3 together 
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with the noncoincident spectrum which is obtained in 10-20 
minutes. The solid line is to,guide the eye. Insufficient 
statistics prevents us from deciding the relative intensities 
of peak 1 and 3. The total energy width of the coincidence 
distribution is '= 4.5 keV which is about 0.5 keV less than the 
noncoincidence distribution, indicating little post-target 
explosion for clusters exploding in the target. The 4.5 keV 
energy width is attributed to the conversion of Coulomb and 
vibrational energy into kinetic energy of the cluster constit­
uents. The differences in the relative peak intensities in 
the two distributions are indicative of clusters with two 
charged nuclei that undergo post-target explosion. The 
coincidence distribution measures the particle distribution 
at the exit surface of the target and indicates that only 50% 

of the clusters undergo explosion in the target. Experiments 
2 2 

with thicker targets (4.5 yg/cm and 9 yg/cm ) at this cluster 
velocity indicate no discernable differences in the coincidence 
and noncoincidence distributions. From this we conclude that 
the relative intensity of peak 2 decreases with increasing 
target thickness. 

We have also measured the energy distribution of the emerging 
neutral particles. As expected, the energy distribution is 
identical to the coincident energy distribution shown in Fig. 3. 
The measurement of the energy distribution of the emergent 
neutral particles is accomplished by removing the charged 
particles, with the aid of an electric field between the target 
and analyzing magnet, and ionizing the neutral particles by 
introducing some gas in the region between the electric an^ 
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magnetic fields. At a gas pressure of ~ 10 Torr (about an 
order of magnitude greater than the background pressure) we 
find that we ionize approximately 10% of the exiting neutral 
particles. The advantage of measuring the energy distribution 
of the neutral particles as opposed to the energy distribution 
of the charged particles in coincidence with the neutral parti­
cles, is that the collection time is reduced from ~ 25 hours 
to ~ h hour. . 

It is possible that the occurrence of unexploded clusters 
is linked to molecules with internuclear distances that are 
larger than the screening length of the Coulomb force of moving 
particles in the solid. Since an H ? ion can be in any of 19 
vibrational levels the internuclear separation can vary from 

o + 
0.6 to 2.0 A. Using internuclear separations of H„ given by 

9 3 
Remillieux and a dynamic screening length of RD = v-j/w , 
where w is the dominant response frequency of the medium 
(uiQ - 0.82 a.u. for carbon), one calculates that for 300 keV 
incident H 2 molecules more than 80% of the clusters should 
have exploded during transmission. This is a lower estimate 
because we assumed the internuclear distances corresponding 
to highly excited vibrational states of molecules. New evidence suggests that the molecule may be in the ground states 10 We 

at tempted to change these cond i t i ons by choosing a molecule 

w i t h s h o r t e r i n t e r n u c l e a r d i s t a n c e s , v i z . HeH , and analyzed 

the emerging p ro tons . Again three-peak d i s t r i b u t i o n s were 

observed. For HeH molecules the es t imated unexploded f r a c t i o n 

i s 5% f o r 300 keV and 10% f o r 250 keV. Exper imen ta l l y we f i n d 
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an unexploded fraction of 40% at 300 keV and 45% at 250 keV. 
The fact that we observed peaks indicative of unexploded 

clusters from greatly differing molecules makes it unlikely 
that their occurrence is due to a fortuitous cancellation, 
through vibrational excitation and subsequent straggling, of 
the explosion force while the particles are inside the solid. 

The present experiments probe the screened potential of 
ions that move in close proximity through a solid. The theory 
for such multicenter potentials has not been developed. One 
of the models for the charge state of ions in solids asserts 
that a moving proton cannot have a bound state inside a solid. 
A linear superposition of the screened potentials of the indi­
vidual ions implies that all clusters should explode. The fact 
that 50% are observed not to explode signifies that the actual 
dynamic screening, at least for some internuclear orientations, 
is sufficiently strong to prevent explosion between moving ions 
a molecular-bond distance apart. 

An alternative viewpoint is that protons retain electron 
12 bound states even in solids. To explain our findings in 

these terms, at least one of the nuclei of the cluster must 
carry an electron during its transit time. The unexploded 
fraction of clusters is determined, in the simplest approxima­
tion, by twice the product of the neutral and charged fraction. 
Although these experiments do not prove the existence of 
electron bound states for moving protons in solids, the results 
are in qualitative agreement with this view. 
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Another possible explanation for the central peak can 
be put forward by considering electron capture by the cluster 
upon exiting from the target. Clearly, if no electrons are 
captured the nuclei are in a Coulombic potential and experience 
post-target explosion. This is evident by comparing the 
coincident and noncoincident spectra in Fig. 3. If the exit­
ing cluster captures one electron then for diprotons, the post 
target potential established is that of an H 2 molecule, which 
in the ground state has negative values for interneuclear 
distances that are greater than the equilibrium internuclear 
distance. This will tend to inhibit explosion and hence 
decrease the final energy separation. This can result in the 
formation of the central peak. If the internuclear velocity 

2? J' + 
vi < ^M ^2' w n e r e e is the potential of the ISa state of H 2 
at the exiting internuclear separation, then a H 2 molecule 

2 will be formed. For 2 yg/cm targets and velocities considered 
_3 here typically 10 of the incident particles will satisfy this 

condition. The majority of clusters will have an internuclear 
velocity greater than this amount and the molecule will 
dissociate into a charged and neutral hydrogen. Hence one would 
expect the neutral and proton spectra to reflect the central / 
peak. This is what is observed in Fig. 3. 

To alleviate this latter ambiguity we investigated the 
energy distribution of the emergent neutral and charged hydrogen 
atoms when HeH molecules are the incident projectiles. Then 
one would expect: 



48 

# of electrons 
captured 

0 

1 

2 

2 

3 

Exit 
configuration 

HI2
 + H + 

He+
 + H+ 

He0 + H+ 

He+ + H° 

He+ + H° 

Total energy difference 

A E t = 4 E , + 

A E t = 4 E , + 

4E t = AE, -

A E t = 4 E j -

AE t - AE, 

2AEC -\ 

"= r 
*. J 
*Em } 

j 

Observed 
specie 

H+ 

H° 

where AE. is the total energy difference of the emerging particles 
and is the sum of the energy gained inside the target, AE., the 
post target Coulombic explosion, AE , and the energy lost over­
coming the molecular potential barrier at the exit nuclear 
separation, AE . r m 

The energy distribution for the emergent protons and neutral 
hydrogen for 300 keV HeH incident molecules is shown in Figs. 
4 and 5, respectively. At the present velocities the one and 
two electron capture processes will dominate the proton distri­
bution. The central peak in Fig. 4 is accounted for by the two 
electron process and the resulting implosion,while the side 
peaks result from the one electron process with the additional 
post target explosion. At higher incident velocities the two-^ 
electron capture probability decreases resulting in the diminu­
tion, and eventual disapperance, of the central peak. 

When we measure the neutral hydrogen energy distribution 
only the three-electron capture process is important since the 
yield of neutral hydrogen from the two electron capture process 
is ~ 1/5-1/10 of the yield from the three electron capture 
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process. This was checked experimentally by measuring the 
yield of charged and neutral hydrogen when fast HeH molecules 
dissociate in a gas. Hence the neutral hydrogen energy distri­
bution reflects the energy distribution of the exiting particles 
The experimental results, Fig. 5, indicate that there is 
explosion of the clusters inside the target. These experimental 
results, Fig. 4 and Fig. 5, cannot be explained in terms of 
hydrogen bound states in solids. We conclude that this is 
direct experimental evidence that there are no bound states on 
moving hydrogen protons in solids. A qualifier for the previous 
statement is required. It is possible that the results of 
Figs. 4 and 5 could be explained in terms of molecule formation 
in the target. We are presently investigating if this is a 
feasible mechanism. 

To observe this central peak stringent requirements have 
to be met. The incident particle energy and target thickness 
have to be such that the explosion energy in the laboratory 
system is greater than the straggling and small-angle scattering 
energy, and the probability of electron capture has to be 
sufficiently large to detect a reasonable fraction of the total 

particles. This explains why the central peak has not been 
8 13 ' 

identified at higher incident energies. ' 
Through the study of the energy distribution of the emerg­

ing particles when molecules are the incident projectiles, one 
has a direct experimental method for determining the potential 
established by swift ions in solid targets. Experiments are 
in progress to exploit this result. 
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Figure Legends 

Fig. 1. Schematic of the experimental arrangement. 

Fig. 2. The energy distribution of emerging protons when 
100 keV (a), 200 keV (b), and 300 keV (c), H* ions 

2 are incident on 1.4 ± 0.1 yg/cm carbon targets 
(solid points). Triangles represent the distri­
bution of equal-velocity incident protons. The 
arrow marks the location of the incident energy. 
Figure (d) is obtained when 300 keV H2 and 150 keV H+ 

2 are incident on 4.5 ± 0.3 yg/cm carbon target. 

Fig. 3. a) The energy distribution of emerging protons in 
coincidence with neutral hydrogen atoms when 190 keV 
+ 2 
H? is incident on 2.0 ± 0.2 yg/cm carbon target. 
The solid line guides the eye. The bottom figure 
shows the noncoincident energy distribution for 
the same experimental conditions. 
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Fig. 4. The energy distribution of emerging protons when 
+ 2 

300 keV HeH molecules are incident on 1.4 ± 2 yg/cm 
carbon targets. 

Fig. 5. The energy distribution of emerging neutral hydrogen 
atoms when 300 keV HeH molecules are incident on 

2 1.4 ± 2 yg/cm carbon targets. 

3. Clusters penetration through solids (Brandt, Chen, Kwang, 
Laubert) 

To increase our understanding of the nature of the inter-. 
action of fast charged particles with matter we have undertaken 
an experimental and theoretical program to study the energy 
loss of molecular projectiles in solid targets. 

The experimental procedure outlined in the previous section 
permits us to measure the energy distribution and energy loss 
of exiting charged and neutral particles about the forward (0=0°) 
direction. This is a valid experimental technique for the 
measurement of the average energy loss of all transmitted 
particles if the mean energy loss is independent of the scat­
tering angle. To ascertain this we measured the energy distri­
bution as a function of the exiting angle by inserting a pair 
of electrical plates between the target and the entrance slit 
of Mil which allows us to select particles with the scattering 
angle of interest. An alternative method is to translate, in 
the horizontal or vertical plane, the entrance slit of Mil. 
This method was employed in measuring the energy distribution 
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of neutral particles. We check, in Fig. 1, our experimental 
procedure by measuring the relative intensity distribution 
of exiting H , H, and H" as a function of scattering angle 

2 
for 150 keV protons incident on a 5.3 yg/cm carbon target. 
The solid line in Fig. 1 is the intensity distribution as 
calculated by the theory of Meyer . The data agree with the 
theory irrespective of the experimental procedure (using 
electric plates or translation of entrance slit) or of the 
exiting particle. The mean energy loss for H and H exiting 
from the above target as measured by the centroid of the 
distribution as a function of scattering angle is shown in 
Fig. 2. Except for a slight (~ 5%) increase in the mean energy 
loss due to nonuniformity of the target and possible correlated 
electronic and nuclear energy loss (see section 7 ),"the mean 
energy loss is independent of the scattering angle and the 
charge state of the exiting particle. Hence a measure of 
AE at 6=0 suffices when atoms are the incident projectiles. 

As is evident from Fig. 1 of the previous section, the 
energy distribution of the exiting particles when molecular 
ions are incident on solid targets is radically different. 
In Fig. 3 we show the energy distribution of the exiting .protons 
as a function of the scattering angle for 150 keV/amu H2 inci-2 dent on 1.8 yg/cm carbon target. The angular distribution, 
as measured by the angular half width at half maximum, 9!, is 
approximately a factor three greater than the angular half 
width due to protons. This is shown in detail in Fig. 4 where 
we also note that the angular half width for H and H~ is the 
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same and lies between that observed from H from incident 
protons and H~ molecules. The half width for exiting mole­
cules is less than that observed for protons. Figure 5 shows 
the half widths for incident protons and H? molecules as a 
function of the incident energy. These measurements are 
analogous to, and corroborate, the energy distribution measure­
ments. 

To determine the mean energy loss when molecules are the 
incident projectile we need to know the mean energy loss as 
a function of the scattering angle of the distribution shown 
in Fig. 3. Although it is not apparent from Fig. 3, the mean 
energy loss (as determined by the centroid of the distribution) 
is again independent of the scattering angle. This allows us 
to extract the energy loss in the forward direction (6 = 0) 
and compare these results to the energy loss by incident protons 
in the same target. The ratio of the stopping powers, defined as 

R = 
AE(H+,H+) 
AE(H+,H+) 

where the n o t a t i o n (H2>H ) r e f e r s to i n c i d e n t p r o j e c t i l e , i n 

t h i s case H^, and the e x i t i n g p r o j e c t i l e , i n t h i s case H . 

The r e s u l t s as a f u n c t i o n of the i n c i d e n t energy are shown i n 

F i g . 6. They c l e a r l y i n d i c a t e t h a t at low i n c i d e n t energies 

the s topp ing power f o r c l u s t e r s i s 1 ess than f o r i d e n t i c a l 

v e l o c i t y p ro tons . At h igher i n c i d e n t energ ies the s topp ing 

power of clusters is g rea te r than f o r atoms i n d i c a t i n g the i n t e r ­

a c t i o n o f the wakes of the moving p a r t i c l e s i n s o l i d s . The 
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solid line is the theoretical result discussed in the next 
section. 

From the above discussion and the experimental results 
it is evident that wake phenomena are an important consideration 
in the stopping of charged particles in matter and the technique 
of using incident molecular projectiles will help to elucidate 
these aspects. Work is continuing utilizing other projectiles 
and different target materials. 

Figure Legends 

Fig. 1. The intensity, in orbitrary units, as a function 
of the exit angle, in milliradians, for 150 keV H 

2 incident on 5.3 yg/cm carbon target. The so.lid 
line is the theoretical result of Meyer. "Vertical" 
signifies distribution in the vertical plane while 
"horizontal" marks the analogous distribution in the 
horizontal plane. 

Fig. 2. The energy loss, in keV, as a function of scattering 
+ 2 

angle, in mrad, for 150 keV H incident on 5.3 yg/cm 
carbon target where the exiting charged and neutral 
particles are observed. The error bar marks the 
typical experimental uncertainty of ± 3%. The arrow 
marks the HWHM of the intensity distribution. 

Fig. 3. The energy distribution at various scattering angles 
of 'exiting H when 150 keV/amu H? molecules are 

2 incident on 1.8 yg/cm carbon target. 
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Fig. 4. The intensity distribution of the exiting particles 
(Hp> H , H, + H~) as a function of scattering angle 
when 150 keV/amu H2 molecules are incident on 
1.8 yg/cm carbon target. For comparison the (H ,H ) 
distribution is shown for the same target. 

Fig. 5. The HWHM of the intensity distribution, 0,, in mrad, 
2 for 1.8 yg/cm carbon target as a function of the 

incident energy in keV/amu. The proton results are 
shown for comparison. 

Fig. 6. The ratio of the cluster to atom energy loss, 
AE(H2,H )/ AE(H ,H ), as a function of the incident 

2 cluster energy for a solid carbon target of 1.8 yg/cm . 
The error bar marks the experimental uncertainty of 
± 5% for each energy loss measurement. The solid line 
is the theoretical result discussed in the next section. 
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4 . Stopping Power Maxima (Stanton) 

I t i s we l l known from experiment t h a t the e l e c t r o n i c 
2 

s topp ing power f o r any t a r g e t increases as 1/v when the v e l o c i t y 

v of the p r o j e c t i l e decreases and reaches a maxima before 

decreasing to zero w i th v . From the Bethe-Bloch express ion 

f o r the s topp ing power 

dE 
dr 

4 T T Z J N Z 2 

(1) 

where 

L - 1 v x 0nn 2v 
Z2 i j k ik w i k 

(2) 

Z. and Z 2 are the atomic numbers for the projectile and target, 
respectively, N is the atomic density, and f-k is the oscillator 
strength for a transition (i+k) of frequency w-k! The increase 
of d E 

dr as v decreases is evident. However, the position and 
shape of the maximum is incorrect, and the appearance of negative 

2 
terms for w.. > 2v is unphysical. Rather than seeking a differ­
ent expression for L, it has been argued that the decrease in 
the number of oscillators able to contribute to the stopping 
is more important than the form of L in determining the maximum. 
When the effect of the decrease in the number of effective 

2 oscillators with decreasing v becomes equal to the 1/v increase 
dE l n dr the stopping power has its maximum value. 
To implement this picture we neglect negative terms which 

appear in L . For a statistical model of the atom, the expression 
for L requires an integration rather than a summation, and the 
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neg lec t o f negat ive terms is accomplished by a c u t o f f i n the 

upper l i m i t o f i n t e g r a t i o n . Equation (2) becomes 

V2X 
L = f dftg(ft) £og 2X 

a ' (2 ) 

where g(ft) is the differential oscillator strength distribution 
2 as a function of the scaled frequency Q = u/l? and X = v /v Q Z 2 . 

In Fig. 1, the stopping cross section, S = 
4TTNZ1

2 
dE 
dr 

_ 1 c p 

(x 10" eV-cm ) , c a l c u l a t e d w i th two d i f f e r e n t express ions 

f o r g (w ) , is compared w i t h proton data f o r Z2 ranging from 1 

to 83. Both curves are un i ve rsa l i n the v a r i a b l e X and are 
c a l c u l a t e d using the Lenz-Jensen ground s t a t e dens i t y d i s t r i b u -

3 r da) 
t i o n . The s o l i d curve uses g(w) = - 1 / 3 / d r r 

d^w_ 
dr + 4 

6(a) (r)-oi), an expression derived previously.^ The dashed curve 
2 2 employs g(u) = /dr r u)£(r) 6(oi (r)-w), an expression written 

down by Lindhard and Scharff in heuristic analogy to a uniform 
electron system, and derived by Brandt and Lundquist for an 

4 2 
atom. In both expressions wi" = 4irp (r) is a local plasma 
frequency for a the ground state density distribution P 0(r). 
For X > 0.1, the curves cannot be distinguished and as X increases 
beyond the range shown. The data for all targets follow the 
curves closely. As one moves from higher to lower values of X, 
the general trend is consistent with what one should expect. 
Since statistical models of an atom are considered to be correct 
only in the limit of infinite Z,, the data points should 
approach the universal curve as Z 2 increases. It is also clear 
that the preponderance of the data from high Z 2 targets tend to 
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follow the solid curve rather than the dashed curve i 
region where the curves exhibit a difference. 

In view of the simplicity of the model, the agre 
between theory and experiment is reasonable. One sho 
expect the maximum to occur at the same X value for e 
target. The gap between theory and experiment might 
narrowed through the use of an appropriate set of gro 
wave functions and a Z2-dependent cutoff in the integ 
over frequency. 
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5 . P r o j e c t i l e - C h a r g e Dependence o f S t o p p i n g Powers ( B r a n d t , 

R i t c h i e , ORNL) 

The s t o p p i n g power o f m a t t e r f o r p a r t i c l e s o f charge Z,e 

mo 
2 , v i n g w i t h v e l o c i t y Vi i s p r o p o r t i o n a l to Z, i n t he Bethe t h e o r y 

1 o f energy l o s s . The t h e o r y has been ex tended to i n c l u d e the 

p o l a r i z a t i o n o f t he t a r g e t atoms by t h e p r o j e c t i l e w h i c h , to 
3 2 l o w e s t o r d e r , g i ves a p o l a r i z a t i o n te rm p r o p o r t i o n a l to Z , . 

The r e s u l t s o f t h i s deve lopment were c o n f i r m e d i n a quantum-

mechan i ca l h a r m o n i c - o s c i l l a t o r a p p r o x i m a t i o n wh ich l e a d s to 
3 

i d e n t i c a l f o r m u l a e . 
3 

When averaged ove r the t a r g e t a t o m , the Z , - d e p e n d e n t 

terms c o n t a i n a s c a l e d minimum impac t p a r a m e t e r , deno ted as b. 

I t i s o f o r d e r u n i t y and e s s e n t i a l l y i n d e p e n d e n t o f the a tomic 

number , Z 2 , o f the subs tance i n wh ich the p r o j e c t i l e moves. 
4 1 

A d j u s t i n g on r e l a t i v e s t o p p i n g powers o f 1 3Aft and 7 3 Ta f o r ,H 
4 

and 2He y i e l d e d a f i r s t t r i a l v a l u e b = 1 . 8 . 
5 

In new e x p e r i m e n t s A n d e r s e n , Bak , Knudsen, and N i e l s e n 

ex tended t h e measurements t o r e l a t i v e s t o p p i n g powers o f 13A&, 
1 4 6 

2 g C u , 4yAg , and 7gAu f o r , H , 2 H e , and - L i i ons i n t h e range 
2 v, = 7v to v, = 12v , where v = e /tf. Data have been 

6 1 4 
reported by the Oak Ridge group on the stopping of .H, 2 H e , 
|Li, 1°B, ! g C , ̂ N , ^ 0 , and !gF ions in 7 gAu targets. It is 
the purpose of this note to present an analysis of these data 
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i n terms o f c u r r e n t t h e o r y , and t o assess t he i m p o r t a n c e 

o f p o l a r i z a t i o n e f f e c t s and p r o j e c t i l e charge s t a t e s on t h e 

s t o p p i n g power o f m a t t e r . I n Sec. 2 , t h e c u t o f f paramete r b 

i s d e t e r m i n e d on t he l i g h t ­ i o n d a t a . A l t e r n a t e models f o r 

t he p o l a r i z a t i o n t e r m s , depend ing on t h e c h o i c e o f c u t o f f 

p a r a m e t e r , are examined i n Sec. 3 and f ound t o be i n need 

o f i n n e r ­ s h e l l c o r r e c t i o n s f o r t h e i r a p p l i c a t i o n . The da ta 

a n a l y s i s f o r heavy i o n s i n Sec. 4 agrees w i t h t h a t f o r l i g h t 

i o n s p r o v i d e d one i n v o k e s e f f e c t i v e ­ c h a r g e t h e o r y . 

2 . L i g h t i ons 

We write the stopping power, S = ­dE,/dx, of a medium 

composed of atoms with atomic number Z ? at density n for 

p a r t i c l e s o f n o n ­ r e l a t i v i s t i c v e l o c i t y v­,, o r k i n e t i c energy 
2 

E, = %M, v,, where M. = A, M„ is the mass of the ion of 
1
 2 1 1 1 1 o 

atomic weight Ai, N = 1836 m being the atomic mass unit 

(amu) and m the electron mass, in the form 

A 7
2 4 v 

4ir Z,e n Z~ 
mv. 

(LB + Z Ll + I\L2 ♦ (1) 
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Here 
2m v' 

LB = L o 4 * = log ­ r 
c
„
 z

i
e 

(2) 

is the Bethe­Bloch stopping number per target electron in terms 
of the mean ionization potential I K Z 0 of the medium, K 

o 2 o 
being the Bloch constant. The term C / Z 0 accounts for inner J o 2 7 2 
shell corrections. The function $(£)> with £; 

Z
l

e
' 

Hv 1 
­, is gi ven l n 

terms of I|J, the logarithmic derivative of the gamma function, 

4>U) = < K D ­ Rei|/(HU) (3) 

It connects the classical theory, valid when £ >> 1, with the 
quantum mechanical theory, valid when £ << 1. 

The function L,, averaged over the statistical Lcnz­Jensen 
2 

model of the target atom, can be written in the compact form 

r(b/x
1
/
2
) 

L
l

( b ; x ) ~ zl/2 x3/2 (4) 

where x z
 v

i /
Z

2
v
o

 = lOL^OlcV j /A ,
 l

2'
 T a ! j l 0 * gives values of the 

■1/2 
function Z~ L,(b;x) for a range of b values. Without including 

<*>(£) , analysis of early data gave the trial value b = 1.8. The 

more extensive recent data yield, with the inclusion of <I>(0> 
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larger L, values, corresponding to a new "best" parameter value 
b = 1.4 ± 0 . 1 for targets with Z 2 > 13. In fitting to the data, 
we set 

L
i
 + z

i4
 + Al

3 *■■■ -
 L

i
[ 1 ♦

 z
iuf

 + z
i r f

 +
­­­

] ■ 4 (5
> 

because exploratory calculations indicate that Z Z^L /Z,L1 can 
v=2

 L v L x 

have positive or negative values depending on stopping conditions 
but that the absolute value in this velocity range may be << 1. 

3. Z, terms 
The polarization stopping number L1 was evaluated first with 

an inner cutoff distance a proportional tc the orbital radius, r, 
to 

2 
of the electrons responding with frequency to(r). When averaged 
over the atom this yields the empirically determined parameter 
b a 1.4. Other models equate a with the harmonic oscillator 

to 

9 ^ 
ampl i tude , a ­ Oi/2mto)

 2
, and the quantum mechanical minimum (0 

10 
impact parameter , a = |'i/2mv, . When one averages these models 
over the target atom, one can write 

3iTe G ,<*> , \ , , 2mv 
=■ / g (tojtodu) log —u — 

4mv 1
J o

 ,IW 
(6) 

2 
i
T
li W. log 
? 1 

4mvJJ1 

2my; 
(7) 
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where 6 = 1 if a u = (H/2niu)'2 and G = 2 if a = (H^niVj); g (u) 
is the differential oscillator strength distribution of the 
target atom normalized such that /"g (to)du = 1, and C./Z2 denotes o 
inner-shell corrections of L,. Equation (7) introduces energies 
W, and I, as 

W, = tc, Zp = }1 / g (to)todto , (8) 

log I j = log K.Z2 = tf /"'g (w)wdw log Hw/W. (9) 

Similarly, the Bethe stopping number is 

L„ = / g (to)dto log u o 
2mv? C 2mv? C 

- j- - log —j j-Ll xo ^2 
(10) 

such that 

log I = log K QZ 2 = / g(u)do) log Hu 
o 

(11) 

One may evaluate the constants K , k, , and K, from 
11-13 moment integrals , s(k), defined as 

s(k) = / g ( w M M dw , 
o 

(12) 

and normalized such that S(0) = 1. Treating s(k) as an analytical 
function of k, one obtains the approximations 

W2 = s(l) , 

log lx = s*1(l)rds(k)/dk](.^1 , 

log I Q = rc ls (k ) / d |O k = 0 

(13 ) 

(14) 

(15 ) 
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Tables of s(k) are available. ' . For illustration, we have 

calculated the constants for some elements, using Dalgarno's 
1 3 ' Table II interpolation formula, with the results given in Table II. 

The Bloch constants K so obtained agree well with experimental 
data 16 

.In terms of the Lenz-Jensen statistical model of the atom 

with density p , one can estimate,'with w(r) = xĈ 'ire p" (r)/m]'2, 

W^J =. k^ JZ 2 = 4TTZ21 /c°pLJ(r)Ho)(r)r2dr , 
o 

(16) 

l o g I ^ J = l o g K^ JZ 2 = 47rZ~1 / ° p L J ( r ) .K iw( r ) r 2 dr l o g H to ( r ) /W^ J , ( 17 ) 
o 

and 

l o g I ^ J = l o g t ( ^ J Z 2 = 47TZ"1. / 0 0 p L J ( r ) r 2 d r l o g M r ) . ( 18 ) 
o 

The LJ constants, with x = 1-29, are listed in table.II. In 
comparison with Eq. (4) and Eqs. (16). to (18), the constants for 
atoms up to Z = 5 4 , calculated by the method of moment integrals, 
are larger and have additional Z 2 dependences. Over the entire 
range of x values under discussion, 1 <. x £ 11, these differences 
can only be studied and the relative merits of the two model 
approximations represented by the parameter G be assessed when, 
in analogy to C Q/Z 2 for L , inner-shell corrections C,/Z 2 

are developed for L,. 

4. Heavy ions 

The Oak Ridge stopping power data of ions, 1 < Z. <_ 9, 

moving at v, = 8.94v and v, = 11.98v in random 7gAu foils, 
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were treated in a manner similar to that described in Section 2 
The data for channeled ions require separate considerations. 

1 o 
According to the effective-charge theory , one may write 

S = Z* 2( V ])S 0 , (19) 

Fig. 1 

where Z,(v,) is the effective charge of the ion which depends on 
v, but only weakly on the medium. S is the stopping power per 
unit charge in the limit Z, ->- 0. Setting 

Zj - Z.[l- exp(0.95v 1/Z 2 /' 3v o)], the data, S, are plotted in Fig. 1 
in the form 

mv L = 1 
4ire nZ, 

S 
;*2 
1 

* r> 
Z i e 

Hv n 
(20) 

as a function of Z,. Extrapolation to Z, -> 0 yields L (8.94v ) = 
1.44 ± 0.04 and L (11.9v ) = 1.86 ± 0.05. By comparison, Eq. (10) 
gives for 7 gAu, with I = 797 eV and C Q/Z 2 = 0.27 at v. = 8.94v'o 
and C / Z 2 = 0.38 at Vj = 11.9v, the stopping numbers L (8.94v ) = 1.43 
and L (11.9v ) = 1.87. 

This permits one to extract L. from the data, in the form 
Table III (L-L )/Zj as collated in Table III, with mean values L1(8.94v ) = 0.10 

and LjCll. 9v ) = 0.08. From Table I with b = 1.4, we find 
L1(8.94vQ) = 0.104 and LjOl.Bv ) - 0.079. The fluctuations in 
Table III may be indicative of contributions from I. , v > 1, but 
they do not exceed experimental uncertainties. The trend of the 
8.94v data could signify th.it they may be negative, as are some 
results from preliminary calculations . "Ihis merits further study. 

http://th.it
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I n c o n c l u s i o n , c u r r e n t n o n r e l a t i v i s t i c s t o p p i n g - p o w e r da ta 

in the ranges 1 < Zj < 9, 7 < V-^/VQ < 12, and 13 < Z~ < 79 are 
3 

c o n s i s t e n t w i t h t he t h e o r y o f Z-, e f f e c t , assuming t h a t e f f e c t i v e -
charge t h e o r y a p p l i e s . Compar ison o f e x p e r i m e n t s w i t h c a l c u l a t i o n s 

o f t h e p o l a r i z a t i o n s t o p p i n g number l-^ by t he method o f moment 

i n t e g r a l s and t h e assessment o f t h e u n d e r l y i n g models r e q u i r e t h e 
3 

deve lopment o f i n n e r - s h e l l c o r r e c t i o n s to the Z , - p r o p o r t i o n a l 

s t o p p i n g power c o n t r i b u t i o n s . 
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Table I 

3 
The Z,-dependent stopping number function L,, Eq. (1), in 

2 2 

a t a r g e t of atomic number Z? as a func t ion of x = v i / v o Z 2 ^ o r 

var ious parameters b . Note t h a t x = 40E,(MeV)/A,Z2 . The 

funct ion F(w) i s taL i l a t cd in r e f . 2. 

X 

-

1.0 

Z 1 / 2 L : Ll L l 

1.2 

= F ( b / x 1 / 2 ) / x 3 / 2 

1.4 1.6 1.8 2 . 0 

0 . 1 

0 . 2 

0 .4 

0 .6 

0 . 8 

1.0 

2 . 0 

4 . 0 

6 .0 

8 .0 

10 

20 

40 

60 

80 

100 

3 . 2 4 

3 . 2 3 

2 . 7 9 

2 . 3 7 

2 . 0 4 

1.78 

2 . 3 3 

3 . 5 1 

4 . 2 8 

4 . 8 5 

5 .29 

6 . 7 1 

8 .20 

9 .04 

9 . 6 8 

1 0 . 2 1 

1.81 

1.90 

1.78 

1.59 

1.42 

1.27 

0 . 8 2 1 

0 . 4 6 3 

0 . 3 1 5 

0 . 2 3 5 

0 . 1 8 6 

0 . 0 8 5 9 

0 .0379 

0 . 0 2 3 0 

0 . 0 1 6 0 

0 . 0 1 2 0 

1.10 

1.18 

1.17 

1.09 

1.01 

0 . 9 2 8 

0 . 6 4 0 

0 . 3 8 1 

0 . 2 6 6 

0 . 2 0 3 

0. 162 

0 .0769 

0 .0344 

0 .0212 

0 .0149 

0 . 0 1 1 3 

0 . 7 1 7 

0 . 7 7 4 

0 . 8 0 0 

0 . 7 7 3 

0 . 7 2 8 

0 . 6 8 6 

0 . 5 0 4 

0 . 3 1 7 

0 . 2 2 7 

0 . 1 7 5 

0 .142 

0 . 0 6 9 2 

0 . 0 3 1 7 

0 . 0 1 9 6 

0 . 0 1 3 8 

0 . 0 1 0 5 

0 . 4 9 1 

0 . 5 3 0 

0 . 5 6 1 

0 .557 

0 .539 

0 . 5 1 1 

0 . 4 0 0 

0 . 2 6 5 

0. 194 

0 . 1 5 2 

0 . 1 2 4 

0 . 0 6 2 5 

0 .0292 

0 .0182 

0 .0129 

0 . 0 0 9 8 5 

0 . 3 5 2 

0 . 3 7 7 

0 . 4 0 4 

0 . 4 1 0 

0 .404 

0 . 3 9 2 

0 . 3 2 1 

0 . 2 3 2 

0 . 1 6 7 

0 . 1 3 3 

0 . 1 1 0 

0 .0567 

0 . 0 2 7 0 

0 . 0 1 7 0 

0 . 0 1 2 1 

0 . 0 0 9 2 9 
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Table II 

Atomic constants in L a,nd L, , as estimated through Eqs. (13) 
to (15) from moment integrals s(k), for -2 <_ k <_ 2. Values of s(k) 
from ref. 14, empirical K values from ref. 16 and for H calculated 
in ref. 1. Uncertainties in the s(2) values of Ne and Xe were 
resolved tc yield correct K values. The last line is calculated 
for the Lenz-Jcnsen (LJ) statistical atom, according to Eqs. 
(16) to (18), with x = 1-29 chosen for K to agree with experiment. 

Element 

H 
He 
Ne 
Ar 
Kr 
Xe 
LJ 

h 

1 
2 
10 
18 
36 
54 

kl 
(eV) 

18.1 
27.8 
43.5 
48.3 
55.6 
60.6 
30.6 

Kl 
(ev) 

24.8 
41.7 
166 
177 
264 
299 
97.6 

Ko 
(ev) 

14.8 
20.9 
12.9 
12.2 
10.2 
10.2 
9.8 

KQ (emp.) 
(ev) 

(15.0) 
21.0 
13.1 
11.7 
10.6 
10.3 
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Table III 

Em pirical L, values given by (L - L )/Z. with LQ = 1.4 14 
at v, = 8.94 v and L' = 1.86 at v, = 11.8 v , ba^ed on mcasure-1 o o 1 o 
ments of ref. 6 as shown in Fig. 1. Uncertainties are ca. ± 20% 

Projectile 

8.90 v o v, = 11.8 v„ 1 o 

H 
He 
Li 
B 
C 
N 
0 
F 

1 
2 
3 
5 
6 
7 
8 
9 

0.10 
0.10 
0.10 
0.10 
0.096 
0.095 
0.091 
0.088 

0.078 

0.083 

0.070 

0.078 
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Legend of Figure 

Fig. 1. Experimental stopping number L, extracted from data 
according to Eq. (20), as a function of the charge 
number, Z., of projectiles at two velocities v, in 
random 7 gAu foils. Solid curves are drawn to aid 
the eye. The extrapolated values L for Z, ->- 0 are 
indicated by dashed lines. The rise of the data with 
Z. is indicative of deviations from the Bethe-Bloch 
stopping power theory as listed in Table III. 
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6. E f f e c t i v e Charge Theory of Stopping Power (Brandt , with 

~,Yarlagadda and Robinson, ANL) 

Over the past hal f -century a f a i r l y complete phys ica l understanding has 

developed of the e l ec t ron ic stopping power, S, of mat te r , i . e . , the k i n e t i c 

energy loss per uni t path length by ions to e l e c t r o n i c e x c i t a t i o n s during 

penet ra t ion of mat ter . At high ion v e l o c i t i e s , the theor i e s of Bethe and of 
2 

Bloch provide a quantitative account. At low ion velocities, Fermi and 
3 

Teller have shown on very general grounds that S must be linearly pro­
portional to the ion velocity v . The proportionality constant can be 

4 5 
estimated by various methods. ' At intermediate ion velocities one has 
recourse to effective ion charge models, first introduced by Bohr and by 

7 8 Lamb. Brandt has given an effective-charge theory that successfully 

summarizes a large body of stopping power data for heavy ions. Extensive 
9—13 discussions of the field are available, as are extensive compilations 

of interpolated stopping powers. ' 

The present study was stimulated by some recent data on heavy-ion stopping 

in solids, which were claimed to call into question the proportionality to v 

expected in the low velocity limit. If in fact so, such evidence would pose 

very disturbing theoretical questions, and would imply important practical 

consequences for radiation damage calculations. However, these data do not 

pertain to the low velocity limit. They were taken in an intermediate velocity 

range where the effective projectile ion charge increases with velocity. We 

show in the following that when this is taken into account the putative 

discrepancy is resolved. Brice has also addressed this "discrepancy" and 

concluded that these data conform to his three-parameter semi-empirical 

formulae. 

In the course of this investigation it became apparent that effective-charge 

theory provides a comprehensive descrip*ion of electronic stopping power at all 

velocities from the high values of the Bethe limit down to those approaching 
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the Fermi-Teller regime and for all projectile-target combinations, provided 

that the proton stopping power in the target is known. In scrutinizing avail-
19—49 able data, we find that for ion velocities greater than thrice the Bohr 

2 * 
velocity v = e /R the effective projectile charge Z e calculated using a 

8 velocity criterion for electron stripping agrees with experiment. The leading 
*2 corrections to the Z- -proportional energy loss formula, which are pro-

* 3 * 4 portional to (Z ) and (Z ) , were included. It is then shown that when 
* 

allowance is made for an empirical effective proton charge Z e, agreement 

between theory and experiment extends to v > v . Both a velocity criterion 

and an energy stability criterion for stripping are considered, and a 

theoretical account of the effective proton charge for stopping power is 

given. Our results lead to a simple interpolation scheme for electronic 

stopping powers in the range 0 _< v. < v . 
II. ANALYSIS AND COMPARISON TO EXPERIMENT USING A VELOCITY STRIPPING CRITERION. 

Effective charge theory asserts that the electronic stopping power in a 
* 

target of atomic number Z? for an ion having charge Z.. e and velocity v. can 
be written as 

S(ZJL,Z2;v1) = [Z*(Vl)e]2 S ^ Z ^ ) (II.1) 

when v. is greater than the velocity at which the stopping power for protons in the 

same target has a maximum. S is then the stopping power per unit charge 

taken in the limit of vanishing charge. At velocities such that the effective 
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charge number Z- is equal to the projectile atomic number Z1, Eq. (II.1) is 
simply the Bethe approximation. When higher order contributions to the stopping 
cross-section for a specified projectile charge need be retained, the r.h.s. of 
Eq. (II.1) has additional terms to which we shall come 

presently. According to Eq. (II.1) we can write the basic scaling relation of 
effective charge theory as 

[S(Z1,Z2;v1)/S (Z2;V;L)]2 = [Zj^v^/Z V ^ ] 2 , (II.2); 

where s_(Z2»vi^ - s(l>zo;vi^ and z (v,)e are, respectively, the proton stopping 
power and effective charge in the same target. 

Rearranging Eq. (II.2) as 

i2 S < W V 
z±

2 y w 
1 / 2 [z/oo/z.] 

= \ 1 ±~ (II.3) 
[Zn (v )/l] P 1 

and plotting experimental values of the l.h.s. of Eq. (II.3) as a function of 
v_ reveals that the r.h.s. is insensitive to the target material within an 
uncertainty of about 10%, as is shown in Fig. 1 for two representative examples. 

* * 
Accordingly, the effective charge numbers Z.. and Z are taken to be independent 

* 
of the target. In the following, we shall refer to Z.. as the effective charge 
number or the effective charge, which are the same in atomic units with e = 1. 

The data shown in Fig. 1 and in subsequent graphs are based on scrutiny of all 
20-49 measurements available to us. As is well-known, stopping power data can 

differ by as much as 20%, particularly in the velocity range of the proton 
stopping power maximum. When representative numbers are needed, we balance 

such data to provide them. 
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In Fig. 2 we plot the l.h.s. of Eq. (II.3) using all such data as a 
2/3 * function of the reduced ion velocity (v,/v Z, ). If Z (v,) were • ' / l o l p i 

* * 
unity this would yield [Z (v )/Z ]. The effective charge fraction (Z /Z ) 

o 

according to Brandt is shown as the solid line in Fig. 2 and tabulated in 

Table I. The velocity criterion for electron stripping, v(r) j< v , was used, 

with the "local orbital velocity" at r in the projectile taken to be 
2 1/3 v(r) = bv (r), The local Fermi velocity, v (r) = [3TT p(r)] in atomic units, r « x 

was taken to be given by the Thomas-Fermi (TF) approximation for the electronic 

density p(r) of a neutral atom, and the parameter value b = 1.26 was chosen. 

At high velocities (v > 3v ) the data are well represented by the theoretical 

curve for b = 1.26. The parameter value b=1.33 gives a better fit to the heavy-ion 
2/3 50 data at low (v,/v Zn ) values. When v. 4 3v , the 1 o 1 1 **» o 

light ion plots tend to deviate upward from the b = 1.26 curve as v is 

reduced. The available heavy-ion data correspond to ion velocities v, > 2.5v , 
1 ^ o 

but we conjecture that similar low-velocity departures from Brandt's curve for 

b = 1.33 would be found for heavy ions, as is signaled by an incipient trend 

of the data for chlorine, potassium, and bromine projectiles. 

To explore the origin of this trend we have compared the TF curve for the 

charge fraction with calculations based on the Lenz-Jensen (LJ) approximation for 

the electronic density and the same velocity criterion, for b = 1. The results, curves 

a(TF) and b(LJ) in Fig 3, are virtually the same, and rule out the possibility 

that the upward deviations for light ions in Fig, 2 could be eliminated by 

using a more accurate electron density than that of the TF atom. 

We have calculated the contributions to the stopping power due to the 
2 3 53 

Bloch and Z terms for heavy ions and for the proton in the form of a 
correction factor C such that Eq. (II.3) is supplanted by 

1 
C 

j2 S(Z1,Z2;v1) 
z l Sp(Z2;Vl) 

1/2 * 
= * • (I--4) 

[zp (V;L)/i ] 
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We have 

C = < 

* 2 1 + (1/L£))[Z1 L1 + V (Zx e ' / K v ^ ] 

1 + (1 /L Q ) [L 1 + Y (e2/Uvx)? 

1/2 
(II.5) 

where L - L + Z_ L, is th( stopping number per target electron and V the Bloch o 1 1 
correction which interpolates between the quantum mechanical limit (Z. /v. « 1) 

* 
and the classical limit (Z /v » 1) of stopping power theory. In terms of the 
digamma function 4(z)=r'"(z)/r/(z), Y(x)-4<1)-Re Ml+ix). In the high velocity 

2 limit L becomes £n(2mv /I ), I being the average excitation energy of the A * o 1 o o 3 target, and L.. is the coefficient of the so-called Z.. effect. 
No experimental point in Fig. 2 deviates significantly from Brandt's curve 

unless v ^ 3v , and therefore for numerical estimates, we evaluate upper limits 
of C Eq. (II.5), in the low velocity domain where target ion cores do not contribute 

2 -
to stopping, and L can be approximated by in(2mv /hu ) . Here, o)' is the resonance 

3 
(plasmon) frequency of the target valence electrons of density (3/4irr ) with 
r in atomic units. For the typical value r = 2, we have ha) = 0.612 a.u. and s > s P 

2 
e cj 

BV, 

tlOi . * .n 

2mv, 
(II.6) 

v 3 ..-.-•' . v 2 0.612 (^) Trjc.306(^) ] 

The function I(x) is given in Ref. 53, and we have here chosen h/2mv-, for the impact 

parameter cutoff a of Ref. 53. 
0) 



3 
We find considerable cancellation between the Z1 and the Bloch contributions, 

in that they happen to be comparable in magnitude but opposite in sign for all 

ions. Values of C obtained from Eqs. (II. 5) and (II.6) are overestimates at 

v <3v for the heavier projectiles, say for Z >17. For such Z.. and v.. , the 
1/2 alternative choice (h/2 m to ) of impact parameter cutoff decreases C by roughly 

20%, and, moreover, Z,*L is becoming large enough that the perturbation expansion 

of L should include higher order terms which are expected to reduce the correction 

to L . In Fig. 4 we show representative results of the calculation using Eq. (II.5). 

Examination of Fig. 4 in conjunction with Fig. 2 shows that the experimental points 

for the lighter ions are not brought significantly closer to the theoretical curve, 

and that the experimental points for heavy ions given by available data at v. ^3v 

remain unchanged. Only the lowest velocity datura point for Br, at v =0.856v , is 
l o 

affected significantly in that division by C brings it close to the solid curve of 
Fig. 2 (but still above a curve for b = 1.33). In this sense the rise of the Br 

3 plot at the lowest velocity measured can be taken to signal a distinguishable Z 

contribution. The results summarized in Fig. 4 indicate that this is the only 

available heavy ion datum which can be so interpreted. 
it 

We extract empirical values for Z (v_) by using Eq. (II.4) and the theo­

retical charge fraction [Z (v )/Z ], and exhibit the result in Fig. 5. An 
* effective proton charge Z Cv,) emerges which is independent of both the heavier 

projectiles and the target materials to which the data pertain. The solid 

curve in Fig. 5, which represents the locus of the data exhibited, approximates 

a continuation of the theoretical curve of Fig. 3 to higher arguments for 

Z =1. In Fig. 6 we have replotted the experimental data according to Eq. (11.41 
using the mean values of Z (v.) given by the solid line of Fig. 5 and listed in 

p i 

Table II. They follow the theoretical curve for [Z (v )/Z ] within the 

uncertainty of the data. 

We conclude that, when combined with Fig. 5, all available experimental 

data for solid targets are brought into accord with the experimental curve at 

all velocites v > v for Z ranging from 2 to 92. 
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III. PROTON SCREENING AND STRIPPING CRITERIA 
* We must now test whether the empirical Z is physically reasonable and 

whether its values can be estimated within the framework of effective charge 

theory. In doing so it is necessary to take note of a few points 

which relate specifically to condensed-matter targets or to protons. Most 

commonly, discussions of effective charges have been couched in terms appro-

priate to gas targets, and Z interpreted as a steady-state average over a 
9 large number of discrete capture-loss processes. Moreover, the use of a 

statistical model for an ion in isolation is suspect for light ions, let 

alone a hydrogen ion. In a solid, however, the screening corresponding to 

that due to the highest occupied orbitals of an isolated projectile is built 

up out of a macroscopic number of target electron wave functions each of 

which has microscopic amplitude at the projectile. In consequence, in a 

solid target, Z can vary continuously with small fluctuations, and statistical 

models are well justified even for the screened proton. Of course, a model 

useful and adequate for stopping power need not apply to other phenomena. In 

any bulk metal, if we were to include all of the screening charge density 
* 

which accompanies a moving ion, we would always find Z- = 0, in that perfect 
screening at large distances is built into the dielectric response function. 

* 
We here deal with a "stopping power Z. " as perceived by the medium over 
distances comparable to the adiabatic screening length (v /u) ). 

a. Stripping criteria 

Velocity criteria for stripping stem ultimately from Bohr's discussion 

of effective charge in terms of the v.. dependence of capture and loss cross-

sections, They can be written in the form that projectile electrons of orbital 
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velocity v such that v < v. are considered stripped, and the primary question 

is what to use as an electron "orbital velocity" v. In ordinary TF approximation, 

with v(r) = bv (r), such a criterion can be rewritten in the form of an energy-

stability condition. The parameter b then has the appearance of correcting the 

TF ion energy for correlation effects. Lamb's approach primarily provides an 

energy criterion. Ue shall now sketch a heuristic derivation of such a criterion 

and its relation to a velocity criterion. 

We consider an ion of atomic number Z.. moving with a constant velocity v.. 

in the bulk of a solid and take the entire system to be in its ground state 

for given v. and fixed total number of electrons. We take N1 electrons moving 

with the ion, and seek a condition on N- for the total system electronic energy 

to be a minimum. It is conceptually important to remember that in the rest 

frame of the target solid the energy of each projectile-ion electron increases 
2 

as v. . Any level in a static ion, however deep, eventually rises with 

increasing v.. to the lowest unoccupied level of the target medium, i.e., the 

Fermi level in a solid. Projectile electrons can then simply fall off into 

the medium provided that there is a finite transition matrix element. 

Examination of those contributions to the total electronic energy of the 

system which change with N reveals that for v.. > v the target solid may be 

treated as merely a source and sink for electrons at the Fermi level. It 

is then sufficient to retain only the total projectile ion energy written as 

i ^ + N1m)v1
2 + E(Z1,N1) 

where M and m are the nuclear and electron masses, respectively. E(Z ,N ) is 

the ion's ground state energy in its center of mass system. The steady-state 

condition is then 
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3E(Z.,N ) 
mv, = _•*- X > 0 , (IU.l) 2 ""1 3NX 

which applies to any target medium with the stipulation that differences 

rather than differentials are used if the electron energy and number are 

discrete. For discrete N . [- 3E(Z ,N )/3N ] is just the ionization potential 
7 9 

at N1 and Eq. (III.l) becomes Lamb's stripping criterion. ' 

In a one-electron approximation, Koopmans' theorem assures us that 

(3E/3N1) is the orbital energy of the highest lying electron on the ion. In 

turn, this orbital energy is equal to the selfconsistent potential energy U(r) 

evaluated at the classical turning point r = r., where the kinetic energy 

density vanishes. Therefore we obtain the energy-stability condition 

•l-mv 2̂ + U(rx) = 0 . (III. 2) 

An electron for which the l.h.s. of Eq. (III.2) is positive is to be con­

sidered stripped. In a statistical model we introduce the local velocity 
2 

v(R + r) by writing 1/2 mv (R + r) + U(R + r) for the energy of an electron 

at an arbitrary space point R + r in the system, where R is the projectile 

ion center of mass. For definiteness we take the target Fermi level as the 

zero of energy. Since the Fermi level of the system is not shifted from 

that of the target by the presence of a single projectile, for an electron 

in the highest occupied level of the system we have 

1/2 mvp2(R + r) + U(R + r) = 0 , 

which defines a local Fermi velocity v . Near the moving ion the self-

consistent potential U is dominated by the strong and effectively spherical 

field of the partially stripped projectile, independent of the position R 

of the ion in the system. In consequence, near the projectile we may write 
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1/2 mvF
2(r) + U(r) = 0 (III. 3)' 

and interpret v (r) as the local Fermi velocity "in the ion". We take the 

classical turning point r. for an electron in the ion and at the Fermi level 

of the system as a natural choice for the effective ion radius and v„(r1) 

as the relevant "orbital velocity." Comparison of Eq. (III.2) with Eq. (III.3) 

for r = r1 then shows that the energy criterion coincides with the velocity 

criterion for b = 1. Because we have concentrated on the ground state of 

the system, this connection takes no account of electron transfers to states 

above the Fermi level of the solid. Inclusion of such processes requires 

parameter values b > 1. 

b. Screening charge density 

The screening of a static proton in metals has been studied in quanti­

tative detail, and these studies fully justify use here of a local density 

approximation and a statistical model. Accurate static charge density profiles 

are close to those of hydrogenic Is functions at all points inside the first 

node of the Friedel oscillations (which occurs close to the classical turning 

point). ' We use charge density profiles appropriate to a static proton 
* also for a moving proton. Since Z is given by Z minus an integral over the 

58 
screening cloud, an accurate account of shape changes due to the finite velocity 

<r {-vj is not crucial. As in the calculations of [Z, (v-)/Z ] of the preceding 

section, we shall use neutral atom charge densities truncated according to 

a stripping criterion. 
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c. Z estimates _E 

With a Is screening charge-density profile truncated at a radius r we 
* 

calculate Z as a function of r and relate r. to v through the stripping 
condition to obtain Z (v ) . When we set b = 1, as we would for a hydrogen 

* 

atom, the Z obtained using the velocity criterion (Fig. 7 curve a) rises 
significantly more rapidly with v.. than do the empirical values (curve c). 
The overall differences in slope and value are not materially reduced by 
varying the density profile or the value of b, and appear to be qualitative. 
Since such a truncated ion has no charge at r > r1, the potential energy 
criterion, Eq. (III.2), may be written as 

1 2 _ 7 *, . 2 . (III.4) 
- mv1 = Z± (rx)e / ^ 

Use of Eq. (III.4) gives a Z (v,)(Fig. 7 curve b) which lies within the spread 
P 1 

of the data about the empirical curve. The small systematic overestimate of 
* 

Z is to be expected, since an energy-stability criterion assumes all 
energetically allowed transitions to proceed with probability one. 

The two criteria give different results because a local density appropriate 
to a neutral atom was used to determine v (rn) for the velocity criterion. The 

r JL 
potential which is consistent with that local density is the potential at r = r. 
in a neutral atom, and differs from the ion potential of Eq. (III.4) by an 
outer screening shift which for the proton can be substantial. For example, 
the electron potential energy at r.. is deeper in the ion than in the neutral 
atom by about 9 eV at v, = v and by about 15 eV at v, = 1.5 v . J 1 o J 1 o 
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Equation (III.4) is a Hartree approximation which neglects exchange-
59 correlation effects, but these become appreciable only at large distances, 

where the screening chafge density oscillates between positive and negative 

with a period on the scale of interatomic spacings. Indeed, our results 

suggest that the contributions of this oscillating tail cancel sufficiently 

to be neglected as compared to the central region insofar as stopping power 

is concerned. The greater accuracy of the energy-stability criterion for 
* 

Z as compared to the velocity criterion with b = 1 is analogous to the 

familiar experience that, in any order of perturbation theory, energies are 

more accurate than wave functions or densities. 

IV. SELF-CONSISTENT EFFECTIVE CHARGE BY THE POTENTIAL ENERGY CRITERION. 

All the previous calculations are based on a truncated neutral atom electronic 

density for the projectile. The effective projectile charge is obtained by stripping 

the projectile according to a velocity or potential-energy criterion. There will be 

redistributions of charge as the projectile is progressively ionized. To 

assess their influence we solve the TF equation for several ionic charges, 
zl _ 2/3 We shall call the resulting relationship between — and y = (v /v Z.. ) 

the self-consistent solution. 

Following conventional procedures, the potential energy criterion 

leads to the relations 

Z, (x ) 
- 1 ° - -x <j>' (x ) (IV.1) 

Z. o Y o 
and 

y(xo) = 1.50329 [- <f>'(xo)]1/2 , (IV.2) 

where <{>(x) and x are the usual dimensionless TF potential and distance, 

4>' <= (d<(>/dx) and x is the radius of the TF ion defined by 
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$(x ) = 0 . 
° (IV.3) 

The results of this calculation are shown in Fig. 8 as curve a and 

compared with those for the truncated-atom (curve b) and with those based 

on the velocity criterion (curves c and d). Satisfactory agreement of curve a 

with the data is obtained without any empirical parameters for y <̂  0.4 
* 

provided Z is used, as seen in Fig. 9. At higher values of y this form 
of self-consistent solution ceases to agree with experiment. 

We have also performed Thomas-Fermi-Dirac (TFD) calculations for several 

ions over the range 6 <_ Z j< 92. The (Z /Z ) obtained by TFD lie systematically 

below those found in TF, but only by amounts smaller than the spread of the data, 

and the shape of the (Z /Z1) vs. y curve is the same. 

V. INTERPOLATION FOR 0 < v, < v . 1 o 

* 

With allowance for proton screening the regime of reliable Z -theory 

reaches down to v.. =» v , but we have no basis for supposing it to reach 

significantly lower. We now deal with interpolating to the zero velocity 

limit, at which (S/v.) = constant. Our goal is a prescription for generating 

acceptable values of S, at all v.. , for practical computations in which fully 

quantitative accuracy at low velocities is not crucial. As an example, we 

have in mind the account of electronic losses which is required in collision 

cascade-simulations. 

For 0 < v. < v no simple theory can be expected to be quantitatively 

accurate for all projectile-target combinations. While projectile shell 

structure effects are typically 5% corrections when v_ > v , at lower 

velocities Z -oscillation amplitudes can be 50% of the "average" S. 
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f 5 
The Lindhard and the Firsov theoretical estimates of the limiting (S/v ) 

coefficient, despite significant successes, disagree often with each other 

and with experiment, and seemingly unsystematically. A detailed theoretical 

description of S throughout the range 0 < v. < v is still lacking, and we 
/ 

are for practical applications led to semi-empirical interpolation. / 

At v. = v , the S values calculated via Eq. (II.2) agree on the average 

with all available data, including Z -oscillations, to within 20%. Simply 

connecting the point calculated at v. = v to the origin by a straight line, 

i.e., setting for v. < v 
1 o S(Z1,Z2;v1) = S(Z;L,Z2;vo) • ( v ^ ) 

zi*<V 
P o <••' (?) Sp(z2;vJ[^l (v.l) 

should therefore give S throughout 0 < v.. < v with an accuracy comparable to 

that at the low end of the effective charge theory regime. This simple 

recipe preserves the generality as well as the computational efficiency of 

Z -theory. Table III collates several experimental values of S (Z„;v ). 

In Fig. 10 we compare experimental stopping powers at v Z 0.41v in carbon 

and in aluminum to those calculated by the Lindhard and the Firsov prescriptions 

and by Eq. (V. 1). The solid curves are the results of interpolation 
* 

according to Eq. (V. 1) for Z. (v ) obtained in two ways: from Brandt's 

method with the velocity criterion and b = 1,26 and from the self-consistent 

TF ion solution (SCTF) with the potential energy criterion, corresponding, 

respectively, to curves d and a of Fig. 8. As these plots indicate, Eq. (V. 1) 
yields the mean Z -dependence of the stopping power at v. ~ 0.41v in both J. i o 
targets, and we expect the same at other velocities and for other projectile-

target combinations. 
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TABLE I. Fractional effective charge by Brandt .procedure. Calculated as 

discussed in the text and taken from Ref. 8. In this model (Z /Z ) 
2/3 

is a universal function of (1/b)(v /v Z ) . 

— b = 1.26 b = 1.33 
1 

0.012 
0.034 
0.070 
0.101 
0.155 
0.197 
0.256 
0.305 
0.344 
0.391 
0.447 
0.480 
0.515 
0.554 
0.598 
0.645 
0.698 
0.756 
0.819 
0.852 
0.886 
0.919 
0.952 
0.981 

0.023 
0.050 
0.093 
0.129 
0.189 
0.238 
0.312 
0.375 
0.432 
0.504 
0.600 
0.660 
0.731 
0.816 
0.924 
1.057 
1.233 
1.474 
1.824 
2.092 
2.432 
2.936 
3.767 
5.620 

0.024 
0.053 
0.098 
0.136 
0.100 
0.251 
0.330 
0.396 
0.456 
0.532 
0.633 
0.697 
0.771 
0.862 
0.975 
1.116 
1.302 
1.556 
1.928 
2.208 
2.567 
3.098 
3.977 
5.932 
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TABLE II. Empirical proton effective charge. Values of the smoothed 

Z (v.) data represented by the solid line in Fig. 5. 

& 

1.0 

1.25 

1.50 

1.75 

2.00 

2.25 

2.50 

2.75 

3.00 

3.25 

Z 

0.65 

0.73 

0.80 

0.85 

0.90 

0.93 

0.95 

0.97 

1.00 

1.00 
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TABLE III. Proton stopping power at v = v of various targets. 

2 
Target (Z2) V ^ t o m " X 10 ' Reference 

C (6) 12 40 

Al (13) 

Ni (28) 

Co (27) 15 37 

18 40 
17 41 
20 42 
14 37 

Ag (47) 27 43 

* na^ 29 43 
A u (79) 20 44,45 
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FIGURE CAPTIONS 

Fig. 1. Effective charge in various targets. Data references: carbon 

projectiles (20,33), iodine projectiles (27-30). Proton stopping 

powers were taken from 21, 25, 40-49. The approximate target 

independence exhibited is representative of that for all 

published data. 

Fig. 2. Empirical effective charge fractions obtained from data using 
* 

Eq. ( I I . 3 ) with Z = 1 . The t h e o r e t i c a l curve c a l c u l a t e d 

by t h e v e l o c i t y s t r i p p i n g c r i t e r i o n w i t h b = 1 .26 

i s a d e q u a t e a t h i g h v e l o c i t i e s f o r l i g h t e r p r o j e c t i l e s , 

say Z <̂  17, while b = 1.33 i s more s a t i s f a c t o r y for heavier 

p r o j e c t i l e s , e .g . for Br. Data re fe rences : He (22,25,37,41) , 

C (20,33) , N(21-25,33,11), 0(20,32-35) , Ne(38), Na(38), K(38), 

Cl(32) , Br(27,28,30.,39), I (27-30), Ta(31) , U(16,27). Proton 

stopping powers (21,25,40~49). Some data used in the ana lys i s 

have been omitted from the figure for c l a r i t y of p resen ta t ion . 

Fig . 3 . Effective charge i n d i f fe ren t models, ca lcu la ted using the 
g 

ve loc i ty s t r i pp ing c r i t e r i o n with b = 1 and (a) Thomas-Fermi 

charge densi ty p r o f i l e , and (b) a Lenz-Jensen p r o f i l e , (c) represen t s 

the Knipp and Tel le r ca lcu la t ion using a Thomas-Fermi p r o f i l e and 
52 

stripping criterion differing from that used for (a) and (b). 
*3 Fig. 4. Z1 and Bloch stopping power corrections for ions of atomic 

number Z , in terms of the correction factor C defined by 

Eq. (II.5) as discussed in the text. 
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Fig. 5. Empirical effective proton charge for stopping power. Points 

are Z values obtained using theoretical (Z /Z..) and experi-~ 

mental S in Eq. (II.4). Averages over targets, e.g., the solid 

lines in FigJ 1, were used for S, so that each point represents 

several data. Only values deduced from light-projectile S data 

are shown in the plot, since heavy-ion data are available only 

for velocities too high to give significant deviations from 
* theory for Z = 1, as Fig. 2 shows. The solid line is drawn P 

* through the points to aid the eye; smoothed values of Z are 
P 

given in Table II. 
* 

Fig. 6. Effect ive ion charges obtained using the empir ica l Z . Comparison 
t o the b = 1.26 c u r v e of F i g . 2 w i t h p o i n t s o b t a i n e d 

from l i g h t - i o n experimental data by using Eq. ( I I . 4 ) and the 
* 

average Z (vj given by the solid line in Fig. 5. Target 
P L 

dependence for a given projectile is indicated by, e.g., several 
points at the same velocity. The heavy-ion data shown in 

* 
Fig. 2 remain unchanged because for them Z ~ 1. 

* 
Fig. 7. Effective charge of screened proton. Z (v,) calculated as 

discussed in the text using (a) the velocity stripping criterion, 
* 

and (b) the energetic stability criterion. The empirical Z of 

Fig. 5 is shown as (c). 

Fig. 8. Effective charge in Thomas-Fermi approximation for ions. Calculated 

using the energy criterion for (a) a self-consistent TF ion of 

finite radius, and (b) a model ion obtained by truncating the 

TF density for a neutral atom. Calculated using the velocity 

criterion and the truncated TF neutral atom density with (c) 

b = 1, and (d) b = 1.26 (same as the curve in Figs. 2 and 6). 
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Fig. 9. Comparison of self-consistent effective charges with data. 
(Z /Z ) is calculated self-consistently in Thomas-Fermi (SCTF) 
approximation for an ion, as discussed in the texr and shown 
as curve (a) in Fig. 8. Data shown are those used in Fig. 6. 

Fig. 10. Electronic stopping power at v < v . Solid lines: obtained by 
linear interpolation according to Eq. (IV.1) as^discussed in the 

39,40 
— • 5 *v ty~ 

text. Dashed lines: obtained from Lindhard's and from Firsov's 
estimates. Experimental S at v = 0'^lv

o
 i n (a) carDon targets," 

40 
and in (b) aluminum targets. 
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7. Energy Straggling of Ions in Solids (Chen, Laubert) 
1. Introduction 

Energy-loss straggling of heavy ions in solids has recently 
received renewed attention. One of the reasons for this is the 
application of ion backscattering techniques in depth-profi 1 e 
investigations. Unfortunately, reliable straggling measurements 
are difficult to perform experimentally, in part because the 
effects of thickness nonuniformity and of energy straggling 
appear in the same way. It has been demonstrated that same 
materials prepared differently can yield results that differ by 

2 more than a factor 2. Hence, interpretation of the observed 
width as due to energy straggling appears to be in question, 

3 and recent experiment have shown that there are discrepancies 
between measured and predicted energy stragglings. Further 
progress requires clarification of the contributions of surface 
nonuniformities. We present the results of our study on the 
effect of surface nonuniformity for thermal evaporated carbon 
foils with proton and He projectiles. Since the study of each 
individual foil is difficult and irrelevant, we used a statistical 
approach which allows us to extract the straggling data from 
the observed energy distribution correctly and, at the same time, 
provides us with information about the surface nonuniformity for 
this particular material. 

4 For high velocity light ions in a random target, Bohr has 
given the straggling formula 

? 2 4 
JT = 4frZjZ2eHNt, (1) 
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where e is the charge of the electron, Z, and Z* are the atomic 
numbers of the projectile and target atoms, respectively, N is 
the number of target atoms per unit volume, and t is the target 

2 
thickness. The straggling, fi , is defined to be the variance 
of a gaussian distribution of energy losses. When the projectile 
velocity v is no longer large compared to that of inner electrons, 
these electrons cannot be considered free, and Eq. (4) has to 
be modified. Bohr considered this case by assuming only target 
electrons with velocities smaller than v to be effective. This 
approximation of dividing atomic electrons into inner and outer 

5 
shells has later been improved and refined by Lindhard and Scharff , 
Bonderup and Hvelplund (BH) and Chu. Based on expressions 

2 
f o r fi i n an e l e c t r o n g a s , Bonderup and H v e l p l u n d gave t he f o l l o w ­

i n g p r e s c r i p t i o n f o r s t r a g g l i n g 

where 

fi
2 = 4TrZ

2
e

4
Nt 4 u r

2
p ( r ) f ( r , v ) d r , 

i y f . i 2 v F ( r ) 2 

f(r .v) ­ i + ( h ^ (­V­^^TTT) . 

(2 ) 

( 3 a ) 

u (: 
(1 + 13X

2(D)J'2 V 7 * 
■ ) , ( 3 b ) 

X ( r ) = i r | / fvF ( r ) vF(r) = (J­) ( 3 *
2
p ( r ) )

1 / 3
. 

e 

For v <_ V p ( r ) (3b) a p p l i e s , and f o r v >_ v p ( r ) . The e x p r e s s i o n 

wh ich g i ves a low v a l u e o f f ( r , v ) s h o u l d be used . Thomas­Fermi 

o r H a r t r e e ­ F o c k d e s c r i p t i o n can be used f o r t h e a tom ic charge 

d i s t r i b u t i o n p ( r ) . 
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So far, the foil has been assumed to be uniform. If 
Pi(t)dt is the probability for a particle to go through a thick­
ness between t and t+dt, then it can be readily shown that 

"exp = fi2(T) + si?At2 * (4) 

where 
t = / P_(t)tdt , 

t 

A t 2 = / P_(t) (t-t)2dt, 
t 

and S is the stopping. Obviously, At may vary from target to 
target. If one takes enough foils of the same t, one can expect 
that there is a mean At for these targets, and a certain distri­
bution of At about this mean. However, At may still vary with t. 
In the next section, we give a brief description of the experimental 
arrangement, and in Section III, we show how the experimental 
straggling measurements can be corrected for the surface 
nonuniformity effect from a statistical point of view. 

II. Experimental Method 

4 + Proton and He beams of 50-300 keV prov ided by the New 

York University accelerator were analyzed in a 90° magnet of 
-4 energy resolution 5 x 10 and directed onto the carbon foil 

surrounded by a copper cylinder cooled by liquid nitrogen to 
reduce carbon build up on the foil. The beam current was 

-4 2 typically 0.01 nA over a target area of 1x10 cm . The target 
chamber pressure was about 2 yTorr. 
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The arrangement used to detect the emerging ions from the. 
foil is shown in Fig. 1 of Section III-2. The divergence of 
the incident beam was reduced to less than 0.5 mrad by means of 
two cross slits. The transmitted ions in the forward direction 
were analyzed in a second magnet of the same resolution. A 
surface barrier Si detector was used to record the energy 
analyzed ions. The energy distribution was obtained by sweeping 
the magnetic field about the mean energy of the emerging ions. 
A differential gauss meter which measures the changing magnetic 
field gives ramp signals to a linear gate which in turn converts 
signals from the particle detector into pulses with pulse height 
proportional to the ramp voltage and stores them in a PHA. To 
assure that no distortion of spectrum results from the non-linear 
response of the magnet, the sweep was so adjusted that the whole 
distribution always falls in the linear region. Several sweeps 
were taken to average out any small beam fluctuations. The sweep 
was calibrated by removing the target and using incident beam of 
known energy at several points in the sweep. A typical energy 
distribution is shown in Fig. 1. A second detector at 135° from 
incident beam direction was used to detect contaminants of the 
foil. In all cases such contaminants were negligible. The foil 

thickness was determined by using the proton stopping power 
2 8 

SM = 0.75 keV-cm /yg at 75 keV, where the proton stopping power 
£ is at its maximum. The uncertainties in the thickness measurements 

were estimated to be better than 5%. 
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I I I . Resul ts and Discussions 

2 The var iance o f the energy d i s t r i b u t i o n fi as a f u n c t i o n J exp 
of incident proton and He energies was measured for 20 different 

2 targets ranging from 4 to 20 yg/cm with a total of 500 spectra 

of the type shown in Fig. 1. In many cases, there were tiny 

pin holes within the bombarded area. This allows us to record 

both the incident and the transmitted energy distributions at 

the same time without removing the target. The HWHM of the inci­

dent energy distribution was < 50 eV in all cases. Accordingly, 

no correction for instrumental spread was necessary. The 

transmitted energy distribution closely resembles that of a 

Gaussian. However, a slight asymmetry was observed (see Fig. 1 ) . 

The asymmetry decreases with increasing target thickness and 
4 + decreasing energy and is smaller for He than for protons. 

9 10 
Vavilov and Seltzer and Berger have given a simple rule for 
testing the type of distribution in terms of the parameter 

0.30058 
M C e 
B 2 Z T ' L2 'max 

(5) 

where m is the mass of the electron, 8 = v/c, Z~ and Z~ are the 

atomic and mass numbers of the target atom, t is the target 
2 thickness in g/cm , and T , = (4M /M)E is the maximum energy 3 max e 3 

transfer to a target electron by a projectile of mass M and 

energy E. If x >> 1, the distribution is Gaussian; if K << 1, 

the distribution is of the Landan type. In our experiment, K 
4 + ranges from 11 to 2000 for He and 0.7 to 12b for protons. The 

2 correction to ft D due to this asymmetry was about 5% for the 
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thinnest target at the highest proton energy and smaller in 
other cases. Hence, no such correction was incorporated. 

2 
In F igs . 2 and 3, ftexD/t i s p l o t t e d as a f u n c t i o n o f the 

ean p r o j e c t i l e energy E = E - ~- A E; where E is the i n c i d e n t 
o z o 

m 
energy and AE is the energy loss. As predicted by Bonderup and 

c p Hvelplund , fi„„„/t decreases with projectile velocities for exp r 
4 + both He and protons. Nevertheless, they are consistently 

higher. It is interesting to note that data for various target 
4 + thicknesses scattered much more for He than for protons. In 

addition, thicker-target data were lower and scattered less in 
both cases. This can not be due to uncertainties of the measure­
ments, as reproducibility for each measurement was better than 10% 
Systematic errors are also yery unlikely, since measurements 
for different targets and different energies were taken in 
random orders. We conclude, therefore, that the somewhat larger 
scatteri ng, of He data is due to the surface nonun i fo rmi ty and 
the higher stopping power of He as compared with that of protons. 

2 Furthermore, the lower values of ftexD/t for thicker targets 
suggest that the surface nonuniformity, on the average, does not 
increase with the target thickness. On the other hand, there 
is no reason to believe that thicker targets are more uniform 
than thinner ones. We are therefore led to believe that A "t is 
independent of target thickness for thermal evaporated carbon 

2 — 
foils of 4-20 yg/cm thickness. The mean At can be determined 
provided we make sufficient measurements on many targets of 
different thicknesses at a given energy and fit the resulting 

2 2 
fi to the l i n e a r form fi„XD = a t+b. A comparison w i t h Eq. (4) 
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i m m e d i a t e l y i d e n t i f i e s b = S A t , and a = fi / t . I n d e e d , i f t h e r e 
— 2 

i s a A t due to i n h o m o g e n e i t i e s , t hen b/S must be t h e same a t 

a l l e n e r g i e s and f o r a l l p r o j e c t i l e s . P l o t s o f A t v s . E a re 
_ 2 

g i v e n i n F i g . 4 . We f ound t h a t A t = 0 .59 yg / cm f o r p r o t o n s and 
2 4 + 

0 .55 yg / cm f o r He . F i g u r e 5 shows the " t r u e s t r a g g l i n g " per 
2 — 

u n i t t h i c k n e s s a = fi / t as a f u n c t i o n o f E. A l t h o u g h agreement 

w i t h p r e d i c t i o n s o f Bonderup and H v e l p l u n d i s i m p r o v e d , e x p e r i ­

ments a re s t i l l h i g h e r than t h e o r e t i c a l p r e d i c t i o n s . 

I n c o n c l u s i o n , we have i n v e s t i g a t e d the e f f e c t o f s u r f a c e 

n o n u n i f o r m i t y A t on energy s t r a g g l i n g f o r t h e r m a l e v a p o r a t e d carbon 
2 4 + 

f o i l s o f t h i c k n e s s ( 4 - 2 0 y g / c m w i t h p r o t o n s and He p r o j e c t i l e s 
2 

i n t h e energy range o f ( 5 0 - 3 0 0 ) keV. A mean A t = 0 .57 y g / c m 

was found, which was independent of the target thicknesses. In 

order to minimize the effect At on the straggling measurements, 

thicker targets should be used whenever possible. In addition, 

the straggling corrected for surface nonuniformity is higher 

than predictions. This discrepancy must be clarified theoretically. 
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Figure Legends 

Fig. 1. Post target energy distribution of 243 keV protons 
2 

through 11 yg/cm carbon foil. The arrow indicates 
the position of incident energy. 

Fig. 2. The measured variance per unit thickness of protons 
in carbon as a function of projectile energy. Fifteen 
targets of different thicknesses were used in obtaining 
these data. The dashed line is from Bohr's straggling 

4 formula , Eq. (1), and the solid curve was prediction 
of Bonderup and Hvelplund. 

4 + Fig. 3. The measured variance per unit thickness of He in 
carbon foils of 5 different thicknesses. The dashed 

4 and solid curves are predictions of Bohr and Bonderup 
c 

and Hvelplund , respectively. 

Figs. 4a and 4b. The mean surface nonuniformity At determined 
at various energies. The dashed lines are averages of 
A t. 

Fig. 5. The energy straggling per unit thickness of protons in 
carbon after corrected for At. The dashed and solid 

4 curves are predictions of Bohr and Bonderup and 
Hvelplund , respectively. 
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IV. Informal workshop on c u r r e n t s topping-power problems 

New York Unive r s i ty 

January 5 to 7, 1978 

1978 is the t h i r t i e t h ann ive r sa ry of the p u b l i c a t i o n 

of Niels Bohr ' s t r e a t i s e on The Penetration of Atomic 

Particles through. Matter. The Workshop was held to con­

c e n t r a t e on p resen t s topping power data and the d i s c r e p ­

anc ies between them, e f f e c t i v e charge t h e o r y , Z, e f f e c t s 

for heavy and r e l a t i v i s t i c p a r t i c l e s , and on s t r a g g l i n g . 

The f i r s t Workshop on wake phenomena was held in January 

1977. As t hen , G. Lapicki and S. S tern have prepared the 

r e p o r t which summarizes the d i s cus s ions during the Workshop 

and c o l l a t e s most of the f igu res shown during the p r e s e n t a ­

t i o n s . The s e s s ions were a t t ended by some 30 s c i e n t i s t s 

a c t i v e l y i n t e r e s t e d in the f i e l d . We are g r a t e fu l to 

C. Peterson and o the r members of the Radia t ion and Sol id 

S t a t e Laboratory for t h e i r help during t h i s meeting and to 

the New York Unive r s i ty Arts and Science Facul ty for suppor t 

Werner Brandt 

Rufus R i t c h i e 
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V. Publications 

Physics Letters 62A, 374 (1977) 
Velocity Spectra of Convoy Electrons Emerging with 

Swift Ions from Solids 
Werner Brandt and R. H. Ritchie 

Swift ions emerging from targets carry convoys of el 
trons. Velocity distributions are calculated for convoy 
electrons that trailed ions in wakebound states inside so 
They are compared with predictions of convoy formation by 
charge transfer to the continuum and with experiments. 

s of the Israel Physical Society Vol. 1, 442 (1977) 
ration Phenomena with Heavy Projectiles 
r Brandt 

This chapter falls into four parts. The first links the 
energy loss of charged particles to the electronic of matter 
through the spectral function. The second part investigates 
the milieu of enhanced electron density in which a moving ion 
finds itself because of the reaction of the medium to the 
presence of the ion and breifly discusses possible consequences 
for the nuclear spin precession of nuclei moving in magnetized 
solids. The third part summarizes some of the dynamic phenom­
ena caused by wakes of electron density fluctuations trailing 
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swiftly moving ions in solids. The final part touches upon 
some new topics which may move into the center of interest 
in the near future. 

Yaakov Dar's idea leading to the convocation of the 
Haifa International Workshop on Atomic Physics Related to 
Nuclear Experimentation coincides with Niels Bohr's assess­
ment, of 1948, that the "phenomena of scattering and stop­
ping of high speed atomic particles in passing through matter 
and accompanying ionization and radiation effects have, as 
is well known, given one of the most important sources of 
information regarding the constitution of atoms". 

Physics Letters 65A, 113 (1978) 
Analysis of Experimental Velocity Distributions of Convoy 

Electrons 
W. Meckbach, N. Arista, and W. Brandt 

Available data on the properties of velocity distributions 
of electrons accompanying ions in the velocity range from 1 to 
5 au emerging from gas and solid carbon targets, for incident 
+ + H and H ? beams, are presented in a consistent manner and 

compared with the theories of charge transfer to the continuum 
and of electrons in wake riding states trailing ions in solids. 
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P h y s i c a l Review A ( i n p u b ! i c a t i o n ) 

P r o j e c t i l e - C h a r g e Dependence o f S t o p p i n g Powers 

R. H. R i t c h i e and Werner B r a n d t 

Recent s t o p p i n g - p o w e r da ta o f s o l i d s w i t h a t o m i c number 

Zp r a n g i n g f rom 13 t o 79 f o r i ons r a n g i n g i n a t o m i c number Z, 

f rom 1 t o 9 and i n v e l o c i t y f rom v -to 12 v „ are a n a l y z e d i n 
o o J 

3 terms o f Z, e f f e c t s and e f f e c t i v e i o n c h a r g e s . They are 
f ound t o be c o n s i s t e n t w i t h c u r r e n t t h e o r y . H i g h - v e l o c i t y 

3 forms o f the Z , - p r o p o r t i o n a l s t o p p i n g - p o w e r c o n t r i b u t i o n s 

are. c a l c u l a t e d by t h e method o f moment i n t e g r a l s . 

Advances i n C h e m i s t r y ( i n p u b l i c a t i o n ) 

Pho tomagne t i c P o s i t r o n - A n n i h i l a t i o n E f f e c t s 

Werner B r a n d t 

The a n n i h i l a t i o n c h a r a c t e r i s t i c s o f p o s i t r o n s i n phospho­

r e s c e n t subs tances can be a l t e r e d by i l l u m i n a t i o n w i t h 

u l t r a v i o l e t l i g h t . T h i s phenomenon and i t s q u a n t i t a t i v e aspec t s 

agree w i t h t h e i dea t h a t some p o s i t r o n s c a p t u r e an e l e c t r o n t o 

fo rm o r t h o - o r p a r a - p o s i t r o n i u r n , and t h a t t h e i n t e r a c t i o n w i t h 

t he e x c i t e d t r i p l e t s t a t e s o f t he i l l u m i n a t e d phosphor m o l e c u l e s 

quenches p o s i t r o n i u m t h r o u g h s p i n c o n v e r s i o n . Sp in c o n v e r s i o n 

a l t e r s the channe l wh i ch d i c t a t e s t h e quantum e l e c t r o d y n a m i c s 

s e l e c t i o n r u l e f o r the p o s i t r o n - e l e c t r o n a n n i h i l a t i o n i n t o gamma 

q u a n t a . Pho tomagne t i c p o s i t r o n i u m s p i n - c o n v e r s i o n c r o s s s e c t i o n s 
4 2 a re wery l a r g e , ~ 10 ira . They c o r r e s p o n d to i n t e r a c t i o n *anges 
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of ~ 30 A and are symptomatic of the wavemechanical behavior of 
positronium in matter. Analysis suggests that the photomagnetic 
effect proceeds by a process labeled spinflip in which ortho­

and parapositronium interconvert under the simultaneous quenching 
of the excited triplet state to the singlet molecular ground 
state. 

Physical Review B (in publication) 
Effective Charge Theory and the Electronic Stopping­Power of 

Solids 
Werner Brandt, B. S. Yarlagadda, and J. E. Robinson 

Electronic stopping powers, S, of solids for penetrating 
ions are analyzed on the basis of effective charge theory, and 
comprehensive comparisons are made to available data for 

* 
random s t o p p i n g . The e f f e c t i v e p r o j e c t i l e ­ i o n c h a r g e s , Z , e , 

e x t r a c t e d f rom t he data agree t o w i t h i n e x p e r i m e n t a l u n c e r t a i n ­

t i e s w i t h t hose c a l c u l a t e d i n a s t a t i s t i c a l m o d e l , f o r p r o j e c ­

t i l e a tom ic numbers r a n g i n g f rom Z, = 1 t o Z, = 92 and f o r 
2 * 

p r o j e c t i l e v e l o c i t i e s v . > v = (e /JO . The r i s e o f Z. w i t h v , 

f u l l y accoun ts f o r an o f t e n quoted a p p a r e n t d e v i a t i o n o f 

h e a v y ­ i o n s t o p p i n g power f rom t h e b e h a v i o r expec ted i n t h e 
3 

l i m i t v , -*■ 0. The Bloch and t h e Z, c o r r e c t i o n s t o t he usua l 

f o r m u l a f o r S are c a l c u l a t e d and f ound t o make no a p p r e c i a b l e 

c o n t r i b u t i o n t o p r e s e n t l y a v a i l a b l e d a t a , save p o s s i b l y t o one 

bromine datum. When v < v . ' < 3 v t h e a n a l y s i s r e q u i r e s , 

and p r o v i d e s , an e m p i r i c a l v e l o c i t y ­ d e p e n d e n t p r o t o n e f f e c t i v e 
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* * 
charge Z e . A t h e o r e t i c a l accoun t o f Z i s g i v e n i n terms o f 

P P 
v e l o c i t y and energy c r i t e r i a ' f o r e l e c t r o n s t r i p p i n g . Thomas-

* 
Fermi d e n s i t i e s f o r heavy i ons are used t o c a l c u l a t e 1, . Our 

r e s u l t s l e a d to an i n t e r p o l a t i o n l i n e a r i n v , f o r t he range 

0 £ v i 5 wh ich g i ves s a t i s f a c t o r y v a l u e s f o r S i n t h i s l o w -

v e l o c i t y r e g i m e . 

P h y s i c a l Review A ( t o be p u b l i s h e d ) 

U n i v e r s a l Cross S e c t i o n s f o r K -She l l I o n i z a t i o n by Heavy 
Charged P a r t i c l e s . I I . I n t e r m e d i a t e P a r t i c l e V e l o c i t i e s 

George Basbas , Werner B r a n d t , and Roman L a u b e r t 

E x p e r i m e n t a l K - s h e l l i o n i z a t i o n c ross s e c t i o n s o f 1 3 Ail 

and 28Nl" a r e r e P o r t e d f ° r i ° n s o f , H , , H , 2
H e > 3 L i , and - L i 

w i t h k i n e t i c e n e r g i e s i n t h e range f rom 2 to 36 MeV, and o f 

2gNi f o r i ons o f g C , g 0 , and gF i n the range f rom 4 t o 

90 MeV. The t h e o r y o f d i r e c t Coulomb K - s h e l l i o n i z a t i o n , 

as deve loped i n an e a r l i e r paper l a b e l e d Kl [ P h y s . Rev. A 7_, 

983 ( 1 9 7 3 ) ] f o r p r o j e c t i l e s o f a tom ic number, Z-,, s m a l l 

compared t o the t a r g e t a tom ic number, Z 2 , and o f v e l o c i t i e s , 

v- . , sma l l compared to the t a r g e t K - s h e l l e l e c t r o n v e l o c i t y , 

Vpi/ j i . e . , v . << Vpi/j i s ex tended to i n t e r m e d i a t e v e l o c i t i e s 
2 

v , ~ v 2 K . New e f f e c t s a p p e a r . They add t o t he Z , - p r o p o r t i o n a l 

c ross s e c t i o n s one d e r i v e s f rom l i n e a r - r e s p o n s e t h e o r i e s f o r 

d i r e c t i o n i z a t i o n s . They are a t t r i b u t e d t o the p o l a r i z a t i o n 

o f t h e t a r g e t K - s h e l l i n t h e f i e l d o f the p r o j e c t i l e , and t o 

e l e c t r o n c a p t u r e by the p r o j e c t i l e . Guided by t h e p e r t u r b e d 
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s t a t i o n a r y - s t a t e t h e o r y o f a t o m i c c o l l i s i o n s , t h e p o l a r i z a t i o n 

e f f e c t s a re i n c o r p o r a t e d so t h a t t he t h e o r y r e t a i n s the u n i v e r s a l 

fo rm o f t h e c ross s e c t i o n s d e r i v e d i n t he p l ane -wave Born 

a p p r o x i m a t i o n , bu t where the v a r i a b l e s now c o n t a i n t he non ­

l i n e a r e f f e c t s as s c a l i n g f a c t o r s . E l e c t r o n - c a p t u r e c ross 

s e c t i o n s are added. When v , >> v 2 K , such c o n t r i b u t i o n s s u b s i d e , 

and one r e t r i e v e s the c ross s e c t i o n s o f t he l i n e a r - r e s p o n s e 

a p p r o x i m a t i o n . I n t h i s f o r m , the t h e o r y p r e d i c t s K - s h e l l 

i o n i z a t i o n c ross s e c t i o n s f o r p r o j e c t i l e s w i t h 7_,/Z2 < 0 .5 a t 

a l l v e l o c i t i e s i n a comprehens ive manner . I t agrees w i t h 

e x p e r i m e n t a l da ta c o v e r i n g s i x o r d e r s o f magn i tude f o r c o l l i s i o n 

p a r t n e r s w i t h Z , / Z 2 r a n g i n g f rom 0 .03 to 0 .3 and v , / v 2 K f rom 

0 .07 t o 2 . 

P h y s i c a l Review A 1 6 , 1312 (1977) 

S c r e e n i n g E f f e c t i n Coulomb E x c i t a t i o n o f H y d r o g e n i c Atoms by 
Heavy P r o j e c t i l e s 

W i l l i a m Losonsky 

The K - s h e l l e x c i t a t i o n o f a h y d r o g e n i c atom by a t o m i c 

p r o j e c t i l e s i s t r e a t e d i n t h e f i r s t p l ane -wave Born a p p r o x i m a t i o n 

i n c l u d i n g the s c r e e n i n g e f f e c t o f p r o j e c t i l e e l e c t r o n s . S c r e e n ­

i n g causes a l a r g e dec rease i n c ross s e c t i o n s , i n accordance 

w i t h r e c e n t l y r e p o r t e d data o f Hopk ins e t a l . 
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Physical Review Letters 40, 174 (1978) 
Experimental Method for Testing the Potential of Moving Ions 

in Solids 
Roman Laubert and Felix K. Chen 

Molecular ions, which define the initial separation 
between nuclei, are used as a probe of the potential established 
by swift ions in solids. Employing 75-300 keV H 2 and HeH 
ions one observes that a large fraction of clusters do not 
explode in solid targets whose thickness is much greater than 
the mean electron-1oss distance. The results are consistent 
with the view that protons moving in solids carry bound 
electrons. 

Z. Physik A 283, 329-335 (1977) 
Studies of Neon L-Shell Excitation by Impact of Highly 

Ionized Heavy Ions 
Roman Laubert and Felix Chen 

Passage of foil-excited 1.4 MeV/A S and 1.1 MeV/A CI ions 
of neon charge state ~ 12 through neon gas targets at pressure 
~ 100 mTorr has been found to be accompanied by copious produc­
tion of Ne II-VIII excited states. Comparable excitation 

-18 2 cross-sections ~ 10 cm are found for a large number of levels 
belonging to all of these charge states and corresponding to 
principal quantum numbers n = 2,3,4. Vacancy distributions 
very similar to those found in beam-foil excitation of ~ 1 MeV 
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neon beams are found. Because the Ne r eco i l v e l o c i t i e s are 

small compared to the f a s t beam v e l o c i t i e s c h a r a c t e r i s t i c of 

the beam-foil s o u r c e , i t i s p o s s i b l e to reduce both Doppler 

s h i f t s and spreads by 3-4 order of magnitude for e q u i v a l e n t 

c o l l i m a t i o n . I t has a l so been found t h a t t h e r e i s an 

e x c i t a t i o n c r o s s - s e c t i o n change of a f a c t o r ~5 for a correspon­

ding p r o j e c t i l e charge s t a t e change from 6 to 12 , t h a t 

e f f o r t s to c l a s s i f y K x-ray s a t e l l i t e s p e c t r a by L s h e l l 

vacancy l a b e l s (KL°, KL , . . . ) are probably i n a c c r u a t e due to 

e x t e n s i v e popula t ion of n > 3 s p e c t a t o r l e v e l s , t h a t both the 

r e c o i l ion and beam-foil s p e c t r a e x h i b i t few l i n e s with n ^ 4, 

and t h a t for the allowed t r a n s i t i o n s s t u d i e d h e r e , c o l l i s i o n a l 

e x c i t e d s t a t e s quenching e f f e c t s due to the ~ 100 mTorr t a r g e t 

gas p r e s su re s used are n e g l i g i b l e . 

Physical Review A 16, 1375 (1977) 

P r o j e c t i l e Charge-S ta te Dependence of K-Shell I o n i z a t i o n by 
S i l i c o n I o n s : A Comparison of Coulomb I o n i z a t i o n Theories 
for Direc t I o n i z a t i o n and Elec t ron Capture with X-Ray 
Product ion Data 

Grzegorz Lapicki e t a l . 

X-ray product ion cross s e c t i o n s measured in K-shel l 

i o n i z a t i o n of 2 l^ c » 22̂ "1" ' 2 9 ^ u ' an<* 32^ e ^^ 52-MeV -, ^S i ^ 

p r o j e c t i l e s with q = 7 to 14 are r e p o r t e d , which demons t ra t e , 

through t h e i r c h a r g e - s t a t e dependence, the v a l i d i t y of a 

r e c e n t l y developed e l e c t r o n - c a p t u r e theory with a reduced 
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binding e f f e c t . Fur thermore , the data provide evidence for 

the a p p l i c a b i l i t y of the per tu rbed s t a t i o n a r y - s t a t e of 

d i r e c t i o n i z a t i o n for values of 0.44 < 7.^1 ~L~ < 0 . 67 . 
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VI. Oral Presentation 

In the past year 10 papers were presented at the American 
Physical Society and at international meetings. Of this number 
7 were concerned with heavy ion physics while 3 talks dealt 
with positron physics. 
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INTRODUCTION 

Our work with organic crystals represents a special case of 

the general study of the interaction of radiation with matter. The energy 

range involved in our studies extends from about 1 eV to 32 MeV, with parti­

cular emphasis in the optical energy range. We have focused on the energetics 

and dynamics of charge and exciton behavior in solids presently characterized 

as polycyclic aromatic hydrocarbons (PAH). ■ These include anthracene, tetra­

cene, and many of the potent carcinogens, such as benzo(a)pyrene. In recent 

years, as environmental concerns have heightened, there has been an explosion 

in interest in these PAH compounds because they are potentially carcinogenic 

and because they are appearing in ever­increasing concentrations in the en­

vironment as a consequence of the combustion of solid and liquid fossil fuels. 

Furthermore, there is the distinct possibility that with the development of 

more exotic processes for the extraction of low­grade fossil fuels (such as 

shale oil), from the earth, the production of PAH compounds will be enhanced, 

necessitating a careful study of ways of minimizing the impact of these com­

pounds on the environment. It has also been found that traces of organic com­

pounds in the atmosphere act as catalysts in the conversion of sulfur and nitric 

oxides to the more pernicious corresponding acids and salts. 

In our studies of the effect of radiation on organic matter 

over the past twenty years, our choice of the PAH as model compounds has thus 

provided us with an extraordinarily sound basis for understanding the differ­

ent ways that these compounds can participate in creating environmental haz­

ards. With the planned increase in the combustion of coal as petroleum stocks 

dwindle, there will be an increase in the emission of particulates. These 

particles consist of inorganic ash containing as many as Uo elements and in 

addition, are coated to some degree by the PAH compounds that condense upon 
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them in the cooler regions of the smoke stack. These particles are a source 

of concern because they appear to act as heterogeneous catalysts in the oxida­

tion of SO to acid sulfates, and probably in the formation of acid nitrates 

and chlorides as well. An especially sobering thought must be that the burn­

ing of vast quantities of coal will release into the atmosphere enough parti­

culate matter to produce a radionuclide burden that is comparable to that 

emitted by the operation of nuclear power plants of similar power rating. 

The maintenance of an interest in radiation studies is thus called for regard­

less of the type of fuel to be used in the nation. 

This report is divided into two sections under separate 

covers. In the first our past work is summarized, while the second gives a 

proposed program for future work. The summary contains three sections that 

represent our main fields of interest. The first of these comprise our funda­

mental studies in photophysics, the results of which are used to help under­

stand the remaining two sections, which cover our environmental and high energy 

radiation studies, respectively. To anticipate the discussion of the future 

program, it may be mentioned that during the next year, we expect to continue 

our studies of the interaction of high energy radiation with organic matter 

under the auspices of the U.S. Army Natick Laboratories, Natick, Massachusetts. 

Our past work dealing with exciton dynamics and radiation damage has come to 

the attention of the research directors of that laboratory and we were invited 

to submit a proposal to study the fate of radicals produced during the radia­

tion sterilization of proteins. 

In our photophysical studies, we continue our interest in 

the exploitation of the triplet exciton as a tracer for the presence of chemi­

cal and physical description of crystalline order. We thus have accomplished 

the difficult task of measuring the diffusion coefficient D of the triplet 
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exciton in the ab plane of tetracene. We had in the past predicted that D , '— / ab 
in tetracene should be anomalously high, and this has been borne out. The re­

sults are given in Section I.(a). 
Another question of interest to us, and to an increasing 

number of other workers in the field, concerns itself with the role which crys­
tal heterogeneity plays in altering the rate of intereaction of excitons with 
other .species. It is becomingly evident that heterogeneity may be the basis 

for increased efficiency in transporting energy in biological systems, and in. 

reducing radiation damage. Thus, a small domain makes possible the phenomenon 

of exciton caging which is a prototype of a healing process, and is discussed 

in our previous report. A related phenomenon is that of percolation. Percola­

tion concerns itself with the transfer of matter (or energy) through a lattice 

containing a random mixture of conducting sites and non-conducting sites. It 

is not necessary for a lattice to be entirely conducting in order to insure 

the transfer of matter or energy. At certain critical concentrations of con-
i 

ducting sites, there is a dramatic increase in the probability of successful 
transfer across the lattice. In the abscence of percolation, the conductive 

sites are closed off from each other and caging predominates. Now consider 

the situation that ensues if a fluorescing acceptor impurity is introduced in 

low concentration into a caged system consisting of benzocarbazole (BC)-tetra-

cene. In this case, very few cages contain the acceptor, and the host excita­

tion will-not have the opportunity to visit other cages; in this event, flu­

orescence from the acceptor should drop. This occurs, as is discussed in 

Section I.(b). This work is of importance if attempts are to be made to 

direct or isolate the movements of excitons. Finally, in Section I.(c), we 

report on some work with high densities of excitons and show how results of 

biological significance can be deduced therefrom. 
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In Section II, we report on our environmental studies. In 

Section II.(a), we describe a new development•in aerosol studies - a device 

through which precise measurements of aerosol mass and charge mass may be 

determined easily in the picogram level, to a precision of better than 1%. 

In addition, the total charge in the aerosol can be determined to within 

one electronic charge. This technique will greatly enlarge the capability 

to study the chemical and physical properties of single aerosol particles. 

In addition, this technique, dubbed the AMCOED (Aerosol Mass and Charge by 

One Electron Differentials) makes it possible to study photoemission from 

aerosol particles. We have previously mentioned the possibility that the 

presence of water around a solid aerosol greatly enhances the possibility of 

having photoemission of electrons from the aerosol into the aqueous system 

because of the high polarizability of the water. The emission of electrons 

into water transforms a pollution problem into one of radiation-induced radi­

cal production in water, a much-studied field. In Section II.(b) we report 

on the beginning phase of these studies. 

In Section II.(c) we discuss an aspect of atmospheric oxida­

tion of SO that We liken to a photoelectrochemical corrosion process. The 

PAH crystals are known to be photoconductors, and the absorption of light pro­

duces positively charge, mobile holes inside the PAH. These holes are strong 

oxidizing agents and should be able to oxidize SO to HSO, . We are enormou-

ly gratified to be able to report a preliminary result that the discharge of 

holes in a PAH crystal by an aqueous solution containing HSO ions has re­

sulted in the production of HSO, ions with 10% quantum efficiency, and at a 

rate proportional to the number of positive holes discharged at the surface. 

This is the first and successful step in showing that holes in a PAH 
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crystal can catalyze the oxidation of SO to HSO,~. Section II.(d) closes 

with a discussion of the reactivity of PAH in biological macromolecules. 

This work is part of an attempt to understand why the PAH compounds are des­

tructive inside the human cell. 

Finally in Section III, we describe the successful resolution 

of the mystery of the origin of the deeply penetrating regions of a-particle 

radiation induced defects. These regions extend in some cases to depths six 

times the nominal range of the a-particles.. This deep penetration has been 

shown to be due to proton-recoils. This information is important to those 

interested in using heavy particles as therapeutic agents in the treatment 

of disease. 

All references in the summaries of work done are collected 

in Section B, and publications are listed in Section C. Some of this work 

has been supported in part by other agencies, such as the National Science 

Foundation and the National Institute of Health. Where papers have been pub­

lished, credit has been assigned to these papers to the agencies involved. 

All papers have received Department of Energy support in some part. 
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A. SUMMARY OF PAST WORK 

I.(a). Triplet Exciton Diffusion in Tetracene 

Measurement of the diffusion coefficient of triplet excitons 

in tetracene is important in understanding such varied phenomena as dimensional­

ity and heterogeneity effects, photostimulation of electrical currents, scintil­

lation under heavy ion bombardment, and radiation induced heterogeneous oxida­

tion. Until the present work, the only information concerning this diffusion 

coefficient had been arrived at from the measurement of rate constants that 

were assumed to be diffusion limited. Picosecond measurements on exciton fis­

sion by Alfano et_ al_ gave values for the in-plane diffusion coefficient D 
-2 2 -1 of ^ 10 cm -s . Other values arrived at from the bimolecular annihilation 

-k rate of triplets are scattered with the most recent value being ~ 2 x 10 
2 -1 2 

cm i-s 

In order to resolve this discrepancy, direct triplet exciton 

diffusion measurements were undertaken. This was accomplished by measuring 

the decay of the delayed fluorescence in the presence of spatially inhomoene-

ous excitation. By irradiating the crystal with a pulsed laser through a 

Ronchi ruling, a series of parallel sharply delineated regions of high trip­

let density is set up in the crystal, each pair of such regions being sepa­

rated by an unexcited region. Upon turning off the excitation, the excitons 

diffuse into the unexcited regions, and the exciton density n obeys a one-

dimensional diffusion equation 

9x 

where g is the decay rate for excitons under homogeneous illumination and 

x is the distance measured in the direction perpendicular to the ruled lines. 
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The apparent decay of the triplet exciton density will be increased as triplets 

diffuse into the unexcited regions behind the opaque sections of the ruling. 

The change in the apparent triplet decay rate is detected from the change in 

the decay rate of the delayed light at different ruling densities. The results 

which are given in Appendix A show that the diffusion constant along the b 
—3 2 —1 direction in tetracene is (k ± l) x 10 cm -sec" . This value gives tetracene 

the highest triplet diffusion rate of any linear polyacene looked at thus far. 

There is no way at present to rationalize the difference between our diffusion 
2 

measurements and the values arrived at by Arden et_ al. A theoretical estimate 
of the triplet exciton diffusion coefficient based on the evaluation of elec-

3 tronic overlap integrals would be somewhat lower than was actually measured; 

there is thus good reason for additional theoretical study of this interest­

ing material. 

A.I.(b). Percolation at Room Temperature 

In our continuing work on the photophysics of excitons we 

have considered the importance of moving from the study of neat molecular crys­

tals to the study of molecular crystal alloys, in which the ratio of the mol 

fractions of the components can vary from 0 to 1. Aside from our basic inter­

est in this area, a mixed crystal system has many similarities to systems en­

countered in nature. It is known, for example, that propagation of energy by 

excitons is the precursor to the chemical activity in the photosynthetic sys-
7 

tem. It is not known with certainty what role is played by system hetero­

geneity (e.g., mixtures of chlorophyll-a and chlorophyll-b_ in the chloroplasts) 

in increasing the efficiency of the exciton transport process. However, 

heterogeneity certainly modifies the character of energy transport. For ex- » 

ample, the energy levels in chlorophyll-b lie above those of chlorophyll-a, 

so the excitation must travel along the chlorophyll-a molecules when possible. 
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The chlorophyll-a molecules would therefore act as barriers to exciton migra­

tion, much as if they formed a picket fence. 

Aside from the value of more complete knowledge of migration 

in biological systems, the study of mixed crystals has relevance to another 

important area. Thus, organic molecular crystals have been utilized in the 

past as scintillators for radiation detection. The luminescence in the scintil­

lation is sometimes quenched by collisions between excitons. This effect is 

one consequence of exciton motion in a condensed phase. By introducing impuri­

ties which can isolate the mobile excitons, quenching should be reduced and 

the efficiency of the scintillator should increase. 

The simplest way to produce a mixed crystal in which the 

components have differing energy levels is to use isotopic substitution for 

one of the elements in the compound under study. Thus, the use of deuterated 

naphthalene in normal naphthalene makes available a system in which a complete 

range of compositions is possible consistent with the production of a single 

crystal. In addition, the energy levels of the deuterated naphthalene lie 

above those of normal naphthalene, so these molecules would act as barriers 

to the migration of the triplet exciton for example, if the temperature is low 

enough to make the small energy level differences significant. The naphtha­

lene d-naphthalene system has been used to study the phenomenon of percola­

tion. When the concentration of d-napthalene is low, the triplet exciton 

would be essentially trapped because the normal naphthalene molecules would 

block the movement of this exciton from the d-naphthalene site to another. 

As the concentration of d-naphthalene increases, a point will be reached 

where a continuous path of d-naphthalene molecules from one surface of the 
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crystal to the opposite surface of the crystal becomes probable. At this con­

centration, triplet exciton migration is greatly enhanced, and the crystal lat­

tice is said to percolate, even though it is the exciton that moves and not the 

lattice. 

In the case of isotopic substitution, the energy barrier to 

diffusion is on the order of 100 cm" , so a room temperature study of percola­

tion in isotopic systems is not practical. Even at 2°K, it is possible for 

tunneling to take place across barrier molecules. Recently we have designed 

a mixed system with host and guest bands separated by ^1 eV. This system 

should demonstrate isolation (i.e., non-percolation) at room temperature. In 

addition, since triplet transport is not well understood in the mixed systems 

due to the need to include tunneling, this large band separation should pro­

vide theorist with a more ideal system for applying percolation theory. 

Coincident with the process of percolation is the phenomenon 

of caging. In the concentration range where percolation is not possible, 

there exist conducting regions of the crystal that are isolated from similar 

conducting regions. An exciton inside one of these conducting regions be­

haves as if it were inside a physical cage since the surrounding molecules 

do not permit energy transfer. We have been successful in growing tetracene 

crystals, (j>, , with large concentrations of 2,3 benzocarbazole (BC), The 

energy levels for the molecular excited states are shown in Fig. 1. As one 

cooo cc£ 
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Figure 1. 



10 

can sees neither the singlet nor triplet excited states of tetracene can trans­

fer their energy to BC. This property allows the <|>, ­BC system to demonstrate 

the exciton caging process. Exciton caging is particularly well demonstrated 

"by measuring the efficiency of geminate recombination of triplet exciton pairs 

produced by singlet exciton fission. In our present work we are interested in 

observing the effects of BC on the long range transport of <|>, excitation. 

To do this we have introduced a dilute (molar concentration ^ 1 part in 10 ) 

quantity of pentacene, (f> , into the <J>, ­BC lattice. Pentacene acts as a 

trap for excitation energy because its energy levels lie below that of tetra­

cene. In addition, pentacene fluoresces in a different wavelength region from 

tetracene, so the intensity of pentacene fluorescence is a measure of the local 

exciton concentration. With no percolation the number of new sites available 

to an exciton is confined to a small region of the crystal. This restricts 

the number of new sites that can be visited by the exciton and therefore 

diminishes the yield from the excited trap. In short, the cross­section of 

capture of excitons by the trap increases as the ability of the exciton to 

diffuse increases. 

An example of tetracene with 1:500 impurity of pentacene 

is shown in Fig. 2, As one can see this dilute impurity captures most of the 

tetracene excitation and the spectra are easily isolated one from another at 

room temperature. This figure also shows a preliminary result at a mole frac­

tion of .38 for BC. 

♦« Emission $■ Emission 

Figure 2. 
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The relative decrease in <{> fluorescence in Fig. 2 is en­

couraging; however, although the same concentration of <{> is used in the growth 

material, we do not have an independent measure of its concentration. The de­

crease in the relative yield of $ should therefore be viewed cautiously. 

Future work (Section B) will discuss methods for the independent measurement 

of the pentacene concentration as well as laser induced many-body quenching 

processes in the BC-<f>, system. 

A.I.(c). Exciton Dynamics in Model and Biological Systems 

In this part of our overall research program we are engaged 

in fundamental studies of the photophysical and dynamical properties of the 

excited states of polycyclic aromatic compounds. These include the polycyclic 

aromatic hydrocarbons such as anthracene, tetracene, benz(a)anthracene, poly­

cyclic dye molecules and chlorophyll. We are studying interactions between 

the excited states of polycyclic molecules under conditions of high intensity 

of irradiation using different modes of laser excitation, 

1, Model Systems 

Many non-linear processes can occur when high intensity 

laser illumination is absorbed in a solution of polycyclic molecules. These 

include 

(1) Bimolecular interaction between excited states 

(2) Depletion of ground state molecules (bleaching) 

(3) Two-photon absorption 

(k) Absorption of photon by singlet or triplet excited states 

(5) Stimulated emission. 
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Our major interest lies in (l) above5 the reactions current­
ly under study include the bimolecular interactions between singlet-singlet, 

singlet-triplet and triplet-triplet excitons. Over the past two years we have 

investigated these bimolecular interactions in confined domains, mostly highly 

doped organic crystals, e,g. carbazole in anthracene. The carbazole concentra­

tion can be as high as ^50% in these "exciton caging" systems. The carbazole 

molecules act as obstacles to the diffusion of excitons in the anthracene or 

tetracene domains and thus the probability of exciton-exciton interaction 

changes. These organic crystal systems are somewhat analogous to photosyn-

thetic systems in which the composition of antenna pigments is highly hetero­

geneous; the excitons of chlorophyll-a diffuse in a matrix of higher energy 
7 

level molecules such as chlorophyll-b and carotenoids. We have thus investi­
gated exciton annihilation processes both in these organic crystals and in 
Photosynthetic membranes. 

Experimentally, exciton-exciton annihilation processes mani­

fest themselves by a quenching of one of the potentially fluorescence-emitting 

excitons. Thus, as the intensity of the excitation and the density of exci­

tons increases, there is a decrease in the quantum yield of fluorescence. 

We have sought systems in which the size of the domains and 

the effect of such limited domains on exciton-exciton interactions could be 

demonstrated. For this purpose we have worked, within the past year, with 

micellar solutions of polycyclic aromatic molecules and with suspensions of 

membrane-like liposomes containing aromatic solute molecules of varying con­

centrations and of liposomes of varying sizes. The utility of the micelles 

is limited since only 5-10 aromatic molecules can be incorporated per particle. 

In the case of liposomes, we have incorporated up to 700 pyrene molecules 

per particle. ' 
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The expected effect of domain size is illustrated in the fol­

lowing schematic diagram of the fluorescence quantum yield <j) as a function of 

light intensity I (photon absorbed/molecule). 

Physically, quenching due to bimolecular exciton annihila­

tion phenomena is expected to set in at lower values of photons absorbed/mole­

cule for large domains since excitons diffuse and can encounter one another 

even if there are only two photons absorbed per domain. For large domains, 
k Swenberg, et al have shown that the quantum yield <J> follows the relation 

*Cl) = *o CTW los {1 + I (£) } (2) 

where d> is the quantum yield as I -> 0, Y is the bimolecular exciton an-o 
nihilation constant and k is the unimolecular exciton decay rate. 

The form of this equation is depicted in Fig. 3 (large do­

mains), We have indeed observed experimentally that this type of curve is 

obtained for organic crystals, liposomes, pyrene dissolved in solution, and 

in photosynthetic units (see Appendices B and C for example). 

K>° 
GOLATlvr HTENSJTY (14.) 

Figure 3-
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If the domains are small, i,e, if there are few polycyclic 

molecules such as pyrene or anthracene per domain (.e.g. micelles), the steep 

curve shown in Fig, 3 should be obtained, It is evident that quenching sets 

in at a much higher value of I than in the large domain case. Theoretically, 

such a quenching curve is represented by the Poisson photon hit distribution 

curve given by 

♦P
w= i T y^r <3) 

where
 n _ 1 

i n̂ ­x 
P (X) = .(*) ,e , (k) 
n n: 

where x is the average number of photon hits per domain, and P is the 

probability that a given domain has received n hits. 

We have attempted to study these small domain effects using 

micelles containing not more than 10 pyrene or anthracene molecules per 

micelle. It'is evident immediately that bleaching must be taken into account 

in the oversimplified theory [e.g., equation (3)]. Furthermore, the concen­

tration dependence of y is an important, but unknown parameter. We have 

therefore decided to re­examine from a fundamental point of view all of the 

factors involved in these experiments, to derive theoretical equations such 

as equations (3)­(U) in which effects such as bleaching, two­photon excita­

tion, stimulated emission and annihilation are included, and to test these 

theoretical equations experimentally. 

2. Exciton Dynamics in PAH­DNA Complexes 

The above experiments have a direct application to an under­

standing of the nature of the binding of polycyclic aromatic molecules to 

nucleic acids. One of the questions which arises is the following: when PAH 
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molecules bind to DNA either covalently or physically, are the PAH molecules 

clustered in relatively small domains, or are they distributed statistically 

over the entire chain length? While this question is probably not significant 

biologically (because of the extremely low concentration of PAH molecules in 

vivo), such effects might be significant in our model studies in which com­

plexes of PAH-DNA molecules are produced in vitro (such complexes were syn­

thesized by us to study the nature of the BP (benzo(a)pyrene) metabolite-DNA 

complex see below ). 

In these model studies we have investigated intercalation-

type complexes of acridine orange CAO) physically complexed to DNA in aqueous 

solution. The ratio of nucleotide/dye (designated by the ratio P/D, where 

P stands for phosphate residue) was in the range of 10-100. If the distribu­

tion is totally random, then for P/D = 100 the average distance between A0 
o 

molecules is ^170A. Since typical electronic energy transfer ranges (via 
o 

the Forster mechanism) are less than 100A, little energy transfer from mole­

cule to molecule is expected in such cases, unless there is a clustering of 

dye molecules in certain regions of the DNA. In the latter case, significant 

energy transfer is expected and subsequently there is a strong probability 

that fluorescence quenching at high laser excitation intensities will occur. 

In addition, these polycyclic aromatic dye-DNA complexes 

represent limited size domains, since the chain length of the DNA molecules 

can be decreased at will thus confining the dye-dye energy transfer processes 

to essentially one-dimensional chains, neglecting, to a first approximation, 

the effects of coiling of the DNA in solution, 

The dye-dye transfer on DNA chains has been investigated in 

two different time domains: (l) nanoseconds, by exciting the A0 molecules 

with a 337 nm, 7 ns FWHM nitrogen laser pulse, and (2) by exiting with a CW 
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argon ion laser within the main absorption band of AO in the blue region of 

the spectrum. / 

In case (l) the fluorescence yield was measured as a function 

of the pulse intensity. In one experiment the effective AO molecule concentra­

tion in the DNA solution was 10 M; however, since the dye binds stoichiometri-
—3 

cally to DNA (lO-" M in P residues), the real concentration within the volume 

occupied by the DNA molecules is much higher (P/D = 100). In another experi­

ment, the dye was present at the same effective concentration of 10 M, but 

no DNA was present; the purpose of this experiment was to verify the laser 

pulse intensity at which the fluorescence quantum yield of AO in free solution 

declines due to bleaching, two-photon, excited state-absorption or stimulated 

emission effects. The results for the free AO and the DNA-bound AO are shown 

in Fig. k. It is evident that in the AO-DNA case, quenching of the fluores­

cence sets in at a lower intensity than the photon flux value at which bleach­

ing effects become noticeable in the free AO solution. 

The results are presently being analyzed to see if a random 

LPoisson-like) distribution of AO molecules can explain these results. 
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In order to investigate these clustering effects further, we 

have investigated the variation of the delayed fluorescence intensity (DF) as 

a- function of excitation intensity using the argon-ion laser. The DF is a 

function of the concentration of AO molecules in the triplet state. At high 

excitation intensities the triplet density becomes sufficiently high so that 

triplet-triplet annihilation takes place, also by a Forster mechanism. While 

this is a forbidden mechanism, the triplet lifetimes are ^ 10 times longer 

than singlet lifetimes. Thus, such long range triplet-triplet annihilation 

processes are observable and manifest themselves by a decrease in the DF at 

high excitation intensities. Experiments of this type are shown in Fig. 5-

10 

0-8 

1 6 1 Fo-
l 

Figure 5• 

These results show that significant quenching of the trip­

lets (DF decreases) takes place at high laser intensities, while the small 

decline of the prompt fluorescence of AO under these same conditions indicates 

that bleaching and other artifacts are less important. At first it was be­

lieved that the effect on the DF was due to a physical migration of AO mole­

cules from site-to-site on the DNA molecule, thus making it possible for even 

two distant triplet excited molecules to encounter one another. This mechan­

ism is feasible since the triplet lifetime of AO bound to DNA is ̂  15-30 ms, 

a- ROOM TSHP 
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while it is known that dye molecule bound to DNA are desorbed and reabsorbed on 

time scales of about once every millisecond at room temperature. However, this 

molecular migration mechanism does not seem to be important in explaining these 

effects, because lowering the temperature to 0°C did not eliminate the quench­

ing effect shown in Fig. 5, but enhanced it (the quenching threshold sets in 

at lower intensities). 

These effects are presently under detailed investigation, 

both theoretically and experimentally. It is hoped that such experiments, us­

ing bound PAH carcinogens as triplet and singlet energy traps for the excita­

tion energy of dye molecules bound simultaneously to the same DNA, will prove 

to be an additional useful tool for studying the physico-chemical properties 

of these complexes, 

3. Exciton Dynamics in Photosynthetic Membranes 

Using the approaches outlined in the previous sections, 

namely by studying the fluorescence of chloroplasts irradiated by intense laser 

light pulses, we have studied the dynamics of singlet and triplet excitons in 

the photosynthetic unit. We have been able to derive information about the 

modes of energy transfer from the light harvesting pigments to photosystem I 

and to obtain information about the dynamic properties of singlet and triplet 

excitons. These results are described in greater detail in some of the ac­

company papers. 

A.II.(a). Ultra-Accurate Measurements of Mass and Charge State of 
Aerosols 

Recently an instrument was designed in our laboratory for 

measuring photoemission rates from small particles in a Millikan Chamber 

[see Section II.(b)]. One of the major problems encountered in using this 

potentially valuable instrument is the tendency of the particle to drift 
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out of the field of view. The new instrument uses an electro­optic feedback 

system to keep a particle within the field of view of the observer over an 

indefinite period (i.e., weeks if necessary), Thus if an electron is removed 

from the particle producing an electrical imbalance, the field of the chamber 

is automatically adjusted to restore the balance and to keep the particle in 

the field of view. 

Earnshaw
f
s theorem rules out the possibility of achieving 

particle stability in a purely electrostatic force field. The instrument uses 

periodically fluctuating fields to provide dynamic stability. The unique as­

pect of the apparatus is that in one of the two electric field configurations 

used, the field is uniform, and therefore easily described. Assuming that 

one can see a one­electron imbalance, aerosol mass and charge state are easily 

determined. The basic principle of this new method will now be described and 

the details of the method for determining Aerosol Mass and Charge by One Elec­

tron Differentials (AMCOED) are presented in Appendix D. 

The method requires the measurement of the balance voltage 

on a charged aerosol particles before and after an electron is emitted from 

the aerosol. At balance the charge, q. before electron emission is given 

by 
Wd ,,­x 

q
i
 = v7 (5) 

1 

where W is the weight of the aerosol, d is the plate separation and V. 

is the potential between the plates. After emission the charge q. , is 

q
i+i

 = *i ­ e = ?7T ■
 (6) 

1+1 
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where e is the electronic charge. Combining equations (5) and (6) the 

weight W and the charge state Z. (q/e) are found to be 

W = 

and C v T - U (7) 

_ 1 -

1_ 
V. 

_1 _ 1_ 
V... V. 1+1 1 

(8) 

So one merely has to determine the voltage before and after emission of an 

electron in order to arrive at the particle mass and charge state. 

Electrons may be emitted one at a time by using UV light of 

an energy that is at the threshold of ionization. Figure 6 shows the result 

of applying the AMCOED apparatus to mass and charge measurements. From equa­

tions (7) and (8) the mass and charge state (i.e. before the UV was turned on) 

of the particle in Fig. 6 are 3l6.1 ±1.8 pgm and 1^7.1 ±0.8, respectively. 
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Compared with sedimentation and light scattering determina­

tions of particle mass, each of which requires a number of inputs (e.g., 

particle shape, viscosity and particle density) in addition to the measured 

quantities, the one electron differential method (AMCOED) is simple. 

A.II.(b). Heterogeneous Oxidation of SO in the Presence of Light 

The oxidation of SO to acid sulfates in the atmosphere is 

a-subject of current interest. ' ' Such occurrences as the acid rains 

(where the pH can drop to 2.1) in the Northeastern United States are a testa­

ment to the importance of this problem. Not only does marine life suffer from 

this phenomenon but sulfates almost certainly cause irritation to the respira­

tory system. The mode of oxidation of SO in the atmosphere probably varies 

in accordance with the presence of or absence of catalytic agents however, 

recent studies have shown that the oxidation processes in the area of flue 
13 

stacks are associated with particles leaving the stacks. More recently air­
borne studies have shown that the reaction rate of this apparently heterogene-
ous process increases in the presence of ambient light. The problem of 
heterogeneous oxidation in the presence of light is therefore of great, interest. 
Presently we are interested in the role of photoelectrochemical "corrosion" 
processes on the production of sulfates in the atmosphere; in particular, we 
intend to study the role of photoinduced charge carriers on the oxidation pro­
cesses. The absorption of light by a PAH moiety on a particle can lead to 
charge separation^ the positive charge, or hole, is a powerful oxidizing agent 
that under the proper circumstances should be able to oxidize HSO to HSO, . 
It should be understood that under present conditions of energy production 
the concentration o f PAH on a particle is very low. It is important however 
to determine the conditions under which a PAH presence can enhance the pollu­
tion process. 
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What we propose is that solvated electrons and residual holes 

can become important precursors to the oxidation process. Some years ago in 

our laboratory we detected a near-UV induced photocurrent in an unbiased anthra­

cene crystal which was in contact with aqueous electrodes. This photocur­

rent was found to be due to charge carriers created by the dissociation of a 

singlet exciton produced by the light. This process produced a solvated elec-
17 

tron and a residual hole. Later Jarnagin, et al showed that the process in­
volved the uptake of oxygen by the crystal and oxidation of the crystal sur-

17 face. The mechanism of this oxidation has been well documented. Basically 

the oxidation process proceeds by hydroxyl radicals which are created by the 

discharge of the OH ions at the crystal surface. These OH radicals oxidize 

the anthracene crystal preferentially. However, there is evidence that ad­

sorbed impurities can be oxidized in lieu of anthracene. Thus Lyons and Mc-
-1 Q 

Gregor (LM) dissolved p-anilinobenzene, sulfonic acid (PABSA) at the cathode 

of an anthracene crystal whose anode utilized a hole injecting solution. The 

current generated in the crystal under an applied field was found to oxidize 

PABSA. Apparently PABSA formed a monolayer on the crystal so that it was 

oxidized preferentially to anthracene. The efficiency of this process was 

found to be 100$. 

In addition to this high efficiency for oxidation by holes, 

these carriers can be produced with ambient light in spite of the relatively 

high ionization energies of the organics. Thus, Kallmann and Pope showed 

that light of 3.15 eV was sufficient for photogeneration even though the 

ionization energy of the crystal in a vacuum is 5-7 eV. The lowering in 

energy is principally due to the solvation energy of the electron. Light of 
9 

3.15 eV is easily available in the atmosphere, and considering that anthra­
cene has a relatively high ionization energy compared with other polycyclic 
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structures including graphite, we expect such a light induced photo-oxidation 

process to occur in the atmosphere.' What is not known is if species such as 

HSO- or S0_ will adsorb on the crystal surface. 

Apparently circumstantial evidence does exist for believing 

that HSO and SO will adsorb on anthracene. In particular, the normal UV 
17 induced oxidation described by Jarnagin, et al is accompanied by a general 

degradation and loss of optical clarity of the crystal surface. However, a 

number of experimenters have reported that this degradiation can be eliminated 
19 by dissolving sodium sulfite into solution. This evidence seems to point 

to a process at the anthracene surface in which sulfite or bisulfite is pre­

ferentially oxidized as opposed to the anthracene itself. If this process 

occurs we would like to know the quantum efficiency for the sulfite oxidation 

process. 

A number of methods have been investigated for detecting 

SO, including nephelometry of Ba precipitates, laser Raman, Ion Chromato­

graphy (IC), ESCA and colorimetry. We have found at present that IC is the 

most convenient, sensitive and selective technique for our purpose. 

Figure 7 shows a diagram of our present apparatus. A hole 
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injecting solution HIS is placed at the anode. A Ce(SO, ) solution is used 
20 -

for this purpose. A number of holes traversing the crystal is measured with 
_o 

a charge integrator. A solution of Na SO (̂  10 M) forms the electrode 
on the cathode side of the cell. After a, lOOOyCoul of charge has flowed 

(̂  12 minutes) the solution on the cathode side is pumped into an ion chromato-

graph and analyzed for SO and SO, . A typical analysis run at the Environ­

mental Laboratory at the Department of Energy in New York City is shown in 

Fig. 7. An Ion Chromatograph is sensitive to as little as lOngrams SO, . 

At 100$ efficiency as few as two holes would be required for each oxidation 

and the minimum charge flow for detection is 3.2yCoul. With a luAmp current 

this would take 3-2 sec; therefore IC should be an adequate method for follow­

ing the oxidation process. 

Other alternative methods will be explored as well as IC. 

These are discussed in Section B.I.(b). 

A.II.(c). Single Particle Photoemission Experiments 

Our interest in the role which light plays in the hetero­

geneous oxidation of SO [see Section A.II.(b)] in the atmosphere requires 

information concerning the interaction of light with solid surfaces. In 

particular the vacuum ionization should be known in order to evaluate the in­

fluence of a fluid (e.g., water) for example, on the ionization process. In 

addition, as we have shown in our laboratory, solvation is not the only method 

of lowering the ionization thresholds. Double-quantum photoemission (as 
21 22 

shown in Fig. 8) also occurs ' at ambient light intensities and this pro­
cess gives rise to a considerable lowering in the energy needed for ioniza­
tion. In anthracene, for example, although single quantum photoemission oc­
curs at k.65 eV, the double quantum process begins at 3.15 eV. Other, non-
intrinsic processes, can also affect the threshold for photoemission. 
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Impurities which are deposited on surface cause the electron affinity of the 

surface to vary. Electropositive elements such as Cs have been used to create 

negative electron affinity photochathodes for sometime; photoemission may be 
23 extended into the infrared through this process. The effect of adsorbed PAH 

on metal oxide surfaces is of interest in the atmospheric environmental area, 

however, little work has been done on such problems. All three of the above 

probiems, namely: 

A) measurement of vacuum ionization of PAH; 

B) investigation of double-quantum ionization processes in PAH; 

C) and,elucidation of the effect of adsorbed PAH on ionization thresholds 

are the chief concern of our work in photoemission. 

To date we have constructed a unique method for doing photo­

emission experiments directly on aerosols. The basic apparatus is almost 

identical to that used in our AMCOED [Aerosol Mass and Charge by One Electron 

Differentials, see Section A.II.(a)] technique. In addition to the AMCOED ap­

paratus, various light sources have been added along with an on-line minicom­

puter. When the excitation light shines on the aerosol, electrons are emitted 
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and the particle balance is automatically maintained by the AMCOED servomechan-

ism. The voltage across the plates is measured during times when the field in 

the chamber is uniform, and these readings are stored in the minicomputer. 

After sufficient charge has been removed the computer calculates the rate of 

charge loss and its standard deviation. 

It is generally agreed for organics that the rate of charge 

loss R is related to the ionization energy I and the excitation energy E 

by 2k 

R = A (E - I)" 
P (9) 

,1/3 
versus E for a negative tetracene microcrys-Figure 9 shows a plot of R 

tal. As one can see equation (9) is obeyed for tetracene and the ionization 
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energy is 5-25 eV. This energy is within 0.05 eV of the accepted value for 

tetracene. Apparently the N atmosphere in the chamber does not play an 

important role in the determination of I. Although single-photon ionization 

does not extend below 5-25 eV, ionization is found at k eV for substantially 
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higher intensities. Figure 10 shows the intensity dependence of the rate of 

ionization at k eV. As one can see this ionization process goes as the 3/2 

power of the light intensity. This super-linear behavior is clearly due to 

a multi-quanta process. In particular, a good candidate for a one-half power 

law dependence is the presence of free electrons. At this time we are still 

in the process of determining the nature of the other quasi-particle involved 

in this process. 

I (A-RB)unito 

Figure 10. 

A.II.(d). Reactivities of Polycyclic Aromatic Hydrocarbons (PAH) 

Our long range research effort is concerned with an under­

standing of the reactivities of polycyclic aromatic hydrocarbons (PAH). Our 

interest is focussed on two major areas: 

(1) The reactivity of PAH molecules adsorbed on soot-like particles in 

the presence of air and the various components of polluted atmospheres. These 

model studies will eventually provide an understanding of the reactivities 

and ultimate fate of PAH molecules emitted into the atmosphere from stacks 

of coal-burning plants. 

(2) The reactivity and fate of PAH molecules interacting with biological 

macromolecules in model systems and in living cells. 
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Our overall approach to this problem is derived from the long­

standing experience in this laboratory involving the study of the excited 

states of PAH molecules both in crystalline and solution phases. It involves 

the study of the photophysical processes which takes place when these mole­

cules are photoexcited. Using excited singlet and triplet states of PAH mole­

cules as probes we have developed techniques to study what happens when a PAH 

molecule interacts with components of the living cell. Within the last year, 

we have also emphasized the study of model systems, in particular exciton 

phenomena utilizing high levels of photoexcitation in an attempt to develop 

useful techniques for the study of PAH molecules complexed with biomacromole-

cules and with membranes. Furthermore, we have perfected our fluorescence 

and electric linear dichroism techniques to determine the structure of covalent 

benzo(a)pyrene-DNA complexes which are formed when benzo(a)pyrene (BP) is fed 

to and is metabolized by living cells. We have in addition developed an ultra­

sensitive fluorescence technique to determine the nature of the BP metabolite 

which binds to nucleic acids (see 1976 annual report); within the past year 

we have also applied this methods to a study of the metabolites of the potent 

carcinogen 7,12-dimethyl benz(a)anthracene (DMBA) interacting with the nucleic 

acids of the living cells. 

Within the past year therefore, our work has emphasized the 

topics under (2) above, rather than those specified under (l). 

The highlights of this work are summarized below, while 

further details may be found in the papers in the Appendix. 

(i) The binding of 7,12-dimethyl benz(a)anthracene to DNA in vivo studied 

by a fluorescence technique. 

We have previously established a low-temperature fluores-
25 cence technique to determine the site of metabolism on polycyclic aromatic 
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molecules. Using this technique we have established that, when BP reacts with 

nucleic acids in vivo, metabolism takes place at the 7,8,9,10.aromatic ring of 

BP which.is followed by a covalent attachment of the BP molecule at the 10 posi-
26 tion to the two amino group of guanosine in DNA. A similar approach was 

utilized to study the nature of the covalent binding of DMBA to nucleic acids. 

DMBA was fed to hamster embryo cells in tissue culture, or a 

system containing DNA, and the DMBA-modified DNA was extracted by standard 

techniques. These DMBA-DNA adducts were analyzed by fluorescence and'the re­

sults indicate that the DMBA bound to nucleic acids exhibit a 9,10-dimethyl 

anthracene-type fluorescence. This result is consistent with a metabolic 

activation of DMBA at the 1,2,3,*+ ring positions of DMBA. This result, as 

well as the one obtained with BP, is consistent with the "bay region" theory 
27 of chemical carcinogeneis proposed by Jerina, ejt al. Additional result of 

this type thus may lead to a general understanding as to how polycyclic aromat­

ic hydrocarbons and allied compounds interact with cellular components, and 

perhaps how chemical carcinogenesis is initiated. 

The structure of BP and DMBA, as well as the reactive ring 

positions (indicated by dotted.circles), are indicated in the figure below. 

(ii) The physical structure of the benzo(a)pyrene 7,8-dihydrodiol, 9, 

10-oxide DNA§ covalent adduct. 

It has been shown that benzo(a)pyrene (BP) is metabolized 

in vivo to about 35 different metabolites which are excreted by the living 
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system (see ref. 27, for example). One of these, 7,8-dihydrodial 9,10-oxide 

(BPDE) binds covalently to DNA and RNA in living cells. This compound is also 
27 

highly mutagenic and it is suspected that this kind of BPDE-DNA complex may 

give rise to important alterations of the functioning of DNA in vivo. The 

formation of this complex thus could be the first step in the complicated 

series of biochemical and physiological events termed chemical carcinogenesis. 

While the chemical nature of the BPDE-DNA adduct has been 

established, nothing is known about its physical structure and thus the physico-

chemical properties of this complex which may lead to a significant alteration 

of the functioning of DNA _in vivo. 

We have therefore undertaken a detailed investigation of the 

physico-chemical structure of these BPDE-DNA complexes. For this purpose, it 

was found necessary to develop highly specialized spectroscopic techniques. 

These are described in detail in the papers in Appendices E and F and only a 

short overview will be given here. 

This work involved several phases: 

1. Determination of the number of different adducts and their chemical 

nature when BP interacts with nucleic acids in vivo. 

2. The extent of binding of the BP to nucleic acids in vivo is extremely 

low (one BP per 50,000-100,000 bases). These amounts are insufficient for 

most of the physico-chemical methods available. Thus, we developed a suitable 

in vitro system which provides the same type of BPDE-DNA adduct as in vivo, 

but in higher quantities. 

3. The orientation of the pyrene-like aromatic chromophore to DNA was 

studied by a linear dichroism method in which the DNA is oriented in an elec­

tric field. The preliminary aspects of this work was described in last year's 

annual report (1976). Since then, we have subjected the experimental results 

to a full theoretical and experimental analysis. The final result of this 
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study is that a vector defining the long in-plane axis of the pyrene moeity 

of BPDE is oriented at an angle of 35° or less with respect to the axis of 

the helix. This result provides a strong indication that the covalently at­

tached BPDE molecule is located externally to the DNA helix and is definitely 

not an intercalation type complex. In this latter type of complex, the plane 

of BPDE is sandwiched between the base pairs of DNA and thus the in-plane long 

axis would be oriented at an angle of about 90° with respect to the axis of 

the helix. 

k. A sequence of experiments was designed to confirm the above conclusion 

about the external location of BPDE. We devised a series of fluorescence 

technique involving the quenching of excited singlet states of BPDE by external 
- + ++ quenchers such as 0 , I , Ag and Hg . The principle of these techniques is 

that Ag and Hg ions, (quenchers of the BPDE fluorescence) bind to the bases 

of the heliz (internal binding), whereas 0 and I are external quenchers. 

We then demonstrated that intercalated aromatic molecules are readily quenched 

by Ag and Hg ions, but are less susceptible to external quenchers such as 

0 and I-. The fluorescence of BPDE, on the other hand, was insensitive to 

internal quenchers, but extremely sensitive to external quenchers. These re­

sults are in complete agreement with the results of the linear dichroism 

studies and we thus have firm evidence that BP reacts with DNA only after it 

has been metabolized to BPDE by the appropriate enzymes, and by binding 

covalently to DNA at a site external to the double helix. 



32 

A.III.(a). a-Particle Induced Radical Production in Anthracene Beyond 
the Bragg Peak 

Recently we have developed a technique for measuring small 

concentrations (i.e. one part in 10 ) of heavy ion induced radicals within an 
28 organic crystal. This technique termed "Exciton Sounding (ES)" utilizes 

the quenching of triplet excitons to probe the spatial distribution of radia­

tion damage in organic systems. In addition to its sensitivity ES provides 

a high level of spatial discrimination (i.e. "\> 10y), since the excitons are 

generated in the narrow skirt of a focussed laser. The ES technique has been 

applied to the measurement of the spatial distribution and yield of heavy ion 

induced radical with some startling results. 

Arnold, Hu and Pope have shown that although the distribu­

tion of radicals within the range of ion follows the stopping power, radicals 

are also produced far beyond this range. In particular in anthracene as 

Fig. 11 shows radicals were found at as much as six times the range of the 
2+ 

27 MeV He ions. With the inception of the use of heavy ions for radiation 
therapy, an explanation for this effect has important clinical significance. 
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Figure 11 . 
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Several hypotheses were proposed to explain these tails. 

These hypotheses may be divided into two categories: 

One involves the participation of secondary radiation which 

causes damage through its energy deg^adati^L and the other involves enhanced 

radical diffusion which allows the radicals to move beyond the a-particle 

range in channels created for example, by recoil protons. Long range damage 

should be expected from any of the following secondary radiation. 

a) recoil protons. 

b)y-radiation and neutrons arising from resonance excitation of carbon. 

c) bremsstrahlung from secondary electrons, a-particles and secondary 
protons. 

In addition, although the c' direction is not a channel-

m g direction in anthracene channeling may assist paraxial secondary charge 

particles in moving further than they could in an amorphous medium. 

Under the circumstances a study of the energy dependence 

of the tails was appropriate since radical diffusion may be distinguished 

from nuclear processes and elastic recoil. Figure 12 shows the spatial dis­

tribution of radicals as a function of the incident energy of the He2+ ions. 
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Figure 12. 
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As one can see the tails demonstrate an end point which increases monotonically 

with energy. This dependence eliminates both radical diffusion and radiation 

from excited nuclei __ from consideration as primary mechanisms for the tails. 

The radiation from excited nuclei"1 may be eliminated since the process of excit-

ing a nuclear level is not expected to be monotonic. Channeling may also be 

eliminated since the lateral distribution of the radicals was found to be sym-
i 29 

metric about the c axis which is not a channeling direction in anthracene. 

The abrupt end point in the radical distribution is indicative of the stopping 

of heavy charged particles; proton or carbon recoils would seem appropriate. 
2+ The end point range X plotted versus He energy E gives a power law 

of the form 

X = 7.98 (E ) m a 
1.78 (10) 

As shown in Fig. 13. 
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Figure 13-
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Carbon recoils have too little range to account for the end 

point. However, the most energetic protons (i.e. those leaving from the point 

of entry) have ranges which agree well with the experimental points as shown 

by the solid line in Fig. 13. 

More detailed insight into this process is gained by simu­

lating the spatial distribution of radicals. 

The density of energy deposited at any point R_ , (R_ ) due 

to recoil protons originating from a volume dV is 

d E (r,E ) d (E ,c) -,„ 
o f R M - v N spv sp; <*' dV_ , , 

where F is the a-particle flux, NTr is the density of hydrogen, d a (E ,^)/dQ. a H s p a 
is the cross-section for proton recoils, d E (r,E )/dr is the energy loss 

sp sp 
at position R_ by a proton originating from dV with energy E , and r 

sp 
is |R_ -R_| . Although stopping powers for protons in anthracene are easily 

arrived at from the Bragg additivity rule and stopping powers for carbon and 
30 

hydrogen, the determination of proton recoil cross-sections is more diffi­
cult. Since the center of mass energy exceeds the He Coulomb barrier, the dif­
ferential cross-section — should be calculated using an attractive nuclear 

Oil 

potential in addition to a Coulomb potential. Accordingly, these cross-sec­

tions were arrived at by solving for the S matrix using the following opti-
31 cal-model potential. 

V(r) = VCN(r) + VSQ(r) + V ^ r ) (12) 
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where VCN and Vg0 are the (complex) central nuclear and spin­orbit poten­

tials, respectively and ^C6vjl is the Coulomb potential.­ The parameters in 

the above potential were taken from fits to proton scattering experiments at 
32 

31 MeV. The calculation of the energy density from equation (ll) for a 

30 MeV a­particle flux of 3­91 x IO12 cm­2 is shown in Fig. lU. As one can 

see, the computer simulated profile of the energy deposited along the symmetry 

axis is similar to the radical density profile (i.e., A$ in Fig. ik) at the 

same energy. The 3% difference is cut­off depth between theory and experiment 

is in agreement with the semi­empirical range­energy formula and could be due 

to the failure to include the effects of straggling. ' 
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Figure ik. 

Also shown in Fig. ik is the energy density versus depth 

based on a Rutherford cross­section [i.e., only V ,(r) in equation (12).]. 

As one can see by comparison of this curve with the one corresponding to the 

full potential, Coulombic scattering plays a minor £ole in contributing to 

the energy deposited. The fact which is key to the occurrence of the tails 

will be discussed further below. 
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Since the energy density is calculated and the radical dens­

ity is known, an average yield may be determined for the formation of radicals. 

This yield is approximately 6 x 10 /erg. Although this yield is five times 

larger than the corresponding yield for q-particles, some caution must be exer­

cised in taking this conclusion literally. The most tenuous assumption in our 

calculation is that the Optical Model Parameters are independent of energy. 

Although this assumption is necessitated by lack of explicit data at other 

energies, one would expect terms in equation (12) such as the complex part of 

the central nuclear potential, Im[V (r)], to be influenced by the available 
33 energy since this potential describes absorption into channels other than 

elastic scattering." 

The super-tails found in the present work appear to be a 

general property of the interaction of heavy ions with organic matter. The 

fraction of the initial energy in the secondary proton channel at 30 MeV is 
_3 

^ 10 . The relative efficiency with which other ions produce tails will de­
pend heavily on the cross-section for generating recoils. Efficiencies as high 
as 0.1% for ions having velocities of ^8 MeV/AMU are a consequence of nuclear 
scattering and therefore will depend on the individual nuclear potentials. 

The most important conclusion of the present work is that 

the super-tails found in the induced radical production have their origin ~" ~ 

primarily in damage by recoil protons. 
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Triplet Exciton Diffusion and Double Photon Absorption in Tetracene 
By 

J . B . ALADEKOMO 2 ) , S. ARNOLD, and M. P O P E 

Delayed fluorescence from tetracene crystal excited at 8600 A is studied. The luminescence 
decay is interpreted in terms of a model in which singlets are generated by. triplet exciton 
fusion and by double-photon absorption. The double-photon absorption coefficient is estimated 
to be 5 8 X 10"" cm s. The triplet exciton diffusion coefficient along the crystal b axis is deter­
mined by the spatial intermittency method to be (4 ± 1) X IO"3 cm2/s. The influence of this 
diffusion coefficient on other processes is discussed. 

Es wird die verzogerte Fluoreszenz von Tetrazen-Kristallen untersucht, die bei 8600 A ange-
regt wurde. Das Abklingen der Lumineszenz wird interpretiert mittels eines Modells, in dem Sin-
suletts durch Triplett-Exzitonen-Fusion und durch Zwei-Photonen-Absorption erzeugt werden. 
Der Koeffizient der Zwei-Photonen-Absorption wird zu 5,8 X 10"=' cm s abgeschiitzt. Der Diffu-
sionskoeffizient der Triplett-Exzitonen entlang der 6-Achse wird mittels der raumlichen Inter-
mittenz-Methode zu (4 ± 1) X 10"3 cm!/s bestimmt. Es wird der EinfluB dieses Diffusionskoeffi-
zienten auf andere Prozesse diskutiert. 

1. Introduction 

The determinat ion of the diffusion coefficient Dab of the t r iplet exciton in the 
ab plane of te t racene is of special interest . Recently, Alfano et al. [1] have es t imated 
t h a t X>a(>(oo) ; § IO"2 cm2 s"1, where the expression (oo) refers to a hypothet ical meas­
urement a t infinite tempera ture . In the paper of Alfano et al. [1], the expression (oo) 
was omit ted, bu t since D.ab was est imated from the fission ra te constant a t infinite 
tempera ture , it should have been referred to as Dab(co). I n the absence of information 
on the tempera ture dependence of Dab, it is not possible to convert Dab{co) to a room 
tempera ture value. I t appears however tha t according to Alfano et al. [1], if one 
takes the lower limit of their est imate, t ha t Djb (tetracene) ^ 100D^ (anthracene). 
If this prediction is t rue, then the tr iplet diffusion constant in tetracene is quite anom­
alous. Bo th anthracene [2] and naphthalene [3] have diffusion constants which are 
within a factor of three of the predicted values based on stat ic exciton transfer inte­
grals [4]. The calculated transfer integrals in tetracene are only about three times 
those in anthracene or naphthalene [5]. Since the diffusion is proport ional to the square 
of the transfer integrals one would expect approximately one order of magni tude 
increase in the diffusion in tetracene as compared to anthracene or naphthalene . The 
predicted hundred-fold increase is clearly a t odds with existing theory. Fur thermore , 
a paper by Arden et al. [G] has appeared recently giving a new value for the tota l 
tr iplet exciton fusion ra te constant in tetracene, y tot = 2 X IO""11 cm3 s \ This value 
is one hundred times smaller than the value previously measured, and lead Arden 
et al. [6] to the conclusion t h a t Dab in tetracene is ra ther similar to t h a t in anthracene. 
I t therefore appears t ha t a direct measurement of Dab is essential. 
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Although direct measurements of triplet exciton diffusion have been made in an­
thracene and naphthalene and a number of other aromatic systems, such measure­
ments have not been made in tetracene principally because of the weak delayed 
fluorescence in this system and the difficulty in growing thick crystals. 

In the present work the method of spatial intermittency introduced by Avakian 
and Merrifield [7] is used to measure the diffusion in tetracene. 

2. Theory 
This section is divided into two parts. In the first part the decay of the triplet 

density will be described in the presence of traps. In the second part diffusion will be 
added to the kinetics and an expression for the decay of the delayed fluorescence will 
be derived. 

2.1 Decay of the triplet density in the presence of traps 
The basic equations governing the time dependence of a triplet exciton density n(t) 

generated by an incident intensity I(t) in the presence of an excess of traps in tetra­
cene may be written as [8] 

— = <xl(t) -rn + qnt , (1) 

_ J . = -S7lt +pn> {2) 

where 
r =P0+P , s =pt + q. 

In the above equations nt is the density of traps, /30 is the intrinsic free triplet exciton 
decay rate, p is the trapping rate, /3C is the rate of decay in the trap and q is the rate 
constant for escaping to the free exciton band from the trap. Bimolecular terms have 
been neglected [9] since the experiments are run at low enough intensities so that the 
luminescence is proportional to I2. If the duration of the excitation pulse At is short 
compared with all other rate processes, then it can be shown in general that the solution 
of (1) and (2) for n will be the sum of two exponentials [8] 

n =s a &~u -f- b e-"'. (3) 
Experimentally, since the delayed fluorescence intensity is proportional to n2, the 
rate constants, X, fi and the ratio of amplitudes ajb may be obtained from the square 
root of this luminescence intensity. Once having these parameters, the rate constants 
r and s in equations (1) and (2), and the product pq may be arrived at from [8] 

s = , pq = —, ^ - . (4) 

T + 1 . T + 1 (M 
2.2 Decay of the delayed luminescence including diffusion 

Experimentally we are interested in examining the effect on the decay of the 
delayed fluorescence of introducing a periodic spatial distribution of excitons into 
a crystal. These excitons will be introduced by irradiating the crystal with a pulse 
of 8600 A light through a transmission grating (Ronchi Ruling) of period x0. Since 
the distribution of excitons is not uniform the analysis of the results must include 
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a diffusion term D (82re/3a;2) in equation (1). I n addit ion since diffusion has its greatest 
contr ibut ion to (1) jus t after the light is tu rned on, the analysis will include the exci­
ta t ion t ime period of durat ion At. 

For a periodic spatical excitation, I{x, t), n(x, t), and nt(x, t) will be periodic and 
m a y be represented by the Fourier series 

I(x,t)= ~E°h(t) *->"<*, n{x,t) = £ nt(t)e-i°»x, nt{x, t) = £ nu{t) e->»" , 
J = _ c o l=-oo l=-oo 

(5) 
where on = 27il/x0. By substi tut ing (5) into (1) and (2) (with the diffusion te rm included 
in equat ion (1)) and doing a bit of algebra one can show tha t 

— ^ + (r -f- s + Dofi) ~j^- — (qp — rs — sDoyf) nt = al, 
dt2 ' v ' " ' """ dt 

The complete solution to this equation is 

71,(0 = Ax e~d'1 + Bi e~y" 

where 

Yi \ _ ( r + s + Dc°2') T / ( r + * + Da>l)2 + ±{pq-rs - sDwf) 

salt 
qp — rs — sDoyf 

(6) 

(7) 

5 J 
At the ins tan t the excitation is tu rned on nt(0) = 0 and dn,/d<| ( = 0 = <* î- W i t h these 
boundary conditions and equation (7), Bu the coefficient of the slow decay, is evaluat­
ed to be 

5|tj( + <xl, 
*' = -* • 

0, — yi 
where T]( = sali/(qp — rs — sDcof). After the laser is turned off 

ri,(t') = A\ e-w + B\ e~y'1', 
where t' = t — At. 

B y adding the boundary conditions 

n'i(0) = n,{At) 

(8) 

(9) 

and 
dn't 
~dT 

drii 
~dt 

- a / , 
( = A( 

and applying these conditions to (7) and (9), B\ is found to be 

B\ = 
«Ii 

Yi 
1+-

qp 

dis I 
sr — sDcof J 

(1 — e->"A1) 

and therefore the triplet density n'(t') after the fast decay dies away is 

n'(t') 
l—+oo 

£ B\ e-y'' e-3""x . 
J=-oo 

(10) 

(11) 

(12) 

B y utilizing (12) and the Fourier coefficients of the spatial square wave of excitation, 
the delayed luminescence L which is proport ional to the volume integral of n'2 may be 
shown to be 

L cc |JBOI2 e - 2 * ' ' + 2 £' \B't\2 e-2>"'' 
/ = i 

(13) 
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where the prime on the summation, indicates that this sum is to be carried out over 
only odd values of I. Experimentally we are interested in the influence of diffusion 
on the slow decay, and therefore data will be gathered after a time d beyond which 
the contribution from the fast decay is negligible. After this decay the influence of 
diffusion will be ascertained from the change in the rate of decay of the delayed 
fluorescence in the presence of the Ronchi Ruling. The amplitude normalized decay 
integral method [10] will be used for this purpose. In this method the ratio R of the 
integrated photon counts over several time constants (T/z) x to the integrated counts 
over a fraction of a time constant (Ajx) x is measured. This ratio provides a sensitive 
parameter for measuring decay characteristics. In general the ratio decreases as the 
rate of decay increases. The effect of a diffusion term in (1) is to cause the average 
triplet density to decay at a greater rate, thereby increasing the rate of decay of the 
delayed fluorescence. The ratio R from (13) is 

/ L dt 1 ­ e-2*>T + 2 Z' (C,IC0) [1 ­ e-z»T] 
R=JL-, = £ , (14) 

S Ldt 
d 

1 ­ e ­ 2 ^ + 2 Z'(Ci/C0) [1 ­ e ­ 2 " r ) 
i=i 

where Ct = \B't\
2 e-W/y, 

3. Experimental 
The experimental arrangement for determining the triplet exciton diffusion in tetra­

cene is shown in Fig. 1. Light at 8600 A from a liquid nitrogen cooled GaAs laser 
diode (Laser Diode Laboratories, Inc., Model LD­68) was collimated using a lens L 
of short focal length and passed through a polarizer P (Polaroid HR) and an IR trans­
mitting filter (Corning CS 7­69) to isolate the room light. The light was then passed 
through a Ronchi Ruling R onto the ab plane of a crystal. Polarizer P was oriented 
along one of the principal axes of the crystal in order to eliminate broadening of the 
excitation stripes within the crystal due to birefringence. The resulting delayed 
fluorescence was isolated from the exciting light by a green­blue filter (Corning CS 
4­97) and detected by a photomultiplier (EMI­6256S). The output from this photo­
multiplier was conditioned for photon­counting by an amplifier­discriminator (AD). 
The output of this AD was sequentially channelled into a pair of scalers Sx and S2 as 
explained below. 

The amplitude normalized decay integral method (ANDI) was used to detect 
changes in the luminescence decay rate [10] as explained in Section 2. 

The gating pulses for scalers Sĵ  and S2, SG and LG, respectively, as well as the 
pulse for driving the laser diode LSR was derived from a pulse sequence generator 
PSG whose output pulses were adjustable both individually in width and also in 

dewar p f? /? A 

laser m% PMT 
\m 

loser 
driver 

LSR 
S6 
LG 

pulse 
sequence 
generator 

AO 

bEAfi ■ 50Q Fig. 1. Experimental setup for diffusion mea­
surements 
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Fig. 2. Timing diagram for ANDI method. , 4/« ._. 
The repetition frequency of this sequence LSR p) I | » 

is 7.6 kHz „ M. ^ , — ^ 

J 
relative sequence. The pulse width of the laser in these measurements was approx­
imately 2 u.s including a rise and fall time of about 0.5 [is. Both scalers Si and S2were 
slaved to a sealer-timer (ST) which counted the number of driving pulses up to a preset 
number of 4 x IO6. The sequence of pulses from the PSG is shown in Fig. 2. As this 
figure indicates, the timing sequence was arranged such that the observation of 
luminescence decay was done with a delay d = 14 [is after the turnoff of the excita­
tion. Experimentally the delay was necessary to eliminate the inclusion of lumines­
cence arising from the fast decay component in the delayed fluorescence (see Section 2). 

In order to correct for intensity effects due to reflection and absorption by the 
ruling substrate a clear glass plate of the same material as that of the Ronchi Ruling 
(RR) was placed in front of the crystal replacing the ruling shown in Fig. 1 (condi­
tion A). Single photon counts were then recorded in both Sx and S2 up to the preset 
of the sealer-timer (ST). The glass was removed, ruling inserted (condition B) and the 
experiment repeated for the same number of laser pulses. The changes in the ratio of 
the counts in the two scalers between condition A and condition B, E = (i2A — RZ)IRA 
was used as a measure of exciton diffusion (see Section 2). In order to eliminate system­
atic errors, the experiments were done in the order A B B A A B B A . . . , and ana­
lyzed pairwise. A complete set of runs involved ten pairs of readings. 

An examination of the complete decay of delayed luminescence was made over 
a range of 80 [is using the monophoton delayed coincidence method (MPDC) [11]. To 
implement this method, the output signal from the discriminator was fed into the 
stop channel of a time to amplitude converter TAC and to a multichannel pulse 
height analyzer PHA. The start pulse for this TAC was derived from the pulse sequence 
generator PSG such that the leading edge of the start pulse coincided with the leading 
edge of LSR. By running the system without a crystal, it was ascertained that the 
exciting laser light was completely cut off. The decay at luminescence was accumulated 
in the memory of the PHA. 

The MPDC method was not used for the diffusion measurements because the ANDI 
method was found to be more reproducible. Since the ANDI method only required 
the recording of two readings, the rulings could be changed more quickly than the 
limit set in the MPDC method by the time needed to read out data. This lag time in 
the MPDC method was found to make systematic effects more influential in the 
analysis of the diffusion. 

4. Results 
The luminescence emanating from the crystal from the time the laser is turned on 

is shown in Fig. 3 in terms of the square root of the luminescence intensity versus time. 
The curves for the two different excitation pulse widths used in these experiments 
have been shifted horizontally with respect to each other in order to avoid confusion 
due to overlap. The pulse widths may be characterized by the average time at full 
intensity I0, At = {jIdt)fIQ. Curve a was obtained with a pulse width of 0.25 [is. For 
curve b the pulse width was 1.3 [is. The integrated luminescence detected during the 
laser pulse as well as that detected after the pulse were found to be proportional to 
the square of the incident intensity. As one can see, each of the decays shows a fast 
component which follows the turnoff characteristics of the laser followed by a slower 
22 physica (b) 80/1 
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30 40 
tfjis)-

Fig. 4. The effect of diffusion on the lifetime of the long 
decay component in terms of E versus l/x0. The diffusion 
coefficients for different curves are: (1) 5 X IO"3, (2) 
4 x IO"3, (3) 3 x IO"3, (4) 2 x IO"3, (5) 1 x IO"3 cm2/s 

Fig. 3. Decay of luminescence excited at 8600 A. (a) For 
excitation pulse width of 0.25 (is, (b) For excitation pulse 

width of 1.3 [is 

decay which may be broken up into the sum of two exponentials. The curves have 
been shifted vertically so that the luminescence intensities at the start of the slow 
decay appear to be equal. The short pulse width (0.25 [is) is found to enhance the 
relative intensity above the slow decay. The lines drawn through curve a in Fig. 3 
represent a fit to equation (3). The values found for A, <i and a\b are 5.0 x IO5 s, 
1.0 X 10" s ­ 1 , and 0.5, respectively. The additional intensity above this relatively 
slow decay may be explained in terms of fluorescence arising from double photon 
excitation from the ground state to the excited singlet state (see Section 5). 

The modulation of the slow decay rate in the presence of a Ronchi Ruling is repre­
sented by the factor E (see Section 3) versus ruling density l/x0 in Fig. 4. Since an 
increase in E corresponds to a faster decay, the data in Fig. 4 indicates that the decay 
rate is increased as the ruling density increases. The uncertainties in the points were 
calculated assuming Poisson statistics, and represents one standard error. These 
results indicate that the influence of diffusion is greater at higher ruling densities as 
predicted by theory (see Section 5). 

5. Discussion of Results 

The delayed fluorescence decays in Fig. 3 may be considered to contain two compo­
nents. The first is a prompt component due to fluorescence produced by double photon 
absorption and the second is a delayed component arising from triplets produced by 
direct S0 ­>­ Tx absorption. The singlet population obeys the following kinetics 

bP Ksns + ■ fyn2 
(15) 

where d is the coefficient for double photon absorption, K3 is the monomolecular decay 
rate of the singlets and ~ fyn2 is the rate at which singlets are formed from fusion. 
Since Ks1 is much smaller than the laser pulse width, the singlets may be considered 
to be in steady state and 

­̂ W (dP + ^fynj. (16) 
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For the 0.25 [is pulse width the density of triplets following shortly after this pulse 
( = 1 [is) may be obtained from n = a f I dtt/ or n = a/0 At. We see therefore that the 
ratio G of the density of singlets from double photon absorption at maximum intensity 
to that from delayed light just after the pulse 

° = 1OT- <17> 
For the short pulse (0.25 [is) the experimental value of G is 140 and for the long pulse 
(1.3 [is), G is 4. The short pulse therefore gives thirty five times as much prompt light 
as compared with the long pulse in fair agreement with the value of 29 for the inverse 
ratio of pulse widths squared. From (17) and the value of G for the short pulse, 
bj{-~ fya2) may be calculated and is found to be 8.8 x IO-12 s2. With -|- fy taken to be 
6.6 X 10-10 cm2/s [12] and a estimated to be IO -3 cm - 1 [13], <5 may be estimated to 
be 5.8 x IO-27 cm s. This result is easily within an order of magnitude of the value 
of 1.5 x IO-27 cm s arrived at by measuring the contribution of double photon ab­
sorption to delayed light from ruby laser excitation [8]. The two decays which make 
up the long decay in Fig. 3 may be used to determine the kinetic rates r, s, and qp 
from equation (4). These calculations give values for r, s, and qp of 1.7 X IO5 s -1 , 
3.4 x 10s s -1 , and 5.3 X 1010 s~2, respectively. The values of these rates are similar 
to although somewhat higher than the rates found by Delannoy and Schott [8]. 

The values of r, s, and pq may now be used in (14) along with the values of the diffu­
sion constant to calculate £ as a function of l/x0. These calculations are shown in 
Fig. 4 along with the experimental data. As one can see the value of the diffusion 
coefficient in the b direction tetracene may be estimated to be (4 ± 1) X 10~3 cm3/s. 
This diffusion coefficient is more than an order of magnitude greater than the largest. 
diffusion for anthracene ( = 1 . 5 X IO"4 cm2/s) [14] in the ab plane. Since tetracene is 
triclinic the four inequivalent nearest neighbours in the ab plane will have unequal 
interactions with the molecule at the origin [5]. This triclinic nature implies that the 
6-axis will not be a principal axis in tetracene. Therefore the diffusion measured in 
this experiment is a lower limit to the maximum diffusion. Since the spin relaxation 
time is expected to increase in proportion with the diffusion coefficient, a higher diffu­
sion rate implies a longer spin relaxation time. This result is consistent with the large 
spin polarization found in tetracene [15]. Furthermore, such a long spin relaxation 
time should be evidenced in a narrowing of the spin resonance lines. We therefore 
would expect the spin resonance line widths to be much narrower in tetracene than 
in anthracene. Preliminary measurements indicate that this is indeed the case [16]. 

Let us return to the problem posed by the recent measurement of ytot by Arden et al. 
of 2 X 10"11 cm3 s"1. This value is one hundred times smaller than that given pre­
viously by Ern et al. [12] and Pope et al. [17] of ytot = 2 x 10~9 cm3 s -1 . Consider 
the effect of a magnetic field on the efficiency of singlet production by triplet exciton 
fusion in anthracene and tetracene. I t can be shown by means of the Johnson-Merri-
field [18] theory of this magnetic effect that the following relation holds in the absence 
of an applied magnetic field, 

where y-g'T is the bimolecular rate constant for the fusion of triplet excitons to produce 
a singlet state, and the superscripts refer to either anthracene or tetracene; if-*'T is 
the diffusion controlled encounter rate of the triplet excitons; £A,T is the branching 
ratio or the ratio of the rate at which a pair of correlated triplet excitons fuse to give 
a singlet exciton to the rate at which the excitons backscatter to their uncorrected 
22* 
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state. The branching ratio for tetracene eT may be related through (18) to various rate 
constants in both anthracene and tetracene with the result that 

with eA taken to be 0.4. If we assume that Kx is proportional to the diffusion and that 
the diffusion in the present experiment is characteristic of the diffusion in the ab plane, 
then (KIJK^) is « 30. Based on Arden et al. [6], (yg-/y|) = 0.54 and eT from equation 
(19) is 0.02. This value is more than an order of magnitude smaller than the value of 
0.8 estimated from the magnetic anisotropy in the prompt fluorescence [19]. In fact 
such a value implies a much smaller magnetic field effect than that observed. On the 
other hand, the value for ys obtained by Ern et al. [12] and Pope et al. [17] gives 
a value for eT of 1.26 which is within a factor of two of the values obtained from 
the magnetic field studies. We conclude therefore that it is difficult to rationalize the 
results of Arden et al. with the diffusion and the magnetic field measurements in the 
context of the Johnson-Merrifield theory of the magnetic effects. However, consider­
ing the approximations involved in making estimates from (19), the value of ytot 
arrived at by Ern et al. [12] and Pope et al. [17] is in reasonable agreement with the 
present diffusion measurements. In addition, the prediction of Alfano et al. [1] that 
JDJJ, » lOOD^, is probably too high, although the observed ratio of 30 still represents 
a somewhat,anomalous diffusion process in tetracene. 
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1. Introduction 

Within the last few years there have been extensive 
investigations of the fluorescence from photosynthetic 
systems using picosecond lasers as excitation sources 
[1 — 11]. Such studies have established that the 
quenching of the prompt fluorescence, with increasing 
incident excitation intensity employing a single pulse, 
arises primarily from singlet—singlet exciton annihila­

tion [2,3,7­9]. When the mode of excitation consists 
of a train of pulses or of a microsecond laser pulse, 
there exists additional quenching of the fluorescence 
quantum yield arising from long­lived quenchers, 
presumably triplet excitons [2,3,10], which either 
arise from intersystem crossing from the singlet mani­

fold or from random recombination of electrons and 
holes formed from the autoionization final state 
channel of singlet fusion [8]. Recently, Geacintov 
et al, [8] have shown that the quantum yield quenching 
at emission wavelengths of 685 nm and 735 nm were 
identical, within experimental error, when single 
picosecond excitation pulses were employed. This 
identity in the quenching curves was interpreted in 
terms of the tripartite fluorescence model with 
bimolecular singlet fusion occurring exclusively 
within the light harvesting antenna system. Strong 
support for this interpretation was provided 
by the observation of an intensity­independent (for 
intensities below 101S photons cm"2 per pulse) 
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lifetime for the 735 nm emission [11]. Presumably, 
singlet fusion reactions are either inoperative or 
inefficient within the PS I antenna chlorophyll 
molecules, at least for intensities below IO15 photons 
cm"2 per pulse. Within the light harvesting and PS II 
antenna pigments which give­rise to the 685 nm 
emission, singlet exciton fusions do give rise to a 
strong decrease of the fluorescence lifetime with 
increasing intensity. It was concluded that the pigments 
which are responsible for the 735 nm emission derive 
their energy by singlet exciton transfer from the light 
harvesting system and not by direct photon absorp­

tion at 530 nm. In this paper we measure the risetime 
for the 735 nm emission and identify this time lag 
with the transfer rate from the light harvesting system 
to the PS I pigment molecules which give rise to the 
735 nm fluorescence band at low temperatures. 

2. Materials and methods 

The experimental arrangement for fluorescence 
lifetime measurements was similar to that reported 
previously [3]. A 1060 nm, 30 ps pulse was selected 
from the pulse train emitted by a modelocked Nd:YAG 
laser, frequency shifted to 530 nm by passage through 
a KDP crystal, and then was allowed to excite the 
spinach samples. The samples, chloroplasts prepared 
from spinach leaves as described in [12], were 

North-Holland Publishing Company ­ Amsterdam 

"f*"S 



Volume 83, number 2 FEBS LETTERS November 1977 

contained in a high optical quality 2 mm thick 
cuvette, maintained at 77°K within an optical dewar.^ 
The sample was illuminated uniformly, and the 
fluorescence was collected onto the slit of an Electro­

photonics ICC 512 (S­20 response) streak camera 
with//l optics. The temporal rise and decay profiles 
for both the 690 nm and 735 nm fluorescence were 
obtained at 77°K. This was accomplished by using a 
narrow band pass filter at 735 nm to isolate the 
PS I fluorescence, whereas the PS II and light harvesting 
antenna pigment emission was differentiated by means 
of a 690 nm narrow band pass filter. In addition, 
appropriate filters further rejected the 530 nm radia­

tion from the streak camera. Fluorescence streaks 
were imaged onto a SSR silicon vicidon optical multi­

channel analyzer and then displayed on an oscilloscope 
after each shot. Shots could be accumulated on a 
Nicolet signal averager, thereby allowing detection at 
lower excitation intensities and hence averting exciton 
annihilation effects and also greatly improving the 
signal­to­noise ratio. Because there is considerable 
variation from shot to shot in the start of the streak 
due to electrical jitter, a reference point in time was 
established by allowing a weak green pulse, which 
bypasses the sample, to enter the streak camera a 
few hundred picoseconds before the arrival of the 
fluorescence. The zero time for the fluorescence onset 
and the excitation pulseshape characteristics about 
the zero time position could be determined by 
examining 530 nm light scattered off a dummy sample 
cuvette. 

3. Results 

As shown in fig. 1, the 735 nm emission continues 
to rise after termination of the excitation pulse, 
whereas the 690 nm emission rises abruptly with 
characteristics expected from the pulse shape. The 
risetime of the 735 nm fluorescence, taken from the 
10% to 90% of peak intensity, was measured to be 
140 ± 40 ps, an average obtained from six separate 
experimental runs, each of about 30 shots. This 
risetime was observed over a wide range of incident 
intensities, from IO13 to 2 X 1014 photons cm"2. 
In fig.l the risetime of the 735 nm emission is compar­

able to the fall time of the 690 nm emission. However, 
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Fig.l. Time resolved fluorescence from spinach chloroplasts 
at a temperature of 77°K and an incident intensity of 2 X IO14 

photons cm"'. Emission at 690 nm rises promptly, following 
530 nm excitation pulse, whereas emission at 735 nm rises 
much more slowly. 

at intensities of IO13 photons cm"2 or lower, where 
the decay time of the 690 nm emission was measured 
to be about 900 ps, the risetime of the 735 nm emis­

sion remained near 140 ps. Thus, the 735 nm risetime 
does not correspond to the decay of the 690 
fluorescence. The decay time of the 735 nm emission 
at low intensities was near to 1.5 ns, close to that 
reported previously. The risetime result at 735 nm, 
however, is in sharp conflict with the results of Yu 
et al. [13] obtained with high intensity pulse trains. 
We interpret their measurement of an abrupt rise as 
due to the generation of long­lived transient quenchers 
[14] by the pulse train and subsequent annihilation 
effects. Nor does our data at 690 nm agree with that 
observed previously by Seibert and Alfano [15,16]. 
Their identification of two peaks in their data [15], 
not observed by us, as originating from PS I (risetime 
<10 ps, lifetime <10 ps) and PS II (risetime 90 ps, 
lifetime 210 ps) leads to opposite conclusions than 
does this paper. Their data, like that of Yu et al. 
[13] was also obtained with high intensity pulse train 
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excitation and has lately .come under much criticism 
[2,3,8,13,14]. 

4. Discussion 

The slower risetime of the 735 nm PS I fluofescence 
as compared to the risetime of the 690 nm PS II and 
light harvesting (LH) pigment fluorescence is consis­

tent with our previous conclusion [11] that the 735 
nm emitting pigment system derives its energy by 
exciton transfer from the LH pigments. An expression 
for the time dependence of the 735 run fluorescence 
can be derived based on these considerations and 
which can be summarized by the following steps. 

LH (or PS II antenna) 

LH 

011 
> fluorescence at 

690 nm 0) 
K 

­v PS I (exciton transfer 
to PS I) (2) 

PS I h > fluorescence at 
735 nm (3) 

If we denote the exciton density in PS I by «j, and 
denote the exciton density within the LH pigments by 
rtrr, then the time dependence of these quantities is 
described by 

d/!i 
■^'Knjjfi-Ppfc) (4) 

dr 

d/ij 

d7 G(t)-(PU+K)n^t) (5) 

where G(r) denotes the laser pulse generation source 
and K, /3j and /3n are the rate constants defined by 
(1) ­(3). For the sake of simplicity, these equations do 
not include details of Kitajima and Butlers tripartite 
fluorescence model such as separate emission bands 
from LH and PS II antenna pigments, energy transfer 
between these two systems [17,18], and the possibility 
that the 735 nm fluorescence is due to a chlorophyll 
from C­705 which derives its energy by exciton transfer 
from PS I antenna pigments [19]. 

Treating the incident source as a delta function, 
a good approximation because the risetime of the 

735 nm emission is at least a factor of five­times the 
excitation pulse width, eq. (4) and eq. (5) are easily 
solved: 

«n(0 = "n{0)e­G3n+/r)r 

Knn(0) 

(6) 

"l(0 = 
0,­(K+0Il) 

[e-Q3u+K)t-e-L\t] ,(7) 

The first term of eq. (7) characterizes the risetime 
of the 735 nm fluorescence (140 ± 40 ps), while the 
second term characterizes the decay ((3f' =» 1.5 ns). 

Equations (6) and (7) are the most simple represen­

tations of the time dependence of the 685­690 nm 
and the 735 nm fluorescence emissions, respectively. 
The data in fig.l indicates that (j3n + K)'1 = 
140 ± 40 ps, which implies, according to eq. (6), that 
the lifetime of the fluorescence at 690 nm should 
display the same time dependence. However, this is 
not the case, since the fluorescence decay time at 
~690 nm is about 800 ps [20]. Furthermore, below 
intensities of ~1015 photons cm"2 per pulse, the 
735 nm fluorescence risetime remains constant, 
within experimental error, while the lifetime of the 
685—690 nm fluorescence varies strongly with 
intensity due to exciton annihilation. 

At higher excitation intensities, when the quadratic 
term must be included in eq. (1) it can be shown [21] 
that the appropriate modification of eq. (6) and eq. (7) 
corresponds to replacing 0 n by j3n + cy^od where y^ 
is the singlet fusion rate, a (cm"1) is the absorption 
coefficient,lis the incident intensity (photons cm"2), 
and c is a numerical constant ­ 0.6. Hence when the 
excitation intensity of the single pulse obeys the 
equation 

I> 
cy^ 

(8) 

a decrease in the risetime of the 735 nm fluorescence 
is predicted. We indeed observe such a decrease when 
the excitation intensity exceeds / = 101S photons 
cm"2 per pulse. 

The lack of a correlation between the 735 nm 
fluorescence risetime and the 690 nm decay time for 
I< 101S, and the decrease in the 735 nm risetime for 
I> 101S photons cm"2 per pulse, can be understood 
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in terms of the following model for the LH pigment 
system. 

There are two types of LH pigments; in one of 
these denoted by LH(1), the chlorophyll molecules 
are tightly coupled to the PS I pigment system with 
K > (3n; i.e., the exciton lifetime is mainly determined 
by energy transfer to PS I, with K'1 a» 140 ps. The 
fluorescence yield from this system is low. 

The second type of LH pigments, LH(2), consists 
of chlorophyll molecules which are less tightly 
coupled to PS I (possible because of a large physical 
separation) and which decay mainly by the rate 
constant |3JJ — (800 ps)"1. The fluorescence yield 
from this system is relatively high. The 735 nm rise-
time is thus unaffected by exciton annihilation within 
LH(1) up to intensities of/~ 101S photons cm"2 per 
pulse when the annihilation rate begins to compete 
with the rapid LH(1) -* PS I transfer rate characterized 
by the rate constant K. 

This model of the fluorescence of spinach chloro­
plasts at low temperatures is depicted in fig.2. It is 
capable of accounting for all of the observations 
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psn 

1 
i 

LH(2) j 
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LH(I) 

' 

i 
: K 
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PS I 

h 

FG85-695 F735 

Fig.2. Modified Tripartite Fluorescence Model [17,18]. The 
source term G(f), excites both the light harvesting aggregate, 
LH, and the PS II chlorophyls. Fluorescence emission corre­
sponding to LH, PS II, and PS I are at 685, 695 and 735 nm 
[16-18], however, no differentiation is made between the 
PS II and LH emission in this work. The light harvesting 
pigment system is presumed to consist of two fractions: in 
LH(1) the light harvesting pigments are closely associated with 
PS I and energy transfer occurs with rate constant K\ in LH(2) 
the pigments are not closely connected to PS I and excitons 
decay mainly with the rate constant 0[j. The decay rate of 
the 735 nm fluorescence, which reflects the exciton density 
in PS I [nj.isdeaotedbyf?!-

presented here, as well as for the identity of the 
quenching curves at 685 nm and 73 5 nm [11]. 

It is possible that LH(1) represents a relatively 
small fraction of the total light harvesting pigments. 
This is indicated by the fact that the 735 nm fluo­
rescence reflects the exciton density within the light 
harvesting pigments [11], which is not primarily 
determined by the LH -» PS I energy transfer rate 
constant K, but is determined by the unimolecular 
rate /3U and the bimolecular exciton annihilation rate. 
Thus, excitons appear to communicate between 
LH(1) and LH(2), but the LH(2) ->• LH(1) -> PS I 
pathway does not characterize the major pathway 
for excitons within the overall LH pigment system. 

The model shown in fig.2 predicts that careful 
measurements of fluorescence decay curves at low 
intensities of excitation (no bimolecular exciton anni­
hilation) may reveal two components: a fast but weak 
component due to exciton decay by energy transfer 
from LH(l)->- PS I characterized by a lifetime of K~l, 
and a longer more intense component, which is 
characterized by jia. 
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Abstract—Using single picosecond laser pulses at 610 nm, the fluorescence yield (<j>) of spinach chloro­
plasts as a function of intensity (/) (IO12—IO16 photons/pulse/cm2) was studied in the range of 21-300 K. 
The quantum yield decreases with increasing intensity and the <j> vs I curves are identical at the emission 
maxima of 685 and 735 nm. This result is interpreted in terms of singlet exciton-exciton annihilation 
on the level of the light-harvesting pigments which occurs before energy is transferred to the Photosys-
tem I pigments which emit at 735 nm. 

The yield <p is decreased by factors of 12 and 43 at 300 and 21 K, respectively. The shapes of 
the <p vs / curves are not well accounted for in terms of a model which is based on a Poisson distribution 
of photon hits in separate photosynthetic units, but can be satisfactorily described using a one-parameter 
fit and an exciton-exciton annihilation model. The bimolecular annihilation rate constant is found 
to be y = (5-15) x 10"9cm3s"' and to exhibit only a minor temperature dependence. Lower bound 
values of the singlet exciton diffusion coefficient (^ IO"3 cm2s"'), diffusion length (>2 x 10"6cm) 
and Forster energy transfer rates (^3 x 1010 s"1) are estimated from y using the appropriate theoretical 
relationships. 

INTRODUCTION 

Picosecond lasers have now been used for several 
years in studies of the fluorescence properties of 
chlorophyll in vivo (Seibert and Alfano, 1974; Yu et 
al, 1975; Paschenko et al, 1975; Beddard et al., 1975; 
Campillo et al., 1976a, b; Breton and Geacintov, 
1976). Unusually short fluoresence decay times have 
been reported with the use of ps laser pulses for exci­
tation, which do not agree well with values obtained 
by more standard techniques utilizing low intensity 
excitation sources (Hervo et al., 1975; Briantais et al., 
1972; Tumerman and Sorokin, 1967). It has been 
shown, however, that the fluorescence can be strongly 
quenched when intense laser pulses (Mauzerall, 
1976a, b; Campillo et al, 1976a, b; Breton and Gea­
cintov, 1976; Geacintov and Breton, 1977; Monger 
et al., 1976) or (is pulses (Delosme, 1972; Den Haan 
et al, 1974) are utilized. This quenching which is attri­
butable to exciton-exciton annihilation processes 
gives rise to the short fluorescence lifetimes deter­
mined with ps lasers and accounts for the discrepan­
cies in lifetimes as determined by standard phase 
fluorimetric or photon counting techniques and ps 
laser techniques (Campillo et al., 1976b). 

We have shown elsewhere (Breton and Geacintov, 
1976; Geacintov and Breton, 1977) that the fluor­
escence at 735 nm attributable to Photosystem I pig­
ments is more strongly quenched than the 685 nm 
fluorescence (attributed to light harvesting and Pho-

* Chemistry Department and Radiation and Solid State 
Laboratory, New York University, New York, New 
York 10003. 

tosystem II pigments) when trains of ps pulses are 
used. This preferential quenching of the 735 nm emis­
sion band leads to differences in fluorescence spectra 
determined with ps pulse trains of either low or high 
intensities, and is attributed to the preferential build­
up of long-lived quenchers in Photosystem I. 

In this paper we show that such a change in the 
fluorescence spectra does not occur when single ps 
pulses are used for excitation, although strong 
quenching of equal magnitude at both 685 and at 
735 nm is observed. This property is unchanged in 
the temperature range of 21-300 K. These results are 
interpreted within the framework of Butler and Kita-
jima's (1974, 1975) tripartite model of the fluorescence 
of chloroplasts at low temperatures. 

The shapes of the fluorescence quenching curves 
(yield vs pulse intensity) are interpreted in terms of 
a kinetic singlet exciton-exciton annihilation model 
proposed by Swenberg et al. (1976a). Using theoreti­
cal relationships relating the bimolecular annihilation 
coefficients y to the exciton diffusion coefficient D, 
diffusion length /, and the energy transfer rates F, 
lower bounds of these quantities are estimated. 

MATERIALS AND METHODS 

Chloroplasts isolated from whole spinach leaves were 
suspended in a sucrose (0.4M)-Tris (20 mM, pH8.2)-KCl 
(20 mM) buffer solution. A drop of this suspension was 
squeezed between two microscope slide cover slips so that 
the effective sample thickness was between 0.05 and 
0.2 mm. The optical density was kept between 0.15 and 
0.20 at the absorption maximum (680 nm); thus the optical 
density at the wavelength of excitation (around 610 nm) 
was always kept below 0.04. Cooling of the sample was 
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achieved by means of a temperature regulated nitrogen 
or helium gas flow in a cryostat (stability + 1°C) 

The fluorescence was excited with a mode-locked dye 
laser (Electro-Photonics model 33) operated with rhoda-
mine 6G, while mode-locking was achieved with the dye 
3,3'-diethyl oxadicarbocyanine iodide (DODCI) The out­
put of the mode-locked laser consisted of a train of about 
300 pulses, 5-10 ps in width and spaced about 5 ns apart 
The pulses were best defined in width and in amplitude 
within the central part of the pulse train and a pockels 
cell with a 3 ns gate was utilized to select a single pulse 
from this area of the train 

A highly attenuated portion of the excitation beam was 
focused onto the entrance slit of a streak camera (Electro-
Photonics ICC 512) The quality of the pulse was verified 
for each laser shot by means of the streak camera The 
data were collected only if the intensity of the selected 
pulse was at least 100 times larger than the intensity of 
the neighboring two pulses within the train 

The fluorescence spectra were recorded by means of an 
//3 5 spectrograph-optical multichannel analyzer (OMA) 
arrangement which allowed the recording of complete flu­
orescence emission spectra with a single pulse laser shot 
The fluorescence spectra were stored in digital form in the 
memory of the OMA which allowed for background sub­
traction and signal averaging as necessary Calibrated neu­
tral density filters were used to attenuate the excitation 
pulse 

The relative fluorescence quantum yield as a function 
of the excitation energy was determined by dividing the 
digital values of the fluorescence intensities at 685 and 
735 nm (recorded by the OMA) by the laser output energy 
The output energy of the laser was measured by using 
a beam-splitter, which reflected a portion of the total 
energy onto the detector head of an energy meter (model 
R 3230, Laser Precision Corporation) The fluorescence 
readings were corrected for a nontinearity of the OMA 
as previously described (Breton and Geacintov, 1976) At 
low excitation intensities the sensitivity of the OMA was 

insufficient and the OMA Vidicon tube was replaced by 
a specially wired 56TVP Amperex photomultiplier tube 
In order to insure linearity of response of this tube capaci­
tors were placed across the last few dynodes and the 
dynode resistors were chosen to provide a smaller voltage 
drop across these last dynodes The linearity of this tube 
was carefully checked over the entire range of light in­
tensities used, a number of fluorescence quenching curves 
were determined using both the photomultiplier tube and 
the OMA system to ensure that the same results were 
obtained with both systems When the photomultiplier 
tube was used, the following interference filters were placed 
in front of the spectrograph (1) for 735 nm viewing an 
interference filter with a maximum transmittance at 
728 nm, half maximum bandwidth 7 nm, (2) for 685 nm 
viewing the maximum was 680 nm, half-band width 4nm, 
(3) in some experiments, particularly at the lowest in­
tensities, a cut-off filter only (transmittance above 665 nm) 
was employed This was permissible, because no difference 
in the relative quenching as a function of emission wave­
length was observed using single ps laser pulses, the fluor­
escence emission spectra did not change as a function of 
the energy of the single ps pulses This is in contrast to 
our earlier observations where ps pulse trains or /is pulse 
excitation was used (Breton and Geacintov, 1976, Geacin­
tov and Breton, 1977) 

The laser beam was focused onto the sample and the 
fluorescence was in turn focused onto the entrance slit 
(0 5 mm) of the spectrograph The area of the sample which 
was excited, as well as the intensity profile of the pulse 
was estimated by placing the OMA detector head at the 
location of the sample A strongly attenuated pulse was 
then imaged on the OMA detector which consists of a 
matrix of independent photodiodes spaced about 8 iim 
apart Vertical arrays of diodes are read with an electron 
scanning beam whose resolution is about 25 irni (Fig la) 
The contents of each vertical array is summed, digitized 
and then stored in the memory of the OMA console All 
of the energy received by each vertical array of diodes 
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Figure 1 (a) Schematic representation of the OMA detector head which consists of a large array 
of photodiodes which are read by a scanning electron beam (about 25 /jm resolution) A hypothetical 
circular light beam is superimposed on this array of diodes (b) Experimentally determined laser beam 
profile-OMA output The vertical scale represents relative energy while the points are spaced about 

25 /im apart 
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Figure 2 Relative fluorescence yield <p as a function or 
the incident laser pulse intensity at 300 K x represents 
the number of photon hits per photosynthetic unit consist­
ing of 200­300 molecules A typical fluorescence spectrum 
obtained with the OMA­spectrograph is shown in the in­
sert (maximum at 685 nm) Theoretically calculated 
quenching curves according to Eq 7 (see also the legend 
of Table 1), lake model of exciton quenching, theore­
tically calculated quenching curve using the Poisson distri­
bution of photon hits per photosynthetic unit (300 chloro­
phyll molecules/unit), Eq 5, the puddle model The vertical 
scale is in arbitrary units and the <p values for the two 
wavelength regions were normalized with respect to each 

other 

was thus integrated A typical profile of the laser pulse 
obtained m this way is shown in Fig lb, where the hori­
zontal spacing between the dots is 25 fim and where the 
amplitude represents the energy integrated over the corre­
sponding column of photodiodes Two different measure­
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Figure 3 Relative fluorescence yield 0 as a function of 
the incident laser pulse intensity at 200 K The data were 
obtained viewing different wavelength regions (685 or 
735 nm), or the entire emission (using a 665 nm cutoff fil­
ter) Same definitions of X and the solid and dashed curves 

as in Fig 2 
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Figure 4 Relative fluorescence yield cp as a function of 
the incident laser pulse intensity at 100 K See captions 

of Figs 2 and 3 for other details 

ments with the plane of the detector head rotated by 90° 
around the normal to this plane allowed us to probe the 
non circular shape of the laser beam (it was elliptical in 
shape) and to determine the area (4 ± 1 mm2) of the 
excited region of the sample 

RESULTS 

The fluorescence quantum yields (corresponding to 
the experimentally determined fluorescence intensity 
divided by the pulse energy), in relative units, as a 
function of the energy of the single ps pulses, are plot­

ted in Figs 2­5 At room temperature, only the results 
for the 685 nm fluorescence are plotted, since the con­

tribution of the PS I pigment system to the overall 
emission is believed to be very small at 300 K (Goed­
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Figure 5 Relative fluorescence yield <j> as a function of 
the incident laser pulse intensity at 21 K See captions of 

Figs 2 and 3 for other details 
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heer, 1972) At the other three temperatures (200, 100 
and 21 K) the emission attributed to PS I and PS II 
is well resolved (Goedheer, 1972, Goedheer and 
Verhulsdonk, 1970, Cho et al, 1966, 1970) Butler and 
Kitajima (1974, 1975) have recently proposed a tripar­
tite model for the fluorescence of spinach chloroplasts 
at low temperatures The 685 nm emission band is 
believed to emanate from light harvesting chloro­
phyll-protein complexes, which are capable of feeding 
energy to both PS I and PS II pigments The 735 nm 
emission band is attributed to PS I, and a maximum, 
or shoulder, appearing at 695 nm is attributed to 
antenna pigment molecules associated with PS II 
Typical emission spectra recorded with the OMA-
spectrograph using a 0 5 mm slit (dispersion 
26nm/mm) are also shown in Figs 2-5 It should 
be noted that with this slit width, the 685 and 695 nm 
bands are not resolved Using narrower slit widths 
however, these two maxima are clearly evident and 
such a spectrum obtained with our OMA system is 
shown elsewhere (Geacintov et al, 1977) In our ex­
periments described here, no distinction is made 
between the 685 and 695 nm emission peaks and this 
fluorescence will be collectively referred to as 685 nm, 
or PS II fluorescence 

Within expenmental error, no differences in the flu­
orescence yield curves between the 685 and 735 nm 
emission bands can be discerned This result is in 
sharp contrast to the case when ps pulse trains or 
fts excitation pulses are utilized (Geacintov and Bre­
ton, 1977) 

DISCUSSION 

A number of aspects of these results need to be 
interpreted Perhaps the most striking result is the 
fact that there is no difference in the fluorescence yield 
curves at 685 and at 735 nm, whereas it is well known 
that these two emissions originate from different pig­
ment systems, give rise to differences in low intensity 
fluorescence induction curves (Murata, 1968, Kita­
jima and Butler, 1975), and exhibit different singlet 
exciton lifetimes as determined from fluorescence 
decay curves (Hervo et al, 1975) 

Furthermore, the shape of the fluorescence yield 
curves as a function of the pulse energy can be inter­
preted in terms of either (a) the Poisson saturation 
model which is similar to the model proposed by 
Mauzerall (1976a, b) and (b) homogeneous distribu­
tion of excitons throughout the photosynthetic units 
and singlet-singlet exciton annihilation as described 
by continuum diffusion kinetics (Swenberg et al, 
1976a) Exciton-exciton annihilation has been in­
voked by Campillo et al (1976a, b) to account for 
yield vs intensity curves and for the intensity depen­
dence of fluorescence lifetimes in Chlorella 

Utilizing the reasonable assumption that the fluor­
escence quenching is due to the diffusive encounter 
and mutual annihilation of singlet excitons, informa­

tion about the diffusion parameters of excitons and 
their temperature dependence can be obtained 

Interpretation of the quenching curves 

Delosme (1972) and Den Haan et al (1974) using 
us duration light flashes, Mauzerall (1976a) using ns 
laser flashes and Campillo et al (1976a) using ps laser 
pulses were the first to report that fluorescence yields 
decrease when the number of photons absorbed per 
flash are substantially larger than the number 
required to saturate photosynthesis 

Mauzerall (1976a, b) interpreted the yield vs inten­
sity curves in terms of Poisson distributions When 
the excitations are confined domains and when the 
fluorescence yield depends on the number of exci­
tations per domain, Poisson statistics are appropriate 
Such a model is useful within the context of the 
"puddle" model of Robinson (1967) in which the exci­
tons are confined to diffuse within one particular pho­
tosynthetic unit (PSU) The PSU is usually defined 
as one reaction center, or trap and its associated 
antenna pigment molecules However, a domain to 
which the excitons are confined can also consist of 
3-4 traps (Mauzerall, 1976b, Paillotin, 1976) In the 
opposite picture, the reaction centers are distnbuted 
among a uniformly large matrix of pigments The 
exciton generated within any one particular photo­
synthetic unit can diffuse to other units, its range 
being limited essentially by its lifetime This has been 
referred to as the "lake" model (Robinson, 1967), or 
the multicentral or statistical model (Malkin, 1974) 
In the lake model, the creation and annihilation of 
excitons can be described by a standard kinetic equa­
tion (Swenberg et al, 1976a) Poisson statistics do not 
have to be taken into account as long as the exciton 
distribution is completely randomized by diffusive 
processes on time scales which are short as compared 
to characteristic annihilation times (see below) 

In the puddle model, or confined domain case, the 
annihilation of excitons gives rise to a change in the 
exciton density in a discontinuous manner Since the 
PSU is generally considered to consist of several 
hundred molecules only, the use of standard kinetic 
equations is questionable Using an appropriate Pois­
son saturation model, in which the first photon hit 
per PSU (or domain) gave a finite fluorescence quan­
tum yield $! , and all subsequent hits contributed no 
fluorescence, Mauzerall (1976b) was able to fit his ex­
penmental data using the following equation 

(1 - t~*) 
* M = *i * x (1) 

x is the average number of hits per unit, 1-e"* is 
the probability that the units have been hit at least 
once With the further assumption that the maximum 
variation in the observed fluorescence yield 0 as a 
function of x cannot exceed 90% of the total yield, 
Mauzerall obtained a satisfactory fit to the data in 
the case when the reaction centers are all closed (in 
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our experiments this was the case at low temperatures 
thus the same considerations should apply). 

We shall now attempt to fit our data to a Poisson 
distribution as well. In our experiments the fluor­
escence quantum yield varied by as little as a factor 
of 12 (at 300 K) with no appearance of leveling out 
of d>(x) at intensities above the maximum ones used 
here, and by as much as a factor of 43 (at 21 K). 
This amounts to a quenching of about 83-98% of 
the total fluorescence. In our case it therefore does 
not appear to be justified to assume a priori that a 
fraction of the fluorescence remains unquenched. 

We first consider Poisson statistics allowing for the 
possibility of exciton-exciton annihilation in each 
domain wherever there are two or more hits per 
domain. If we assume that this annihilation is very 
efficient, and that the quantum yield for each domain 
hit by 1, 2, 3 . . . n photons is 4>„, then 

where (pt is the yield when there is only one hit per 
domain (n — 1). These considerations follow from the 
exciton annihilation model 

_ S, -f-S.—S, +S0 (3) 
since the collision of two singlet excitons (SJ removes 
one exciton (S0 denotes a ground state chlorophyll 
molecule). A domain receiving n hits will have at the 
very least a probability of 1/n to emit fluorescence 
with an intrinsic yield # i . It should be noted that 
this annihilation picture is equivalent to Mauzerall's 
(1976b) assumption that the quantum yield of a unit 
is 0i for the first photon hit, while all subsequent 
hits produce a quantum yield of zero. 

If the average number of hits is x, then the prob­
ability that a given unit has received n hits is given 
by the Poisson distribution 

P . M - ^ . (4) 
n\ 

The overall quantum yield for a given number of 
average hits x is <f>p(x) in the puddle model or domain 
case and is given by 

- <pl P„(x) 

-frW*'p' + Tp ' + -} (5) 

where 1 — P0{x) = I — e~* is the probability that the 
units have been hit at least once and represents a 
normalization factor in Eq. 5. 

If singlet-singlet annihilation leads to ionization of 
bulk chlorophyll molecules (Si + Si —* S+ + S~, 
where S+ and S~ correspond to chlorophyll ions), 
then the extent of quenching within the context of 
the puddle model will be even larger than predicted 

by Eq. 5. In that case, all of the terms except the 
first one in Eq. 5 would be zero. 

The number of hits per pigment molecule at any 
given intensity can be calculated from the values of 
the extinction coefficient of chlorophyll in vivo given 
by Schwartz (1972). The only assumption which must 
be made in calculating <pp(x) is the number of mol­
ecules in a photosynthetic unit. As a typical value, 
we have assumed a unit size of 300 pigment mol­
ecules. The number of hits per unit thus calculated 
is indicated by the black squares on the top of Figs. 
2-5. In order to indicate how the calculated number 
of hits varies with unit size, the left edge of each black 
square on the top parts of Figs. 2-5 indicates the 
calculation for 300 molecules/PSU, while the right 
hand side indicates a calculation for 200 molecules/ 
PSU. The calculation of 4>p(x) thus requires only one 
parameter, the size of the PSU. In these calculations 
we have neglected the effect of the depletion of the 
ground state. At an incident intensity of 5 x IO15 

photons cm"2, the ground state depletion is 10%, 
rises to 20% at 1016 photons cm"2 and to 36% 
at the maximum intensity of 2 x 1016 photons 
cm"2. As is evident from the logarithmic intensity 
scale in Figs. 2-5 this neglect is justified throughout 
most of the intensity range studied for a comparison 
of the theoretical and experimental fluorescence 
yields. 

The calculated curves according to the Poisson 
model Eq. 5 are plotted as the dashed curves in Figs. 
2-5. We first note that if a quenching probability of 
less than maximum is assumed (i.e. if 
dyjn < d>„ < (pi), this still would mean that the curves 
at 200, 100 and 21 K could not be fit to the experi­
mental data in the x = 0.1 to x = 2 region. This is 
due to the fact that a decreased quenching efficiency 
would tend to raise the dashed curves, which are 
already above the experimental points in the 
0.1 < x < 2 region. Since this is not the case for 
example at 300 K (Fig. 2), a special set of quenching 
efficiencies at the different values of n would have 
to be tried in order to obtain a satisfactory fit in 
this case. 

Next, we consider the effect of varying the number 
of molecules per PSU. If more than 300 molecules 
per unit are assumed, the dashed curves should all 
be shifted to the left in Figs. 2-5. The extent of the 
leftward shift is larger, the larger the PSU. While 
this would produce a better fit at low intensities, the 
fit at the higher intensities would be worse. Similarly, 
if the assumption is made that there are less than 
200 molecules per PSU, the dashed curves should be 
shifted to the right. 

We thus conclude that the Poisson saturation 
model with the limited number of approximations, 
made here, does not well describe our experimental 
data. If ionization processes are important leading to 
a disappearance of both singlets, the quenching effi­
ciencies will be larger than calculated by Eq. 5, but 
the basic conclusions will remain unchanged. 
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Table 1, Bimolecular rate constants inferred from fluorescence quenching curves 

Temperature 
K Z (cm2)* y/2k (cm2) t(PS II)(ns)** Bern's"1) 

300 
200 
100 
21 

(3 + 1)10"15 

(9 + 2)KT15 

(6 + 3)10"'5 

(9 + 3)l0"15 

(2 ±0.6) 10"18 

(6.2 + 1.4) 10"18 

(4-4 + 2) 10"1S 

'(6.6+ 2) 10" l8 

0.8 
0.8 
0.9 
1.1 

(5.2 ± 1.6)10"' 
(15 6±4.0)-t0"9 

(9.6 ±4.8)10"' 
(12.0 ± 4.0) IO"9 

* The parameter Z was obtained from the fits to the data in Figs. 2-5 and is defined by a modified form of Eq. 
7 namely <p(Io) = (<^0/Z/0)log(l + ZI0) where /0 (photons cm"2 per pulse) is the experimentally determined incident 
intensity, whereas /„ (cm"3) in Eq 7 is the number of absorbed photons. /„ can be calculated for a given /0 if the 
number of photons absorbed per cm3 throughout the sample is constant (which is approximately correct for optical 
densities below ~0.05), from a knowledge of the extinction coefficient of chlorophyll at 610 nm (Schwartz, 1972), and 
the average pigment concentration in vivo (calculated to be about 0.1 M from the data provided by Park and Biggins, 
1964). We thus find that at 610nm /0 = 10'* photons cm"2 corresponds to /„ = 1.4 x IO17 photons cm"3, giving 
<x(610nm) = 1400 cm"1; this value was utilized in calculating values of y/2fc from the values of Z. 

** Values taken from Hervo et al. (1975). 

We now turn to an interpretation of the data by 
a continuum type differential equation as previously 
suggested by Swenberg et al (1976a): 

dn(t) 
dt 

(xl(t) - kn - jyn2 (6) 

n(t) denotes the time dependent singlet exciton den­
sity, o (cm"') is the absorption coefficient, I(t) (pho­
tons cm" 2 s _ 1 ) is the incident light intensity, fc(s_1) 
is the unimolecular decay time of the singlet excitons 
in the low intensity limit, and y (cm3 s~l) is the bi­
molecular singlet exciton-exciton annihilation con­
stant The factor of 1/2 in the last term of Eq. 6 
denotes the case where the final state channel consists 
of one singlet exciton which resulted from the mutual 
annihilation of two excitons. 

The validity of Eq. 6 for singlet-singlet annihila­
tions depends on several factors. 

First, the excitons are assumed to be capable of 
diffusing freely within the photosynthetic membranes, 
from one unit to another (lake model). The size of 
the domains is assumed to be sufficiently large so 
that annihilations give rise to changes in exciton 
densities in a continuous manner, rather than in a 
discontinuous manner when a finite number of exci­
tons are confined to a relatively small domain (this 
latter case will be treated in a future publication). 

Furthermore, Eq. 6 assumes that annihilations do 
not take place before diffusive motion has completely 
randomized the distribution of excitons. If this is not 
the case, annihilation will occur before diffusion has 
taken place and some sort of a dependence on a Pois­
son distribution, or time dependent diffusion terms 
might be expected. If F is the molecule to molecule 
transfer rate, and yn is a typical annihilation rate, 
the validity of Eq. 6 requires that F P yn. Paillotin 
(1976) has estimated a lower limit of 3 x 1011 s"1 for 
the nearest neighbor transfer rate. Campillo et al 
(1976b) have shown that the fluorescence decay times 
at high ps pulse intensities are dominated by annihila­
tion (yn > k 5: 109 s".1) particularly at high in­
tensities. Thus, assuming F > 3 x 10 u s"1, Eq. 6 is 

probably valid at least up to intensities when the 
measured lifetimes are ~ 50 ps, corresponding to 
an average annihilation rate yn of 2 x 1010 S"1 

and a relative fluorescence quantum yield of 
-109/(2 x 10 1 0 )* 1/20. Except in the 21 K experi­
ment where the lowest yield measured (relative to the 
low intensity limit) was 1/43, the above conditions 
are satisfied at the other three temperatures (relative 
yield not less than 1/23). 

The solution of Eq. 6 in which the excitation pulse 
has a duration of several picoseconds, has been dis­
cussed in a preliminary note by Swenberg et al. 
(1976a). If <p0 is the quantum yield at low light in­
tensities and 4>(la) is the yield when the number of 
photons absorbed is /„ = Ja/(t)dt (with the inte­
gration extending over the duration of the pulse) then 
we obtain for the yield 

<HU = <t>o mrys{i + I(i (7) 

Using this equation, we can obtain excellent fits 
to the experimental data at all temperatures using 
only (y/2fc) as the adjustable parameter. The curves 
calculated according to Eq. 7 are drawn as solid lines 
in Figs. 2-5; the values of the parameters which were 
used, together with the maximum spread in these 
values which would place the calculated curves out­
side the error bars of the experimental dataware given 
in Table 1. Hervo et al (1975) have recently remea-
sured the temperature dependence of the PS II and 
PS I fluorescence lifetimes x(k = r"1) . This allows for 
a calculation of the bimolecular annihilation coeffi­
cients y, which are also listed in Table 1. In calculat­
ing y the lifetimes determined at 685 nm were used, 
for reasons which will be discussed below. 

From the data in Table 1 it is evident that the 
bimolecular constants are the same within experimen­
tal error below 200 K. The room temperature value 
appears to be somewhat smaller. These values are 
similar in magnitude to those which have been 
observed for singlet-singlet and singlet-triplet exciton 
annihilation in organic crystals (Swenberg and Gea-
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cintov, 1973, Rahman and Knox (1973) In fact the 
same type of fluorescence quenching curves which are 
observed with chloroplasts (Figs 2-5) have also been 
demonstrated in organic solids such as anthracence 
and tetracene using ps laser excitation (Campillo et 
al, 1977) The fluorescence quenching curves observed 
in these crystals, are also well accounted for by Eq 
7 The assumption that only singlet-singlet annihila­
tion takes place in organic crystals when single pico­
second pulses are used is on rather solid grounds 
Thus the similarity between the fluorescence quench­
ing curves as a function of pulse energy observed in 
these systems and in chloroplasts lends further sup­
port for the kinetic model from which Eq 7 is de­
rived 

Exciton diffusion parameters and their temperature 
dependence 

The bimolecular annihilation rate constant y is a 
function of the diffusion coefficient D In principle 
it is possible to calculate D from y using the appro­
priate theoretical relationships 

In practice however, such a calculation is difficult 
because a knowledge of the interaction radius R 
between the two excitons, which is not known, is also 
required Furthermore, the constant y contains a par­
ameter p (<20) which denotes the probability that a 
collision will actually produce an annihilation, and 
that such an annihilation may remove only one or 
both of the excitons (the latter case is possible if ioniz­
ation with the production of an ion pair occurs, thus 
giving rise to the maximum possible value of p = 2 0) 

For these reasons, only lower bound values of the 
diffusion constants D, diffusion length / and the 
Forster energy transfer rate F can be inferred from 
the experimentally measured values of y 

The photosynthetic pigment molecules are most 
likely arranged in a two-dimensional network For 
this reason we employ a two-dimensional system for 
estimating D, although similar results are obtained 
in three dimensions Since the membrane thickness 
is of the order of 50 A, the values of y (cm3 s"') given 
in Table 1 must be multiplied by 2 x 106cm_ 1 to 
obtain the appropriate values of the two-dimensional 
(y(2)) values 

For a single component system, with an isotropic 
diffusion coefficient, the theoretical expression linking 
experimental values of y(2) to D and R is given by 
(Suna, 1970) 

' " ' = ' - m r f — <8» 

where R is the effective capture radius, and k is the 
reciprocal of the exciton lifetime as previously defined 
following Eq 6 above The p factor takes into account 
final states other than singlet excitons, and collisions 
of excitons which do not lead to annihilation This 
equation is valid for the diffusion of two excitons and 

annihilation within a sphere of influence R under the 
conditions that %/D/k J> R The values of k are 
known to be v IO9 s " ' (Hervo et al, 1975) The aver­
age intermolecular distance between chlorophyll mol­
ecules is of the order of 20 A (calculated from the 
data of Park and Biggins (1964) from which we esti­
mate an in vivo chlorophyll concentration of 0 1 M) 
The value of 20 A, thus represents the smallest value 
of the interaction radius R Using this value of R 
and the values of k and y given in Table 1, we can 
utilize Eq 8 to infer values of the diffusion coefficient 
D At room temperature y ~ 5 x 10~ 9 cm 3 s~ \ giv­
ing y(2) * I 0 " 2 c m 2 s " 1 and D is estimated to be 
« 2 x 10"3cm2 s"1 If a larger value of R, e g 50 A 
(Rahman and Knox, 1973) is chosen, then the calcu­
lated value of D turns out to be s=10~3cm2 Thus, 
in calculating D from y(2), the lack of knowledge of 
R still permits the calculation of values of D within 
a factor of 2 Since p ^ 2 0, the estimate of 
D « 1 0 " 3 c m " 3 s " ' represents a lower bound 

At temperatures below 200 K, y appears to be 
larger than at room temperature Following the same 
procedure, but using an average value of 
V ~ 10"8cm3 s"1 at these lower temperatures, yields 
fl*4x l O ^ c n r s " 1 

The condition of validity of Eq 8, namely 
sjD/k P R, is weakly satisfied using the values of D, 
k and R given above Thus ^/D/k is of the order 
of 100-200 A, while R is 20 A An expression relating 
the diffusion coefficient D to y without making use 
of this approximation, has been developed by Yokota 
and Tanimoto (1967) using a scattering length formal­
ism, using their Eq 14, we find for R = 20 A, that 
D = 7 x 10 _ 3 cm 2 s " 1 If we adopt a value of 
R = 50 A, then D = 10"3 cm2 s " ' The use of differ­
ent theories relating D and y will be discussed in more 
detail in a forthcoming publication 

The average singlet exciton diffusion length / is 
given by 

/ = j4D/k (9) 

Using the above cited values of k and lower bound 
values of D « 10" 3 cm 2 s _ 1 , we obtain / > 200 A at 
room temperature, while / > 400 A at the lower tem­
peratures This represents the approximate dimen­
sions of one photosynthetic unit consisting of 200-300 
molecules However, since / ccp" 1 ' 2 , a value of 
p — 0 5 suffices to yield a calculated diffusion length 
of ~800A at room temperature Since p is likely to 
be less than 2 it is probable that / is larger than 200 A 
and that the singlet exciton in chloroplasts can range 
over several photosynthetic units (see for example 
Paillotin, 1976) in the temperature range of 20-300 K 

The connection between the nearest neighbor hop­
ping rate F and the diffusion coefficient D is compli­
cated by our lack of knowledge of the degree of 
coherence (Pearlstein et al, 1976, Knox, 1975) How­
ever, from the temperature dependence of y and the 
singlet exciton lifetimes (Hervo et al, 1975), a change 
in D as a function of temperature of less than 30% 



636 NICHOLAS E GEACINTOV, JACQUES BRETON, CHARLES E SWENBHRG and GUY PAILLOTIN 

is calculated, assuming R to be constant Thus, D can 
be considered to be a constant as a function of tem­
perature within the experimental error This argues 
against phonon-scattering as the process limiting the 
exciton mean free path since in that case, D would 
be expected to vary in proportion to T " " 2 This 
would imply a factor of ~4 increase in D as the tem­
perature is lowered from 300 to 21 K Thus, the much 
weaker experimentally observed variation in y and 
the values of D inferred therefrom, is consistent with 
an incoherent exciton transfer model Under these 
conditions F = D/R2 Using D> 10" 3 cm 2 s " ' and 
R = 20 A we obtain F > 3 x l O ^ s " 1 (F > 1 0 , o s _ 1 

is obtained if R = 50A is chosen) Paillotin (1976) 
inferred values of F which are about ten times larger 
than these lower bound values If p were equal to 
0 3, then the values of F calculated would be consis­
tent with those of Paillotin 

In the incoherent exciton limit, the lack of a strong 
temperature variation in D, to within ~30%, implies 
that the transfer rate F also displays a similar lack 
of strong temperature dependence The transfer rate 
F depends on the strength of the electronic transitions 
involved (donor and acceptor) and the local index 
of refraction of the medium While these two par­
ameters are not expected to vary significantly with 
temperature, F also depends on the overlap integral 
between the donor fluorescence and the acceptor 
absorption spectra This overlap depends on the tem­
perature (Paillotin, 1973) Considering the tempera­
ture dependence of F as given by Paillotin, variations 
in F are expected in the low temperature range (below 
50 K), but not at the higher temperatures However, 
this relationship was established utilizing values of 
the displacement between the maxima of the absorp­
tion and fluorescence maxima (Stokes shift) for 
chlorophyll d in vitro Our results imply that here 
is no significant variation of this parameter at low 
temperatures, this may be due to a decrease in the 
Stokes shift in vivo 

The transfer rate also depends on the mutual orien­
tation between the transition dipole moments How­
ever, there is no evidence for temperature dependent 
phase transitions or a significant change in the orien­
tation of bulk chlorophyll molecules (Garab and Bre­
ton, 1976) 

Energy transfer pathways and the origin of the PS 1 
(735 nm) fluorescence at low temperatures 

In the previous sections we have analyzed the fluor­
escence quenching curves according to Eq 7 without 
attempting to differentiate between PS I and PS II 

There are a number of reasons why the quenching 
curves at these two wavelengths are expected to be 
different, as indeed they are when jis (Geacintov and 
Breton, 1977) rather than ps pulses are used for exci­
tation 

(l)The distribution of quanta among the two pig­
ment systems This quantity was determined recently 

by Kitajima and Butler (1975) They found that for 
excitation below 680 nm, about 30% of the absorbed 
quanta contribute to the PS I fluorescence at 735 nm 
at 77 K, and ~70% contribute to the 685 nm emis­
sion 

(2) The fluorescence decay times of the 735 nm flu­
orescence at low temperatures is I 5 ns at 100 K and 
2 5 ns at 23 K (Hervo et al, 1975) These lifetimes are 
significantly longer than those determined at 685 nm 
(Table 1) All other parameters being the same, the 
increased lifetimes of the excitons in pigment system I 
should entail more efficient exciton annihilation, and 
thus more pronounced quenching in photosystem I 
than in photosystem II 

(3) The pigment composition in PS II is more het­
erogeneous than in PS I If exciton diffusion is restric­
ted to chlorophyll a molecules only (Pearlstein, 1964) 
and the chlorophyll b molecules act as antitraps 
(uphill energy transfer from chlorophyll a to chloro­
phyll b is not allowed), then the diffusion time to 
the PS II reaction centers may be longer in PS II than 
in PS I (Swenberg et al, 1976b) This type of hetero­
geneity effect may also produce a lower y in the more 
heterogeneous PS II system than in PS I, thus predict­
ing a higher fluorescence quenching efficiency in PS I 

None of these effects appear to be relevant in the 
ps pulse quenching experiments in Figs 2-5 Cam­
pillo et al (1976a) have shown that fluorescence 
quenching at high pulse intensities is accompanied 
by a decrease in the observed fluorescence decay 
times If exciton quenching occurs directly on the 
level of the two pigment systems giving rise to the 
685 and 735 nm emission bands, then the fluorescence 
lifetimes should decrease at both wavelengths as the 
intensity of the ps laser pulses is increased It is shown 
elsewhere, however, that while such a decrease is in­
deed observed at 685 nm, the fluorescence lifetime at 
735 nm is relatively insensitive to the pulse intensity 
(Geacintov et al, 1977) These results show that the 
exciton annihilation does not occur on the level of 
the PS I pigment system which gives rise to the 735 
emission 

We thus conclude that the exciton-exciton annihi­
lations occur within the pigment system characterized 
by the fluorescence emission at 685 nm This is the 
system consisting of the light harvesting (LH) chloro­
phyll-protein complexes The Photosystem I pigments 
which emit fluorescence at 735 nm appear to be 
present in such small concentrations that they absorb 
a negligible portion of the quanta at 610 nm directly 
Instead energy is transferred by excitons from the LH 
pigments to these long-wavelength pigment forms, 
with subsequent emission in the 735 nm spectral 
region In this manner the experimental facts, namely 
the identical quenching curves at 685 and 735 nm can 
be rationalized This picture is consistent with Butler 
and Ketajima's (1974, 1975) tripartite fluorescence 
model for chloroplasts at low temperatures 

It should be pointed out that the identical behavior 
of PS I and PS II depicted in Fies 2-5 is not repro-
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Figure 6. Tripartite model of fluorescence of chloroplasts at low temperatures after Butler and Kitajima 
(1974, 1975) consisting of chlorophyll molecules in the light harvesting and Photosystems I and II 
pigment systems. The approximate emission maxima (in nm) are indicated and P,, P„ and P.„ represent 

probabilities of exciton transfer from one pigment system to another. 

duced under steady-state excitation at reasonably low, 
normal intensity levels. Thus, the fluorescence 
changes which are observed in steady-state illumina­
tion at 685 and at 735 nm are different, when for 
example, the PS II reaction centers are closed. This 
apparent discrepancy can be resolved by considering 
the origins of the variable fluorescence in the pico­
second and in the steady-state experiments. 

When a steady state light source is switched on 
and dark adapted chloroplasts are illuminated, the 
fluorescence increases with increasing illumination 
time and reaches a plateau after some time of the 
order of one minute or less. This phenomenon is due 
to the closing of the reaction centers in PS II which 
gives rise to an increase in the fluorescence quantum 
yield. Murata (1968) has studied the dependence on 
emission wavelength of this variable fluorescence. He 
has shown that the maximum increase in the fluor­
escence occurs at 695 nm. When the light is first 
turned on, the fluorescence intensity immediately rises 
to a level F0, then eventually rises to a level FM. 
At 695 nm FJF0 £ 5, at 685 it is ~ 3.3 and is only 
~ 1.3 at 735 nm. Thus, the amount of variable fluor­
escence is lowest at 735 nm. The fluorescence of the 
PS I pigments themselves appears to be insensitive 
to the state of the P 700 reaction center (Butler and 
Kitajima, 1974, 1975; Satoh et al, 1976), and the vari­
able fluorescence at 735 nm is attributed to spillover 
of excitons from PS II to PS I pigments (Murata, 
1968; Kitajima and Butler, 1975). 

A schematic representation of the pigment systems 
and the transfer of excitons and the emission of fluor­
escence after Butler and Kitajima is depicted in Fig. 
6. According to these authors energy transfer between 
the light harvesting (antenna:LH) pigments and pig­
ment system II occurs readily in either direction, i.e. 

LH<- -PSII (10) 

However, the slightly smaller value of FM/F0 

observed at 685 than at 695 nm are only in part con­
sistent with this assumption. The probability of back 
transfer PS II—► LH appears to be somewhat less 

than the forward transfer LH —> PS II, since there is 
a larger fluorescence enhancement at 695 than at 685. 
Furthermore, as Butler and Kitajima (1974) them­

selves have recognized, an exciton which has been 
localized within the antennae of PS II and is trans­

ferred back to the system, does not have the same 
probability of ending up in PS I as an exciton created 
initially in the LH system by a photon. The two 
energy transfer pathways for (a) spillover (Eq. 11), and 
(b) for direct funnelling of excitation from LH to PS I 
(Eq. 12) are: 

L H — * — P S i T ­ i l ­ ­ L H — ^ P S I (11) 

and 

(spillover) 

LH­ ■PSI (12) 

The overall probabilities for excitons created ori­

ginally in the LH pigments and eventually ending up 
in PS I, do not appear to be the same. 

In our ps laser quenching experiments, even though 
the reaction centers of PS II are closed, the relative 
changes in the fluorescence yields are exactly the same 
at 735 and at 685 nm. Thus unlike in Murata's and 
Butler and Kitajima's fluorescence induction experi­

ments, a change in the fluorescence yield at 685 nm 
is paralleled by the same relative change at 735 nm. 
We therefore propose that in our quenching experi­

ments, the exciton annihilations occur within the LH 
pigment complexes and that these annihilations com­

pete with energy transfers from LH to the PS II and 
PS I pigment systems directly. The lack of a depen­

dence of the fluorescence lifetime on the picosecond 
pulse intensity at 735 nm certainly supports this state­

ment for the LH—»PSI case. A similar verification 
of this statement for the LH —> PS II case is not poss­

ible, because the 695 nm PS II fluorescence is not suf­

ficiently well resolved from the LH pigment fluor­

escence at 685 nm. Thus, the existence of PS II as a 
separate entity from the LH pigments (pu ■$ p_„ in 
Fig. 6), and whether annihilation of excitons takes 
place on the level of these PSH pigments, cannot 
be established from our experiments. 
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In summary, our ps experiments essentially reflect temperatures, and the steady-state fluorescence mduc-
the energy transfer pathways summarized by Eqs 11 tion experiments (Murata, 1968, Kitajima and Butler, 
and 12 as well as processes involving exciton transfer 1975) 
from LH to PS II The fluorescence-limiting exciton Acknowledgements_Wc thank Drs E Roux at Saclay and 
annihilation processes take place on the level of the M Pope in New York for many stimulating discussions 
LH pigments, and the changes in the fluorescence and their interest in this work The authors wish to thank 
yield at all emission wavelengths reflect the processes P r o f R s K^0* f o r pointing out the scattering length 

,,, ,„ fLlc. „„ f- „,„„,»„( , „ , . - T„ „„„»,..,,,, method of Yokota and Tanimoto on relating the bimol-
occurnng in this antenna pigment system In contrast, , . . ., , _ _. . .-, 6 . . 

° r ° ecular rate to the diffusion coefficient The portion of this 
m the steady-state, fluorescence changes at the differ- w o r k p e r f o r i n e d a t N e w York University was supported 
ent emission wavelengths reflect the changes which by a National Saence Foundation Grant PCM 76-14359 
occur in the PS II pigment system, in particular, the and in part by a United States Energy Research and Devel-
changes in the 735 nm intensity reflect spillover (Eq °P™n* Administration contract to the Radiation and 
, . , .f, , „ . Solid State Laboratory In addiuon, one of us (N EG) 
11) Thus, our ps laser fluorescence quenching expen- W Q u I d , ] k e tQ a c k n o w l e d g e a use fu l d l s c u s s l o n w

v
lth D r s

; 

ments are consistent both with Butler and Kitajima's R M Pearlstein, R Hemenger and W Whitten at Oak 
tripartite fluorescence model of chloroplasts at low Ridge 
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INTRODUCTION 

In what follows an instrument is described which is capable of measur­

ing picogram aerosol, masses of a suspended particle to better than 0.5% and 

charge states (.i-e,, number of electronic charges) with an uncertainty of 

less than 0.1. The gravitational mass is measured directly eliminating the 

need for detailed information about the. shape of the particles as would be 

necessary for masses arrived at from sedimentation or light scattering measure­

ments. 

The sensitivity and accuracy of this method, coupled with a capability 

of being used in a variety of ambient atmospheres, opens new areas for the 

study of surface reactions involving small particles. For example, the 

change in mass of a carbon particle in contact with highly oxidizing gases, 

can be studied. This may be relevant to the response of carboniferous parti­

culates in the upper reaches of the troposphere. As for the charge state 

of the particle, it recently has been shown (Chan) that increased charge 

has a significant effect on the deposition of aerosols in the larynx or 
2 

trachea for particles smaller than 5y in diameter. 

THEORY IN THE PRESENT WORK 

Mass and charge are measured from a one electron imbalance in a Milli-

kan Chamber. With UV light of sufficient energy one electron can be ejected 

at a time from a solid or liquid aerosol. In a Millikan Chamber having a 

voltage V. across plates separated by a distance d the equilibrium 

equation for a particle of mass m is 



mg - B = qk V (1) 

where q. is the charge of the particle, g is the gravitational accelera­

tion and B is the buoyant force. 

If only one electron is knocked off a particle of charge q. in promot­

ing it to a charge q» then the differential charge ±. e from equation (l) 

is 

where the + sign corresponds to a positive particle and the minus sign to 

a negative one and p and p are the density of the medium and particle — m p 
respectively. Equation (2) may be solved for the mass of the aerosol with 

the result 

m. = 

-<>-£-)/ cy-y 
i + i i y 

(3) 

Since p /p is < 10 for most solids and liquids this ratio can reason-in p 
ably be set to zero for masses determined to 0.3$ and the resultant equa­

tion is found to be exceedingly simple. One merely has to determine two 

voltages in order to arrive at a particle mass. The charge state Z. (i.e., 

q./e) may be determined from equations (l) and (2) with the results 



As one can see the charge state Z. may be determined even if the voltage 

is poorly calibrated as long as the representation of the voltage is linear. 

An estimate of the relationship between the fractional change in volt­

age for an electron step AV/V and the diameter of the corresponding aerosol may 

be obtained by expressing the mass in equation (3) [with p /p = 0] as a 
m p 

3 
density times a volume. 

D3 - , ,6e , . i - H T N (5) 
*ppEd iCvT^ " v ? ) I n p p ( C > 

where p is the density of the particle, AV is Iv.-V. , I , V is the 
p ' l l+l' 

average voltage and the approximation in going to the expression at the right 

is that |(V.-V )|<< V.. One can see from this expression that the fractional 

change in levitating voltage is proportional to the voltage and inversely 

proportional to the cube of the particle diameter. Figure 1 shows a plot 

of particle size versus levitating voltage for various fractional changes in 

voltage due to a.'single electron emission. The separation between the plates 
3 d is assumed to be 1 cm and p is taken to be 1 gm/cm . P 

The implementation of equations (3) and (k) require the observation 

of the emission (or absorption) of one electron at a time. In the following 

section wc will describe typical apparatus for detecting these electron dif­

ferentials (the AMCED apparatus). 
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AMCED APPARATUS 

A one electron imbalance is difficult to detect by eye except in the 

case of particle having just a fcw'charges. The servomechanism shown in 

Fig. 2 may be used to automatically track the motion of a particle. Light 

from a He-Ne laser is introduced through a flat transparent insulated elec­

trode in the top plate of the chamber and scatters off the suspended particle. 

In order to monitor the particle's position the scattered light is split and 
It 5 

measured by two photodectors. ' A 1:1 image of the particle is produced at 

the edge of the mirror in Fig. 2. With the particle more than half a diameter 

(or diffraction limited spot size, whichever is larger) above or below center 

virtually all of the scattered light will be reflected into the top or side 

phototube, respectively. Between these extremej'both phototubes will be il­

luminated. Since the ratio of currents from the two phototubes contains posi­

tion information which is independent of laser fluctuations, these two currents 

are processed by a log-ratio amplifier. The output of this amplifier is rough­

ly proportional to the vertical displacement X of the particle when X is 

considerably less than the image size. The log-ratio output provides an error 

signal in a conventional feedback system which controls the voltage of the bot­

tom plate (see Fig. 2) so that the particle's elevation is practically constant. 

The voltage at the bottom plate is monitored by a digital voltmeter and 

a strip chart recorder. • Both of these units integrate the output for 1 sec. 

The ultraviolet excitation is provided by a 200W deuterium lamp fol­

lowed by a monochromator and appropriate optics. With this source photon 

energies up to 7 eV are available. 

The Millikan plates are enclosed within a chamber which can be evacu­

ated and backfired with a desired gas. In the present work nitrogen gas was 

used at STP. 
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In order to draw a particle into the laser beam the transparent insu­

lated electrode is switched to a potential V (e.g., for a positively 

charged particle the electrode would have a negative potential). Since this 

action creates a non-uniform field, measurements are only made after the 

electrode is brought back to the potential of the top plate (i.e., when the 

field is uniform). 

The UV intensity must be reduced so that only one electron is ejected 

within the time constant of the electronics. This means that the average 

frequency of photoelectron events f times the response time of the system 

t should be considerably less than 1. 

ft « l (6) 
s 

In the present work, although the bandwidth of the servosystem is ^ 1 kHz, 

the limiting time constant is that of the measuring electronics, 1 sec. 

Although the system can be made a great deal faster, for the present appli­

cation increased speed is not necessary. 

In the present experiments powders of polycyclic aromatic hydrocar­

bons were injected into the chamber from a conical reservoir in the top 

plate. Injection was accomplished by pushing the particles through a small 

hole with a thin wire (.006"). 



RESULTS 

Typical results of an experiment on a negative particle are shown in 

Fig. 3­ In this example a segment of time is 1 sec. As one can see, the 

voltage increases discontinuously as electrons are emitted. Fifteen seconds 

after the UV light is turned on the first event occurs within 1 sec pro­

ducing a plateau which remains for the next six seconds. The emission which 

begins at about 22 seconds is followed by an adjacent emission culminating in 

a plateau at 25 seconds. The third plateau also represents an additional emis­

sion of two adjacent electrons, while the fifth and sixth plateaus are single 

electron events. 

Figure k is a plot of the inverse plateau voltages (V.) in Fig. 3 

versus the number of electrons N emitted. Since (V.) is proportional 

to the charge on the particle from equation (l), the linearity displayed by 
■""

T
" 2 

Fig. 3 is as expected. A reduced X fit to the data gives a slope of 

­5.l65 x 10 (Volts) per electron emitted with a standard deviation of 

±0.030 x 10 (Volts) . Using this slope and a plate separation.of 1 cm, 

the mass of the particle turns out to be 316.1 +1.8 pgm. This slope of the 

inverse voltage curve in Fig. k may also be used to determine the charge 

states corresponding to the various plateaus. These computed charge states 

are given in parenthesis at each point in Fig. k. 

A diameter of an equivalent sphere may be calculated from equation (5)­. 
3 

Using the density of tetracene of 1.30 gm/cm , the equivalent spherical dia­
meter is found to be 7­7^ ± ­01 . Stokes drag measurements gave an average 
sedimentation velocity of ^ 2 mm/sec. This translates into a spherical dia­
meter of 8.2u for sedimentation in nitrogen. Since our test particle is not 
spherical, the comparison of the diameters derived from electron differentials 
and from sedimentation can be considered Lo be in good agreement. 
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Although the uncertainty in the charge state'' for the example given in 

Fig, 3 is +. 0.8, this uncertainty can be reduced considerably by accumulat­

ing more data (.i-e., measuring more photoemission steps). In addition, as 

the amount of charge is reduced and the size of the steps increased, the 

corresponding uncertainties in mass and charge state are reduced. With 

*\» 20 charges on a particle we have found that the uncertainty in the charge 

state can easily be reduced to ± 0.1. Other organic microcrystals with 

masses less than a picogram have also been suspended with their masses deter­

mined to better than 0.5$-

DISCUSSION 

Although single-electron emission by photoionization provides-a con­

venient way of using the AMCED technique, photoionization at energies > T eV 

requires the_ difficulty of using vacuum U.V. technology. This problem can be 

overcome by allowing the particle to scavenge electrons which are photo-

emitted from a relatively low work function surface. For example, one can 

emit electrons from an area of one of the Millikan plates just above or be­

low the particle (i.e., the choice depends on whether the particle is posi­

tive or negative; top plate for a positive particle and bottom plate for a 

negative one). 

Compared with sedimentation and light scattering determinations of 

particle mass, each of which requires a number of inputs (e.g., particle 

shape, viscosity and particle density) in addition to the measured quantities, 

the electron differential method (AMCED) is intrinsically simple. One only 

has to measure two voltages in order to arrive at the mass and charge state. 

Of course, all of the work thus far has been done on a single particle al­

though the application to a steam of particles should be possible. 



Another application of the apparatus in Fig. 2 is in the area of photo­

electron spectroscopy. With the ability to measure the rate of loss of 

electrons at a particular photon energy one can measure photoelectron exci­

tation spectra of solid and liquid particles. These measurements should 

lead to basic ionization constants. Future publications will deal with this 

application of the AMCED instrument. 

< 
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FIGURE CAPTIONS 

Fig. 1. Particle size versus levitating voltage for various fractional 
changes in voltage AV due to an electron differential in charge. 

V 
Fig. 2. The AMCED apparatus. 

Fig. 3. A typical segment of voltage versus time data for a tetracene 
microcrystal in the AMCED apparatus. 

Fig. k. Reciprocal voltage versus number of electrons lost for the data 
given in Fig. 3- The charge states (i.e., number of electron 
charges) corresponding to each point are contained in parenthesis. 
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•ABSTRACT 

Covalent complexes between 7,8-diol 9,10 epoxide benzo(a)pyrene 

(BPDE) and DNA with a modification of one BPDE molecule per 1000 DNA bases were 

prepared in vitro. The same stereoselective and chemically homogeneous binding 

of BPDE to native DNA was observed, as reported earlier for human and bronchial 

explants. The fluorescence of the pyrene-like aromatic moeity of BPDE bound to 

DNA in vitro was used as a probe of the microenvironment of the BPDE molecule in 

order to obtain information about the structure of the BPDE-DNA complex dissolved 

in aqueous solution. Fluorescence techniques, based on the quenching of the sing­

let excited states by metal ions such as Ag , by iodide ions, and by molecular 

oxygen are described, which provide a method for differentiating between external 

and internal (intercalation) binding of polycyclic aromatic molecules to DNA. 

Silver ions, which bind to DNA by intercalation, exhibit a strong quenching effect 

on non-covalently bound, intercalated benzo(a)pyrene; on the other hand, there is 

no quenching effect on the fluorescence of BPDE in the covalent DNA adduct. Quench­

ers such as 0 and iodide ions, which do not specifically bind to DNA and are dis­

solved in the solution external to the DNA molecule, exhibit a quenching effect 

on the BPDE chromophore. Furthermore, the fluorescence yield of the BPDE-DNA com­

plex decreases with increasing DNA concentration, an effect which is not observed 

with non-covalently bound intercalated benzo(a)pyrene-DNA complexes, and which is 

attributed to intermolecular DNA-DNA interactions. The results of these studies 

indicate that the pyrene-like chromophore in the covalent BPDE-DNA complex is not 

intercalated between the base pairs, and that it is located in an accessible re­

gion external to the DNA helix. Possible structures are discussed. 



INTRODUCTION 

The study of the interaction of various polycyclic aromatic hydro­

carbons (PAH) with DNA has been an area of active research in the field of chemi­

cal carcinogenesis. It was found that PAH molecules, which are in general very 
-7 -9 ^ insoluble in aqueous solutions (10 -10 M), are readily solubilized by aqueous 

2 3 !i 

purine and DNA solutions. ' It was demonstrated that the size of the polycyclic 

hydrocarbon is an important criterion for the type and degree of physical binding 

to DNA. However, there is no correlation between the ability of a PAH to physi­

cally bind to DNA and its carcinogenic potency. The physical complexes formed 

between the PAH and DNA do however provide model systems for investigating the 

physicochemical properties of aromatic molecules bound to DNA. We have previous­

ly reported the singlet and triplet excited state properties of benzo(a)pyrene 

physically bound to DNA (BP-DNA). The results of these studies were consistent 

with the intercalation model of binding of BP to DNA. In the intercalation model 

the hydrocarbon molecules are sandwiched between adjacent base pairs of the DNA 

helix. Evidence for the intercalation mechanism is provided by other experiment-
Q 

al techniques including flow induced fluorescence polarization, flow induced 
9 10 

linear dichroism and electrically induced lirear dichroism studies. 

There is increasing evidence that the covalent binding of chemical 

carcinogens to cellular macromolecules, and in particular to nucleic acids, ap­

pears to be a prerequisite for their carcinogenic action. Most carcinogens, 

including PAH molecules, require metabolic activation before covalent binding 

takes place. Recent studies indicate that the most reactive metabolite of the 

potent and ubiquitous carcinogen BP is the 7,8 dihydrodiol 9,10 oxide of BP 
12 (BPDE). Several studies indicate that this derivative is the major metabolite 12 responsible for the in vivo binding of BP to nucleic acids in rodent, bovine 

and human cells. ' ' BPDE has two stereoisomeric conformations each having 



two enantiomeric forms. In isomer I (.78> 8a - dihydroxy - 9a, 10a epoxy -

7,8, 9,10 tetrahydro BP) the 7 hydroxy1 and the 9,10 oxide groups are on op­

posite sides of the plane formed by the aromatic ring system, and in isomer II 

C78, 8a - dihydroxy r- 98, 108 epoxy - 7,8,9,10 tetrahydro BP).the hydroxyl and 

oxide groups are on the same side of the plane. In human and bronchial explants, 
• 13 BP becomes bound to DNA essentially as a single component. Evidence has been 

presented that this occurs mainly via a specific isomer of BPDE, the TR, 8S, 9R, 

10R enantiomer of isomer I (7R BPDE I), resulting in the trans addition of the 
13 10 position of the hydrocarbon to the 2 amino group of guanine. 

Although the exact position of covalent binding of BP to DNA is known, 

little information is available as to the physical structure and the microenviro-

ment of the carcinogenic moiety when it is covalently attached to DNA. To examine 

this aspect of the problem we have prepared an appropriate in_ vitro model system 

which mimics the in vivo system closely and provides larger quantities of modified 

DNA which are necessary for this spectroscopic investigation. We have modified 

native calf thymus DNA in vitro with racemic BPDE I under the condition where 

0.1 to 0.7$ of the bases were modified. The base specificity of the binding to 

BPDE was determj ned by enzymatic hydrolysis of the DNA and high pressure liquid 

chromatographic (HPLC) separation of the modified deoxynucleotides. Striking 

stereospecificity was observed, only one adduct was detected, the same 7R BPDE -

guanosine adduct which is formed in DNA of human and bovine bronchial explants 
13 exposed xo BP is also found in the in vitro reaction. 

The covalently bound BP retains a pyrene-like aromatic chromophore, ' 

which has a relatively long excited singlet state fluorescence lifetime; this 

property renders the fluorescence a sensitive and convenient probe for the micro-

.environment of the pyrene-like chromophore of BP bound covalently to DNA. The 

basic approach that was utilized in this study is outlined in Fig. 1. We have 



employed cations and anions and neutral molecules to quench the singlet excited 

state of the bound hydrocarbon. ' If the aromatic molecule is intercalated be­

tween the base pairs and is thus located inside the DNA helix, it will be less 

accessible to quenchers that cannot readily penetrate into the double helix 

(Fig. 1A), but will exhibit quenching by Ag and Hg (Fig. ID). These ions 

also bind to DNA by an intercalation mechanism. On the other hand, if the 

chromophore is located on the outside of the helix, the reverse will be true, 

namely external quenchers will show large quenching effects (Fig. IB), while 

metal ions bound to the DNA bases will show little or no effect (Fig. IC). We 

show, in this report that it is also possible for DNA itself to exhibit inter-

molecular quenching of the hydrocarbon fluorescence. 

We have used the fluorescence properties of the hydrocarbon as a 

probe of its microenvironment when bound to DNA and provide evidence that the 

aromatic moiety of the bound BP is located outside of the DNA helix. This 

result is consistent with the conclusions drawn from electric linear dichroism 

results which are described in the accompanying paper. 

EXPERIMENTAL SECTION 

Materials 

Calf thymus DNA was purchased from Worthington Chemicals and was 

used without further purification. The hyperchromicity of the DNA solutions 

was <v> 1+0$. Crystalline 7,8 diol 9,10 epoxy benzo(a)pyrene and 7,8,9,10 benzo(a)-

pyrene tetrol were generous gifts of Dr. R.G. Harvey. [ H] BPDE I (specific-

activity 220y Ci/y mole) was provided by Dr. H.V. Gelboin, N.C.I. BPDE I -

guanosine markers, characterized for stereospecificity, were kindly provided 
13 by Dr. Grzeskowiak. Kl, AgN0_ and HgC£? were reagent grade and were used 

without further purification. U-amino-2,2,6,6 tetramethyl piperidinooxy was 

purchased from Aldrich. 



Methods 

We have investigated the-concentration and time dependence of the 

covalent binding of BPDE I at a fixed concentration of DNA. The reaction 

of a racemic mixture of BPDE I and the separation of the unreacted BPDE deriva-
19 tives were carried out as previously described. Solutions contained 0.05M 

sodium cacodylate buffer (pH = 7«l), 5% ethanol and 10 A , units per m£ of 
3 

native calf thymus DNA and various amounts of BPDE I. A racemic mixture of [ H] 

BPDE I was used to establish the low extent of in_ vitro binding for the concen­

tration and time dependence studies. The radioactive hydrocarbon was dissolved 

in absolute ethanol and aliquots were added to the DNA solutions to give a final 
-h -k , -k -k 

hydrocarbon concentration of 1.4 x 10 M, 2.7 x 10 M, 4.1 x 10 M and 5.5 x 10 M. 

The covalent binding was linearly dependent on the concentration of BPDE used, 

with the extent of binding relative to the mononucleotides of 0.15$, 0.33%, 0.50% 

and 0.70$, respectively. The incubation time of the reaction was 15 minutes at 

37 C; longer incubation times did not result in higher modification. After estab­

lishing the reaction conditions, nonradioactive BPDE I was used and the amount of 
19 • *• BPDE bound was calculated by its UV absorption characteristics and the results 

obtained were in good agreement with the radioactivity studies.' 

The in vitro modified DNA was enzymatically hydrolyzed following the 
20 general procedure previously described. The modified deoxynucleotides isolated 

by Sephadex LH 20 chromatography were co-chromatographed on a high pressure liquid 

chromatograph (HPLC) with various UV markers previously characterized by circular 
13 dichroism. The HPLC separation was carried out on a Zorbax 0DS column (2.1 mm 

I.D.) at 50 C and 2500 psi. The samples were eluted with a linear gradient of 

25 to 80$ methanol in water. 
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All absorption measurements were made on a Cary Model ik recording 

spectrophotometer and all fluorescence measurements were made on a Perkin Elmer 

Hitachi MPF-2A fluorimeter. Fluorescence decay profiles were measured by the 

single photon counting technique. The apparatus used for these measurements 
7 is described elsewhere. For the fluorescence lifetime measurements a 310 

interference filter and a 7-60 Corning filter were used to select the excita­

tion wavelengths while two 3-7*+> a 5-61 and a 0-52 Corning filters were used to 

select the fluorescence emission. Even with this filter combination there is some 

scattered light apparent in the decay profile. A DNA blank of the appropriate 

concentration was placed in the photon counting apparatus for the same amount 

of time as the modified sample, and these background counts were subtractei from 
21 the accumulated decay. 

All fluorescence measurements were made in square 1 cm path length 

quartz fluorescence cuvettes. When it was necessary to remove dissolved oxygen, 

the cuvette was fitted with a rubber septum and bubbled with,oxygen-free nitro­

gen gas (purchased from the Linde Division of Union Carbide) for at least fifteen 

minutes. When doing quenching experiments, concentrated salt solutions were 

added to the cuvette with a Hamilton syringe and rebubbled for at least fiv.; 

minutes prior to making the measurements. 

Relative fluorescence yields were measured by matching the optical 

density of the BPDE-DNA adduct to that of the free tetrol at 345 nm, then mea­

suring the steady-state fluorescence at a number of different excitation and 

emission wavelengths and averaging the results. For absorption measurements 

at 345 nm containing DNA, the appropriate concentration of unmodified DNA was 

used in the reference compartment of the absorption spectrophotometer in order 

to ensure that the absorbance at 345 nm was due to the BPDE-DNA adduct and not 

to the DNA absorption itself. Beer's Law was checked for the BPDE-DNA adduct 
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in the optical density range 0.1-0.025 to ensure that there was no change in 

the extinction coefficient of the bound chromophore as a result of the dilu­

tion of the complexes. -The samples with reported optical densities lower than 

0.025, were prepared by appropriate dilution of a more concentrated sample. 

RESULTS 

The In Vitro Model System 

Since the amount of adduct formed in animal systems and in cell cul-
4 5 ture systems is very small, 1 PAH per 10 -10 nucleotides, it is necessary to 

find a corresponding _in vitro model to provide larger quantities for physical 

studies. Taking into consideration four possible DNA bases and four possible 

isomeric forms of BPDE we have anticipated a considerable degree of complexity 

in BPDE binding to DNA. Therefore we confined our studies to isomer I of 3PDE. 

Figure 2 represents the HPLC profile obtained when a 0.1% modified 
3 
[ H] BPDE-DNA sample was digested and co-chromatographed with the UV marker 
BPDE-guanosine adduct whose structure and stereochemistry have been previously 

13 
elucidated. In this model compound the 2-amino group of guanine attacks posi­
tion 10 of the 7R enantiomer of BPDE I via trans opening of the epoxide (7R 
BPDE I-guanosine) and its structure is presented on the top of Fig. 2. As can be 
seen in Fig. 2, following enzymatic digestion of the [ H] BPDE I-DNA sample, the 
modified deoxynucleotides elute from the HPLC essentially as a single component 

with the same retention time as the 7R BPDE I-guanosine marker. It is observed 
3 

that using the racemic mixture of [ H] BPDE I, only one optical enantiomer is 

bound to native DNA. On the other hand, when RNA is modified under the same re­

action conditions, the HPLC profile of modified nucleosides reveals four distinct 

radioactive peaks, and several minor components (V. Ivanovic, unpublished studies). 

The predominance of one enantiomer bound using the racemic mixture of BPDE I sug­

gests that the in vitro reaction with native DNA is characterized by a considerable 
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degree of stereospecificity and base specificity. The double stranded property 

of native DNA may contribute to the selectivity of its modification. The same 

type of HPLC profile extends to the higher modifications (up to 1%, not pre­

sented here). 

Figure 2 demonstrates that the in_ vitro model system selected for the 
13 physical studies mimics closely the in vivo situation. It also provides evidence 

that the in_ vitro binding to native DNA is chemically homogeneous, which is es­

sential for further physicochemical and conformational studies. 

Spectra 

Figure 3 shows the excitation and emission spectra of the BPDE-DNA ad­

duct. The adduct has absorption and corresponding excitation maxima at 330 and 

3U5 nm. The absorption spectra of the BP-tetrol and the diol epoxide dissolved 

in water have maxima at 327 and 343 nm while the fluorescence occurs at 380 and 

U00 nm. 

When polycyclic aromatic hydrocarbons physically bind to DNA (via the 

intercalation mechanism), there is a larger red shift (y 10 nm) in the absorption 

and fluorescence spectra of the bound hydrocarbon. This bathochromic shift can 

be described as arising from an increase in the molecular polarizability of the 

excited state, which is responsible for the fact that the stabilization of the 

stacked hydrocarbon by dispersive interactions with base pairs becomes stronger 
22 

in the excited states. In the case of the BPDE-DNA adduct there is a compara­

tively small red shift (2-3 nm) in the absorption spectrum of the bound hydrocar­

bon. 

Fluorescence Decay Profile and Oxygen Quenching 

Figure 4A shows the time dependence of the fluorescence emission of the 

BPDE-DNA adduct in the presence and absence of oxygen. The first important fea­

ture of the decay is $hat it is strikingly nonexponential. Since, chemically, 



there is only one type of covalent complex formed using the present reaction 

conditions, the apparent heterogeneity must arise from physically different 

microenvironments of the bound chromophore. The most likely cause of these dif­

ferences is discussed in the section below. 

The effect of molecular oxygen on the fluorescence decay curve is also 

shown in Fig. 4A. It can be seen that the long component of the decay is quenched 

in the presence of oxygen. Typical values for the long component of the decay 

are 130 + 10 ns in air saturated solutions and 200 ± 10 ns in oxygen free solu­

tions. These lifetimes are, within experimental error, the same as those of the 

diol epoxide or the tetrol dissolved in aqueous solutions without DNA. If the 

lifetimes of the long component are substituted into the familiar Stern-Volmer 

equation 

1 = ±- + K[Q] (1) 
T T O 

where T is the lifetime in the presence of quencher of concentration Q and 

T is the lifetime in the absence of quencher, the bimolecular quenching con­

stant K can be calculated. K is proportional to the encounter frequency be­

tween the chromophore and the quencher, and thus K reflects the relative ac­

cessibility of the chromophore to the quenching molecule. It has been shown 

that when ethidium bromide is intercalated in native DNA the oxygen quenching 
23 constant for the bound dye is ^ 1/30 that of the free dye. Similarly, the 

quenching of the triplet excited states of benzo(a)pyrene physically bound (inter­

calated) to DNA is also reduced by a factor of 'V' 20 as compared to the quench­

ing of aromatic hydrocarbon triplet excited states in free solution without 
7 

DNA. These results indicate that the accessibility to oxygen is reduced upon 
intercalation of PAH molecules into DNA. Using equation (l) and a concentration 



"of oxygen of 2.76 x 10 M for an air-saturated solution, the oxygen quenching 
9 

constant for the long lifetime-component of the BPDE-DNA adduet is 9.2 ± .7 x 10 

M~ s . This is the same quenching constant that is measured for either the 

free tetrol or the diol epoxide ( 9 - 9 ± 0 . 9 x l 0 M s ), and which corresponds 

approximately to the diffusion controlled limit. There is no discernable change in 

the lifetime of the short component of the BPDE-DNA adduct in the presence of 

ambient oxygen. On the basis of equation (l) this is to be expected since this 

lifetime is short and the quencher concentration is relatively low. 

The oxygen quenching results therefore show that the long component of 

the BPDE-DNA adduct is totally accessible to molecular oxygen and is not shielded 

by the double helix. This indicates that the chromophore corresponding to the 

long component is not intercalated between x.he base pairs; however, no informa­

tion can be gained about the nature of the short component from the oxygen quench­

ing results. 

Factors Affecting the Fluorescence Yield 

The heterogeneity of the fluorescence decay of the BPDE-DNA adduct 

makes qualitative and quantitative analysis of fluorescence data more complex 

than if there were only a single fluorescence emitting site. If it is assumed 

that there are only two emitting sites, the lifetime data can be fit to the 

equation 
-t/T -t/T 

I(t) = l(o) 3^ e X + l(o) X2 e * (2) 

where l(t) is the fluorescence intensity at time t, l(o) is the fluorescence 

intensity at time zero, X.̂  and X? are the fractions of binding sites radiat­

ing with lifetimes x and x respectively (X + X = l). When measuring 

fluorescence decays by the single photon counting technique, the displayed 

fluorescence profile is composed of the convolution of the lamp excitation 
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function with the fluorescence of the sample. When the fluorescence lifetime 
of the system under study is comparable to the lifetime of the excitation flash, 
computer analysis of the experimentally determined decay profile is necessary to 
determine the correct fluorescence lifetimes. Using our apparatus, it was deter­
mined that fluorescence lifetimes longer than 7 nanoseconds do not have to be 

2k treated by convolution techniques. The data shown in the lower curve of 
Fig. kA can be fit to the equation 

Kt) _ n 7 S -t/8.2 ns -t/125 ns T( 0) - 0.(5 e + 0.25 e 

From this analysis there are three times more BP molecules radiating with a 
short lifetime as compared to the long lived component at this concentration 
of DNA. The ratio of short component to long component varied from preparation 
to preparation and it was therefore necessary to examine the underlying causes 
of this variation. 

Since, chemically, there is only one covalent binding site of the diol 
epoxide to DNA under the present reaction conditions, the existence of a non-
exponential fluorescence decay implies that a fraction of the bound chromophore 
is being strongly quenched and that these molecules are in a physically different 
environment then those molecules radiating with a long lifetime. Since it is 

7 known that DNA quenches the fluorescence of physically bound BP, the shortened 
fluorescence lifetime is thus probably also due to an intermolecular 
interaction between the aromatic hydrocarbon and the DNA. It is important to 
note that the lifetime of the long component of the BPDE-DNA complex is the 

same as that of BPDE free in aqueous solution. This finding indicates that 
those molecules radiating with the long lifetime are not perturbed by the 
presence of DNA. 
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It is important to determine the relative fluorescence yield of bound 

chromophores in this type of study to determine if there is any appreciable 

fraction of bound molecules which decay to the ground state nonradiatively 

(static quenching). If there is an appreciable amount of static quenching 

taking place, then the results of any fluorescence measurements are pertinent 

only to that group of molecules which are capable of decaying by fluorescence. 

In such cases it is not possible to obtain information about the subgroup of 

molecules that are statically quenched, i.e. which decay by nonradiative path­

ways. 
25 

Static quenching occurs when the quencher is located within an ac­
tive sphere surrounding the potentially fluorescence-emitting molecules, and 
when quenching of the excited state occurs before it has any finite probability 
to decay radiai;ively. Experimentally this phenomenon manifests itself by a de­
crease in the steady-state luminescence yield, while no change in lifetime of the 
fluorescence emitting group of molecules is observed. To determine if there is 
any static quenching taking place, it was necessary to compare the fluorescence 
quantum yield of the BPDE-DNA complex in solution to that of free BPDE dis­
solved in aqueous solution in the absence of DNA. 

In all comparisons, BP-tetrol was used instead of the diol epoxide. 

This was done because of the relative instability of the diol epoxide. The 

relative quantum yield and singlet lifetime of equimolar solutions of the BPDE 

and of the BP-tetrol dissolved in water were determined to be the same, there­

fore it is permissible to compare the fluorescence characteristics of the BP-

tetrol to that of the BPDE-DNA adduct. 

The determination of the extent of static quenching was performed 
7 

as previously shown, by measuring the steady-state quantum yield of the bound 
BPDE-DNA adduct (Q™,A) relative to the quantum yield of the BP-tetrol in water 

(Q^ ) and by using equation (3) 
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O _ ^NA = 1(0) X^T, + X„T, 1 2 2 (3) 

where 7L, x , X? and x were previously defined and x is the lifetime 

of the free BP-tetrol in water. The - TT-T then gives the fraction of mole-
H2°7 cules bound at fluorescence emitting sites. During the course of these studies 

it was discovered that DNA itself had an effect on the fluorescence yield of 

BPDE and that this effect varied with concentration of DNA. It was therefore 

necessary to investigate this effect quantitatively. This was accomplished by 

diluting a given BPDE-DNA sample with buffer, and by measuring the effect of this 

dilution on the fluorescence yield and lifetime of BPDE. 

The effect of dilution on the fluorescence decay profiles is shown 

in Fig. UB. The results for a 0.1% modified sample (upper curve) and the same 

sample diluted tenfold with buffer (lower curve) are shown. As can be seen in 

this figure the fraction of the long component of the decay increases upon dilu­

tion of the sample, i.e. as the effective DNA concentration is decreased. Table I 

summarizes the results of the quantum yield measurements of BPDE-DNA complexes 

relative to that of the free BP-tetrol, and the effect of dilution on the flu­

orescence characteristics of the BPDE-DNA adduct. As can be seen from Table I 

and Fig. 4B the effect of dilution on the decay characteristics of the BPDE-

DNA complex is to decrease the amount of the short component of the decay 

curve and also to increase the overall quantum yield of the bound BPDE-DNA as 

the concentration of DNA is decreased. The data in Table I also show that at 

the highest concentration of DNA up to 18% of all molecules are quenched stati­

cally. However, the extent of static quenching becomes negligible as the sample 
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is diluted. Since the fluorescence lifetime and absolute quantum yield of a 

solution of fluorescence emitting molecules should not change as a function 

of BPDE molecules"in this concentration range, this implies that the quenching 

that is observed is due to the DNA in solution. The results of this dilution 

experiment show that DNA is involved in quenching of the bound BPDE. In order 

to verify that the quenching by DNA is due to an intermolecular mechanism, the 

fluorescence characteristics of a 0.5% modified sample were measured, then un­

modified DNA was added to the solution and the fluorescence characteristics 

were remeasured. The results are shown in Table II and Fig. Uc. Table II shows 

that as unmodified DNA is added to the solution the steady-state yield of the flu­

orescence decreases. Figure kC shows the fluorescence decay of the same sample 

at 1.28 A_g , (upper curve) and at 8.60 ^260/mi ^ l o w e r c u r v e ) - I t 

is clear that the fraction of the long component decreases as DNA is added, and 

this long component appears to be converted to the short component. This shows 

indeed that there is an intermolecular DNA interaction which takes place that 

quenches the fluorescence of the BPDE-DNA adduct. It is also noted that the 

lifetime of the long component is unchanged upon the addition of unmodified DNA. 

This quenching is atypical since the quenching of the long component is not static 

and it is not completely dynamic. If the quenching were static, the lifetime 

would not change but there would be less initial intensity. If the quenching 

was completely dynamic there would be only one measured lix'etime. Since DNA 

in solution undergoes random collisions which may be "sticky" (long lived on 

the timescale of the fluorescence lifetime, i.e. < 200 ns), there are probably 

sites of intermolecular DNA-DNA contact at any particular instant of time. At 

any given DNA concentration there will be a distribution of quenched sites, the 

fraction of which will increase as the DNA concentration increases due to the 

increased rate of collisions between segments of two different DNA molecules. 
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The effect of DNA on the fluorescence of a physically bound BP-DNA 

complex was also investigated. The result of this experiment (not shown here) 

was that the addition of DNA to a solution containing the physical benzo(a)-

pyrene-DNA complex did not lead to any quenching of the fluorescence of the 

intercalated benzo(a)pyrene molecules. This result again shows that there is 

a difference in the behavior of intercalated PAH molecules and the BPDE-DNA 

complex; when the aromatic molecule is intercalated within the DNA helix there 

is no effect of additional DNA on the luminescence. However, if the fluores­

cence emitting molecule is located external to the helix, the quenching ability 

of DNA and intermolecular DNA interactions are strong enough to significantly 

alter the fluorescence characteristics of the hydrocarbon molecule. In fact 

this finding can be used to differentiate between an externally bound hydrocar­

bon and an intercalated one, and it also can be used as a probe of DNA-DNA 

interactions in solution. If the fluorescence yield in Table II is normalized 

to 100% at zero DNA concentration and the resultant quantum yields 

are plotted as F /F, where F is the fluorescence intensity of BPDE in the 

absence of DNA, and F is the fluorescence intensity in the presence of a given 

concentration of DNA, versus DNA concentration (another form of the Stern-Volmer 

Law), a bimolecular quenching constant of 2 x 10 M s is calculated from 

the initial portion of the curve for the quenching of BPDE by DNA. Since this 

value is higher than the diffusion controlled limit, it is also indicative of inter­

molecular DNA-DNA interactions in solution. 

QUENCHING OF THE FLUORESCENCE OF THE BPDE-DNA ADDUCT BY IODIDE IONS 

Iodide ions have previously been used to study the interaction of 

aromatic dyes with DNA by quenching of the dye fluorescence. Iodide ions can­

not penetrate easily into the DNA helix. It was shown that the bimolecular 

quenching constant was ^ six times lower for quinacrine intercalated within 
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DNA as compared to the quenching constant in free solution. This lower quench­

ing constant was interpreted as being due to the reduced accessibility of the 

dye molecule to the quencher as a result of being intercalated in the helix* 

We have used iodide ions as quenchers of the fluorescence to study the 

accessibility of the BPDE-DNA adduct and the results are shown in Fig. 5» In this 

Stern-Volmer graph we have plotted both the steady-state (F /F) and the life­

time (x /X) versus iodide ion concentration, [l~]. It is evident that the 

fluorescence in the aqueous tetrol solution is quenched dynamically since both 

F /F and x /x are linear functions of the quencher concentration. The marked 

non-linearity of the F /F curve for a BPDE-DNA (0.03% modification) sample is 
o 

also shown. This is due to the large fraction of sites exhibiting the short de­

cay time in this complex. On the other hand, the x /x versus I plot, for the 
o 

long component of the fluorescence of the same BPDE-DNA complex is linear, and 

thus follows the Stern-Volmer relationship; the bimolecular quenching constant 

obtained from this latter data is the same (1.4 x 10 M s ) as that of the 

free tetrol in solution in the absence of DNA. 

As a given BPDE-DNA sample was diluted, the F /F versus [l~] plots 

became more and more linear; thus, the Stern-Volmer Law is obeyed at low DJA 

concentrations. 1* is shown in Fig. 5 that F /F versus [l~] plots 

become linear when the BPDE-DNA solution is diluted by a factor of 50. 

These iodide quenching results also indicate that the BPDE chromophore 

is not intercalated within the DNA. Even at a relatively high DNA concentration 

the long-lived fluorescence component of the BPDE-DNA complex can be quenched 

with the same efficiency as the free tetrol. Also, the non-linearity of the 

Stern-Volmer plot for the BPDE-DNA adduct at high DNA concentration confirms 

our conclusions about the heterogeneity of the fluorescence emitting sites and 

correlates with our previously described observation that the fraction of the 

short-lived component varies with DNA concentration. 
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We have also been able to quench the fluorescence of the pyrene 

chromophore in DNA complexes by utilizing a free radical, 4­amino­2,2,6,6 tetra­

methylpiperidinooxy (density = 0.95 g cm ). Again, the long­lived component 

of the fluorescence of the bound chromophore is quenched as effectively as the 

free tetrol even though this quencher is larger in size than any of the other 
9 ­1 ­1 

quenching molecules employed in this study. The value for K is 3 x 10 M s 

for this radical. 

Quenching by Ag and Hg 

Interactions between heavy metal ions and DNA have been studied exten­

sively (see Ref. 27 for a review). Ag and Hg have been shown to form inter­

calation type complexes with the DNA bases as is shown schematically in Fig. 1. 

In the case of Ag , the binding is a function of pH. Under the conditions em­

ployed in this study, there is preferential noncovalent binding of Ag to guanine 

at r < 0.2 (where r = moles ion/moles DNA phosphate). On the other hand, it 

has been shown that the initial covalent binding of Hg takes place at AT rich 

regions of DNA. 

The use of heavy metal ions in quenching x.he fluorescence of aromatic 
7 

hydrocarbons bound to DNA has previously been studied. It was shown that metal 

ions that bind to the DNA bases strongly quench the fluorescence of DNA bound 

hydrocarbons. It was shown that the Ag quenches the fluorescence by an exter­

nal heavy atom effect. The fluorescence is quenched because of an increase in 

the rate of intersystem crossing (S ■+ T ), an effect which arises because of 

the increase in spin orbit coupling induced by the heavy metal. This exchange 

type interaction requires an overlap of the orbitals of the aromatic molecule 

with that of the metal ion and thus a close approach between these two species 

is necessary. 
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Figure 6 shows the results obtained for both the physically inter­

calated BP and the covalently bound BPDE-DNA adduct. The heavy metal ions give 

rise to a strong quenching of the fluorescence of the intercalated hydrocarbon, 

but the influence of either metal ion on the fluorescence of the covalent BPDE-

DNA adduct is negligible. To ensure that the metal ions in fact influence the 

fluorescence of the free chromophore, the quenching of the free aqueous tetrol 
9 -1 was measured and the quenching constants were found to be 3.9 and 3.6 x 10 M 

s for Ag and Hg , respectively. It should be pointed out that the quench­

ing of the BPDE-DNA adduct was carried out in dilute solutions to ensure that 

there was only one fluorescence emitting site and that there was no interference 

from intermolecular DNA quenching effects. 

Since the metal ions are known to bind internally to the DNA and since 

quenching of the hydrocarbons by the metal ions necessitates close contact of 
7 

the metal ions with the hydrocarbons, the data in Fig. 6 again implies that the 

aromatic moiety is not located within the DNA but is located externally to the 

helix. 

DISCUSSION 

The first important finding is the apparent physical heterogeneity of 

the covalently bound BPDE. It was shown that although there is chemically only 

one site of DNA binding, the non-exponentiality of the fluorescence decay implies 

the existence of physically different microenvironments. Yt was shown that practi­

cally all of the bound BPDE molecules are fluorescent when compared to the free 

tetrol in aqueous solution in the absence of DNA, and that the heterogeneity of 

the decay is due to quenching of the excited state of the pyrene chromophore by 

DNA. It was experimentally not possible to verify directly by single photon 

counting that all of the short component of the fluorescence can be converted 

to the long-lived form; however, the iodide quenching results with the dilute 

BPDE-DNA sam-ole shows no deviation from the Stern-Volmer Law and from this we 



<*. conclude that in dilute solutions of DNA, there is in fact only one fluores­

cence emitting site. 

The results of the fluorescence quenching experiments show first that 

the covalently bound BPDE is totally accessible to quenchers external to the DNA 

helix and second, that there is no effect of DNA bound intercalated metal ions 

on the fluorescence of the BPDE-DNA adduct. These two facts show that the BPDE 

molecule is not intercalated in DNA. This is also supported by electric field 

induced linear dichroism results of these same samples. 

Although we can state that the bound BPDE moiety is not intercalated 

between the DNA base pairs, the question then arises as to where it is located. 

Since there is only one type of chemical complex formed in this study we can 

propose three different conformations of the modified region of DNA to explain 

the fluorescence quenching results. First, since N-2 of guanine is located in 

the minor groove of DNA, we could place the BPDE in the minor groove. Second, 

rotation of guanine by 180 from the anti to the syn conformation could give rise 

to a rotation of the BPDE to an exposed position in the major groove. Third, the 

local DNA region where the BPDE molecule is bound could be denatured; in this case 

both the BPDE a.ad the DNA base it is bound to, would be exposed to the aqueous 

environment. 

There appears to be no direct method to distinguish between these three 

different possibilities. It is not known with certainty how the bimolecular quench­

ing constants would vary for these three possible conformations. A closer examina­

tion of the quenching results may, however, give some insight into the problem, 

even though an exact interpretation cannot be drawn from these results, as men­

tioned above. 

The third conformation proposed where the BPDE and the guanine base to 

which it is attached are in a locally denatured environment, can easily account 
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for the quenching results. In this model the BPDE is totally exposed to quencher 

molecules within the solvent and there is no shielding by the DNA helix; one thus 

expects quenching by external quencher molecules to take place efficiently 

(Fig. IB). In this conformation it is possible for the BPDE chromophore to inter­

act with segments of a neighboring DNA molecule, and one would not expect quench­

ing to take place by DNA bound metal ions for two reasons. First, the aromatic 

moiety would be located too far away from the bound metal ion. Second, in the 

case of Ag , since the binding of this metal ion takes place by an intercalation 

mechanism where the ion is sandwiched between base pairs, one does not expect 

the ion to bind in the same fashion to a locally denatured region as it binds to 

native DNA. 

It has been shown that when the diol epoxide binds to DNA it induces 
19 

a small local destabilization of the DNA helix. Even at low extents of modifi­
cation of DNA by BPDE, the number of base pairs broken for each BPDE molecule 
bound,is between zero and one. This result indicates that the microscopic region 
of modification of DNA at the point of attachment of the BPDE is slightly de­
natured. However, complete denaturation of the one modified base pair would in­
duce destabilization of adjacent base pairs, similar to the results obtained for 
AAF binding to DNA. For this reason model (3) is not likely to be the correct 
one. 

The differences expected between the measured quenching constants for 

model (l) and model (2) (i.e. the BPDE is either in the minor groove or is ro-

totated to place it in the major groove) are unknown. It is possible to state 

only that if the BPDE is in the major groove it is certainly in a more exposed 

environment than if it were located in the minor groove. Since at this time 

there is no known chromophore that covalently binds to DNA in such a way that 

it is localized in the minor groove of DNA, there is no direct verification of 
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the magnitude of the quenching constants which are expected in this case. It 

can, however, be stated that the region where the BPDE is bound to DNA must be 

sufficiently exposed to allow a neighboring DNA molecule to interact with the 

chromophore. Furthermore, the point of attachment of the hydrocarbon must be 

such that a negatively charge iodide ion can easily approach it despite the 

negatively charged phosphate groups, and also that the quenching constant mea­

sured for the relatively large free radical is also unaffected by the presence 

of DNA. Electric field induced fluorescence polarization studies are underway 

to determine which of the three proposed models of the ones described above, 

is the correct one. 

To summarize, we have developed rn in vitro system that exactly 

mimics the stereoselective in vivo binding of BP in DNA. Utilizing fluores­

cence lifetime and quenching studies we have shown that the BPDE molecule 

bound to native DNA is definitely not intercalated in the DNA helix, in con­

trast to BP physically bound to DNA. 
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Table 1. -

Effects of dilution on the fluorescence characteristics of BPDE-DNA complex 
in aqueous solution. 

f 
. a 
A260 
6.4 
3.2 
0.64 
0.06U 

A * A3U5 
0.10 
0.05 
0.01 
o.ooic 

0.82 
0.72 
0.58 

X e __2 
0.19 
0.28 
0.42 

*1 Tl + X2 T2 
TH20 
0.28 
0.38 
0.53 

0.23 
0.32 
0.52 
0.66 

Ko) h 

IH 20 C° ) 

0.82 
0.8U 
0.98 

optical density at 260 nm, 1 cm path length 

optical density at 345 nm, 1 cm path length 
c 
sample to dilute to accurately determine fluorescence decay. 
Profile, however there was sufficient fluorescence for steady—state measurements 
A-J_-fraction of molecules radiating with ti, from equation 
e 
Xp-fraction of molecules radiating with xp, from equation 
f calculated quantum yield of BPDE-DNA complex relative to free BaP tetrol in 
aqueous solution based on time dependent fluorescence decay parameters 

steady-state quantum yield of BPDE-DNA complex relative to free BaP tetrol 

fraction of BPDE molecules bound to DNA radiatively decay relative to free 
BaP tetrol in aqueous solution. 



Table 2. 

Quenching of the fluorescence of BPDE covalently bound to DNA 
by the addition of unmodified DNA. 

A a 
A260 

1.28 
4.93 
8.60 

14.84 

%F 

100* 

k9 
33 
24 

'optical density at 260 nm, 1 cm path length. 

arbitrarily assigned 100% fluorescence. 



FIGURE CAPTIONS 
Fig. 1. Principles of fluorescence quenching methods. Shaded figures ­ bound 

aromatic hydrocarbon; ladder­like figures ­ DNA helices; Qg^ ­ external 
quenchers (O2, I~ and free radical); Qifr ­ internal quenchers(Ag+ and 
Hg

+ +
). See text for explanation. 

Fig. 2 High pressure liquid chromatographic profile of DNA adducts formed by 
in vitro reaction with [3H] BPDE (—« ) compared to 7R BPDE I 
quanosine marker («■■=» ). 

Fig. 3. Excitation (^­fluorescence = 4
^0 nm) and emission (^­excitation = 345 nm) 

spectra of BPDE­DNA. 
Fig. k. Time decay profile of BPDE­DNA adduct. Excitation filters: 310 nm inter­

ference filter and 7­60 Corning filter; emission filters: 2 x 3­7^, 5­60 
and 0­52„ Corning filters; 10.575 ns/ch (same filters and time scale for 
each decay shown). 
A. Effect of oxygen. 0.1% modified DNA (6.4. A26o/m£) 

upper curve ­ in air saturated solution, lower curve ­ in the absence 
of oxygen. 

B. Effect of sample concentration. 0.1% modified sample (air saturated). 
upper curve ­ 6.4 A260/m£ 
lower curve ­ same sample as upper curve diluted tenfold with buffer, 

0.6U A26o/m* 
C. Effect of addition of unmodified DNA. 0.5% modified sample (air 

saturated). 
upper curve ­ 1.28 A26o/m«. 
lower curve ­ same sample as above with unmodified DNA added, • 

8.60 A 2 6 o / m £ 

Fig. 5> Stern­Volmer quenching of fluorescence of free tetrol and BPDE­DNA 
adduct by iodide ions (oxygen free) 

x /­
A, — , 10 M BP­tetrol in Ho0 ' x 2 

F , 
A, y - , 10 M BP­tetrol in H20 

^ o long component ~ ­, <* *■*• * ■, /o <ri A ^ 
0, ;

 5 — , 0.1% modified sample (0.6U A0^rt/ „ ) 
' x long component ' ^ 260/mJl' 

F
o 

0.1% modified sample, (0.6U A /., ,) 

F 
!j , zr 1 0.1% modified sample, 0.013 &260/ I 

F 
o 

0.03% modified sample, (U.7 A ,­ , ) 



Figure Captions (continued) 

Fig. 6. Effect of metal ions on fluorescence of BP-DNA complexes. 

© Ag - BP physically bound to DNA (̂  6 A_g , .) 

0 Ag+ - BPDE-DNA adduct (0.013 A260/m£^ 

0 Hg - BP physically bound to DNA (̂  6 ^2G0/mi) 

O Hg++ - BPDE-DNA adduct (0.013 A26o/mJl^ 
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ABSTRACT 

The electric linear dichroism spectra of native calf thymus DNA modified 

to a small extent (one hydrocarbon residue per 1000 bases) by reaction with (±)-

7 3j8a-dihydroxy-9a,10a-epoxy-7,8,9,10-tetrahydrobenzo{V|pyrene (BPDE), which 

binds covalently mainly to the 2-amino group of guanosine residues, and physical 

complexes of benzo(a)pyrene (BP) and proflavine (PF) with DNA were measured. 

The linear dichroism AA of the covalent BPDE-DNA complex in the wavelength re­

gion of the absorption of the pyrene-like BPDE chromophore is positive. In 

contrast, AA is negative in the absorption region of the DNA bases, as well as 

in the absorption region of. the BP and PF molecules physically bound to DNA. 

It is concluded that the orientation of the BPDE moiety is not of the inter­

calation type as is the case for the physical BP and PF complexes. The reduced 

linear dichroism is wavelength dependent for the BPDE-DNA and BP»DNA complexes 

which indicates that there is a heterogeneity of binding sites with different 

orientations. The quantitative analysis of such results is discussed in detail 

and it is concluded that there is one major type of oriented BPDE covalently 

bound to DNA. The long axis of the pyrene-like chromophore of BPDE lies on the 

surface of a cone whose axis is that of the DNA helix and whose angle, with re­

spect to this axis, is 35 or less# As expected for intercalation-type complexes 

the planes of BP and PF are found to be nearly parallel to the planes of the 

DNA bases. 
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INTRODUCTION 

Polycyclic aromatic hydrocarbon (PAR) carcinogens are known to bind cova­

lently to nucleic acids in vivo. In living cells the relatively inert PAH mole­

cules are metabolically converted to a variety of hydroxy and epoxy derivatives. 

The major reactive intermediate involved in nucleic acid binding in the case of 
2-7 benzo(a) pyrene (BP) is a 7,8-dihydrodiol 9,10 epoxide metabolite, ' and the 

structure of its (±)-7(3,8a-dihydroxy-9a,10a-epoxy-isomer (BPDE) is shown in Fig. 1 

The covalent binding of the bulky PAH residue to native DNA alters the local 

structure of the DNA and its template activity i_n vitro ' . In order to under­

stand how the function of the modified DNA differs from that of normal DNA, it is 

desirable to have a knowledge of the complete physico-chemical structure and pro­

perties of regions of DNA containing the covalently bound BPDE. 

In this work we have 'investigated the orientation of the BPDE chromophore 

(with respect to those of the DNA bases) in BPDE-DNA complexes. In the present 

study we have modified native calf thymus DNA to a small extent (one hydrocarbon 

residue per 1000 bases) by in vitro reaction with BPDE using the methods described 
8 11 elsewhere. ' The complete structure and absolute stereochemistry of the guano-

sine-BPDE adduct formed by ±n vitro reaction with RNA and DNA has been eluci­

dated ' . The 10 position of the BPDE moiety is linked to the 2-amino group 

of guanine. Furthermore, this appears to be the principal DNA reaction product 

in vitro , and it has the same chemical characteristics as the major BP-DNA 

adduct formed i_n vivo, when human and bovine bronchial explants are exposed to 
16 BP 

In the accompanying paper we have presented evidence, based on fluor­

escence techniques, that the BPDE moeity in these covalent BPDE-DNA complexes is 

located on the outside of the DNA helix. Using the electric field-induced linear 

dichroism technique we show here that the long axis of the pyrene-like chromo­

phore (Fig. 1) is not parallel to the planes of the DNA bases, as is the case of 



-2-

intercalation-type complexes such as physically bound complexes of DNA and BP 

or proflavine (PF). 

In the electric field-induced linear dichroism technique a voltage pulse 

is applied to an aqueous buffer solution of either the covalent BPDE-DNA complex 

or the physical BP'DNA or PF'DNA complexes. The electric field thus produced 

within the solution tends to orient the DNA and the polycyclic molecules which 

are either covalently or physically attached to the DNA molecule. Using polar­

ized light, the absorbance is determined with the electric field vector of the 

polarizer oriented either vertically or parallel with respect to the electric 

field. The relative orientations of the transition moment vectors, which lie 

within the planes of the DNA bases and the polyclyclic molecules, are then com­

pared. The results indicate that there is a heterogeneity of binding sites with 

respect to the orientation angles of the BPDE chromophore, and the interpretation 

of linear dichroism spectra under these conditions is discussed in detail. It is 

shown that the-usual straightforward approach ' to calculate orientation angles 

from linear dichroism spectra must be modified to take this heterogeneity into 

account. It is shown that under certain conditions, such as in the case of the 

covalent BPDE-DNA complexes, a range for the most probable angle of orientation 

of the BPDE chromophore can be estimated. 



E X P E R I M E N T A L 

MATERIALS 

BPDE was kindly provided by Dr. Ronald G. Harvey of the University of 

Chicago. Native calf thymus DNA was purchased from Worthington Company, Freehold, 

New Jersey, and had the following characteristics: protein content 0.1%, hyper-

chroinicity 42% and S_- = 22. 
20,w 

METHODS 
Preparation of DNA complexes. The proflavine DNA complex was an aqueous 

-3 -3 

solution containing sodium cacodylate buffer pH 7.1 (5 x 10 M), DNA (1.5 x 10 M) 

and proflavine (1 x 10 M). At such low concentrations of PF, this dye is fully 

solubilized by DNA. The intercalated PF showed the characteristic 18nm red shift 

in the absorption spectrum. The physical complex between BP and DNA was prepared 

as previously described. 

In the previous electric dichroism studies, controversial results have been 

obtained, due to- the denatured state of DNA and/or extensive modification of DNA 

by N-acetoxy-N-2-acetylamino fluorene (AAF). ' Therefore in the present study, 

special care has been taken in preparing the in vitro BPDE-DNA samples. The modi­

fication of DNA with BPDE was essentially the same as described in the accompany-
11 -4 

ing paper. BPDE (10 M) and DNA (10 A260 units/ml) were incubated 95:5 (v/v) 
-3 

aqueous ethanol containing 5 x 10 sodium cacodylate buffer, pH 7.1. The modi­
fied DNA samples contained 1 residue of covalently bound BPDE per 1000 nucleotide 
residues, as detected by uv measurements and confirmed in separate studies using 
CHJ B P D E' (the d e t a i l s o f these methods are described in reference 8). Electric 
dichroism measurements were performed at 20°C on BPDE-DNA samples in aqueous solu-

-3 tions containing 5 x 10 M sodium cocodylate buffer pH 7.1 with concentrations of 
DNA in the range 1-10 A260/ml, with no detectable concentration effects in this 

range on the relative reduced linear dichroism values measured at 260nm (DNA ab-

sorbtion) and at 345 nm (BPDE absorption). There is, however, an effect of DNA 

concentration c- the reduced linear dichroism within the absorption band of DNA, as 
22 previously reported by Yamaoka and Charney. 



Chemical characterization of the DNA-BPDE sample. The base specificity of 

the binding of BPDE was determined by enzymatic hydrolysis of the modified DNA 

and high pressure liquid chromatography of the modified deoxyribonucleosides. 

As described in detail in the accompanying paper , a single BPDE-nucleoside 

adduct was obtained. This product results from trans addition of the 2-amino 

group of guanine to the 10 position of the 7R enantiomer of BPDE, or (+) BPDE 

derived from (-) BP 7,8 - dihydrodiol . 

APPARATUS 

The voltage source was a specially constructed transistorized power supply 

which is capable of delivering unipolar square wave pulses of up to 4000 volts 

with a duration variable from lOys to 10ms over a 1000ft load. The sample holder 

consisted of a 1 x 1 cm quartz cuvette containing the electrodes mounted on a 

teflon block similar to the one described by Fredericq and Houssier. The 

electrodes consisted of two parallel platinum strips (2 x 1 cm wide) which were 

held 3mm apart-by teflon spacers. This entire assembly was immersed in the 

cuvette containing the sample. A thermocouple was inserted into a hole in one 

of the teflon spacers and was used to monitor the temperature of the solution. 

The linear dichroism was measured using a dichrograph constructed by J. Breton 

at Saclay. In this apparatus, light from a Xenon lamp is passed through a grating 

monochromator followed by a Glan polarizer. A photoelastic modulator (PEM 3, 

Morvue, Tigard, Oregon) whose driving voltage was automatically adjusted to pro­

duce a half-wave retardation at each wavelength was used to produce vertically 

and horizontally polarized light at a frequency of 100 KHz. The light beam, thus 

modulated, then passes through the sample cuvette and is incident onto a photo­

multiplier tube. The 100 KHz component of the photomultiplier tube output is de­

modulated using a lock-in amplifier which delivers a signal whose magnitude is 

proportional to the linear dichroism of the sample. Absolute calibration of the 

apparatus was obtained by using two polarizers. The sensitivity of the apparatus 

is such that a difference in the alignment of the two polarizers by only five 
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minutes of arc (corresponding to a linear dichroism of 6 x 10 , or 60 ppm) 

could be readily detected. 

The demodulated linear dichroism signal was fed into an oscilloscope for 

viewing. When necessary, it was fed into an Intertechnique Didac 800 multi­

channel analyzer for signal averaging. Typically, 3-5 scans were used to obtain 

a satisfactory signal/noise ratio. The duration of the square unipolar voltage 

pulses was 3 ms (apparatus response time 1 ms). Typical signals are shown in 

Fig. 2. The wavelength dependence of the linear dichroism was recorded point by 

point. 

RESULTS 

The absorption spectra, A, and the linear dichroism spectra, AA, of the 

covalent BPDE-DNA and the physical BP'DNA and PF-DNA complexes are shown in 

Fig. 3. 

The linear dichroismAA is defined by 

' M = A i r A i (1) 

where A»» is the absorbance of the sample with the polarization vector of the 

light oriented parallel to the electric field E applied to the sample, and A, 

refers to the absorption when the polarization vector is perpendicular to E. 

As usual, the absorbance A is defined by log (I /I), where I is the intensity 

of the incident light and I is the intensity of the light after passing through 

the sample. 

The reduced linear dichroism, AA/A, for all three complexes studied is 

shown in Fig. 4. This quantity is constant with wavelength X for the PF-DNA 

complex, but varies strongly as a function of X for the BPDE-DNA and BP-DNA com­

plexes. Before proceeding to a discussion of these results, we shall examine 

in detail the relationships between the linear dichroism and the angle of orient­

ation of the transition moment vector of the chromophores. This is necessitated 
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by the fact that the AA/A spectrum of the BPDE-DNA complex varies with wave­

length which, as is shown below, is due to a heterogeneity of orientation angles 

and physical binding sites. 

DISCUSSION 

Reduced Linear Dichroism for a Single Oriented Species. If the chromo­

phore is oriented in such a way that it's transition moment vector makes an 
-v 

angle 9 with the electric field E, then this angle can, in principle, be calcu­
lated from the reduced linear dichroism AA/A, where 

X " I (3 C°s2 8 " 1} f ^ (2) 

A denotes the absorbance of light by the sample in the absence of the orienting 

electric field. A plot of the dependence of the orientation function 
3 2 

2" (3cos 6-1) in eq. (2) as a function of 6 is shown in Fig. 5, 

The degree of orientation of the molecule or particle, is defined by the 

factor 0 "<f(E) <1.0, which depends on electric field strength and the temper-
17 ature. . For complete orientation, which has not been achieved for DNA solu-

17 22 -1 

tions even"at field strengths ' of 8000 volts cm , this orientation function 

is unity. In our experiments, since we used a concentrated buffer solution, we 

utilized very low electric fields (the effective voltage was typically 200 volts, _ 

corresponding to an electric field strength of ̂  700 volts cm ). We were 

limited to these low voltages in order to minimize deleterious heating effects; 

thus, in these experiments f(E) «1.0. The orientation angle 9 of a chromophore 

bound to DNA can, nevertheless, be estimated by comparing the reduced linear 

dichroism, AA/A, in the wavelength region of absorption by the chromophore, with 

the AA/A values at 250-260 nm where absorption is due to the transition moments 

of the DNA bases. The transition moment vectors at 250-260 nm are oriented within 

the planes of the purine and pyrimidine bases, and it is assumed that 6 would be 
90 for complete orientation of DNA. The DNA tends to align itself with the 
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17 22 
helix axis parallel to the applied electric field ' , with the planes of the 

-*■ 18 
bases perpendicular to E. This approach was utilized by Chang e_t al_ and by 

19 

Fuchs et al to deduce the orientation angle of the carcinogen N­acetoxy­N­2 

acetylaminofluorene (AAF) bound covalently to DNA. Using the ratio of the re­

duced linear dichroism for DNA and AAF, where 
( M / A )

AAF _ 3 COs29AAF ­ 1 _ 1 ­ 3 cos2 9
AAF (3) 

<
M / A

W 3 cos2 90° ­ 1 

the orientation factor f (E) cancels and the orientation angle 9AAT?
 w a s cal­

culated to be 60 ± 4 by Chang et al~ and 82 by Fuchs et al_. Discrepancies 
18 

of the data have been explained by the fact that the former authors in their 

studies employed denatured DNA which was very extensively modified with AAF. 
19 

The later authors have done electric dichroism studies on native DNA which was 

modified to only a small extent with AAF. 

Equation (2) predicts that within the absorption band of the chromophore, 

AA/A should be constant and independent of wavelength. This is an important 

criterion for the interpretation of linear dichroism results according to eqs. 

(2) and (3). In such cases the calculation of the orientation angle is straight­

forward. In the next section we discuss the factors which give rise to a varia­

tion of the reduced linear dichroism, AA/A, as a function of wavelength, and 

what kind of information can be obtained in such cases. 

Reduced Linear Dichroism in the Presence of More Than One Chromophore 

We now suppose that the total absorbance A of a sample is the sum of 

absorbance A = A , +A„ + ... A. = E. A. where the A. terms represent the contri­
1 2 i l l I 

bution of each chromophore at a given wavelength. We further suppose that each 

species has a characteristic orientation angle 8. and thus contributes to the 

overall reduced linear dichroism at a particular wavelength. The reduced linear 

dichroism is then given by the formula: 
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AA, - Z. A. (3 cos2 8. - 1) f.(E) 
A _ 3 1 1 1 I . . 

A, 2 Z.A. { } 

X i i 

Allowance has been made for the possibility that the sample is polydisperse 

and that each oriented species has associated with it a different orientation 
factor f.(E). Since this factor is independent of the wavelength X, it is 
evident that a wavelength dependence can arise only through a non-cancellation 

of the A. terms in the numerator and denominator of eq. (4). The absorbance A. x n i 

of each species is given by Beer-Lambert's law A. = £. (X)C.l, where C. is the 

concentration of species i, e.(X) is its extinction coefficient, and 1 is the 

optical pathlength. 

We now consider several different possibilities. 

Case I. The extinction coefficients of all of the species have the 

same wavelength dependence, but their orientation angles 

are different (^(X) = e9(X) = ^(X) = ..., and Q± ? 82 t Q^ 

etc.). 

Since £.(X) is the same for each species, eq. (4) reduces to 

AA, _ Z.C. (3 cos2 8. - 1) f.(E) ,„ A _ _3 1 l l 1 (5; 
A " 2 Z.C. X i i 

which is independent of wavelength. This case is experimentally indistinguish­

able from the case in which there is only one species as in eq. (2), which 

points out the inherent limitation of all linear dichroism techniques. The ex­

perimental results do not provide an answer as to whether there is one or more 

oriented species. When AA,/A, is independent of wavelength, it is justifiable 

to utilize eq. (2) to calculate the orientation angle. However, in view of 

eq. (5), this calculated angle reflects some weighted average of the orientation 
2 

function (3 cos 8. - 1). 
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Case II. The wavelength dependences of the absorption coefficients 

are different, but their orientation angles are the same 

(e (X) ± e (X) t e,(X) = ..., and 6. = 8. = 6, = ... etc.) 1 2 3 1 2 3 

In this case the reduced linear dichroism becomes 

AA, , , Z.e.(X)C f (E) 
X = 2 ( 3 c O S e " 1 } Z.£.(X)C. (6) 

X i l l 

Case Ila. We further distinguish two different possibilities. If 

the electric field dependent orientation factors are 

all the same (f,(E) = f2(E) = f (E) ...) then (6) is also 

independent of wavelength and this case is experimentally 

indistinguishable from case I. 

Case lib. For polydisperse systems, when f (E) ̂  f~(E) f f_(E) = 

... etc., a wavelength dependence in eq. (6) may arise 

""if one or more terms in the numerator dominate over 

the others. Such a situation could arise for example, 

if there were present in the sample particles of different 

sizes, each displaying a different f.(E) value at a given 

field strength, and each site associated with a given ab­

sorbing species defined by £.. Since both the f. and e. 
l i i 

values must differ from each other at the same time, we 

consider this to be a highly specialized case which most likely 

does not apply to our experiments. It is well known that DNA 

solutions behave in a polydisperse manner in the presence of 

electric fields. However, it is unlikely that the e. (X) 

coefficientfof the bound polycyclic aromatic molecules would 

also vary with the size of the DNA segments. It has already 

been established that DNA does not undergo chain scissions 
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when the level of in vitro modification with BPDE is lower than 1.5%. There­

fore this highly specialized case (f. 4- f0 ^ f„) is not likely to apply to our 
i z j 

experiments where the modification of BPDE-DNA samples was very low (0.1%). 

Case III. Both the absorption coefficients and the orientation angles 

differ from each other (E. (X) ̂  £2(X) ̂  £-(X) ..., and 
91 * 92 * 93 = •" e t C , ) 

In this case, there is no cancellation of the wavelength dependent £.(X) 

terms and the reduced linear dichroism is given by eq. (4). If the £.(X) co­

efficients are strongly different from each other, i.e. if the chromophores 

have completely different absorption bands for example, both the AA^ and the 

AA,/A, spectra may be quite complex. In such cases it is very difficult to 

interpret the results quantitatively. Fortunately, at least for the most im­

portant case of the BPDE-DNA complex considered in this work, the wavelength 

dependence of the linear dichroism AA is nearly the same as the absorption spectrum 

of BPDE dissolved in ethanol (cf. Fig. 3a and 3b). It is therefore possible to 

interpret the data quantitatively. Before proceeding to a full discussion of the 

results obtained with the BPDE-DNA complexes, we first show, using the physical 

PF'DNA complex, that the general approach of calculating average orientation 

angles using eq. (3) is justified. 

Linear Dichroism Exhibited by the Proflavine DNA Complex 

The absorption spectrum of the physical complex between proflavine and DNA 

within the absorption region of the proflavine chromophore, is shown in Fig. 3a. 

The linear dichroism spectrum AA, is shown in Fig. 3b. The sign of the linear 

dichroism signal is negative. Within the absorption band of the DNA bases be­

tween 240 and 290 nm, AA is also negative as is demonstrated in Fig. 3b. In 

order to observe this linear dichroism, it was necessary to dilute the samples 

to bring the optical density into the range of 0.05-0.10. The contribution of 

the proflavine molecules to the total absorbance at 255-260 nm was negligible 
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at these concentrations. Since the transition moment vectors of both the PF 

and the DNA bases are oriented within the planes of the aromatic rings, a nega­

tive AA is expected for both PF and the DNA bases if the PF residues are bound 

via intercalation since the axis of the helix tends to align itself parallel to 

the electric field. 

The reduced linear dichroism for the PF­DNA complex is shown in Fig. 4. 

Within experimental error, AA/A is constant as a function of wavelength, which 
23 

is in agreement with the results of Ramstein et al. According to the discus­

sion above, this indicates that either case I or case II applies.■ The average 

orientation angle 8p„. can then be calculated directly using equation (3). This 

angle should be equal to 90 for the intercalation model of binding of proflavine 

to DNA. The absolute values of AA/A for both PF and the DNA bases are given in 

Table 1. Within experimental error (̂  ± 5%) these two values.are the same which 

means that 6p„ = 90 , in agreement with the prediction based on the intercalation 

model. ^ ~ ■ 

Linear Dichroism and the Orientation of the Pyrene 
Chromophore in the Covalent BPDE­DNA Complex. 

The absorption spectrum of the BPDE­DNA complex (Fig. 3a) reveals the typical 
12 

pyrene­like absorption spectrum with peaks at 330 and 347 nm and a shoulder at 

325 nm. The BPDE moiety bound covalently to DNA displays a 2­3 nm red shift and 

a wider linewidth when compared to free BPDE in ethanol solution (Fig. 3a). The 

broader linewidth is indicative of inhomogeneous broadening. Such a broadening 

is due to the overlapping of different absorption bands, slightly displaced with 

respect to each other in wavelength, due to different physico­chemical micro­

environments of the chromophore. We identify these different overlapping absorp­

tion bands with, the different species characterized by the absorption coefficients 

£. and concentrations C. as discussed above. 
i l 
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In such cases the AA spectrum essentially reflects the absorption spectrum of a 

particular absorbing species whose transition moment has an orientation such 

that the AA of this species is larger than that of the other species whose absorp­

tion maxima are slightly shifted in wavelength (inhomogeneous broadening). Under 

these conditions there is a sharpening in the reduced linear dichrosim spectrum 

AAT/AA with respect to the overall absorption band A, to which all of the species 

contribute. Such a sharpening of the reduced linear dichroism spectrum has been 
26 observed in the case of poly-Y-benzylglutamate by Charney et al. 

Since AA,/A, is wavelength dependent as shown in Fig. 4, we assume that 

Case III applies to the covalent BPDE-DNA complex. In contrast to the wavelength 

dependence in the 300-350 nm region corresponding to the BPDE chromophore, AA/A.. 
A A 

is constant within the DNA absorption wavelength region of 250-290 nm; this latter 
22 result is in qualitative agreement with the data obtained by Yamaoka and Charney 

and the decreases in AA/A below 250 and above 290 nm have been discussed in detail 

by these workers. 

The linear dichroism spectrum AA,, presented on Fig. 3b of the BPDE chromo­

phore is positive, which is in contrast to the negative sign displayed by the 

DNA bases. The absorption of the pyrene-like chromophore in the 310-350 nm region 

corresponds to an excitation of the second excited electronic state. This transi­

tion is polarized along the long symmetry axis of the pyrene chromophore which 

passes through the central carbon atoms and is oriented within the plane of the 
24 

aromatic ring system (see Fig. 1). These results indicate that the BPDE-DNA 

covalent complex is not of the intercalation type and that' the plane of the aromatic 

moiety is not perpendicular to the long axis of the DNA helix. Referring to Fig. 5, 

it is possible to conclude unambiguously that 6 i m D is less than ^55°. However, 
BPDE 

utilizing the absolute values of the reduced linear dichroism in table I and the 

appropriate expressions based on the discussion above, it is possible to narrow 

down the possible range of the orientation ?->gle still further. 
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The narrowness of the vibronic bands in the AA spectrum of BPDE bound to 

DNA, which compares well with the width of the absorption bands of free BPDE in a 

homogeneous solution, suggests that the linear dichroism is due to one major spectro­

scopic species of BPDE bound to DNA. The wavelength variation of AA,/A, for BPDE-DNA 
X A 

thus arises because of the presence of other absorbing species of BPDE which contri­

bute less to the linear dichroism spectrum, but give rise to a broadening of the ab­

sorption spectrum. Furthermore, the total absorbance measured in the 310-350 nm 

region contains contributions due to the DNA itself. While the absorbance of DNA 

itself is weak in this wavelength region, there is considerable light scattering 

because of the relatively large size of the DNA molecules. This light scattering 
effect contributes to the total effective absorbance of the sample, particularly 

-4 at shorter wavelengths, since the light scattering power is proportional to X 

The scattering term thus contributes an effective absorbance term A.. (DNA) in the 

denominator and an effective linear dichroism term AA.. (DNA) = 3/2 A.. (DNA) 
2 (3 cos 8,-1) f,(E) term in the numerator. Here, A, refers qualitatively to the 

overall scattering and absorbance of DNA. We denote the absorbance of BPDE by A„ 

(BPDE) and the linear dichroism by AA„(BPDE); both of these terms exhibit peaks at 

327 and at 345 nm. If A. (DNA) were zero at these wavelengths, the overall AA/A 

would be in dependent of wavelengths (case I). The observed wavelength dependence 

of AA/A shown in fig. 4 follows the spectrum of AA? (BPDE) (aA„(BPDE)) since the 

presence of the A. (DNA) terms in eq. 4 prevent the cancellation of the wavelength 

dependent AA„ (BPDE) term in the numerator of eg. 4, while AA, (DNA) does not exhibit 

any structure in this wavelength region. Therefore, this situation, i.e. the wave­

length dependence of AA/A, is described by case III. Different forms of BPDE, with 

slightly different absorption spectra A_(BPDE), A, (BPDE) ....etc., and different 

AA, (BPDE), AA, (BPDE) etc. values (with AA , AA < AA„ because of different 

orientation angles 82, 8,, etc.) also fall under case III and thus can also produce 

a wavelength dependence of AA/A. These two effects, inhomogeneous broadening of the 

BPDE spectrum due to multiple sites (each displaying different orientation angles), 
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as well as the DNA scattering background, thus contribute to the wavelength de­

pendence of AA/A. Referring to the numerator of eq. (4), it is evident that if 

there is one dominant species, the linear dichroism spectrum AA, will resemble 
A 

its absorption spectrum. We assume that this is the case for the AA, spectrum 

of the BPDE chromophore in Fig. 3b because of the narrowness of the AA, spec­

trum which has the same width as the BPDE absorption spectrum in a homogeneous 

solution; we shall label the orientation angle of this dominant species by 8 , 

its absorbance by A and its extinction coefficient by £.. (X) . The contributions 

of the other terms in the numerator of eq. (4) may be small for either of two 

reasons: (a) the orientation angles 8. of the species i = 2,3,4 ... are close to 

55 ; for this angle the orientation function is close to zero (Fig. 5). (b) the 

species i = 2,3,4 ... are randomly oriented. The linear dichroism technique can­

not distinguish between these two possibilities. With these assumptions, the re­

duced linear dichroism is given by 

AAA 3 (3 cos2 81 -1) £1(X)C1f1CE) AA1 Aj_ . ( ? ) 

- ^ = 2 Ecx) c. = " A 7 r r 
i i 

Under these circumstances AA, will reproduce the absorption spectrum of the 

oriented species due to the presence of the term £,(X) in the numerator. Further­

more, the observed reduced linear dichroism AA,/A, will be a lower limit to 

AA. /A since 

AA 
< 1.0 (8) 

L I 

and we can thus write 

. 
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AA. AA. 
"A1 > IT (9) 

A l , A x 

Therefore expression (3), together with equation (9), can be utilized to esti­

mate upper or lower bounds of the angle 8 . Rearranging eq. (3) we obtain the 
following: 

, l j \ (AAX/AX)345J 1 " 3 I C^xWJ C°S2 61 = 3 p " WffiZ] 
where the reduced linear dichroism values for the BPDE and DNA are taken at 

345 and 260 nm respectively and are presented in Table 1. The value at 345 nm is 

chosen since the oriented species of BPDE gives a maximum contribution to AA at 

this wavelength and this value is therefore most reflective of the true orientation 

angle. It should thus be noted that when there is a heterogeneity of absorbing 

species, the angles should "be evaluated at the highest absorption, maxima of the 

oriented species, rather than at different wavelengths, as is usually done ' 

when AA,/A, is assumed to be constant as a function of wavelength. 

Using the absolute values for the reduced linear dichroism for BPDE and 

DNA given in Table 1, the angle of 8 % 35 is obtained. Keeping in mind the 

inequality in equation(9), and the fact that the reduced linear dichroism values 
2 

at 345 and at 260 nm have opposite signs, the value of cos 8 calculated in 

equation (10) is a lower bound and thus the calculated angle is an upper bound. 

We therefore conclude that the angle of orientation of the long, in-plane sym­

metry axis of the pyrene chromophore (Fig. 1) is given by 
6BPDE = 61 * 35° <1D 

The planes of the aromatic chromophore thus tend to be inclined parallel 

to the surface of a cone whose axis is that of the DNA helix and whose angle 

is 35 or less. This result was reproducible with four different samples of 

BPDE-DNA with the concentration of the BPDE moiety varying between 0.1 - 0.5% 

(based on the nucleotide concentration). 
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Estimation of the Orientation angle of BP in the BP DNA*Complex. 

In order to further verify the validity of our approach to calculate the 

range of orientation angles for the BPDE-DNA complex, we used the same method to 

estimate the orientation angle of the BP molecule physically bound to DNA. Benzo(a)-
25 

pyrene, when physically bound to DNA, is believed to form an intercalation complex 
Since the transition moment vector in the 390-400 nm absorption region of BP lies 

within the plane of the aromatic ring, the angle 8 should be close to 90 . 
Br 

The AA, spectrum for BP in the BP-DNA complex resembles the absorption 

spectrum of BP only qualitatively; there is a sharp peak at 394 nm, and a weaker 

one at 374 nm, corresponding to the absorption bands of BP bound to DNA. The 

AA,/A, spectrum shown in Fig. 4 is wavelength dependent, indicating here also a 

heterogeneity of absorbing species. As expected for an intercalation model, the 

sign of AA, for the DNA-bound BP is negative. This immediately indicates that 
Q > 55 according to Fig. 5. Using the approach embodied in eq. (10) and the BP 
data in table I, the. possible range of angles can be narrowed down still further. 

We obtain 
eBP £ 8i° (12) 

Keeping in mind that the value of AA,/A, at 394 nm is a lower bound and 

that the signs of the.reduced linear dichroism at 260 and at 394 nm are the same, the 

angle of 81 is a lower bound value, as indicated in eq. (12). Since such an 

angle is expected for the intercalation model of the physical binding of BP to 

DNA, this result supports the validity of the calculations for BPDE bound cova­

lently to DNA. 
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CONCLUSIONS AND SUMMARY 

The electric linear dichroism spectrum of BPDE bound covalently to DNA shows 

that the pyrene ring system is not intercalated between the base pairs of DNA. 

A quantitative analysis of the data indicates that the plane of the pyrene­like 

BPDE chromophore lies on the surface of a cone, whose axis is that of the DNA 

helix and whose angle is 35 or less. This orientation is depicted in Fig. 6. 

The validity of the quantitative analysis of the electric linear dichroism 

data, on which the above results are based, was verified by examining the linear 

dichroism spectra of the intercalation type complexes that are formed when either 

proflavine or benzo(a)pyrene are physically bound to DNA. The same method of 

approach yields an angle of 90 for the PF and ^_ 81 for the BP transition moment 

vectors, with respect to the long axis of the DNA helix. Since these transition 

moment vectors lie within the planes of the aromatic ring systems, these results 

are totally consistent with the intercalation model of binding for these physical 

complexes. These results are in striking contrast to those obtained when the iden­

tical method of linear dichroism and data analysis was applied to the covalent 

BPDE­DNA complex. 

The variation of the reduced linear dichroism AA/A with wavelength is an' 

important criterion for establishing whether or not there is more than one species 

of chromophores whose absorption spectra, while different from each other, over­

lap in the same wavelength region. If there is only one oriented species among 

these, than the linear dichroism spectrum AA, reveals the absorption spectrum of 

this species. Under these conditions only upper or lower bounds of the orienta­

tion angles can be determined. 

Finally, we note that in these experiments our DNA samples were not sonicated 

to obtain shorter and more easily orientable DNA segments. ■' The DNA double 

strand may be weakened at the sites­of covalent BPDE binding and thus breaks may 

occur preferentially at these sites. If this is the case then the conformation 



­18­ . . ■ ■ : 
/ 

of the BPDE moeity located at the end of such a DNA segment may be quite different 

from what it is in whole DNA. Since we were interested only in the relative 

linear dichroism at 260 nm due to the DNA bases and at 345 nm due to the BPDE 
27 

chromophore, the overall extent of orientation of the DNA molecule is not im­

portant. We have therefore attempted to avoid the ambiguities which may arise 

because of sonication of the high molecular weight calf thymus DNA used in our 

experiments. 
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T A B L E 

Values of reduced linear dichroism AA/A ̂  700 Volt cm 5 mM cacodylate buffer, 
-3 

10 M DNA phosphate concentration, room temperature 

Sample 

DNA 
BPDE-DNA3 

PF«DNAb 

BP«DNA° 

Wavelen 

260 
345 
460 
394 

gth AA/A 

-2.8 x 10~2 

+2.7 x 10~2 

-2.8 x 10~2 

-2.6 x 10~2 

BPDE-DNA covalent complex formed by reacting (+)-76, 8a-dihydroxy-9a, lOa-epoxy-

7,8,9,10 tetrahydro benzo(a)pyrene in vitro with a modification of 

0.1% (one BPDE molecule bound per 1000 nucleotides). The reproduc­

ibility with 3 other samples was found to be within 10% of the value 

given. 

PF*DNA physical proflavine DNA complex 

BP'DNA physical benzo(a)pyrene DNA complex 
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FIGURE CAPTIONS 

Fig. 1. Structure of (+)-7g, 8oc-dihydroxy-9 ,10 -epoxy-7,8,9,10-tetrahydrobenzo(a)-
pyrene (BPDE). The heavy arrow indicates the transition moment vector 
of the 310-350 nm absorption band. 

Fig. 2. Typical Voltages and linear dichroism signals (oscilloscope tracings). 
A. Voltage V0 without cell connected (3 ms pulse duration). 
B. Effective voltage (VE) with cell connected. At the beginning of the 

pulse there is a 30% voltage drop (Vg fy 0.7 V0) the effective voltage 
decreases further to Vg = 0.40 V0. The effective voltages Vg given 
in Fig. 3 represent the values taken approximately halfway between 
the maximum and minimum values of V£. Sample: covalent BPDE-DNA 
complex, 0.5% modification, A26o/m2, = 4.1 in 5 mM sodium cacodylate 
buffer, pH = 7.1 Cell resistance: 300f2 

C. Linear dichroism signal at 292 nm (due to DNA) AA is negative. 
Same sample as in B; VE % 200 Volt. 

D. Linear dichroism signal at 345 nm (due to the pyrene-like chromo­
phore attached to the DNA). Same sample as in B. Dichrograph 
sensitivity is five times greater than in B above. 

Fig. 3 BPDE-DNA; A 2 6 Q = 10/ml (one BPDE/1000 bases) 
BP'DNA; A26O 2L 6.0/ml (y one BP/1000 bases) 
PF«DNA; A260 ^. 10.0/ml (y 7 PF/1000 bases) 
All samples were dissolved in 5 mM cacodylate buffer. (The above abbre­
viations are explained in Table 1). 
VE ^ 2Q.0 Volts (the effective voltage is defined in the legend of Fig. 2) . 
Cell resistance: 300fi. 
(A) Absorption spectra (A) of covalent BPDE-DNA complex (BPDE-DNA) ' 

BPDE in ethanol - - - - - ; physical complex of benzo(a)pyrene in 
DNA (BP'DNA) ; proflavine*DNA complex (PF-DNA) . 

(B) Linear dichroism (AA) spectra; % 700 Volts cm-l; 5 mM cacodylate 
buffer solution. 
(In both (A) and (B) the BPDE-DNA solutions were diluted in order 
to make measurements in the DNA absorption region of 240-300 nm). 
(The vertical scales are in arbitrary units). 

Fig. 4 Reduced linear dichroism spectra for the DNA complexes shown in Fig. 3 ; 
AA/A is in relative units. 

Fig. 5 The orientation function defined in equation (2), plotted as a function 
of the orientation angle 8. 

Fig. 6 Model of orientation of the in-plane axis of DNA-bound BPDE (axis defined 
in Fig. 1). 
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a-Particle]lnduced Radical Production in Anthracene 
Beyond the Bragg Peak 

H. T. Hu,1 S. ARNOLD,1 AND M. POPE1 '2 

Radiation and Solid State Laboratory1 and Chemistry Department? 
New York Uniucrsity, New York, New York 10003 

f " 
Hu, H. T., ARNOLD, S., AND POI>E, M. a-Particlo-lndticcd Radical Production in 

Anthracene beyond the Bragg Peak. Radial. Res. 74, ffê -SSHI (197S). 

Triplet excitons are used as a sensitive probe for the spatial distribution of para­
magnetic defects (exciton sounding). Following a-particle (12-30 JSIcV) bombaidment 
of an anthracene crystal, a remarkably long tail (supcrtail) of paramagnetic dcrects 
(free radicals) was found, extending into the crystal for a distance of about six limes that 
of the Bragg peak. Evidence is presented that of all possible mechanisms for this super-
tail, only lecoil protons can account quantitatively for the observed spatial distribution. 
A model calculation indicates that the proton-induced radical yield is about five times 
that for o particles. The limitations of this model are discussed. 

INTRODUCTION 

In our previous work anthracene crystals were irradiated by a particles moving 
in a direction perpendicular to ab plane (1). The spatial distribution of residual 
damage was measured by triplet exciton sounding (1). The results showed ranges 
for a particles at 30.00 and 32.36 MeV in good agreement with the Bragg addi-
tivity rule. From the magnetic field effect on the triplet exciton lifetime (#)> it 
was shown that the defects that quenched the triplet excitons were principally 
paramagnetic and that the G value for their production was about 0.02. At high 
radiation flucnccs of IO12 cm-2, radicals were observed in a long tail extending 
far beyond the Bragg peak. Several hypotheses were proposed to explain these 
tails. The hypotheses may be divided into two categories: One involves the par­
ticipation of secondary radiation w hich causes damage through its energy degra­
dation and the other involves enhanced radical diffusion -which allows the radicals 
to move beyond the a-particle range in channels created, for example, by recoil 
protons. Long-range damage would be expected from any of the following sec­
ondary radiation. 

(a) recoil protons. 
(b) 7 radiation and neutrons arising from resonance excitation of carbon. 
(c) brcmsstrahlung from secondary electrons, a-particles, and secondary protons. 

0033-73S7/7S/0742-111 IS02.00/0 
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In addition, although the c' direction is not a channeling direction in anthracene 
(3), channeling may assist paraxial secondary charge particles in moving farther 
than they could in an amorphous medium. 

In order to stud} the damage mechanism underlying these long tails, wc have 
made two different types of measurement. 

I. The distribution of radicals within the tails was measured as a function 
of the incident energy of the or particles. 

I I . The damage profiles were measured in a series of planes perpendicular 
to the a-particle beam, these planes being situated at various distances from the 
irradiated surface. 

The first set of experiments provided a way to distinguish enhanced radical 
diffusion from proton recoil or nuclear radiation. As Davies and Jcspcrsgard (4) 
have shown in the case of implantation supcrtails in tungsten, the diffusion 
mechanism is expected to give exponential tails with a decrement controlled by 
the concentration of point defects. Therefore one would expect the length of the 
tails to be relatively independent of the a-particle energy. In addition the energy 
dependence can provide useful information about the relative roles of proton 
recoil and nuclear radiation. Since nuclear excitation is a resonant phenomenon 
its energy dependence should be more abrupt than that of proton lecoil. 

The measurement of the lateral profile of damage in the tail gives useful 
information on the role of brcmsstrahlung and the channeling of secondary 
particles. Since the probability for the emission of brcmsstrahlung is known to 
be highest in a direction 90° from that of the incident beam, one would expect 
less damage in the forward direction than to the side. In addition, since channeling 
is known to take place in the c direction, which is 34° from the incident direction 
of the a particles, one would expect channeling to steer the tail toward the c 
direction. 

In what follows wc will show that the primary mechanism responsible for 
these tails is energy deposited by secondary protons. 

EXPERIMENTAL PROCEDURE 

A detailed description of the crystal pi-eparation, experimental setup for irradia- ( 
tion, and the apparatus used for radiation damage detection is given in the 
previous work ( i) . Only a brief dcsciiption of the experimental procedures is 
given here. 

The anthracene crystals used for irradiation were ac' crystal plates of anthra­
cene typically 5 mm square in the ac' plane and 1 mm thick. The triplet exciton 
lifetime of the unirradiated sample was typically 21 msec. The energies of the 
a particles were 12, 20, and 30 MeV. The number of a inirticles absorbed were 
1.93 X 1012 cm - 2 for both the 12- and 20-McV irradiation. Two irradiations were 
carried out at 30 MeV with flucnccs of 3.91 X 10'2 and 1.74 X 10'- cm"2. The 
a particles wen; directed perpendicularly to ab plane* (i.e., along the c' direction). 
The primary region of damage extended over the entire thickness of the ac plate 
and was either 2 or 4 mm in length along the a direction. 
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The two experiments described in the Introduction were carried out as follows: 
The method of exciton sounding was used to determine the spatial distribution 
of damage within the tail as function of incident a­particle energy. This method 
utilizes the quenchi:;'; of triplet excitons by crystal defects in order to determine 
the defect densities. In the presence of an applied magnetic field, this method also 

■' discriminates between paramagnetic and nonparamagnetic defects; such a field 
is known to reduce the paramagnetic quenching process in a predictable way (2). 

The quenching of triplet excitons by defects is determined by measuring the 
triplet exciton lifetime; /3_ 1 ; in general /3 is increased from its intrinsic value /30 

in the presence of defects. The change in /3, with radiation, A/3, is given by 

A(8 = /3 ­ /30 = 7PiVp + £ yniNni, (1) 

where yp and Np arc the average quenching rate and density of paramagnetic 
defects, and 7„, and Nn% are the quenching rate and density of nonparamagnetic 
defects of the i th type. In our particular case as will be indicated by the results, 
the second term may be neglected since the triplet excitons arc quenched almost 
entirely by paramagnetic defects. Therefore, A/3 is essentially proportional to the 
density of paramagnetic quenchers. /3 is calculated from the decay rate of the 
luminescence produced when triplet excitons annihilate. This light, known as 
delayed fluorescence (DF) has a decay rate which is 2/3. 

The method of exciton sounding is implemented by generating excitons in a 
small region of the crystal. This is accomplished by focusing the light from a 
He­Ne laser at 632S A with a spherical or cylindrical lens. The focal lengths of 
these lenses were 240 and 50 mm, respectively. A faithful representation of the 
spatial distribution of the defect densities can only be accomplished if the decay 
of the triplet excitons is kinetically first order. The D F under these conditions is 
proportional to I2, where / is the light intensity. To remove the perturbations due 
to bimolecular quenching from the defect profiles the laser intensity must be 
lowered so that D F oc /­. The DF was measured by single photon counting. 
Since the spherical lens excited a volume of the crystal which is one­fifth of the 
volume excited by the cylindrical lens, one must lower I for the spherical case 
below that for the cylindrical case in order to eliminate bimolecular effects. Such 
attenuation produces luminescence within the dark count. However, since point 
discrimination by the spherical lens is often required for qualitative information, 
the results obtained with this lens were not carried out entirely in the region 
where DF <* P and therefoie can only be used for qualitative information such 
as angular symmetries. The information arrived at from such data arc discussed 
in Results. 

The effects of a magnetic field on the delayed luminescence were measured 
with a field of 3,000 G at the so­called resonance direction in the ac plane (2). 

RESULTS 

Figure 1 shows the spatial variation of exciton decay rates, A/3, as a function 
of position from the irradiated suiface for anthracene crystals irradiated at 12, 
20, and 30 McY. All of these measurements were carried out. with the cylindrical 
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FIG. 1. The change in " " »oo" "Woo' ***l/ffl° 2SO° auu6~ sSD0
 p th X in micrometers 

for the samples inadiatcd at i^, _ . ,.. ._ «^,^. ieft hand of this figure 
specifies the range of the a particles at each cneigy. Distance A" is measuied along the direction 
of the a-particle beam. The dose rate and total absoibed dose are haled underneath the 
sponding ar-particlc cneigy. 

corre-

lens. The transient lifetime of the delayed fluorescence was not measured in the 
region of the Bragg peak clue to low luminescence in this region. However, A/S's 
in this region may be estimated from the steady-state DF. Since /3 is proportional 
to the inverse square root of the steady-state luminescence, F~\ A/3 is therefore 
proportional to A(F~*'). The fust several points on each curve were estimated 
values. As one can sec A/3 falls olT gradually with increasing distance from the 
Bragg peak and then falls abruptly to zero at a position Xm. At 30 MeV this 
position appears to be relatively independent of particle cuircnt density. Two 
experiments were performed at 30 MeV as shown in Fig. 1 and although the 
particle current dcnsitj- was varied over almost an order of magnitude the values 
of Xm were within 3 % of each other. 

Figure 2 shows the lateral distribution of damage within the tail for an ii radia­
tion at 30 MeV. All measurements in this figuie were carried out with the sphcii-
cal lens. The lateral damage has its greatest contribution along the symmetry 
axis of the a beam and tails off to either side. The centioids of the curves show 
less than 3° angular displacement as measured from the symmetry axis. 

The magnetic field effect on the transient decays was measured at the reso­
nance direction in the ac' plane at 3000 C. If Li {11) and Li (0) aie the tiiplet 
exciton decay rales in the presence and absence of the magnetic field, respectively, 
then /3(//)/p'(0) is found to be 0.093 foi points at which Li » Li0. This value is 
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very close to our previously obtained values for this ratio for' damage within the 
a­particle range; as was­shown, most of the quenching centers are paramagnetic 

FIG. 3. Comparison 
tion, Xm, with cnlcula 

th of radical produc­

SO 40 SO 60 TO 80 90 
Ea(MeV) 
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DISCUSSION OF RESULTS 

Since the values of A/3 fall abruptly to zero at A'ni as shown in Fig. 1, it is un­
likely that photons play a major role in the production of these radicals in the 
region of Xm since photon intensities arc attenuated exponentially. 

In particular the role of brcmsstrahlung in defect production should be small 
since Fig. 2 shows a maximum density of radicals along the beam axis which 
is contradictory wilh the mechanism of brcmsstrahlung since the cross section 
for production of these photons is a minimum in the forward direction. In addi­
tion channeling should be unimportant in explaining the observed effect since the 
channeling direction is 34° from the symmetry axis and the centroids in Fig. 2 
show less than a 3° angular displacement from the symmetry axis. Of course, 
charged particles could arise from resonance excitation; however, this is unlikely 
in the energy range being investigated since Xm appears to change gradually 
with Ea, exhibiting no distinct structure. Figure 3 shows a plot of Xm versus Ea. 
As one can sec, the dependence of Xm on Ea fits a power law (illustrated by the 
dashed line in the figure) of the following analytic form 

Xm = 9.6GCEJ1-72, (2) 

where Xm is given in micrometers Gmt) for energy Ea in millionelectron volts 
(MeV). The 1-72 power in Eq. (2) is suggestive of the penetration by a heavy 
charged particle with energy to mass ratio of several McV/amu for which the 
typical exponent (5) is ~1 .S . The fact that X m is measured from the irradiated 
surface implies that the charged particles responsible for radical production a t 
Xm originate at the irradiated surface. Recoil protons, and carbon ions will be 
produced at the surface; however, in order that the recoils produced at the 
surface have the largest depth of penetration, the ratio of the recoil range to the 
^-particle range must be greater than one. For carbon recoils this ratio is less than 
one. The range of protons Rp of energy Ep in anthracene can be expressed.in 
terms of. the following semiempirical equation (6)-: 

Rp = 15.2£V •". (3) 

Since Ep = 4mpmaEa/(inp -f- ma)- the range of forward-projected secondary pro­
tons Rep leaving the front surface is then 

r 4m„m ~ ] l s l 

J?.p= (15-2) EJM = G.78Ea1M. (4) 
L (mp + ma)2 J 

Figure 3 illustrates the good agreement between the experimental values of Ar,„ 
and the. range of recoil protons as given by Eq. (4) (the solid line in Fig. 3). 
Further useful information can be gained by a comparison between the shape of 
the A/3 profiles and a computer simulation of the density of energy deposited 
along the symmetry axis. The density of energy deposited by recoil protons, dp, 
at a point of X on the symmetry axis, originating from a volume dV at position 
T s (see Fig. 4) may be written as 

do*p(Ea,<t>) <IL\p(Esp,r) dV v 

dpE = FaNn , (5) 
dQ dr r2 
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where Fa is the a-particle flux, N~u is the density of hydrogen atoms' in the crystal, 
da,p(Ea, <p)/dQ is the cross section for proton recoils, dEKp(Ecp, r)/dr is the energy 
loss at position X by protons otighiating from dV with energy /:,'„,„ and r is' the 
distance from the volume element to the position A'. Therefore the overall density 
of energy deposited at A', PE, is given by the integration of Eq. (5), where the 
integration is carried out numerically over all source volumes. In order to es­
tablish the a-particle energies as a function of penetration depth, the stopping 
powers for a particles were obtained by using the Bragg additivity rule and the 
stopping powers for carbon and hydrogen (7). The stopping powers of protons in 
anthracene were calculated also by the Bragg additivity rule with appropriate 
data for carbon and hydrogen. Stopping power values were taken from North­
cliffe (7) below 12 MeV and from Marion (<5) between 12 and 20 MeV. Since the 
center of mass energy exceeds the He Coulomb barrier, the differential cross 
section dasp/dQ. was calculated using an attractive nuclear potential in addition 
to a Coulomb potential. Accordingly, these cross sections were arrived at by 
solving for the S matiix using the following optical-model potential (9): 

U(r) = <yCN(r) + ry s o(r) + ryCoui(r), (6) 
where (7CN and <7so are the (complex) nuclear and spin-orbit potentials, re­
spectively, and C/coui is the Coulomb potential. The parameters in the above 
potential were taken from fits to proton scattering experiments at 31 MeV (10). 
The calculation of the energy density from Eq. (5) for a 30-MeV a-particle 
fluence of 3.91 X IO12 cm - 2 is shown in Fig. 5. As one can see, the computer 
simulated profile of the energy deposited along the symmetry axis is similar to 
the A/3 profile at the same energy. The 3 % difference in cutoff depth between 
theory and experiment is in agreement with the semiempirical range-energy 
formula and could be due to the failure to include the effects of straggling. 

Also shown in Fig. 5 is the energy density versus depth based on a Rutherford 
cross section [i.e., only C/couiO') in Eq. (6)]. As one can see by comparison of this 

Fio. 4. The oooidiimte sys 
of protons and X their deal & so?f- v (g ) 

in of the differential source 
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curve with the one corresponding to the full potential, Coulombic scattering plays 
a minor role in contributing to the energy deposited. This fact which is key to the 
occurrence of the tails will be discussed below. 

Although the yield Y (radical density per unit energy density) versus energy 
is not known for protons, one can get some idea of the average yield in the tails. 
We define the average yield Y as 

Y = f YNpdx/ f Npdx = 7 P _ 1 f ( — ) Addx/f A{Sdz, (7) 

where. Y is NppvTl and Ar
p, the density of paramagnetic defects is given from Eq. 

(1) as 7P
_1A/3. Using the computer­simulated energy density profiles along with 

the corresponding data in Fig. 1 and integrating out to 2.300 nm where the strag­

gling should be unimportant, w c obtain a value for yPY of G.l X 10 ­ J cm'/crg­scc. 
Using a value of 10_" cmVscc for yp (1), the average yield Y is then G.l X 10s/crg. 
This yield is approximately five times larger than the corresponding yield for 
a particles and would imply that protons are more effective in producing radicals. 
In addition the yield Y appears to increase with decreasing proton energy. 
However, although this may indeed be the case, some caution must be exercised 
in taking these conclusions literally . The most tenuous assumption in our calcula­

tions is that the optical model parameters are independent of energy. Although 
this assumption is necessitated by lack of explicit data at other energies, one 
would expect terms in Eq. (G) such as the complex part of the central nuclear 
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potential, ImfJ17cN(r)3, to be influenced by the available energy (11) since this 
potential describes absorption into channels other than elastic scattering (12). 

The supcrtails found in the present work appear to be a gcneral'propcrty of the 
interaction of heavy ions with organic matter. The fraction of the initial energy 
in the secondary proton channel at 30 McV is ~ 1 0 - ' . The relative efficiency 
with which other ions produce tails will depend heavily on the cross section for 
generating recoils. Efficiencies as high as 0.1% for ions having velocities of 
~ 8 MeV/amu arc a consequence of nuclear scattering and therefore will depend 
on the individual nuclear potentials. 

The most important conclusion of the present work is that the supcrtails 
found in the induced radical production have their origin primarily in damage by 
recoil protons. 
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