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ABSTRACT 

The structure of vacancies in grain boundaries has been investigated 

by computer molecular statics employing pairwise potentials. In order to 

gain an impression of the vacancy structures which may occur generally, a 

number of variables was investigated including: metal type, boundary type, 

degree of lattice coincidence and choice of boundary site. In all cases 

the vacancies remained as distinguishable point defects in the relatively 

irregular boundary structures .. However, it was found that the vacancy 

often induced relatively large atomic displacements in the core of the 

boundary. These displacements often occurred only in the direct vicinity 

of the vacancy, but iri certain cases they were widely distributed in the 

boundary, sometimes at surprisingly large distances. In certain cases 

the displacements included a large inward.relaxation of one, or mor~, of 

the atoms neighboring the vacancy, and the initial ~acant site became 

effectively "split". These results were classified and discussed in 

relation to the variables listed above. Sever~l bindjng energies to the 

boundary were also calculated. Finally, the relevance of the results to 

the mechanism of boundary self-diffusion was discussed. 
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1. INTRODUCTION 

It has often been assumed (or suggested) [1-3) that vacancies· exist in 

high angle grain boundaries as bona fide point defects, i.e. 1 as distin-

guishable missing atoms in the structure 1 and that they can diffuse in the 

boundary via the adjoining lattice. It has also been concluded that the 

relatively rapid atomic diffusion observed in grain boundaries [1,2) most 

·probably occurs by the exchange of atoms with such vacancies in thermal 

equilibrium. Despite the importance of these phenomena relatively little 

effort has been made in past years to establish a satisfactory understanding 

of the structure and properties of vacancies in grain boundaries. Several 

authors [4,5,6) have modeled grain boundary vacancies·using the computer 

simulation approach. However, their work did not focus on the relaxed 

structure of the vacancy, and, moreover, they considered only a small 

angle boundary or a coherent twin, both of which are of limited interest. 

Most recently, we have presented a preliminary account [7) of attempts 

to study the structure of vacancies in several grain bo~ndaries using 

computer simulation employing the method of molecular statics and also 

simulation employing bubble raft and dynamic hard sphere models. In all 

cases, and in all moud!:>, Lhe vacancies indeed exiSted as distinguishable 

point defects even though they may have been considerably relaxed in 

certain case~. Also, in all cases the atomic relaxations around the 

vacancies in the grain boundaries were greater than in the corresp~nding 

perfect lattice.· This result was attributed to the more irregular and 

lower symmetry structures present in the cores of the boundaries which 

allowed a variety of short-range order environments to exist. Also, at 
I 

about the same tim~ Hahn and Gleiter [8,9) obtained some additidnal ~esults 

regarding the relaxation of vacancies in grain boundaries, using a static 
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computer simulation model employing a Morse pdtential, which are similar 

in some respects to those reported in [7]. 

In the present paper we describe the results of a considerably more 

extensive study of vacancies in grain boundaries using the computer simula~ 

tion method. As pointed out previously.[7], there is a number of inherent 

difficulties in carrying out such a program. Firstly, grain boundaries 

possess irregular atomic structures making the structure of a vacancy in a 

grain boundary somewhat difficult to define and describe. Secondly, the 

vacancy structure varies with its ~osition in the boundary. Thirdly, an 

infinite number of different grain boundary structures exists depending 

upon the nine degrees of freedom of the boundary, ·i.e., crystal misor­

ientation, orientation of the boundary plane, etc.· Fourthly, the results 

depend upon the crystal structure of the adjoining grains and on the specific 

metal which is involved. Consequently, it is necessary to study vacancy 

structures in boundaries over a wide range of conditions in order to obtain 

an overall impression of the structures which may occur generally. we· 

have attempted to cope \vi th this situation in the presen't· work by calcu­

lating vacancy structures over the rather wide range of variables shown 

schematically in Fig. 1. 

2. COMPUTATIONAL PROCEDURES 

To determine. the relaxed formation energies and displacement fields of 

the defects considered in this paper the rriethod of computer molecular 

statics has been employed. Many of the advantages and disadvantages of 

using this technique have been examined previously [10,11], and only one 

particular aspect, namely, the effect of ignoring temperature and entropy, 

will be mentioned further in this work (see Section 4). Basically'· the 

method involves the·creation of a model bicrystal in the appropriate orien-
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tation consisting of an assembly of atoms which interact via an assumed 

pairwise central force interatomic potential. The equilibrium grain 

boundary configuration is then found by minimizing the total potential 

_energy of the system with respect to the atomic p6sitions. The period-

icity of the Coincidence Site Lattice (CSL) is usually utilized to 

create a computational cell of minimum dimensions which does not constraih 

the relaxation." 

A vacaricy is then introduced in the relaxed and equilibrat~d bound-

ary by simply removing an atom from a preselec~ed site in the boundary, 

and the structure is again relaxed. In this operation the periodicity 

of the structure is lost, and a much larger computational cell 

is required. Thus, when simulating the interaction of a vacancy with a 

grain bound~ry a model containing a multiple number of unit CSL cells is 

used primarily to reduce the influenc~ of the borders ·on "the relaxaiion. 

Also, since it is still desirable to impose periodic border conditions in 

the ·plane of the boundary, the model dimensions should also be sufficiently 
-

large to minimize the mutual interaction between vacancies in the infinite 

vacancy array that is effectively being simulated. In all of the models. 

used in the present calculations, with the possible exception of cases 

where the vacancy relaxations in the boundary were exceptionally large, 

the interfering effect of borders, surfaces and neighboring cells is thought 

to be minimal. 

Four semi-empirical interatomic potentials were used in the calcula-

tions, two representing bee iron and tungsten [ 12 ] and two representing 

fcc copper and nickel [ 13]. Also, a Lennard-Janes potential with para-

meters appropriate to krypton was used (see Fig. 2). The semi-empirical 



potentials consisted of cubic splines fitted to various bulk propett~es · 

of the metals concerned, and in the case of iron the potential was matched 

to the ~lastic constants so as to obey the Cauchy relation. thus, the 

iron potential was an equilibrium potential~ wl1ereas the others were non-

equilibrium and predicted non-zero valties for the· Cauchy pressure . 

. The purpose of the present calculations was to determine the spatial 

relaxation fi~ld around an isolated stationaP~ vacancy in a grain boundary 

and also compute the vacancy formation (or binding) energy. No attempt 

was made to determine the migration energy of the vacancies 

in the grain boundary by moving them along a preselected path. Although. 

such calculations are possible using a static procedure (see, e.g., [5,14]), it 

is undoubtedly more appropriate to employ.molecular dynamics in such cases. 

It should be emphasized that the removal of atoms· created genuine extrinsic 

point defects and not the so-called "structural vacancies" which in some 

st~dies [ 15 ] have formed part of t~e procedure for obtaining the equi-

librium boundary structure. 

F The exact calculation of the formation energy E8 (or binding energy 

E:) of a vacancy in the boundary requires a.knowledge of its formation vol­

F ume S"l8 in the boundary. Thus, 1n a manner analogous to the calculation of 

the formation energy of a vacancy in a single crystal [ 16 ]·~ the grain 

boundary vacancy formation energy is given by 

= 

Where Eppo 0 b d 0 t to 1 t d 0 th C h 
8 1s a gra1n oun ary pa1r po en 1a erm, an p 1s e auc y pres-

sure; The binding energy of the vacancy to the boundary is then given 

/ 
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by 

EB ·F EF = E -B B L 
pp Epp F F (2) = EB + p0.B p0.L L 

F PP F 
where EL' EL and nL are the formation energy, pair potential term and 

formation volume of the vacancy in the single cr-ystal, respectively. 

F The value of nL has been calculated most recently [16,17] by evaluating 

the defect strength tensor which is related to the forces and positions 

of atoms remote from the defect near the borders of the computational 

-cell. This method would be difficult to apply in the case of a grain 

boundary vacancy, especially one that is split as described 

below in Section 3. Therefore, two simplifying cases are considered here. 

Clearly, if an equilibrium potential i~ used in which the Cauchy pressure 

is zero, F F p0.8 = p0.L = 0 , and it unnecessary to compute the formation vol-

umes. Also, if it is assumed when using a non-equilibrium potential that 

r· r . 
n8 ~ nL , wh1ch is fairly accurate for a non-split grain boundary 

F F vacancy, then pn8 ~ pQL , and, again, only the pair potential terms con-

tribute.to the formation and binding energies. When the va~ancy is 

split in th~ boundary such an approximation is less valid, and, 

h f 1 d . f F d B b .d t ere ore, on y cru e est1mates o E8 an E8 may· e rna e. 

Finally, it should be pointed out that these energy calculations may be 

strongly dependent on various basic assumptions involved in constructing the 

interatomic potentials. In particular, it has recently been argued [18] 

that three-body forces are necessary to describe correctly the vacancy 

formation energy in a metal such as aluminum. However, the effect of these 
I 

forces on the vacancy formation energy in more complex systems, such as the 

noble and transition metals, although unkno1vn, is thought to be less important. 
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3. RESULTS 

We now present a selection of results which is thought to be typical 

of the range of effects that can occur. As indicated in Fig. 1, results for 

Vacancies in tw6 ty~es (pure tilt ~nd t~ist) of boundiries with differing 

degrees of coincidence (I=S, 13, and 25) are given. Boundary ~onfigurations 

in both bee and fcc lattice structures are considered in a number of metals, 

and in the case of tilt boundaries the· effect of boundary asymmetry is also 

investigated. Finally, vacancy structures in different sites in several 

boundaries are shown. 

For simplicity, the results for the relaxed s.tructures and the binding 

energies are described separately in Section~ 3.1 and 3.2. Finally (in 

Section 4) , the results are discussed together and related to the var-

iables described above. 

3.1 Relaxed Structures 

In many cases it was found that the introduction of a vacancy induced 

* relatively large atomic displacements in the core of the grain boundary. 

These displacements often occurred only in the direct vicinity of the va-

caney, but in certain cases \hey were widely distributed in the boundary,. 

sometimes at surprisingly large distances. Also, in certain cases the dis-

placement included a large inward relaxation of one, or more, of the 

neighboring atoms surrounding the vacant site. In such cases the initial 

vacant site became effectively "split". In the following discussion we 

therefore pay particuiar attention to the following questions. Did the 

* It is emphasized that these displacements were very m).lch larger than the 
usual elastic displacements expected of a point center of dilation in 
a perfect lattice and are a result of the fact that atoms in the rela­
tively disordered structure in the boundary core may be more easily dis­
placed than perfect lattice atoms. 
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vacancy induce large atomic displacements in the grain boundary? Were 

the displacements widely distributed or were they localized very near the 

vacancy? Did the displacements split the vacancy? The following cri­

teria were adopted in order to classify objectively the answers to these 

questions: 

(i) a "large" displacement is one which is larger than 20% of the 

nearest-neighbor dist~nce in the perfect lattice; 

(ii) the displacements are "widely distributed" if large displacements 

are induced at distances beyond the atoms neighboring the 

vacant site; 

(iii) a vacancy is "split" if a neighboring atom is displaced into 

the vacancy site by a "large" displacement (i.e., one larger 

than 20% of the nearest-neighbor distance). 

The results for all of the vacancies examined are summarized in Table 1. 

I:=S (36~9°) [100] tilt boundaries: Figures 3(a,b) show the relaxed 

displacement field before and after the insertion of a vacancy (at the 

encircled atomic site labeled 1) into a bee E=S (36.9°) [100] tilt boundary 

with the boundary plane parallel to (310) 1, 2. The empirical potential 

representing iron was used, and the atomic relaxations caused by the 

removal of an atom are shown as vector displacements projected onto the 

plane of the paper which is an edge-on view.down the tilt .axis. It may be 

seen that the vacancy induced boundary displacements are relatively small 

and that the vacancy remains non-split as indicated in Table 1. Figures 

3(c,d) show the corresponding structures using the potential representing 

tungsten. In this case one neighboring atom experiences a large displace­

ment into the vacancy. Therefore, one large displacement occurs, the 

displacements are not widely distributed, and the vacancy is split. 
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ln order to investigate the effect of changing the vacancy site in a 

tilt boundary of given structure a vacancy was introduced into the atomic 

site labeled 2 in Fig. 3(a) which is very close ·to an ·a-Lattice point (19]* in 

the boundary· \vhich is shown by the X. Again, the boundary displacements 

are small, and the vacancy remaihs non-split. 

Figures 4(a,b) show the relaxed displacement field produced by the 

insertion of a vacancy into a fcc r=s (36.9°) [100] tilt boundary with 

the boundary J?lane parallel to (310) 1 , 2 . The ·empirical potential repre­

senting nickel was used in this case, and the same illustration conven-

tions are used as in Fig. 3. Figures 4(c,d) show the corresponding struc-

tures using the potential foi copper. As in·the results for the tilt bound-

ary in bee iron, th~ displacements in the nickel boundary are small and the 

vacancy remains non-split. However, in the copper boundary one large in-

ward displacement of a neighboring atom occur~ causing the vacancy to be-

come split. 

The calculations for the fcc til_t boundary were repeated using the 

Lennard-Janes potential for krypton, and it was found that the vacancy 

induced boundary displacements were exceedingly small. In fact, on the 

scale of the figures presented here, the displacement vectors were not 

visible. 

Figures S(a,b) show the relaxed displacement field before and after 

the insertion of a vacancy into a bee r=s (36.9°) [100] asymmetric bound-

ary where the average boundary plane is parallel to (430) 1 . The potential 

representing tungsten was used in this example, and'it is seen that all 

displacements are small. A comparison of Figs. S(a,b) with Figs. 3(c,d) 

shows that the introduction of asymmetry does not greatly affect the nature 

of the vacancy displacement field, since tlte only sign{ficant difference is 

* All 0-Lattices employed in tlte present paper correspond to rotational trans­
formations around [100) which relate nearcst-Jteighboring atoms of Lattices 
1 and 2. 
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the existence of one displacement of an atom neighboring the vacancy in 

the latter case \vhich is barely in the "large" category. A vacancy in 

the same type of asymmetric tilt boundary in bee iron was also examined, 

and all displacements were found to be small. This is the same result as 

that obtained for the symmetric boundary [Figs. 3(a,b)] in agreement with 

the above conclusion. The reaso_n for this .behav·ior is most likely that 

the equilibrium structure of the asymmetric boundary actually consists of 

segments (or facets) which possess structures corresponding to symmetric 

boundaries of the same coincidence system. This local atomistic faceting 

-of asymmetric boundaries is thought to be quite general [20]. Since the 

local vacancy environments are similar inboth the symmetric and non-sym­

metric cases, we may expect generally similar vacancy induced di~placements 

as observed. 

I:=S (36.9°) [100] twist boundaries: Figures 6(a-d) show the relaxed 

displacement field before and after the insertion of a vacancy (at the 

encircled atomic site) into a bee I:=S (36.9°) [100] twist boundary using 

the potential representing iron. Figures 6(a,b) give the plan and edge-

on views of the equilibrium boundary structure without the vacancy, and 

Figs. 6(c,d) show the atomic relaxations, represented by vector displace­

ments projected on the plane of the paper, after the removal of the atom. 

It should be noted that the plan view, which is a view down the [100] twist 

axis, contains nine I:=S CLS unit cells and that only four (100) planes 

(two above and below the twist boundary) are included for clarity. The 

vector displacements shown in Figs. 6(c,d) illustrate that the displacements 

are small and that the vacancy is non-split. 

Figures 7(a-d) show the corresponding structures using the tungsten 



-10-

potential. This time the atomic displacements caused by the presence of the 

vacancy are large and spread over several CSL unit cells. In addition, a 

significant inward relaxation of atoms neighboring the vacant site has 

occurred causing the vacancy to become split. This figure, which contrasts 

sharply with Fig. 6, is an example of a vacancy \vhich is split and has 

also induced large and widely distributed displacements. 

Figures 8(a-d) show the relaxed displacement field before and after 

the insertion of a vacancy into a fcc L=S (36.9°) [100] twist boundary 

using the copper potential. The illustration conventions are the same 

as before, and it is seen that the equilibrium structure of the boundary 

before the removal of the atom involves an in-plane translation of Lattice 

1 with respect to Lattice 2·a~ay from the CSL position [Fig. 8(a)]. 

Upon rela~ation of the boundary vacancy, large displacements occur in 

the general vicinity of the defect but they are not as extensive as in 

the case of tungsten. Also, the vacancy is split. Quite a different 

result was obtained when the nickel potential was employed with this bound­

ary [Figs. 9(a-d)]. Once more the boundary structure involves an in-plane 

translation, but, upon introducing a vacancy, only one neighboring atom 

is essentially involved in the relaxation [shown by the large arrow in 

Fig. 9(d)]. The vacancy splits in order to share two adjacent atomic sites, 

and.an atom sits in the boundary plane midway between Littices 1 and l. 

Thus, this defect induces a large displacement which is localized and causes 

it to be split in a manner similar to the vacancy de~cribed earlier in 

connection with the copper tilt boundary in Fig. 4(c,d). 

In order to investigate the effect of changin~ the vacancy site 

in a twist boundary a vacancy was introduced in an 0-Lattice site in a 
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E=S twist boundary in copper under conditions where no in-plane transla-

tion of Lattice 1 with respect to Lattice 2 was allowed [see Fig. lO(a)]. This 

condition preserved occupied 0-Lattice sites while making the boundary slightly 

metastable to the presumably equilibrium structure possessing the in-plane 

translation shown previously in Fig. 8(a). The structure is shown in 

Figs. lO(c,d)~ and it ii seen that the vacancy in this site is non-split 

rather than split [as in Figs. 8(c,d)] and its displacement field is 

localized. It is interesting to note that all of the small displacements 

of the atoms neighboring the vacancy are tangential with respect to the 

cent~r of the vacant site (taken as a center of rotation)~ and, hence, do 

not tend to split the vacant site. Furthermore, the introduction of the 

vacancy induced small displacements elsewhere in the boundary which were 

mainly tangential to other 0-Lattice points in the boundary [Fig. lO(c)]. 

The structure of an 0-Lattice vacant site in another boundary was calculated 

for the case of the E=S twist boundary in tungsten sho1m previously in 

Fig. 7(a). The vacancy in this case [Figs. li(a,b)] has again induced large 

displacements which are widely distributed in the boundary. However, the 

displacements are mainly tangential around the 0-Lattice points, and the 

vacancy remains non-split. The results are generally similar to those 

obtained for copper except that the displacements are considerably larger 

and more widely distributed. We note that the structure:in Figs. ll(a,b) 

was not completely equilibrated in the computer due :to the long computa­

tional time required. However, this feature of the calculation should not 

have aff~cted the qualitative aspects of the above results. 

When the Lennard-Janes potential for krypton was employed to relax 

the L=S twist boundary the atomic displacements were all very small, and 
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the vacancy in a non O~Lattice site re~ained non-split, as was the ebse 

with the tilt boundary. 

E=l3 (22.6°) (100) twist boundary: A vacancy was introduced at an 

0-Lattice site in a E=l3 twist boundary using the potential for copper, 

and all displacements were found to be small. Again, the observable 

displacements were mainly tangential around 0-Lattice points, and the 

displacement field \vas generally similar in that respect to the one shown 

in Fig. lO(c,d) for the E=S .twist bo~ndary. 

E=25 (16.3°) [100] tilt boundaries: Figures 12(a,b) show the relaxed 

displacement field before and after the insertion of' a vacancy (at the 

encircled atomic site) into a bee E=2S (16.3°) [100) tilt boundary with 

the boundary plane parallel to (710) 1 , 2. The potential representing iron 

was used, and, as before, edge-on views are given with the atomic relaxa-. 

tions due to the vacancy being r~presented by vector displacements pro-

jected on the plane of the paper. As with the E=S tilt boundary, all 

relaxations are seen to be small, and the vacancy is therefore non-split. 

E=25 (16.3°) [100] twist boundaries: Figures 13(a-d) show the re­

laxed displacement field before and after the insertion of a ~acancy into 

a fcc E=25 (16.3°) [100) twist boundary using the copper potential. Using 

the same illustration conventions, it is s~en that only one CSL unit cell 

has been employed, and that the equilibrium boundary structure does not 

involve an in-plane translation (these translations become less important 

as E increases for twist boundaries). The vector displacement diagrams 

/ 
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.show that the vacancy has induced large displacements which are widely 

diitributed but that it remains non-split. The vacancy shown is in a 

non 0-Lattice site (shown by the X). ln· this case the displacements, 

which are largely tangential around the 0-Lattice site acting as .a center, 

do not split the vacancy but produce an extensive displacement field. 

It may also be seen that most of the displacements are confined to the 

two planes directly adjacent .to the boundary. A similar effect occurred 

when using the potential representing nickel with this boundary, and fur-

ther discussion of th{s pattern of relaxation is given in Section 4. 

3.2 Binding Energies 

Following the procedure prescribed in Section 2 the formation and 

binding energies of the vacancies in the boundaries were calculated. As 

noted in that section, the calculation could be done "exactly" only for 

cases \vhere the equilibrium potential for iron was employed. How- · 

ever, even here the calculation should be considered approximate, since 

the potential has been constructed erroneously from elastic constants that 

satisfy the Cauchy relation. In addition, the neglect of long-range 

oscillations and the assumption of two-body forces may also affect the 

calculations [18]. In the calculations using the other potentials, except 

F F the Lennard-Janes one, the assumption that n8 ~ nL has been made. which 

will lead to inaccuracies when the vacancy is split and has induced widely 

distributed displacements. The results for the binding energy of a vacancy 

to the various boundaries considered in detail here are given in Table 1. 

It is seen that a considerable range of binding energies is found which is 

not surprising in view of the approximations which have been used. The 
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most reliable values, which are those for the vacancies in iron, indicate 

an attractive binding energy of~ 0.5 eV for non 0-Lattice sites in this 

metal. Further aspects of these results are discussed below. 

4. DISCUSSION AND CONCLUSIONS 

The more extensive results described in the present paper (summarized 

in Table 1) confirm our earlier conclusion [7] that vacancies generally 

remain in grain boundaries as distinguishable point defects. However, their 

structures may vary considerably (Table 1) depending upon the variables 

listed in Fig. 1. Several trends were observed \vhich may be summarized as 

·follows: 

(i) The vacancy induced boundary.displacements in all of the tilt 

boundaries were localized. Also, t.he displacements were small 

in all boundaries with the exception of the E=5(310) boundaries 

in copper and tungsten wh~re the vaca~cy is split. 

(ii) The vacancies in the non 0-Lattice sites in twist boundaries 

tended to split and induce more widely distributed displacements 

as the "hardness" of the :lnteratomic potential increased. An 

approximate measure of the hardness of the potential is the space 

derivative of the interatomic potential at· nearest-neighbor 

and second.nearest-neighbor positions in the perfect lattice 

expressed as a force (see Table 1). Since the~e atom-atom dis­

tances appeai frequently in perfect grain boundaries, the 

"hardness" defined in this way is a crude measure of the ability 

of the boundary to accommodate local distortion. 
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(iii) The vacancies in the 0-Lattice sites in the twist boundaries were 

always non-split even though their displacements may have been 

large and widely distributed. 

Observation (i) seems related to the fact that lo.cal mirror symmetry 

was preserved to a large extent in all of the tilt boundaries investigated. 

This ~as the case even when small translations ftom the CSL position were 

present and when the boundaries were asymmetric. In the latter case, as 

described earlier, the boundaries were found to undergo atomistic facetin.g. 

in which the boundary breaks up into small facets each corresponding to a 

symmetric tilt boundary segment (20]. The immediate environment for a 

vacancy therefore consists of a symmetric boundary element possessing approx­

imate local mirror symmetry. The tendency of the displacement field to 

remain localized may then be understood in a general qualitative way on 

the basis of the higher degree of local symmetry and therefore "order" in 

these boundaries. 

Observation (ii) may be explained 'on the basis of the effect ot the 

hardness of the potential on the ability of the boundary to accownodate 

local distortion. With a hard pote~tial, such as for tungsten, the atoms 

act approximately as hard spheres. and are therefore unable to "absorb'' 

distortions locally. The rearrangements associated with the introduction 

of a vacancy into the boundary therefore tend to propagate (sometimes over 

relatively large distances), and the vacancy tends to become split and to 

induce widely distributed displacements. On the other hand, with a softer 

potential as in krypton, any rearrangements can be accommodated locally 

by the softer ~toms and the vacancy remains localized and non-split. 

Observation (iii) must be related to the high degree of symmetry 

around 0-.Lattice points in [100] t1vist boundaries and the general form 



-16-

of the displacement fields present in such boundaries. In this respect it 

is tecalled that an occupied 0-Lattice point is also.a CSL point and that 

atoms on CSL points are "correctly" located with respect to both adjoining 

lattices. Brokman and Balluffi (22] have recently demonstrated that 

perfect (100] twist and tilt boundaries exhibit characteristic primary 

relaxations in each patch of boundary centered on an 0-Lattice element. 

In these relaxations each 0-Lattice point acts as a center of rotation 

where the atoms of Lattices 1 and 2 in its vicinity relax in a tangen-

tial direction so as to cause a local reduction in the crystal misorien-

tation (i.e., tilt or twist rotation) to cause better lattice matching 

across the boundary. There is therefore no (or· very little) tendency for 

atoms very near 0-Lattice sites to change their positions due to primary 

relaxations in the perfect boundary. It is therefore not surprising that 

a vacancy on an 0-Lattice site remains non-split. However, the introduction 

of a.vacancy at either an 0-Lattice or a non 0-Lattice site may induce 

relaxations elsewhere jn thA hrnmrlary which tend t~ either increase or 

decrease the tangential relaxations described above [see Figs. 7(a), lO(c), 

11 (a), and 13 (c)], and the displacement ·field associated with the vacancy 

tends to become widely distributed. 

No significant information about the effect of the degree of coincid-

ence (E) could be gleaned from the present results. Large displacements 

were induced in both E=S and 25 twist boundaries in ~oppet and nickel 

while, ~n the other hand, the vacanciA~ were split with E=S and not with 

I=25. However, this was probably a result of the choice of sites, since 

the vacancies in the E=25 boundaries were very close to 0-Lattice points 
/ 

as seen in Fig. 13. Tn these boundaries the primary relaxation ar6und the 

0-Lattice point produces a local patch of boundary centered on the 0-Lattice 



-17-

point which has a structure approaching that of the perfect lattice. 

(We note that this structure approximates the structure of lower angle 

[100] twist boundaries where these patches are better defined, and the 

structure consists of a grid of discrete lattice screw dislocations run­

ning betwe~n the patches of perfect lattice [21]). Since the vacancies 

are located in these relatively perfect patches, it is not surprising 

that. they ar.e non-split while at the same time capable of inducing dis­

placements else\vhere in the inhomogeneous boundary. 

The binding energies which were calculated are list~d in Table 1 and 

show that the binding energies at, or very near, 0-Lattice sites are rela­

tively small. (Two of the energies are actually small and positive, i.e., 

slightly repulsive. However, this aspect of these results should probably 

not be taken seriously in view of the expect~d accuracy of the calculat{ons.) 

Also, the vacancy in the highly relaxed patch of nearly ?erfect lattice 

structure which is associated with the 0-Latti~e point in the E=25 twist 

boundary in copper possesses a small binding energy: All of these vacan­

cies are non-split, and the relatively low binding energies for these de­

fects seems consistent with this result .. Evidently, the relaxations at 

larger tl.isLa11ce!>. wh.ich were occasionally induced by these defec'ts caused 

only small changes in the energy. 

We note that the most reliable binding energy calculations, i.e., 

those for iron, indicate attractive binding energies at non 0-Lattice 

sites which are= 0.5 eV. These correspond to vaca~cy formation energies 

in the grain boundary at these sites which are = 0.6 that of the formation 

energy in the lattice. These results are not inconsistent with a mechanism 

for fast grain boundary seli-diffusion wltich involves the exchange 6f atoms 
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with grain boundary vacancies present in thermal equilibrium as dis~ussed 

elsewhere [1-3]. The present results indicate tl1at a variety of different 

. types of vacanty jumps between different types of sites will exist as has 

been postulated elsewhere [1,2,23,24]. Grain boundary diffusion by this 

mechanism should therefore consist of a spectrum of thermally activated 

jumping processes. Many of these jumps should be relatively easy, partie- -

ularly for split vacancies where atomic shuffles involving relatively small 

energy barriers to thermal activation would be required~ 

Further calculations over an even wider range of boundary types and 

.sites than covered in the present work would have been interesting in order 

to establish more firmly some of the trends suggested by the results 

achieved to date. However, limitations on available computer time made 

such an effort impractical. However, further studies of point defects in 

boundaries are in progress. We are currently making a comparable study bf 

the structure and energy of self-interstial atoms in grain boundaries in 

order to investigate the properties of these defects and to evaluate their 

possible role in the grain boundary self-diffusion process. In addition, 

we are studying the structure of botuldariis and their vacancy point defects 

at finite temperatures using the method of molecular dynamics in collabora­

tion with T. Kwok and S. Yip at M.I.T. In this work we are searching for 

conceivable changes in structure due to temperature (entropy) effects as the 

bicrystal is heated to elevated temperatures [25] and are also observing 

directly the migration of grain boundary vacancies and the relationship of 

this to grain boundary self-diffusion. 

/ 
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Table 1. Data for Grain Boundary Vacancies. 

Force (eV r 1) 
Lattice Boundary Vacancy Induced Boundary Displacements 

Nearest- Second Vacancy Boundary Vacancy 

Neighbor Nearest- Formation T!pe Binding Large? Widely Vacancy 
Neighbor Energy (eV) Energy (eV) Distributed? Split? 

Kr -0.003 0.003 0.1 tilt, I5(310) no no no 
twist, ES 0.3 no no no 

tilt, ::5(310) -1. 4d yes no yes. 

twist, E5 -0.5 yes yes yes 

FCC I Cu ·-0.359 0.018 i.4 twist, E5a 0.3 no no no 

twist, n3a 0.2 no no no ..... 

twist, E25c o.o yes yes no 

tilt, :5 (310) -0.7 
I 

no no no N 
0 

Ni -0.382 0.321 1.4 twist, ES -0.7 yes no yes I 

twist, E25c yes yes no 

tilt, :s (310) -0.4 no no no 

tilt, :5(310)b 0.0 no no no 

Fe -o. 305· 0.352 1.4 tilt, :5 (430) no no no 

tilt ,:::25(710) -0.6 no no no. 

BCC twist, E5 -0.6 no no no 

tilt, i:5(310) yes no yes 

w -1.155 0.695 5.5 tilt, !:5(430) no no no 

twist, ES yes yes yes. 

twist, E5a yes yes no 

avacancy on 0-Lattice site (all other vacancies listed in Table are on non 0-Lattice sites). 

bvery close to C-Lattice site [on site labeled 2, Fig. 3 (a)] • 

cvacancy in patch of almost single crystal centered on 0-Lattice point. 

dBinding energy particularly uncertain (see Se:::tion 2 in text). 
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FIGURE CAPTIONS 

A schematic diagram showing the range of variables studied in the 

calculation of the boundary vacancy structures. 

The interatomic potential ¢(r) for copper and nickel (see Ref. 

13) and for iron and tungsten (see Ref. 12) which were used in 

the calculations. Also used was a Lennard-Jones "6-12" potential 

with parameters appropriate to krypton. The vertical strokes on 

the curves indicate the location of the first and second nearest-· 

neighbor distances_, and a is the lattice parameter. 

Displacement fields around a vacancy in a [100] bee symmetric 

tilt boundary (~=5, e = 36.87°, boundary plane parallel to (310)1 2). 
' 

(a) and (c) Edge-on views of relaxed structure in iron and tungs­

ten,. respectively, before insertion of vacancy 

at encircled atom .. O~Lattice point at X. 

(b) and (d) Corresponding edge-on views of atomic relaxations 

around the vacancy. Each atomic relaxation is represt:nted by· 

a vector displacement projected on the plane of the paper. 

Displacement fields around ·a vacancy in a [100] fcc symmetric tilt 

boundary (~=5, 8 =36.87°, boundary plane parallel to (310) 1, 2). 

(a) and (c) .Edge-on views of ~elaxed structure in nickel and 

cuvper, respectively, before insertion of yacancy at encircled 

aLom. (b) and (d) Corresponding edge~on views of atomic relaxa-

tions around the vacancy. Eac.h atomic relaxation is represented 

by a vector displacement projected on the plane of the paper. 

Displacement field around a vacancy in a [lOOJ bee asymmetric tilt 

boundary in tungsten (~=5, 8 ~ 36.87°' boundary plane var·allel to 
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(430) 1). (a) Edge-on view of relaxed structure before insertion 

of ~acan~y at enci~cled atom. ·(b) Edge-on view of atomic relaxa-. 

tioris around the vacancy. Each atomic relaxation is represented 

by a vector displacement projected on the plane of the paper. 

Displacement field around a vacancy in a [100] twist boundary (~=5, 

e = 36.87°) in bee iron. (a) and (b) Plan and edge-on views of 

relaxed structure before insertion of vacancy at encircl~d atom. 

(c) and (d) Plan and edg~-on views of atomic relaxations around 

the vacancy. Each atomic relaxation is represented by a vector 

displacement projected on the plane of the paper. 

Displacement field around .a vacancy in a [100} twist boundary (~=5, 

8. = 36.87°) in bee tungsten. (a) and (ll) Plan and edge-on views 

of relaxed structure before insertion of vacancy at encircled atom. 

(c) and (d) Plan and edge-on views of atomic relaxations around 

the vacancy. Each· atomic relaxation is represented by a vector 

displacement projected on the plane of.the paper. 

Displacement field around a vacancy in a [100] twist boundary (~=5, 

e = 36.87°) in fcc copper. (a) and (b) Plan and edge-on views of 

relaxed structure before insertion of vacancy at ·encircled atom. 

(c) and (d) Plan and edge-on views of atomic relaxations around 

the vacancy. Each atomic relaxation is represented by a vector 

. displacement projected on the plane of thi paper. 

Displacement field around a vacancy in a [100] twist boundary (~=5, 

e = 36.87°) in fcc nickel. (a) and (b) Plan and edge-on views of 

relaxed structure before insertion of vacancy at encircled atom. 
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(c) and (d) Plan and edge-on views of atomic relaxations around 

th~ vacancy. Each atomic relaxation is represented by a vector 

displacement projected on the plane of the paper. 

Fig. 10 Same as Fig. 8 except that an in-plane translation of Lattice l 

with respect to Lattice 2 has not been imposed on the relaxed 

boundary structure, and the vacancy is in an 0-Lattice site. 

0-Lattice sites indicated by X's~ · · 

Fig. 11 Same as Fig. 7(c) and (d) for tungsten·except that the vacancy 

is in an 0-Lattice site. 0-Lattice points indicated by X's. 

Fig. 12 Displacement field around a vacancy in a [100] synunetric tilt 

boundary (~=25, e = 16.3°, boundary plane parallel to (710)1 2) , 
in bee iron. (a) Edge:..on view of relaxed structure before inser-

tion of vacancy at the encircled ·aiom. (b) Edge-on view of 

atomic relaxations around the vacancy. Each atomic relaxation 

is represented by a vector displacement projected u11 Lite: plane 

of the paper. 

Fig. 13 Displacement field around a vacancy in a·[lOO] twist boundary 

(~=25, 8 = 16.3°) in fcc copper. (a) and (b) Plan and edge-on· 

views of relaxed structure before insertion of vacancy at 

encjrcled atom. (c) and (d) Plan and edge-on views of atomic 

relaxations around. the vacancy. E~ch atomic relaxation is repres-

ented by a vector displacement projected on the plane of the paper. 

0-Lattice points indicated by X's. 
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