ND7B-1015
\’ {' Uniimited Relesss

Limitations and Corrections in Measuring
Dynamic Characteristics of Structural
Systems

Patrick L. Walter

SF 2900 Qi7-73}

LT Te o TS DOCUMDNT 12 UNLIITED



SAND78-1015
Unlimited Releasge
Printed October 1978

LIMITATIONS AND CORRECTIONS IN MEASURING DYNAMIC
CHARACTERISTICS OF STRUCTURAL SYSTEMS

Patrick L. Walter
Telemetry Components and Transducers Divieion 1585
Sandia Laboratories, Albuquerque, M4 87185

ABSTRACT

This work deals with limitations encountered in measuring the dynamic
characteristics of structural syatems. Structural loading and response
are meagured by transducers possessing multiple resonant irequencies in
their transfer function, In trangieat enviromments, the resultant
gignals from thege trangducers are shown to be analytically unpredict-
able in amplitude level and frequency conteat. Data recorded during
nuclear effects simulation testing on structures are analyzed. Results
of analysis can be generalized to any structure which encounters dynamic
loading., Methods to improve the recorded data are described which can be
implemented on a frequency selective basis during the measurement
process. These improvements minimize data distortion attributable to the
transfer characteristics of the measuring transducers.
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CHAPTER I

INTRODUCTION

This work describes limitatinas encountered when recording signals

intended to measure the dynamic characteristics of structural systems.

These limitations are demnnstrated by analyzing structural test data,

and corrective methnds are developed so that meaningful data can be

initially recorded. These recorded data enhance the analytical mndeling

nf the structural dynamicist, vesulting in move valid test specifica-

tions and greater structural system reliability.

A sequence of events which might be followed ta assure an engi-

neering system's structural raliability under dynamic leading is listed

below.

1.

A mathematical mndel is created tn represent the physical
system.

A1 instrumented test is performed on either a mechan-

ical model of the system or, preferably, on a full scale
system, and data regarding lnads applied to, and the resulting
response of, the structure are transmitted and recorded.

The mathematical mndel is ad justed or redefined to provide
correlation between the results it predicts and the recorded
test data.

The redefined model is used tn synthesize those dynamic
environments where testing cannot be performed readily.
Based aon the preceding results, test specifications are

originated for various critical system components. Shock

13
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spectra techniques are one method used to establish these
specifications.

6. System iei:ability is aesured through an extensive cumponent

ieft program during manufacture and assembly.

Heasurement. transducers used to acquire the structural dynamics
test data of step 2 con be defcribed as resonant devices. Resonant
devices are dynamic sysiems possefsing multiple peaks in the magnifi-
cation factor asfociated with their transfer function. The transfer
function vf a traneducer is the ratio of its Fourier transformed output
to the transformed input causing that output. The magnification factor
of a transducer's transfer function is the factor by which its zero
frequency response muft be mulrtiplied to determine the zagnitude of its
steady state response at any given frequency.

The presence of multiple peaks in the transfer function uof a
transducer indicate a porential for problems when the tranmsducer
responds to a transient stimulus. The problem is more severe if rhe
stimulus containg significant amplitude at frequencies near these peaks.
Distortion of the recorded signal will occur,

While inverfe problem treatment can oftzn correc: for signal dis-
tortion, limitations in experimentally characterizing the measuring
transducer's transfer function prohibit its upplicatiom in this work.
The inverse problem consists of determining the corresponding excitat—
ion associated with a particular system model and a given response.

In some situvations, the resultant signal may be conditioned by
multiplexed data channels which do not possess adequate frequency

response to reveal the presence of the distortion. As a result,



vrronenus experimental data are irequently recnrded and accepied tar
analysis.

The fact that erranenus data are accepted for analysis is generally
because the data nser dnes not know ennngh about the limitations «f the
measurement system, Similarly, the measurement engineer often dnes nnt
know enmugh about the test requirements and the use and analysis nf the
data.

Figure I.l is an acceleration record from an actual test an a
structure. The amplitude range of the recording system was £10,000 g
(1 g=29.8 m/Sz). The specified test accelernmeter linear range was
+5000 g, with some over-range capability. Transfer characteristics of
the recnrding channel were analngons tn thnse nf a low-pass RC filter
with a ~3dB frequency at 10,000 Hz. The response of the accelerometer
was verified as flat over this 0 to 10,000 Hz frequency range. Ini-
tially, these data appear valid for mathematical mndel cemparison and
the generation of test specifications. In subsequent chapters, the
data's validity will be investigated further. For future reference, this
data channel will be identified as A5.

Develapment nf this tnpic requires eight additional chapters,
Cnapter 1I introduces the subject nf transient response and analysis nf
structures. Chapter III introduces measurement syscems, with emphasis on
special requirements for dynamic measurements. in Chapter IV the
particular problem nf interest is synthesized, and the work performed by
previous researchers is reviewed. Chapter V illustrates this problem
with "real warld" data. Chapter VI describes limitations which prevent
inverse problem treatment, and Chapter VII characterizes the resonant

transducer model. Finally, in Chapter VIII techniques for optimizing the
15



instrumentation channel are investigated leading towards problem
solution. Chapter IX summarizes the contribations af this work and
indicates additinnal aveas for productive research.

‘Iwn points should be emphasized. First, tha experimental data for
this topic are assaciated with ballistic afmaspheric reentry vehicles
experiencing nuclear weapnn ctfects testing. However, this should not
nvershadow the general applicability nf the results to all structures
which experience dynamic lmading. Second, these experimental data
contain only pressure and acceleratinn records; force data are excluded.
This last point is nnt a limitatien if the topic is understoad. The
common factor is that the measuring transducers are "resnnant devices."
This topic is developed around actmal test data rather than cnn:rivéh
experiments. Reference | provides adequate examples of the applicability
nf this study to inrce measurements in such diverse environments as
material test machines, mechanical die and drnp forging equipment, and

rncket thrust measurements.

-4nen

30
Time (mn

Figure I.l. Acceleration versus time from channel AS
16



CHAPTER II

INTRODUCTION TO TRANSIENT RESPONSE AND ANALYSIS OF STRUCTURES

Mechanical structural elements of interest to engineers for
analysis include plates, beams, and shells. These structural elements
are generally individual contributnrs to a more complex engineering
system. In addition to these elements, the system typically contains a
combination of joints, welds. bonds, fasteners, and cratings. Such a
system can also be characterized by an assemblage of various materials
such as metals, {nams, rubbers, plastics, ete. These systems can be as
diverse as aircraft, autemobiles, reentry vehicles, or any nf hundreds
nf other structurally complex items. A prime responsibility of the
design engineer is to ensure that these systems maintain their
structural integrity and perform reliably unier the conditions of
dynamic load which they will experience in service.

Some of the more severe examples of these dynamic loads are
transient in nature and can be found in crash, impact, and blast
environments. These environments may be characterized in one af twn
manners. Crash and impact enviromments are typified by a rapid change in
momentum of the test system. Total linear impulse (LI) appli?d in time T

aver an area AX of the system 1is:
TA"
L1 =jfp(t,A)dAdt . (11.1)
00 .

where p(t,A) represents either pressure or stress as a function of both
time and area. This linear impulse is usually delivered in a time which
is short relative to the system structural response, enabling the system

17



{orcing function to be represented as:
(L1 5 (1) (11.2)

where #(t) is the Dirac delta functimm. Blast environments are
characterized not so much by their short durations as by the
instantaneous lnading produced by a compressional wave traveling through
space. The common characteristics of all these environments are both the
discontinuities and the high frequencies in the dynamic loading they
impose upon the system.

Examples of this loading are numerous.’Explnsive devices are used
in missiles and space vehicles to per form a variety nf functinns,
including stage separation, jettisoning, launch separatinn, circuit
switching, actuation, and propulsion ignition. When one nf these devices
is exploded, it induces 'cads and motions which propagate through the
entire vehicle structure, including secondary structure and equipment.
These loads and motions may result in mechanical failure or performance
degradatinn of sensitive electrnnics and guidance equipment. Experiments
and analysis on 1/4 inch and 3/8 inch diameter explosive bolts have
documented that their associated force-time outputs are less than 12
micresecnnds in duration. The predicted pressure impulse on nose tips af
a specific geometry at an impact velocity of 1000 feet/second is 35,000
taps (1 tap = 1 dyne-second/em?) for appraoximately 30 microseconds. The
increasing govermment requirements for automobiles to withstand frontal
crashes into stationary objects has led to crash barrier testing, with a
typical apprnach generating a high frequency impact into a concrete
wall. Blast waves propagated from gun muzzles impart severe tramnsient

loads tn structures or personnel in the vicinity. Cold gas shock tubes,



used for aerodvnamic as well as ather experimental studies, are capable
of producing shock waves with rise times of less than ane micrasecond.
When a gas-tight diaphragm is burst in the shock tube, the high pressure
gas releasad creates a shock wave which travels from the compression
chamber into the expangion chamber. Reflections from the closed end of
the compression chamber introduce additional compressional shocks.

Subsequent chapters analyze structural data acquired during nuclear
effects simulation testing. This testing will provide a Final example of
blast and impulsive loading of engineering systems, Testing techniques
have evolved in which mechanical effects simulation of these loadings is
attempted by means of pulsed elertron beams, magnetically or explosively
driven flyver plates,; and explosively driven shock tubes. Testing is
performed to reduce weapans vulnerability and allow hardening against
countermeasure effects.

To understand these mechanical effects, it js necessarv to consider
the categories of energy in a nuclear detanatjon. Theyv consist nf:

1. the kinetic energy ¢f electrons, atoms, and malecules;

2, the internal energy of these same particles; and

3. the thermal radiatjon energy {this energy category is not

significant in conventional chemical explosions because the
temperatures involved are lower by four orders of magnitude).

The fraction of the nuclear explosion vield received as thermal energy
at some distance from the burst point depends Lo some extent on the

nature of the weapon, but primarily jt depends on the environment of the
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explosion, A typical energy distribution for an aijrburst of a Fission

weapan at an altitude below 100,000 feet jg:2*

Blast and shock 50%
Thermal radiation sz
Residual nuclear radiation from fission producta

which emit gamma and beta particles 102
Initial nucleer radiation consisting primarily

nf gamma rays 5%

At higher altitudes, a greater percentage of the energy appears as

thermal radiation and s lesser percentage as blast and shock due tn the
less dense atmosphere. Because nf the high temperatures associated with
nuclear explosinns, 60 to 70 percent of this total radiatinn energy may
be in the fsm of X-rays. In a lswer altitude detonation, the low enetgy
portion nf these X-rays is absorbed by the atmosphere by canversisn into
kinetic and internal energy nf the oxsgen and nitrogen molecules.

During exoatmospheric flight of a reentry vehicle near a nuclear
detonation, impulsive 1nadings are experienced by the reentry vehicle
due tn the lower energy X-rays beinz absorhnd by the heat shield. This X~
ray energy causes instantanesus heating of the surface waterial,
resulting in very rapid spallation and vaporization of an sutside layer.
The rapid material "blov-nff" results in an impulsive force being
imparted to the vehicle structure. Flyer plates are typically employed
tn simulate this circumstance in experiments.

Vulnerability testing of the reentry vehicle through simulation
attempts tn answer the questinn of how much load a vehicle can take and
still remain functisnal. Generally, impulses supplied to the vehicle
are less than a few thousands taps. Transient loads imparted to the

vehicle may be in the tens af kilobars region. After vulnerability

*Sxxperscrip[s refer to numbers in bibliegraphy.



testing is complete, static load deflection tests, vibration resnnance
surveys, ar an actual vehicle flight may be per formed to verify that
functional integrity and reliability have been maintained.

Lethality testing is an attempt to simulate reentry vehicle failure
criteria. The test nbjective is to determine how much load a vehicle can
withstand befare it is no longer functional. Impulse levels impnsed may
be tens af thousands of taps.

Within the atmosphere, the mechanical effects of a nuclear
detonation consist primarily of blast waves transmitted through the air.
Explosively driven shock tubes simulate this air blast event. In the
shock tubes, not nnly is the total impulse in the air blast envirnmment
simulated but an attempt is made to duplicate the actual pressure-time

is not

profile., Since the energy depnsited by the air blr
instantaneaus, reproducing the actual pressure-time profile also
simulates the frequency content nf the transient loads a vehicle may
encounter in service. Figure 1I.l illustrates the air blast front from a
nuclear explosion traveling through space with time. At initial time,
the blast front is still connected ton the fireball. Figure 1I.2
illustrates a more complex airblast experienced at a pnint abave ground
level and attributable tn a reflectinn from the earth's surface.

In any of the previously described loading situatinns where forces
are applied for very short time perieods or are rapidly changing, it is
convenient to consider twn different types of system response and
analysis. The initial response nf a structurally complex system tn this
ilnading will be defined as its material response. This is the respounse
which lasts until waves propagating in the structure have essentially

dissipated. Dependent npon the magnitude and rate of dynamic leoading, as
2]
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well as the types of materials which comprise the structure, these waves
may be elastic, viscoelastic, plastic, or shock.%% The system response
which occurs once wave propagation is no langer a consideration will be
defined as structural response. Depending on the structure, this
response may persist for one, tens, or hundreds of milliseconds. Dynamic
analysis of a complex system to predict structural response treats it as
an assemblage of a finite number ¢f elements connected at a discrete
number of nodes. The complete dynamics problem is dwfined only when both

responses are considered.

Overpressure

Distance from Explosion

Figure I1.1. Peak overpressure from nuclear blast showing
breakaway from fireball
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Figure II.2. Variation of overpressure at a point above
earth's surface with reflection

Some care must be taken in applying the preceding distinctinns.
Geometvrically simple continuous structures, such as long slender rods,
could in thenry have their wave propagation problem studied by adegmnate
refinement of a finite-element appronach. The distinctinon between
structural and material response in this case would become meaningless.
For the more complex structural systems of concern in this study, these
special cases are of minor interest.

An initial discussion of material response will consider
engineering materials as hydrodynamic snlids. This assumption implies
that strength effects, i.e., resistance to shear, are small enough to be
ignored. Also implied is that the materials are nf a single homngeneous
phase. A further restriction will be *0 permit anly plane waves in che
material. This implies a conditinn of uniaxial strain with particle
motion only in the direction nf wave propagation. Uniaxial strain can be

achiceved in the central region of large flat plates for times shorter
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than che time required for an elastic relief wave to propugute from the
edge of the plate into this centrgl region. Figure I1.3 illustrates this

occurrence. These restrictinons focus interest on strong shack waves.

P(t)

TII T .
/ I X\ valves

v
Plane Shock

Figure 1.3, Plane wave propagating through material

Shock waves result from the fact that most materials transmit spund
at a speed which increases with increasing pretsure. A compressinnal
wave traveling in such a material will gradually steepen uatil it
propagates as a jump or discontinusus disturbance called a shock. The

speed with which a disturbance moves is denoted by:
e+ (11.3)

where c is the spund speed and u is the particle velocity or the
velacity it «hich the material at the point of interest is maving. The
speed with which the shock wave moves after formation is U. Once tormed,
the shack produces discoatinuous jumps in density, pressure, particle
velocity, energy, remperature, and entropy. Figure II-4 illustrates this
process. Shnck wave formation is evidence of nanlinear wave prapagatiaa.
Since shock impedance is a function af pressure, superposition af

solutions is not valid.



Pregsure

Propagation Distance

Figure 11.4. Shock formation

In any shock frant, there are two competing effects. A com-
pressinnal wave is attempting to steepen into a discontinnity while
visensity and heat flow try to smooth it out. Once these effects cancel
each aother, the shock wave becomes steady. A stable shack propagates
with velocity U < ¢ + u. This prevents small perturbations at the shock
tront from being swept away by the flow.

In mnst materials, the same property of materials which causes
compression w.ves tn steepen causes release waves to spread; that is,
increasing sound speed with pressure causes release waves to “faia." They
must then be treated differently from shocks. The Rankine-}mgnni?t55
jump cnnditions relate the pressure, energy, and density nf a material
behind a shock traveling with veloacity U Lo those sams properties in the
unshncked material across the shnck front. These conditions are
derivable from considerations regarding the conservation of mass,

momentum, and energy. The state o refers co the unshocked material:
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1-- .4
D ‘ -u, (1.4}
[ ', Pa - uo)ln - "o) (11.5)
"= IZU 2+ l’o)(\.’o -v) (11.6)

where p is the density, u is the particle velocity, U is the shock
velocity, P is the pressure, E is the energy, and v is the specific
volume. If an equation of state is available for the material,

E = E (P,v), energy can be eliminated from Eq. {II.6), thus providing a
locus of P,v states attainable behind a shock fromt. This locus of P,v
states is the Hugoniot. The Yugoniot is derived experimentally by
measuring any two of the four quantities (P,u,U,v). The jump conditions
permit calculation of the other two quantities. This experimental work
has established that almost all metals exhibit a linear relationship

between shock velocity and particle velocity:

U= Cy * su (s=1.5) (11.7)

where ¢, is the adiabatic svund speed fvr very weak shocks in a
material. The Hugoniot then defines the locus of end states obtainable
behind a shock front tur alsv remains a good approximation to a relief
isentrope along which unloading occurs.

A graphical analysis of a transient lvading situation is presented
to assist in problem development. The analysis involves blast loading of
an "infinite" aluminum flyer plate one centimeter thick. The "infinite"
assumption is made in order tv satisfy the initial restriction of plane

strain.



Detonating high explosives in contact with an inert material can
produce shocks in the material. The use of flyer plates is a technique
which achieves much higher pressures than sre achievable by direct
methnds.

High explosives liberate energy in the form of heat when they
detonate. When this happens, the gaseaus products are raised to very
high temperatures and, as long as they remain confined, very high
pressures. A detnnation wave passing through tha high explasive
initiates the chemical reaction, and the pressure produced continues tn
feed the shnock so that it does not attenuate as it passes through the
high explosive. At the instant a detoratinr wave has completely burned
all the explosive, the explasive products are at the Chapman~Jouget
(c-J3) point;3® that is, after detonation the products nf the burned
explosive are at a known pressure, density, and particle velocity.

Figure II.5 illustrates the left going curve for the explosinn
products of TNT. Note that the explesive products are at the C-J point.
The intersection nf the Hugonint for aluminum, starting at zero pressure
and particle velocity, with that for the detonatinn products occurs at
state @, which is the initial pressure and particle velocity imparted
to the loaded surface of the flyer plate. At state @ the shock wave in
the aliminum has traversed the plate thickness and arrived at its front
surface. Ar srate @, a rarefaction wave has traversed back tn the
loaded surface and again interacted with the detonation products. These
reflectinns continie uatil the plate is traveling at zere pressure and

uniform particle velocity; this occurs at approximately state @
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Figura 11.5. Pressure versus particle velocity for aluminum plate
explosively lnaded by TNT

Figure IT.6 illustrates the same process on a pasition-time plot.
The assumption of an "infinite" amount of explosive allows the
possibility of relief waves mitigating the blast front to be ignared
over the time scale of the analysis. Figures IT1.7 and I1.8 illustrate
the velocity time and acceleration time history of the blast loaded
surface of the aluminum flyer plate. Over the time interval that the
velocity of the flyer plate is stepwise increasing, the rear surface
pressure lnading of the flyer is srtepwise decreasing.

In the preceding example, the material response is of incerest
until the shock waves are attenuated. Ir more complicated situations,
the shock waves may be attenusted by release waves and reflections in

s materials, dissipated by viscous effects, and mitigated by lost

vari:



energy associated with rhe irreversible pracess of shocking a material.
The time duration nf response depends on material types and geometries

but is on the order nf microseconds, or at most tens nf microseconds.
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Figure II.6. Time versus pasition for aliminum
plate explosively loaded by TNT
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Figure 11.7. Velocity versus time of loaded surface of aluminum
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Figure II.B. Acceleration versus time of loaded surface
of aluminum plate interfacing TNT
Material failure during this response mode occurs by spall. A spall
accurs when a pair of free surfaces is created internally in a solid.

Spall can be achieved if tension of sufficient magnitude is



produced when two rarefactions interact. Uitrasomic inspection after
testing can check for the presence of spall if its effects are not
externally evident.

The preceding example, as well as Figure II.2, illustrates several
important points. 1o blast, crash, and impact envirpnments, the Joading
process possesses st=p discontinuities, is impulsive in nature, and is
complicated by reflected shocks, Material response of free surfaces to
these environments can be typified by step discontinuities in material
particle velocities with corresponding sudden accelerztion impulses.

While illustrative, the preceding simple example of hydrodynamic

shock does not indicate the complexity of the material loading and
response of structurally more complicated systems in the type of
enviromments being considered in this study:

1. Impact velocities may be lower, so that material strength cannat
be ignored. This results in elastic precursor waves traveling in
front of the plastic shock.

2. The loading does not produce a simple state of plane strain.

3. Complex geometries and various materials, as well as joints and
welds in engineering systems, initiate multiple reflections of
the waves.

4. Material properties may be rate sensitive.

The experimental determination of either wave propagation during
system material response or pressure fronts associated with blast waves
in gases requires measuring instruments or transducers which are
characterized in ter=s of their own wave propagation properties. ‘he
experimental determination of system structural response, which is the

ultimate concern af this work, requires measuring transducers which are
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characterized in terms of their own structural response. This
distinction is discussed in Appendix A.

It was previously indicated that structural analysis of
mechanically complex engineering systems can be performed by treating
the structure as an assemblage of a finite number of elements connected
at a discrete number of nodes. The linear response of the structure at
the element locations can be determined by the solution of the equations
of motion nf the system of finite-elements if the system of elements
indeed represents the structure correctly.

For any system with generalized displacements q;, generalized
forces Q;, and potential and kinetic energy functions of the respective

forms:

(11.8)

[ g &
T =51 M, (1I1.9)

Lagrange's equatinns can be applied to derive the equations of motion.
In some systems, T must be modified to include the effects nf rontational
kinetic energy expressed in Eulerian coordinates. Separating the
nonconservative viscons forces from the generalized nonconservative
forces allnws these equatinons to be written
Mg+ Gl +Rg=10 (11.10)

where:

M is the square inertia matrix whose elements Hij represent the

negative inertia force at point i in the system attributable



to a unit acceleration at point j with all other accelerations

set equal tn zern;

115)

is the square damping matrix whose elements cij represent the
negative viscous force at point i in the system attributable tn a

unit velocity change at point j with all other velocities set

equal to zero;

I

is the square stiffness matrix whose elements xij represent the
negative spring force at point i in the system attributable to a
unit displacement at paint j with all other displacements set
equal to zero;

is a column mattix of nonconservative external forces acting on

ot

various elements .of the system and ignoring viscous forces
accomted for in the damping matrix; and

. -
q, §, and q are column matrices representing generalized system

displacement, velocity, and acceleration.

Before Eq. (II1.10) can be formulated, equatinns of motion for each
individual element must be derived. The element equations nf motion have
the form:

Ei + Ei + kX = T (internal) + f (external) (11.11)

where the coordinates ¥ define each element's motion, T represents the
force state on the elewment, and w, ¢, and k have the same significance
to the element as their counterparts in Eq. (II.10) have to rhe system.
The coefficients of the inertia and stiffness matrices are acquired by
varinus teckniques. One technique is to estimate these coefficients

based on judgment and experimental data. The applied load is also

discretized. The coefficients of the damping matrix are typically
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ignated in the element equations and subsequently inserted as a linear
combination of the system's mass and stiffness matrices in the system
equations in order to provide modal damping.

More snphisticated techniques for determining the inertia and
stiffness matrices and discregizing the applied load can be based on an
integral energy formulation. This latter technique requires the
assumption of some shape function for an element. The shape function is
a polynomial of some assumed displacement field in.terms of the nndal
degrees of freedom. This shape function can be directly calculated or
devised by intuition, trial, or familiarity with similar but simpler
elements. As long as the assumed shape function ie continuous,
compatibility is satisfied within an element.

The coordinates for each individual elemeunt af Eq. (II.1l) are then

aligned for assembly in system space through some linear transformation:
X = Ry. (11.12)

This substitution is made in Eq. (I1.11), and a premultiplication is

per formed by ET; this results in a transformed element equation of
motion. These elements are then reassembled based on geametric
compatibility. A final linear transformation, reflecting this reassembly
procedure, farms the system equations nf motion given as Eq. (I1.10). If
some of the physical coordinates in Eq. (I1.10) have specified
displacements, the generalized displacement and force vectors can be
partitioned into specified and unspecified segments. Specified forces
correspond to unspecified displacements and vice versa. The static
homogeueous equatinons may be used to relate the specified and

unspecified coordinates. & matrix of static constraint modes can be



formulated to transform Eq. (II.l0) sn that the left hand side nf the
equality is always expressed in terma of only unspecified coordinates.
The forcing function impressed on the model to simulate the earlier
discussed transient environments may be based on the Dirac delta
function or, where longer time durations are encountered, may require
pressure or force-time data.

It should be noted that since this analysis is formulated for an
engineering system containing continuously distributed mass and
elasticity, the descriptinn of system motinn requires an infinite number
aof independent coordinates. An infinite number af degrees of freedom, as
implied by the number of independent coordinates, implies an infinite
number of characteristic frequencies of vibratinn for the system. The
effect nf an analysis based on Eq. (11.10), where a continuous system is
approximated by an n degree of freedom system, is to identify a maximum
frequency above which experimental data do not support the mathematical
model.

The fact that structural analysis should extend :u some maximum
upper frequency of interest agrees with insight into the physical
problem. Since materials typically have loss factors® of 107% to
10'3. damping of mechanically complex structures is dominated by joints.
Damping resulting from the slippage of parts in a fabricated structure
is denoted as slip damping. These frictional effects are not suited ta
analysis except under ideal conditions. As guidance to a designer, it
may be convenient to define the damping in terms of equivalent viscous
damping to allow estimation of the severity of a resonance. Some values

al‘EZS
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Assembly Equivalent Viacous

Type Damping

Heided .02

Riveted 0.03

Bolted 0.04
The conclusion ta be drawn is that damping exists in all physical
systems. The value of this damping typically increases with frequency.
For this reason, in any system there will exist some maximum upper
frequency limit above which amplitude of structural response will become
inrignificant enough to be ignored.

If the matrix size in Eq. (II.10) is not excessive, the problem may

be solved by direct integration. However, information is not acquired
regarding system mode shapes or reso'ngnt frequencies. Usually, solution

nf Eq. (1I.10) first involves eolution of the free undamped vibration

problem:
My + XT=0 . (11.13)

A solution form @ = WE(t) physically implies that coordinates perform
synchronous motions and that the system configuration does not change
its shape but only its amplitude during motion. The resultant eigenvalue

problem has the form:
? -R)T=5 . (11.14)

Solutinn of the eigeavalue problem provides the n eigenvalues (wz), ot
characteristic frequencies of interest, along with the associated
eigenvectors. The eigenvectors can be combined as 5152 5% to form a

modal mattix B so that when the linear transformation:

q z (II1.15)

|l
=



is performed in Eq. (II.10) and the equation is premultiplied by ET, the
inertia matrix and stiffnees matrix diagonalize through the property af
arthogonality. It is at this point that a diagonalized wmodal damping
matrix is typically inserted. The uncoupled equations, along with their
transformed initial conditions, can be solved through numerical
integration. The solution in physical coordinates then can be abtained
through the transformation just presented by relating the physical or
system coordinates T to the uncoupled coordinates Z through the modal
matrix B. Acceleration, %, is typically the response variable measured
on the structural system to support analysis.

Slight variations in the analysis approach may occur. For example,
a different form of the eigenvalue problem of Eq. (II.14)} arises if the
damping matrix is not proportinnal, implying that it is not a linear
combination of the system mass and stiffness matrix. Similarly,
gyroscopic moments introduce skew-symmetry into the damping matrix,
requiring biorthogonal relations as oppnsed to orthogonal relations tn
uncouple the equations. The overall concept remains the same. Results of
analysis include predictions for system fregquency response, mode shapes,
and time history of structural response.

Structural failure in this type of analysis is motion related.
Excessive motion can produce failure which is predictable from the
theory of elasticity. Motion can damage valving, sever tubing or
electrical connections, and change thermal insulating properties. Motion
of certain critical amplitudes or frequencies can cause premature
electrical switching in circuits or otherwise reduce the performance

reliability of control components within 2 system.
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Summary and Conclusions

Numerous examples of transient loading associated with blast,
crash, and impact environments have been identified in the
transportation, aerospace, and ordnance industries. Additional
examples also exist in other industries such as wmecal forming
and construction.

The loading process in the referenced enviromments is impulsive
in nsture, is characterized by discontinuities in the forcing
function, and is complicated by reflections.

The mechanical response of engineering systems in the referenced
enviromments can be divided into two time regimes. The early
time regime is characterized py the material response of the
system. Structural response characterizes the system response in
the later time regime.

Material respanse in the referenced environments is
characterized by discontinuities in particle velocities with
corresponding sudden acceleration impulses.

The structural response measurement parameters of interest are
displacement, velocity, or acceleration. Acceleration is the
respanse typically measured, while the loading function is deter-
mined by measuring applied force or pressure. If the transient
load is applied in a time duration which is short relative to
the period of the highest structural natural frequency, it may
be approximated by the Dirac delta fumctionm.

Measurements conducted for comparison with structural analysis

extend to some maximum upper frequency limit whase value is



limited by the discrete representation af the continuous system.
In early testing, additional fregquency bandwidth is allntted the
data channel to allaw for frequencies not predicted in the
analysis process. The majority of data requirements are in the
range of 10 to 2000 Hz. Only a few percent of requirements may

® mis frequency limit

be fnr frequencies as high as 10,000 Hz.
is considerably lower than the frequency content nf the physical

transient laading teing cansidered.
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CHAPTER IIL

INTRODUCTION TO MEASUREMENTS

Chapter 1l provided an introduction to the response and analysis nf
structures to transient loads. Those measurands which have to be
determined to permit comparison between experimental data and the
results of analysis were identified. The present chapter provides an
introduction to the type of design consideratinns which must be made tn
acquire the needed measurements.

A measurand is the object of a measurement. It is the physical or
chemical process to be measured. In structural response studies, typical
measurands are force, pressure, and acceleration. The values of these
measurands are usually acquired by transducers which transform them into
electrical quantities.

A basic component of any instrumentation or measurement system is
the transducer. The measurement transducer both transfers information
about the process being measured and transfers energy from the process.
A measurement system is a chain of transducers which links the measurand
to the recorded data. Cables, attenuators, filters, amplifiers,
digitizers, multiplexers, plotters, and other system companrents are
transducers which can distort the signzl intended to define the
measurand.

In chis work, two types nf noise are distinguished. One type of
noise is the ever present "spontanreous fluctuations" of voltage and
current in the physical world. This type of noise represents a basic
timitation in the transmission of information and is the subject of

statistical treatment in communication theory. Any remaining distortion
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of the signal which prevents it from defining the measurand is
classified as measurement noise.

Every component within a measuring system will respond in cvery way
it can to all vgriables in its environment. The total environment for a
transducer contains both desired and undesired stimuli. The following
paragraph elaborates on this distinction.

Various technical organizations, such as the Instrument Society of
America, have sponsored committees that have written specifications and
test guidesb0 for different types of transducers. One such publication
is ISA-RP17.2 1964, "Guide for Specifications and Tests for Piezoelec-

" Included within

tric Acceleration Transducers for Aero-Space Testing.
this document are specifications fo minimize the response of accelero-
meters to such undesired stimuli as steady state and transient tempera-
iure, base strain, acoustic pressure, magnetic fields, humidity, radio
interference, and nuclear radiation. Another Instrument Society of
America publication is 1SA-537.10 1969, “Specifications and Tests for
Piezoelectric Pressure and Sound-~Pressure Tvansducers." It is
interesting to note that while ISA-RP37.2 contains specifications to
minimize the response of piezoelectric accelerometers to acoustic
pressure, ISA-537,10 contains specifications to minimize the response of
piezoelectric acoustic pressure transducers to acceleration, One
transducer's desired environmental stimulus chen becomes another
transducer's undesired environmental stimulus.

An undesired response from a transducer can even originate from its
desired stimulus. For example, instruments such as accelerometers and

force transducers are intended to be directionally selective in their

response. Any signal generated by 2 transverse component of the desired



stimuius must then be considered to be noise. I1SA-RP37.2 provides
specifications against accelerometer response to lransverse
accelerations, while ISA-537.8 1975, "Specifications and Tests for

Strain Gage Force Transducers," provides specifications against force

transducer transverse response to angular loads. A second example can be

provided by the spurious electrical signal generated by strain gages
e¢ncountering impact loading while without electrical power.

The objective of any measurement discussed in this study is to
define either the loading to or the response of a structure as if the
transducer were not there ta disturb the process being investigated.
Among other information, Chapter V1 contains detailed descriptions of
how the measurand can be modified by the presence of the transducer.

A generalized transducer has been modeled as a three-port, six
rerminal device.’:8 Figure IIl.1 i{llustrates such a model. Real
transducers can be synthesized from one or more of these devices. This
basic model is adequate both for the following discussion and to develo
techniques for noise documentation and suppression within the
instrumentation system.

Physically, the ports in Figure 1II.l represent baundary surfaces
on the transducer across which informatioan and energy are transferred.
The terminals are a mathematical necessity to acknowledge the existence
of two energy-related components at each port.

Ioputs to transducers are measurands which are directly available.
They require no activation. They are temporal or spatial Ffunctions of
energy components or are energy components themselves. Two are required
at each port of a transducer. Their product possesses dimensions of

energy, energy rate, energy flux, etec.

P
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One of the directly available messurands at each tranaducer port
carries the intormatinn to be pracessed. The second measurand coexiats
because af physical necessity, and its effects are usually undesired. Ic
is desired to measure the pressure loading nf a atructure without an .
accompaning volume change nf the pressure transducer. Similarly, it is
desired tn measure mechanical farce at impact with a transducer
pnssessing infinite mechanical impedance. Any accompaning de€lectinn of
the force transducer is undesired. The impedance considerations of
Chapter V1 illustrate how the presence af the coexisting measurand

modifies the information carrying measurand.
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interrogating tnput

Figure 1II.1. Three-port, six-terminal transducer model

Contained within the transducer are indirectly available measurands
(latent informarion) which must be activated or interrogated by some
energy snurce. In Figure III.l, zy aond 29 Tepresent inputs from an
interrogat ing energy source. Similarly, %) and X represent inputs at a
port where the latent information is modified about some initial

condition nr operating point. At the remaining port, ¥y and y, are



outputs vhich transmit information and energy for processing elsevhere
in the instrumentation system.

From this simple transducer madel, two types of response can be
produced. They include a self-generating and a nonself-generating
response. Since piezoelectric and piezoresistive transducers are
cammonly used in structural dynemics measurements, they will be
discussed in terms of the two response types, This discussion will also
illustrate utilization of the transducer model.

In piezoresistive transducers, it i3 the nonself-generating
response which is desired to be used. In this instance, the
interrogating inputs 2) and z, ar2 voltage and curvent, both of which
are controlled by design. For the specific example nf a piezoresistive
force transducer, the environmentally controlled inputs % and x, are
torce and displacement which modify the resistance (latent information)
about its initial condition and produce mutput voltage and current,
which are represented by y; and y,.

For pieznelectric transducers, it is the self-generating response
which is desired to be used. The latent information takes the form of
the piezoelectric coefficients of the particular material. Since xy and
e deviate the latent information, they must be contrnlled by design tn
maintain invariant pieznelectric coefficients during the rest. Again
using the specific example of a piezoelectric force transducer, the
interrogating inputs z) and z, are force and displacement. The energy
related components ¥y and ¥2 at the output port represent charge and
voltage.

Both nf the latent information parameters {resistance = volts/amps

= 2V/2I, and piezoelectric coefficient = coulombs/nevton = 3/3F) are
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expressed as partial derivatives since they are a function of mare than
ane variable. In addition, they may also be nanlinear. These parameters
there fore have specified values only at specified operating pointe. This
explains why the performance nf instruments in an actual eavironment may
be considerably different from that which occurred in a calibretion
laboratary. The calibration laboratory often does not accurately
Guplicate the enviromment that the transducer encounters in application.
An exact calibration would have to simultaneously expnse the transducer
to both the same level of desired envirommental stimulus and the same
level and combination of undesired envirommental stimuli it will
experience in Service at the same boundary conditions of application.
Reference 9 elaborates on this point in greater derail.

In any real transducer, both self-generating and nonsel f-generating
respanses are simultaneously present. For example, transducers using
semiconductor strain gages typically have these gages interconnected by
various materials into a spatially distributed electrical bridge
network. Even with the bridge power removed, self-generating electrical
nutput signals are still possible. These signals are atcributable to
different material properties and interfaces as well as the spatial
distribution of the materials. Thermoelectric, electromagnetic,
pyroelectric, piezoelectric, triboelectric, and photovoltaic effects are
just a few of the possible signal sources still available even thaugh
the electrical power supplied to a transducer is remaoved.

Previously, it has been noted thar a transducer can respond to

desired and undesired stimuli in its enviromment. It was :1so noted



that its response type can be classified 8s either self-generating or
nonsel f~generating. lts response evidence can be classified as either
temparary or permanent.

An example of a temporary response is that exhibited by a
piezoelectric transducer measuring the transient propellant chamber
pressure in artillery motars and ammunition. For over 100 years, this
same measurement has alsn been acquired by a different type nf
transducer using a spherical copper crusher deformed by an anvil face
while in the chamber. The deformation of the copper crusher represents 2
permanent self-generating response whose magnitude is proportional tn
peak dynamic pressure.io

A second example which illustrates the permanent nonsel{-gencrating
response of a transducer is the depolarization of certain piezoelectric
materials by the passage of shock waves. Numerous other examples can
also be provided.

In any measurements application, it must be documented that the
desired envirommental respanse combipation (signal) has been recorded.
1t is not possible to have prior knowledge of every hostile envirnnment
the measuring system will encounter nor every manner in which it can
respond to these environments. Signal validaction then involves either
the concept nf redundant or check channels or sequential switching
circuits to determine the presence or absence nf noise. References 11
and 12 identify documentation techniques for noise levels and alsa
describe techniques fotr implementing these check channels.

An obvious problem is encountered when noise is present to the
extent that it significantly degrades signal quality within the

instrumentation system. Methods for suppressing this noise must then be
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35
considered in order to improve the system's dynamic vange. The dynemic
range is the ratin of the linear channel range to the channel noise
{evel.

Figure IIL.2 schematically represents a constant current mondel for
a transducer having bath self-generating and nonsel f~generating
responses. In this figure, v represents the transducer's self-generating
response to the eavironmental stimuli and R represents its nonsel f-
generating response to these stimuli when interrogated by (I - i}. D
symbolizes a desired environmental stimulus, and U symbolizes all
undesired eavirommental stimuli. The differential transducer nutput

voltage can be expressed in a Taylor series as:
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This output voltage is seen to be attributable to both response types.
The signal, depending on whether the desired response is sel f-generating
or nonsel f~generating, is either the (I - i) (GR/GD)dD term or the (3v/?
D)dD term. All other terms are measurement naise.

The final response classification categorizes a transducer's

response effects as being either additive or wultiplicative. A force



transducer using semiconductor strain gages and operating in a nuclear
radiation environment produces an additive output that it is hoped is
attributable to force. The undesired enviromment (nuclear radiatian),
hawever, may change the basic sensitivity of the force transducer by
disturbing the atomic lattice af the semiconductor material. This

sensitivity change represents a multiplicative effect.

(- viD, )

R(D, 1)

Figure III.2. Model of transducer possessing both a self-
generating and a nonsel f-generating response

It is naw convenient to summarize the preceding environmeat/-

respanse combinations systematically. Every transducer has its respnnse

characterized according to the follnwing four classifications.
1. Environmental stimunli (desired or undesired)
2. Response type (self-generating or nonself-generaring)
3. Response evidence (temporary ov permanent)

4. Response effect (additive or multiplicative)

Based on these classifications, there are 16 envirommental response
combinations. Only one of the 16 combinations wniquely represents the

measurand. The other 15 combinations undesirably influence the signal

producing measurement noise. In the situation previously described for a
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piezoelectric pressure cransducer measuring propellant chamber presesure,
signal is defined as the additive, tempvrary, self-generating response
tv the pressure environment.

The methode available for measurement noise suppreasiovn are those
which minimize or eliminate the undesired terms from the Taylor series.
Far example, the self-generating response can be separated from the
nonsel f-generating response in the frequency or time domain by
information conversion. This conversion requires application of a sine
wave or pulte power supply to an impedance based transducer (such as a
piezorestive type) and results in an amplitude modulated signal. For
trantducers measuring trankient pressures, uandesired heating irom a hot
gas environment can be eliminated by a thermal shield on the transducer
diaphragm (dU = 0). Some piezoelectric materials used in force,
pressure, and acceleration transducers can be formulated to permit
operation over a wide range of temperature (anIBUaD = 0). In blast
environments, the amplifier input can remain shorted until the noise
pulse resulting from the electrical firing set which ignites the
explosive has ended. This prevents any interrvgating input to the
amplifier ({I - i) = 0). Since all tems in the Taylor series are
frequency dependent, either electrical or mechanical filtering may be
able to separate them. A systematic approach £o nwise suppression based
on this Taylor series is documented in References 8 and [l.

Additivnal requirements are placed on measurement systems intended
tv record dynamic data without distortion. One such requirement is for a

linear channel input versus output relativnship. For data whuse time



history is important, a requirement also exists for a channel transfer
function with a flat amplitude-frequency and a linear phase~frequency
response.

If a system is linear, it can be characterized by a linear
differential equation. Linear systems satisfy the principle nf
superposition. For instance, in a linear svstem if nl(r,) results from
the application af i (t} and oz(t) results from the applicatinn nf
ig(t), then aoy(t) + boz(t) tresults from the application of ail(t) +
biz(t). One simple check for linearity in measuring systems is to change
the svstem's balance or operating point. A change in output waveform of
an initially applied signal indicates a nonlinear system.

The reguirement for a linear channel input versus output
relationship to preclude distortion of dynamic data is verified by the
fallowing argument. The symbnl i represents system input, and o
represents system output. It is arbitrarily assumed that a third nrder
pnlynomial relatinnship exists between input and output. This may be

expressed as:

o= ai+bi? + i | (111.2)
The input i can be of a single frequency so that:

i= sinwt . (I11.3)
The output n is then:

3

Zie + ¢ osind . (11I.4)

o= a sinwt + b sin
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Applying a power relation to the higher order sine functions results in:
o= asinwt+ h/2{l - cos 2¢t} + ¢/4 (1 sin wt ~ sin 3wt} . (IIL.5)

The nenlinearity has resulted in second and third harmonics of the input
as well as a dc component. The cubic term has even resulted in a
contributinp at the system input frequency. The fact that nonlinear
systems distart dynamic data throwgh a frequency creative process will
be referred to numernus times in subsequent chapters of this work.

It last remains to justify why both a flat amplitude and a linear
phase versus frequency respanse are necessary to preclude distortion of
data whose time history is of interest. System input will be represented
by i{t) with its corresponding Fovrier transform I(jw). System output
will be represented by o(t) with its corresponding Fourier transfarm
0{jw). A transfer function with flat amplitude response and linear phase

characteristics can be represented as:
Bliw = & e 3T (111.6)

where A and T are constants. For a linear system, the relatiomship

between input and output can be expressed as:
oliw) = AI(jw) e BT | (111.7)

System output o{t) is then:

¥ « wit-T)
ot = 3 J 1 ! dw (111.8)
nr
ole) = Ai(e - T) . (111.9)



For this eituation, the output is a scaled time delay replica of the
input.

When any signal becomes distorted due to messurement noise, this
distortion can, in theory, be corrected if the respunse of the measuring
system to the noise source is time invariant. Time invariance in this
connptation implies that once characterized the system response to a
given measurement noise source remains Fixed over its time interval of
application. For example, assume a iven measurement Fystem responds to
temperature in addition to its desired measurand. If the measurement
system is time invariant, Lf its thermal response can be characterized,
and if temperature is recorded as a separate measurement during the
experiment, the distorted signal can be corrected.

In general, even if a measurement system is time invariant, any of
four facrors can prevent correction of a recorded signal to accouat for
distortion. They are:

1. Inability to identify the cause nf the distortion,

2. Inabilicy to properly quantify the cause of the distortion,

3. Inability to characterize the relationship between the

measurement system and the cause of the distortion, and

4. The presence of "spontaneous fluctuation" noise.

The combined tolerances of these four factorf must also be considered.

Summary and Conclusions

1. The design of measuring systems can be conducted in a methodical
and analytical manner to acquire meaningful data the first rime.

Noise documentation aad euppression is required to assure that
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the recorded signal represents the desired envirormental
response combination.

Measurement systcm requirements to prevent distortion of data
whose time history is of interest include:

2. = linear input versus output relationship,

b. flat amplitude-frequency response, and

c. linear phase-frequency response.

Signals are undesirably influenced by either or both measurement
nuise and "spontanesue fluctuation" woise. In theory, distortion
attributable to measurement noise can be corrected if the

measuring system is time invariant. In practice, these

corrections can not always be applied.



CHAPTER 1V

PROELEM DEVELOPMENT

All transducers containing mechanicgl flexures can be described as
resonant devices. Resonant devices are dynamic systems pussessing
aultiple peaks in the magnification factor associated with their
transfer function. The transfer function of a tramsducer is the ratio of
its Fourier transformed output to the transformed input causing that
output. The magnification factor of 2 transducer's transfer function js
the factor by which its zero frequency response must be multiplied to
determine the magnitude of its steady state response at any frequency.
Transducers used to measure structural dynamics are resonant devices.

The presence of multiple peaks in the transfer function of a
transducer indicates a potential for problems when the transducer
respends to a transient stimulus. The problem is more severe if the
stimulus contains sigrificant amplitude at frequencies near these peaks.
Distortion of the recorded signal will occur.

The preceding chapter stated that if g transducer's response was
time invariant, distortion attributable to measurement noise could in
theory be corrected. 1f the transducer's transfer function was
completely characterized, the data distortion could be treated as an
inverse problem. The inverse problem consists of determining the
corresponding excitation associated with a particular system model and 2
given response.

The present chapter begins specific problem development. It will
subsequently be demonstrated that the measurement of structural dynamics
cannot be treated as an inverse problem. Regardless of this limitation,

problem solution will ultimately be achieved.
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The dynamic model most frequently presented in litersture for
farce, preasure, and acceleration transducers is that of a single degree
nf {reedom system which is characterized by a linear second order
ditferential rquation with constant mass (m}, damping (c), and stiffness
{k) coeificients. Figure IV.l illustrates auch a model subjected to
harmonic excitatinn. For a force or pressure transducer, x represents
the absolute motien nf the mass. For an accelerumeter, x represents the
relative motion between mass and base. The governing equation for either

sitsation has the form:
W+ ck + kx = Kelwt | (1v.1)

In chis equation, energy dissipation is assumed to accur by viscousg
damping. Mass mation is registed by a €avce that has a magnitude
proportional to the magnitude of the velocity and is in a direction
wvhich opposes motion.

Another technique to account for internal damping in linear
structures invalves treating the elastic coastants governing vibration
as complex quantities. For a ona-dimensional stress distributiin, the

relationship between stress (0) and strain (€) can be expressed as:
o/€ = E(w,O 1 + jblw,H] , (1v.)

where w represents frequency and & represents temperature. E(w,8)
represents the real part of the complex Young's wodulus, and &(w,§) is
the lass factor or ratio of the im:ginary to the real part of the

complex modulus.
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Force or pressure transducer

Figure IV.1.

m% o+ cx + kx = Fed¥t
mxy k(x1 - xz)
c(x1 - xz)
jwt

m¥ + cX + kx = mAe

Elementary dynamic model for force transducer,
pressure transducer, and accelerometer

Hysteretic damping is one method which can be used to describe the

internal damping of metals. The modulus is assumed to be independent of 57
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both frequency and temperature over the vange of interest so that:
c/e = E(1 + jb) . (1v.3)
For all transducers which have metal sensing mechanisms, hysteretic
damping can be incorporated into the governing differential equatian for
the transducer's dynamic response. The resultant ~quation has the form:
mX + k(1 + jB)x = Kewt | (1v.4)

A typical value for the maximum magnification factor of the
transfer funcrion of a pressure, force, or acceleratinn transducer is
50. Figure 1V.2 plots the magnitude of the transfer functinn as
determined from each of the two preceding differential equations which
incorporate viscaus and hysteretic damping. Parameters within each
equation are adjusted to achieve this maximunm magnification tacter of
50. The abscissa is narmalized to the undamped natural frequency,
defined as (k/m)llz, while the ordinate is normalized to the value the
transfer function possesses at zero frequency. The two transfer
functinns superimpose on one another so that it is not readily apparent
that Figure IV,2 actually contains two plots.

Figure IV.3 plots the phase angle associated with each transfer
function. The phase angle identifiee the number of degrees by which the
transducer outpnt lags its input. The abscissa is normalized to the
undamped natural frequency as in Figure IV.2. The phase plots for the
two transfer functions also superimpose on one another. In Figures IV.2
and 1V.3, the transfer functions are computed for a viscous damping
factor o/ (2(im)1/2) equal to 0.0l and a loss factor equal to 0.02. These
trans fer functions are applicable to any linear second order system
where m, ¢, and k represent equivalent coefficients of the time

derivatives af the secondary or dependent quantities.
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The preceding discussion has demonstrated that as long as its
magnitude remains small, the type of damping placed in the transducer
model is of little consequence. In discussions involving this simple
dynamic mndel, viscous damping will arbitrarily be assumed.

An incansistency exists in the literature between the simple single
degree of freedom dynamic model described by the preceding equations and
the physical models of the sensing mechanisms of various transducers
illustrated in Figure IV.4. The top portion of Figure IV.4 illustrates
six types of diaphragm designs found in pressure transdocers. A flat
diaphragn is the simplest form of pressure receiver and deflects in
acenrdance with theories applicable to circular plates. Annular
diaphragms include the addition of a central circular reinforcement to
facilitate the transition of diaphragm deflection into a subsequent
mechanical displacement. The central portion of Figure IV.4 illustrates
both rad or column and beam type sensing elements found in
accelerometers. Faur resistance srrain gages are mounted on each element
sn that at any time two are operating in tension and two in compression.
The beam is notched to provide strain amplification to gages mounted on
its surfaces. The lower portion of Figure IV.4 provides cross-sectional
views of piezoelectric accelerometers with piezoelectric elements
aperating in a bending and a shear mode. Also illustrated in these lower
views are the accelerometer housing, connector, and mounting base.

When discussing systems comprised of the beams, plates, and columns
nt Figure IV.4 assembled within some housing, the continuous nature of
the system response must be emphasized. The validity of the commonly
used single degree of freedom dynamic model for the transducers af

interest must be questioned.
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A transfer Function will be computed for the circular rod or column
in Figure IV.4 by analyzing it as a continuous element. The rod will be
assumed to have a large length-to-~diameter ratin, Its cross sectinnal
area will be denated as A and its length as 1. 4&n analysis will be
performed for the rod in tension with one end fixed and the other end
driven by a harmonic force Pcaswt.

The partial differential equation governing the rod's free

vibration is:

(Iv.5)

In this eguatien, u is rod particle motion, x is the longitudinal rod
coardinate, t is time, and I is the ratin of Young's modulus to the
mass density of the rod material or E/p. Boundary conditions for the

particular problem are:

u(o,t) =0 ) (1v.6)
and
pA LD pose (Iv.7)
3x

The transfer function of the rod is the ratioc of the displacement of its
harmonically excited end to the displacement of this same end under an

applied static load P. The magnitude of this computed transfer function

is:

¢ lsinwt/g
Tw Jeoswl/c] * (1v.8)
Figure IV.5 plots the magnitude of the transfer function with the

abscissa normalized to the rod's fundamental resonant frequency and the



ordinate novmalized to the static deflection. For more complex
transducer sensing elements, these resonant frequencies are not

hammonically related.
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Figure IV.5. Amplitude-frequency response of a
thin rod fixed at one end and
harmonically excited at the other

Of significance in Figure IV.5 is the fact that the continusus
model of a ctransducer sensing element indicates the presence of multiple
resonant frequencies or eigenvalues. The simple dynamic wmodel discussed
earlier allaws just one. It is then desired to determine if this
eontinuons model represents any improvement over the simple madel.

One method of evaluating the validity of this continuous model is
to determine if the response it predicts to a given initial condicion is
consistent with intuition. With one end of the tod still fixed, the free
end can be stretched from its undeformed length 1 to some new length L'

and then released. Boundary conditions for the rod are:
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w(o,t) = 0 (1v.9)
and

)y (1v.10)

Initial conditions for the rod are:

ulx, o)« Lo (1v.1n)
and

au(x, o)

e =0 . (Iv.12)

The salution for the displacement response at the rod's free end is:

opylin-1/21

(Iv.13)

u{l, t) - g(_ll_z'ﬂ

sin 22
n 2 cos

n

RS R

This displacement response is plotted in Figure IV.6. The
particular plot is for a one-inch long steel rod which could represent a
size consistent with a transducer's sensing element. The ordinate of
the plot is normalized to 8(1' - 1)/g2. The abscissa extends aver a
period nf 200 microseconds. Only the first cight modes of response are
summed in Figure IV.6. Response modes above the eighth contribute less
than 0.5 percent of that of the first mode.

Results of Figure IV.6 are not consistent with the manner in which
physical systems respond. The amplitude of the rod's response does not
decay with time. Reither do the high freguency modes damp out, as
indicated by the sharp peaks on each half-cycle of response. The
undamped continuous meodel of the transducer also appears invalid, as did

the simple dynamic model described earlier.



HJ;{ALT; Ll
LTI
TR
i
NIANIAN
NUBRLUUEE

0 25 50 75 100 125 150 173 200
Time in ps
Figure IV.6. Vibration response of free end of
one-inch long undamped thin steel
rod fixed at one end and initially
displaced at the free end
A final artempr tn improve this continunus model will include
within it the addition of some damping mechanism. One way of including

this damping is to express the stress-strain relatienship for a material

as
g =EE +7E . (1v.14)

The parameter 7} is a3 constant to be defined. Materials defined by this
form of stress-strain relationship are denoted as Kelvin solids.
Finally, a vnd ctreated as a Kelvin solid will be eveluated for irs
initial conditinn response when i{ts free end is displaced and then
released. Boundary and initial conditions remain unchanged. The partial
differential equation, by virtue of the new stress-strain relatinnship,

beceomes :
&5



(1v.15)

3% ax"~at at

The displacement response for this free end can again be solved. Rather
than writing ont the equation for this response, since results become
more tedinus, the response is plotted as Figure IV.7. The plot is again
for a one-inch s.e¢2l vad. and the parameter n has been adjusted tn
correspond to a 0.0l viscous damping factor in the first mode. The plnt

is scaled the same as is Figure 1V.6.

Normalized Displacement
(=]

- J ‘4l i
0 25 S0 75 100 125 150 175 200
Time in ps

Figure IV.7. Vibration response of free end of
one-inch long damped thin steel
rod fixed at one end and initially
displaced at the free end
Figure IV.7 is consisrent with the manner in which physical systems
respond. The sharp peaks on the first one or two cycles of response

indicate that high frequency modes are initially present. These higher

modes soon damp out, and with increasing time the motion of the rod end
66



appears more nearly sinusnidal. In additirn, the response decays with
increasing time, as is characteristic of real physical systems. This
shows that transducers do not possess a transfer function as elementary
as the one presented for them in literature. Instead, the transfer
function may well contain multiple resonant peaks and damping.

The preceding conclusion can also be arrived at by considering
other types of transducer sensing elements. Beam elements are
characterized by a higher order parcial differential equatinn which
governs their dynamic response. The equation for free beam vibration, tn

include a Kelvin solid stress-strain relatinnship, becomes:

{1v.16}

Additional parameters to be defined in this equation inciude the beam
crass-sectional area moment of {nertia 1, {ts transverse matinn y, and
its mass per unit length, p.

The beam's vibration equation can be salved for the response of the
free end of a cantilevered beam which is initially deflected and then re-
leased. The parameter 7 can again be adjusted ta provide a 0.01 viscous
damping ractor to the first vibrational mode. Because the snlution
becomes lengthy and provides little additional information, it is nat
stated here. Although the beam resonant frequencies are not harmenically
related, the response predicted and the conclusions which result from i
are consistent with those based on the rod response of Figure IV.7.

With the preceding discuss®on as background, it is desired to
investigate the transfer function nf some actual transducers. Figure

Iv.8 illustrates the instrumentation setup used to determine the
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transfer functian af a graup of accelerometers. Test results are
presented in Figuvre IV.9 through IV.12. Both the sweep rate and the
amplitude of vibratory input were limited during testing to assure the
validity nf these transfer functions. For reasons which will be derailed
‘a f~rllowing chapters, Figures IV.9 through IV.12 are quantitative in
amplitude to 10,000 Hz but only qualitative at higher frequencies.

Figures IV.9 and IV.10 present experimentally determined transfer
functions far two typical piezeelectric accelerometers. Each figure
contains a single major resonant frequency. Both also contain minar
disturbances in the transfer function before this major resonance. These
minor disturbances are not valid data, ;s evidenced by the fact that
they are hammonically related to the major resonance. They are
atcribucable ta some small amount of harmonic distortisn in the input
sinusoidal forcing function.

The elementary, single degree nf freedom dynamic model far a
transducer would appear adequate if an opinion were based only on
Figures IV.9 and IV.10. However, Figure IV.1ll illustrates the transfer
function for an accelerometer that possesses minor resonances that occur
before its majn; resnnant frequency. Since these minor resonances are
not harmnnically related to the major resonance. it is highly unlikely
that they are attributable to test technique but should be valid data.
Figure 1V.12 illustrates the tra=sfer function for annther acceleremeter
frr which a major resonance occurs low enough in frequency that the test
setup is capable of demnnstrating the presence nf two additional
resonances at higher frequencies. Both Figures IV.1ll and IV.12
demonstrate the councept that transducers passess a dynamic response

which is characterized by a continuous system model.
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Figures 1V.13 and IV.l4 illustrate the time reaponse of twn pres—
sure transducers. These CLransducers vere monitaring the step pressmne
achipved in a clnsed end helium to air shnck tube. The ipstrumentatinn
svstem used to record and digirize these responses is similar to that
shown in Figure V.5 in the following section. An approximate transfer
function can be derived from each of these time responses and is
presented as Figures IV.)5, IV.16, IV.17, and IV.]B8. The computer
program TRANFUNC, which was used to approximate these Iransfer
functions, as well as shock tube theary, are discussed in Chapter VI.

The data in both Fignre 1V.13 and Figure LV.i14 were acguired by
canpling 1024 pnints over 4 0.00Z~second time interval. Figures IV.15
and IV.17 reveal major resonant frequencies at approximately 21,000 Hz
and 45,000 Hz, vespectively. The presence of minar resonances in
addicion to these major resonances again confims that a transducer's
dynamic response is characterized by a continuaus system model.

Subsequently, it will be necessary to discuss limitations which
accur when dynamically characterizing the type of transducers of
interest. The present discussion has emphasized only that the transfer
tunction of these devices contains multiple resonances, with one
resonance typically demipant.

It is next desired to illustrate the potential for error when
measuring transient phenomena with such resonant devices. Initially, the
elementary dynamic transducer model of Figure IV.1 vill be used. The
preceding experimental data indicated that 0.0l was a reasonable viscaus

damping factor to insert into this model to allow problem development.
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Figure IV.I13. Shock tube step response of flush diaphragm
merailic strain gage type pressure transducer
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Figure IV.15. Approximate amplitude-frequency response computed
for metallic strain gage type pressure transducer



Phase Lag in Degrees

-100.

100 10,000 100,000

Log Frequency in Hz

Figure IV.16. Approximate phase-frequency response computed for
metallic strain gage type pressure transducer
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Figure IV.18. Approximate phase-frequency response computed for
semiconductor strain gage type pressure transducer



When considering errars in measuring transient phenomena, it will
be assumed that sdequate low frequency response exists in the measuring
system to assure accurate veproduction of the phenowena. Simple ac
circuit theory permits verification of this assumption and suggests a
solution, if a problem exists.

The transducer model schematicalty depicted in Figure IV.l can be
discussed in terms of its undamped nstural frequency, its daifiped natural
frequency, and its resonant frequency. These are respectively (k/m)”z,
the frequency at whick an underdamped system respands to any tramsient,
and the frequency of maximum response to a sinusoidal forcing functinn.
For the small value of viscous damping being included in the model,
these frequencies are essentially identical.

The response of this elementary dynamic model to various transient
phencmena will now be investigated. Its wmit impulse response can be

analytically computed to he:
. n B 2
hit) - ~3 sm(wn 1. t), (1v.17)

where ¢ is the viscous demping factor (0.0l assumed) and (A is the
undamped natural frequency. The transducer's natural period is the
reciprocal of the circular undamped natural frequency. 1Ita response
o(t) to any tramsient forcing function f(t)} for zero initial conditions
can be computed by the convolution integral as:

1
olt) j f(Dh(t - 7) dr (I1v.18)

Lo
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1his convelution integral hae been numerically integrated to achieve the
results shown in Figures 1V.19 through 1V.34.

A perfectly elastic impact of a lumped mass onta a linear spring
would generate an ideal half-sine decelerarion pulse. However, because
of nonlinearities and losser, deceleration pulses associated with
phenomena such as dirt impact typically tcke on the characteristics of a
versed sine.

Figure IV.19 illustrates a unit versed sine forcing function input
to this transducer model. The transducer has a natural perivd equal to
the base duratien of the versed sine. Also illustrated is tne transducer
response which possesses a peak error of 68 percent.

The fact that the transducer response does not reproduce the unit
versed sine forcing function is not surprising. The transfer function of
the transducer does not possess the flat frequency respunse established
in Chapter I1I as a desirable characterietic of measuring systems.

Figure IV.20 illustrates this same forcing function input to a
transducer with a natural period of 0.2, which curresponds to an
undamped natural frequency five times higher than that uf Figure IV.19.
This effectively places a larger purtion of the frequency spectrum of
the versed sine in the flat region of Figure IV.2. For this situation,
the transducer response more clusely reproduces the inpuc.

Once a blast wave breaks away from its source, its waveshape can be
approximated by a decaying exponential function. Figure IV.21
illustrates such an exponential function and the accompanying transducer
response. The natural period of the transducer is equal to the duration

of the exponential function at its ten percent amplitude point.
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In an atteopt to improve upon the vesponse shown in Figure 1V.21,
the undamped natural frequency of the measuring instrument is increased
by a factor nf ten. Figure IV.22 illustrates that even with this
increased undamped natural frequency, the transducer respanse dnes nat
represent its input. It is then desired to determine if the indamped
natural frequency nf the transducer can ever be made high ennugh so that
the exponential function can be defined as successfully as was the
versed sine funcrion previnusly.

The amplitude~frequency and phase-frequency spectrium associated
with the exponential function can be computed by first evaluating its

Faurier integral as:

©
i) :je'(z' BO36-juhty, (1v.19)
o
The magnitude of the spectrum is plotted in Figure IV.23 for a one~
second duration pulse. Significant high frequency content is contained
within chis spectrum. The phase angle associated with each frequency can
be normalized by the freguency so that time delay can be plotted versus
frequency in Figure IV.."%. This last figure illustrates that the high
frequeacies in the expanential forcing function are encountered at
initial time by the transducer. The transducer will respond with
significant output at its damped natural frequency. The blast froat
assaciated with the exponential function can never be defined perfectly

by 3 resonant transducer.
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The previons discussion has considered anly twn forcing functions
and a small number nf ratins of pulse duratinns tn transducer narural
perinds. Figures 1V.25 tn 1V.29 provide a better estimate of the
magnitude of error which can accur far varinus transient farcing
functinns and various ratios nf pulse durations to natural perinds.

Each plot of Figures IV.25 to IV.29 is comprised of 40 data paints
representing 40 different ratios of pulse duration ta transducer natural
perind. The convelutinn integral is evaluated for each of the 40 values.
Maximnm transducer response over the time the pulse occurs is ratiaed tn
the maximum pulse amplitude. For example, a versed sine pulse reconrded
by a transdscer with a natural periad of one-half the pulse duration
(T/TN = 2) can be determined from Figure IV.25 ta result in a 32-percent
error in recorded pulse peak.

While informacive, the preceding examples da not begin tn
illustrate the potential for error which exists when using resanant
devices to define structural dynamics under transient loading. Resanant
transducers are used because they are available with flat frequency
response and zero phase distortjon over the range of frequencies to
which structures can significantly respond. 1t is the idinsyncrasy in
their transfer function at high frequencies which makes the transducers
response analytically unpredictable.

In Chapter II it was shown that the loading process to structures
in the more severe transient enviromments was characterized by step
discontinuities and complicated by reflectinons. Early-time material
response was characterized by a string of sudden acceleration impulses

or Divac delta acceleration functions.
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Figure IV.30 illustrates the response predicted by the elementary
transducer model to a Dirac delta or single unit impulse acceleration
forcing function. Figure IV.3l illustrates the response predicted for
this model to two unit impulses where the second impulse occurs at a
later time than the first. The system is linear; therefore,
superposition holds and the net response is simply the sum of the
individual impulse responses. Dependent upon the time of occurrence,
these responses can add in phase or out of phase. Figure IV.32 portrays

the response to three unit impulses which occur in time so that the

results they produce add in phase.
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The common feature of the preceding three figures appears to be the
uncertainty in their resultant amplitude. The signal attributable to
this impulse chain during material response, in the case of an
accelerometer, is superimposed on the later occurring signal which is
attributable to the structural response. It is impossible to predict
what linear amplitude ramge an instrumentation chanael would need to
keep from being overdriven.

Figure IV.33 simulates reflected blast pressure loading to a
structure with pressure transducer respouse superimposed. Figure IV.34
illustrates an identical reflected blast loading with the exception that
the second reflection occurs at time 0.20 instead of time 0.21 as in
Figure IV.33. The amplitude of the transducer response is more than

doubled from that of the previaus figure. Again, it is impossible to
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predict over what linear amplitude range an instrumentation channel
would have tv be calibrated to prevent it from being overdriven.

Although the degree of uncerteinty when using resonant transducers
has net been reported in the cited referencea, distortion produced by
their transier function has been reported and previous work on the
problem performed. This previous work will now be described.

It was commented earlier that measurement references almost
universally present a dynamic mode! for force, pressure, and accelera-
tion transducers that is consistent with Figure 1V.1. Manufacturer's
specifications, frequently formulated around technical societics
recomnended practices or guides, encourage the use of this model by
specifying only a single resonant frequency in their literature.

The introduction to this chapter demonstrated inm detail that the
elementary model of Figure 1V.], while conceptually simple, did not
dynamically well characterize actual transducers. The elementary model
was used in this chapter only to illustrate the potential for problems
which exists when using resonant Jevices to measure structural dymamics
in transient loading environments. It was indicated that complete
characterization of the transfer function of most real resaonant
transducers is not attainable. Subsequent chapters will document why
this characterization cannot be accemplished. A dynamic model for a
transducer based on those characteristics which can be determined will
later be described.

The limitations discussed in the previous paragraph are generally
not acknowledged in the literature. When they are acknowledge., their
application to the problem of interest is not made apparent. As a

result, thr tendency has been to categorize the measurement difficulties
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encountered when using resonant transducers as snlvable through an
inverse problem.

References 13 through 16, 29, and 57 describe past work performed
respectively at lowa State University, The University of New Mexico,
Technion-Israel Institute of Technology, Indian Institute of Technalopy,
Bombay, The University of Houston, and the Boeing Company in Secattle,
Washingtan. The solution technique which has been advocace& to account
for distortion in the signal from resonant transducers i& to perform the
inverse operation on their transfer functiou, This technigque has been
proposed both in the form of analog compensation during data
acquisitionl3,15,16,29 and4 computer compensation during data
reduction.1%4:15,57 The computer compensation methods for data reduction
have ignored the analytic unpredictability of the transducer's response
which frequently prevents the distorted signal from being initially
recorded. In addition, all previous work has been dependent upon ane of
two assumptions. These assumptions are:

l. an adequate experimental characterization of the dynamic

response of the transducer is available, or

2. the transducer is adequately characterized by the elementary

dynamic models of Figure 1V.1.
The application of the advocated solution technique has generally been
to data whose frequency content is much lower than that of the data
which will be considered in the next chapter. (uly teference 29 kas
applied this technique to high frequency data, such as are encountered
in shock tubes, and limitatjoms in an analog compensator's transfer
characteristics are acknowledged. In a similar application, reference 58

notes the inadequacy of the assumption of an elementary single degree of
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trecdom transducer model when deconvolving acoustic-emission signals.
The two preceding assumptions upon which past work has been dependent
Are nat necessary and often times are not practical when measuring
structural dynamics. In addition, the problem af analytically
unpredictable signal amplitude has not been observed in previous

publications,

Summary and Conclusions

i. Transducers intended to define structural dynamics must be
characterized by a continuous system model.

2. When resonant transducers are used to define structural dynamics
under severe transient loading, it is not practical Lo analytically
predict the linear range an instrumentatian channel must passess to
prevent it from being overdriven.

3. Previous wnrk concerning measurement difficulties encountered when
using resonant transducers has treated these difficulties as being
salvable as an inverse problem. Solution techniques prnpnsed have
been in the form of analog compensation during data acquisition or
digital compensation during data reduction. Unwarranted assumptions
associated with these techniques are:

a. an adequate experimental characterization of the dynamic
response of the transducer is available, or
b. the transducer is adequately characterized by the elementary

dynamic model nf Figure IV.1.



CHAPTER V

PROBLEM ILLUSTRATION USING ACTUAL TEST DATA

Chapter IV indicated that amslytically unpredictable and distorted
signals can result when using resonant transducers to measure the
dynamic chavacteristics of structural systems. The present chapter
illustrates these effects using experimental data from tests nn actual
structures. These data were acquired during nuclear weapon effects
testing.

The Introduction to this work contains a test record which, based
upon the facts presented, appears to contain valid data. It was noted
that such a record would provide a basis for the establishment of
component test specifications and to permit comparison with and
modification of a dynamic analytical model of the structure tested. In
this chapter, it will be demonstrated that this test record actually
contains invelid data.

As was noted previously, a decaying exponential function
approximates the static overpressure experienced in a free field blast
environment. Figure V.l illustrates a typical record from such an
enviromment. This record was produced during a test in an explosively
driven shock tube used to simulate nuclear blast effects. The measuring
pressure transducer was a flush diaphragm resistance bridge device with
a manufacturer's specified fundamental resonant frequency of 75 kHz and
a range of 300 psig (1 psi = 6.895 kPa). The shock was propagated in air
at 12 psia. The importance of this example will be to illustrate that
while resonant pressure transducers are adequate in working with
structural dynamics they cannot resolve the shock front associated with

a propagating blast wave.
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Figure V,1. S5Static overpressure record from
explosively driven shock tube test
Figure V.2 is a diagram of the instrumentation system used to

record and digitize the transducer response. The assistance of a data
reduction group was necessary in "code cracking" to provide
compatibility between the DEC digital tape with 12 bit words and the
Control Data Corporation acientific computer with 60 bit words used for
data analysis. The Biomation Transient Recorder, an analog~to~digital
converter with a recirculating memory, was operated in a pretrigger mode
with 1024 samples of the transducer response digitized to eight bit
resolution over a two-millisecond interval. This corresponded to a
sampling interval of T =(0.002/1024} secondz and a Nyquist frequency of

1/2T or 256 kHz.
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Figure V.2. Instrumentation svstem used to record and digitize
pressure transducer response

To analyze both the data illustvated in Figure V.1 and succeeding
examples, digital signal processing techniques are employed. These
techniques are described in Reference 17. In all examples presented,
analog reconstruction is by straight line approximation between the data
points. The high data sampling rate on 2ll records which will be
analyzed avoids the need for more sophisticated techniques.

Before proceeding with analysis of the data illustrated in Figure
V.l, a few points will be noted regarding discrete (DFT) and fast (FFT)
Fourier transforms since they will be used repeatedly. The DFT can be

expressed as:

N-1
- - A p
Fm=z: fneJ(Z'an/'\l);m=o. L ... N-1 (v.1)

n=o
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whore f“ is a sample of the set which represents the input function €(t)
starting at time equal zern, N is the total number of samples, T is the
sample interval, and Em is the discrete transform corresponding to each
value of 4. Actually, there are twe parts to im corresponding to each of
N values since i?m is complex. Equatian (V.1) illustrates that N2 complex
products are required for DFT computation. Since some of the records
examined will have N as large as 4096, this computation becomes lengthy
in terms of computer time. The FFT is an algorithm which eliminates
redundancy in the DFT and computes the DFT by expressiﬁg' it as a linear
combination of smaller DFTs, Figure V.3 lists the particular FFT
algorithm utilized throughout this sectian; this algorithm is modified
only slightly from that given in Appendix B of Reference 17. The
algorithm requires 2X jnput data points where K is an integer. The
advantage of the FFT is that it reduces computation rime compared to the
DFT by K/2N. It is of interest to note that both the DFT and the FFT
bear the same relation to the digital system as the continu~cs Fourier
transform bears to the analog system.

Figure V.4 is the result of applying the FFT of Figure V.3 to the
data of Figure V.1. The curve is plotted though points wvhich are 0.5 kHz
apart in frequency. Phase information is not presented since the
amplitude spectrum alone is sufficient to illustrate the problem.
Clearly, the high frequency content of the transient required to define
the shock front is "contaminated" by the resonant response of the

measuring transducer which is centered at approximately 70 kHz. The low



frequency portion of this spectrum is adequate, however, to define the
s

input forcing function applied to a structure over 'the range of

frequencies to which the structure possesses significant responmse.

Subsequent examples will illustrate this last point more fully.

70/08/12. 12.86.14.
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Figure V.3. Fast Fourier transform subroutine

The second set of data records to be analyzed are thase for
channels A4 and A6 which were recorded from accelerometers mounted in
close proximity to the accelerometer of channel A5, the record presented
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in the Introduction .f this work. These signals were recorded from
accelerometers mounted inside the shell of & reentry vehicle which was
subjected ta explosive loading on the shell's cuter surface. The records
from this location should contain the highest frequency content of any
of the accelerometers recorded during this particular test. This is
because numerous joints and differeat materials tend to attenuate the
high frequencies that would excite interior components of the reentry
vehicle, whereas anly the thin shell wall separates accelerometers

recorded as A4, A5, and A6 from impulsive explosive loading.
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Figure V.4. Magnitude of Fourier transform of
static overpressure record from
explosive shock tube test
Figure V.5 diagrams the instrumentation system for recording and
digitizing these acceleration channels. The Disk Recording System was a

combination nf commercial equipment and equipment developed at Sandia
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acceleration data channels A4, AS, and A6
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Laboratories, Albuquerque, New Mexico. The FM modulator on each channel
operated at 4.5 MHz and deviated from 3 to 6 MHz. The demodulator was a
pulse-averaging discriminator. Frequency response of the data recording
electronics was limited by the 1~MHz response of the dc differential
input instrumentation amplifiers.

Four channels in the Model 1015 Biowation Tramsient Recorder were
connected in series so that the 1024 words/channel could be combined to
permit 4096 samples of accelerometer response over five milliseconds.
The Tektromix Model 422 oscilloscope was modified to make available the
ramp signal controlling its horizontal sweep time. A sawmpler on this
ramp signal gated and effectively time-expanded successive portions nf
the recorded signal so that the frequency responses of the X-Y recorder
and the Biomation recorder were compatible with the high frequencies
recarded on the Disk Recorder. In this manner, the five millisecond
window was a(pénded on playback to 82 seconds.

Data output from the Biomation recorder was interfaced into a
Tektronix Model 4051 Minicomputer. With a digital tape and an acoustic
coupler, digitized data were then transmitted by telephone from a remote
test area to the same Control Data Corporation scientific computer used
to analyze the earlier shock tube blast pressure record.

The nominal fundamental resonant frequency of the accelerometers to
be recorded on channels A4, A5, and A6 had been determined to be 50 kHz.
Tno accommndate noise on the channel, it was desired to have at least ten
samples/cycle at 50 kHz since the spectrum analysis per formed would

extend slightly above this frequency.



In digitizing signals such as were recorded on channels A4 and AS,
it was difficult ta tell exactly where data began because of electrical
noise which occurred at time zero. This noise resulted from the
discharge of capacitor banks to initiate the explosive. A greater
judgment problem involved when to stop the digitization process since
the structure response does not end abruptly but decays into the channel
noise level. The criteron selected for deciding when to truncate the
digitization process was tn choose the time when the recorded signal
level had decayed to, and remained below, ten percent of the maximum
initial value of the signal. The signral was first observed on an
oscilloscope and it was determined that the five millisecond window
would satisfy this criterion and provide 16 samples/cycle ar 50 kHz.
N¥yquist frequency was 409 kHz when asllocating the 4096 samples cver this
time window.

Figures V.6 and V.7 display the results of this digitization
process; they represent the unfiltered acceleration time histories of
these two channels. Channel range for A4 was 8,000 g or 16,000 g peak
to peak, while the recnrded signal was 8,000 g peak to peak. Channel
range for A6 was the same as for A4, while the recorded signal was
12,000 g peak to peak. The linear specified range of the accelerometers
was 10,000 g peak to peak with some overrange capability. In Figures V.8
and V.9 the first millisecond of each of the five millisecond long
records of Figures V.6 and V.7 is expanded so0 that more resolution is
achieved. The 50-kHz resonant frequency of the accelerometers is
apparent superimposed on the recorded signals. .

Before discussing the data recorded on channels A4 and A6, one
important point should be considered. Some finite, but minimal, amount
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of error will occur when analyzing these signale in the frequency
domain. The error is attributable to the truncation process which
occurred during digitizing. After truncation, it is a typical procedure

to apply a data window to the digitized signal to round off the “sharp

catners." An example is a Hanning window, which is defined as:
1 ( 2nt
wity=={1 - V.
} 3 cos .\!'I‘) (v.2)

where NT is the sample interval.
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Other forms of data windows are available.i All of them have in
common the fact that they taper the emplitude of the leading and
trailing edges of the data obtained during the observation period. In
applying any type of data window, it is important to remember that
multiplication by a window in one domain is equivalent to convolution of
the Fourier transforms of the window and the data in the other domain,
resnlting in distortion of the transformed signal. The following two
equaticunsla illustrate this point. Let £(t) be the truncated signal and

w{t) be the data window. The double-pointed arrow represents a Fourier

transform.

1) w(t) "‘%/ F{jx) \v[i(,,. x]] dx . v.3)
-



o
fl‘('r) wit - T) dr = Fljn) W(jul .

(v.4)

Data windows were not imposed on the transient data digitized on
channels A4 and A6 since they both contained significant amplitude near
the veginning of the observation, Applying a data window to either of
these transient signals would have diminished their apparent frequency
content .

The motivation for inatrumenting and recording channels A4 and 46
was to define the response of the structure (the reentry vehicle) at the
accelerometer-mounting locations. Concentrating only on the measurement
problem, the objective was to acquire and transmit a valid signal
describing the structural response.

One measure of the validity of a signal transmitted through an
intrumentation channel is the signal-to-noise ratin. The signal-to-nnise
ratio is expressed as a power ratio or a mean-squared voltage ratin. For
a periodic waveform, the signal power is a time average occurring over
one cycle. As the noise power increases, the validity of the transmitted
signal decreases.

Considering a transient waveform to be the limiting case for a
periodic waveform where the period becomes infinite, the notmalized
power of a transient approaches zero. The energy contained in the
transient signal does, however, have a finite value. Noting this fact,
the transient signals recorded can be analyzed for their energy content.
It is desired to have the energy content of the signal associated solely
with the problem of defining the response of the structure.

The energy (E) supplied by a voltage signal (v(t)) to a load (R)
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! (v.5)

For a nne-ohm 1nad, this can be written as:

b ’f iy at . (v.6)

Extending this concept to any signal f(t) in general, and nn*ing

for f(t) real that £2(t) = if(t); 2+ Parseval's theovenl® states that:

o= 2.1 L2
_/:mir(l)]dhz—"-]_; IFGu )" dw . w.7)

The quantity ]F(jnnlz was computed and the result plotted for the
data recorded on channels A4 and A6. These plots are presented as
Figures V.10 and V.11l. Frequency resolution is 0.2 kHz.

Figures V.10 and V.!1 may be considered as 2 plot of the energy
spectrum, in gilez, nf the recorded acceleration signal. The areas
under the curves in these plots have units of g2/Hz. The concept of
considering (acceleracion)?/Hz or gz/Hz as energy is not abstract. A
given acceleration level can bz equated to an equivalent signal level in
valts. (Acceleration)zlﬂz is then proportianal to (volts)z/Hz which,
when normalized to a one-ohm load, will be in units of energy.

Some very important observations are possible based upon these last
two figures. Figure V.10 illustrates that for channel A4 most of the
encrgy of the signal is devoted teward defining the vesponse of the
structure, which is occurring below 6 kHz. Some lesser structural

responses exists at 10 kHz. It is also possible to note that the



remainder of the energy of the signal is concentrated betwen 45 and 50
kHz. This energy is at the resonant frequency of the accelerometer and
is not defining structural response but is associated with the

characteristica of the measuring transducer.
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Figure V,10. Signal energy spectrum versus frequency
for channel A4

Figure V.11 portrays the same type of analysis for channel A6. The
energy in the signal associated with the structure is concentrated below
10 kHz. In the signal, a latge quantity of emergy associated with the
transducer is centered arcund 55 kHz. Since total signal energy is
proportional to the area under the curve in this plot, it is appatrent
that approximately as much of the energy in this signal is associated
with the resonant characteristics of the accelerometer as is associated

with the structure's response.

108



110

0.7 -
Q.6 - -
s S
o
Z0.4 I —
g
P4
£0.3 = o
o
=9
w)
.. 0.2 e — -} - .
=
f
2
Foaaf -
0 4

0 10 20 30 40 S0 60 70
Frequency (kHz)

Signal energy spectrum versus fr2quency

figure V.11,
for channel A6

These findings are consistent with the time histories of Figure V.6
through V.9. These earlier figures show channel A6 contains much more
high frequency response associated with the accelerometer resonance than
does channel A4. The key point to note in Figures V.10 and V.11 is that
because the energies are in two distinct frequeacy bands the response of
the structure is separable from the resonant characteristics of the
accelerometer. This was not readily apparenr in Figure V.6 through V.9,
The acquisition of meaningful data from channels A4 and A6 then becomes
a "data separatian" prablem in the frequency domain.

Be fore per forming this separation, one last point should be made.
The energy spectrum associated with the signal is plotted as the
ordinate in Figures V.10 and V.11. In the frequency domain, acceleration

can be converted ta velocity if it is multiplied by 1/jw. The ordinate



plotted is the square of the magnitude of the acceleration spectrum. The

kinetic energy of the structure is proportional to velocity squared.

Thus, if it were of interest to determine the eunergy spectrum associated

with the structure, as opposed to the energy spectrum of the signal

defining tle structure, the ordinate of Figures V.10 and V.1l would have

to be multiplied by 1/(frequency}? aver that frequency region containing

the structural response. If the response measured were velocity, as
opposed to acceleration, this point of confusion would not arise.
Acceleration is measured because accelerometers are small inmertial
devices not requiring a fixed reference point.

The final analysis performed on data channels A4 and A6 will

separate the structure response from the accelerometer resonance in both

the time and frequency domains. This operation is accomplished by
filtering.

Since the data for channels A4 and A6 are available in digital
form, this filtering can be performed through use of a digital

algorithm. A nonrecursive filter was designed where each output data

sample, g,, was computed as a linear function of the imput sampled data

set [fm] so that
Em =Z_: bnrm—n . (v.B)

A low pass filter was designed with zero phase shift by using the
algorithm

b x f
n"nm-n

v.9)

with transfer function
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Titje? = nn ) bnxn cos nuT
ns (v.10)

vhere

[1 + cas (n v'/N'l] sin taw, TV

b x =
nn 2nr

(v.11)

The eEfece of x, = | + cos (nn/N) was to eliminate errors that were

18

actributable to Gibbs phenomensn’® causing a ripple in the passband of

the filter. The ypecific filter designed used N = 100,w , = 240007 , and
T = 0.005/4096. Its transfer function is illustrated in Figure V.12. Its
~3 dB point is approximately 10 kHz, and ite roll off is greater than 40
dB/octave.

When the unfiltered records of Figures V.6 and V.7 are passed
through the filter illustrated by Figure V.12, the results are as
plotted in Figures V.13 and V.14. These two figures represent the true
response of the structure. The maximum peak~to-peak acceleration
response for channel A4 is 6500 g, which represents 81 percent of the
peak-to-peak amplitude of its recorded unfilr-red signal. The maximum
peak-to-peak response for channel A6 is 5,500 g, which represents 46
percent of the peak-to-peak amplitude of its recorded unfiltered signal.
The fact that the filtered outputs shown in Figures V.13 and V.14 are
not equal to zero at time zero is attributable to the starting transient
assnciated with the filter. For this particular filter, the output
started at time equal to -0.000122 second.

The preceding analysis completed, it is now possible to conclude

that the test data recorded on channel A5 are inadequate both for



defining the response of the structure and for generating test
specifications. The following paragraphs will provide justificatiun to
support this conclusien.

The channel range for A5 was only slightly greater than for
channels A4 and A6, being 10,000 g or 20,000 g peak to peak. The
measuring accelerometer was the same type used to acquire the data
recorded on channels A4 and A6, The unfiltered acceleration time record
is presented in Figure V.15. The peak-to-peak recorded acceleration
range was 28,000 g.

Several observations are possible based upon Figure V.15. The

accelerometer has been overrvanged by a factor of three and is probably
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highly nonlinear at this magnitude of response. The signal range of the
recording channel electronics has been exceeded, resulting in asiditional
nonlinearities. Evidence of these latter nonlinearities can be seem in
the truncation of the signal, which is occurring over the first
millisecond of the record for the positive going acceleration peaks.

Chapter III explained the importance of a linear measuring system
to prevent distortion when recording dynamic data. It is to be expected
that the data recorded on chamnel A5 will contain "created” frequencies
attributable to the nonlinearities noted in the preceding paragraph.

Figure V.16 illustrates the signal energy spectrum computed for
channel A5 containing these "created' frequencies. It is apparent that
the response of the structure is not separable from that of the

measuring transducer. Since this measurement was made at a location on 5
11
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the shell in close proximity to the accelerometers recorded on channels
A4 and A6, which indicated structural response only below 10 kMz,
structural response occurring only below 10 kHz would be expected on
channel A5. Meaningful definition of structural response from channel
A5, however, is not achievable through a filtering process or any other
knowm technique. Figure V.17 illuastrates the frequency content of ihe
record presented as A5 in the Intreducrion. Clearly, more than
structural response information is contained in this record.
Fortunately, in this example an unfiltered record in the form of
Figure V.15 was available upon which to base the conclusion that the
data intended to define structural response at the location of the acce~
lerometer recorded on channel A5 were invalid. The obvious question is,

could valid data have been recorded on channel A57 The answer is yes,
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Figure V.16. Signal energy sepectrum versus frequency
for channel A5
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An accelerometer with a peak-to-pesk specified linear range of

10,000 g probably would be a3 reasonable selection if consideration were
based only on predictions resulting from the analysis of the structural
model. A problem arises in these predictions. Because of the nature of
the model, only an estimate of the peak-to-peak range of the structure,
and not that of the signal, is provided. The range of the signal which
must be recorded is dominated by uncertainties attributable to the
resonant transducer's response to the sudden acceleration impulses
during the structure’s material response. This portion of the
transducer's response will be superimposed upon that portion of the
signal defining the structural response, If the measuring accelerometer

utilized on channel A5 had possessed 2 linear peak-to-peak range of
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30,000 g, and if the linear range of the electronics had been compatible
with the recorded signal, valid data could have been obtained.

Based on the previous analysis, one might conclude that if the
resonant transducer and the recording electronics always remained within
their linear operating range, and if the transducer's fundamental
resonant frequency was always high enough ro be separable in the
frequency domain from those lower frequencies to which the structure
possesses significant responde, weaningful data could be recovered. This
oversimplitication ignores the very real presence of electrical noise in
all imstrumentation systems. Electrical nois;, in the preseant context,
implies "spontaneous fluctuations” often requiring statistical data
treatment. All records analyzed thus far have been relacively free of
this type of noise consideration, primarily because of the very close
proximity between signal sources and record electronics.

The final set of data records to be analyzed will illustrate both
the presence and effect of electrical noise. These records are
identified as track 5 and track 6 and are acceleration channels recorded
from a reentry vehicle subjected to an underground nuclear test.
Acceleration dara are again used because these particular records
possess significant eclectrical noise. Of principal importance are the
observations that resonant measuring transducers encountered a high
frequency transient loading, that both the resonant transducer and the
recording electronics remained within their linear range, yet meaningful
information concerning the structure was still not acquired.

These records were recovered from an FM magnetic tape. The record
identification originates from the tape track number on which the data

were recorded. The analog tape was processed, and a digital binary tape



was created. Information contained on this tape was transferred into
permanent disk files accessible by the Control Data Corporation
scientific computer for analysie. A great deal of flexibility was

pessible in selecting sample rate and time window size during

digitization. A total of 4096 samples was taken on both tracks, with
time window of 8.192 milliseconds for track 5 and 4.096 milliseconds for
track 6., This corresponded to Nyquist frequencies of 250 kHz and 500
kHz, respectively. This high sampling rate again permitted
reconstruction of the waveforms by straight line approximation since the
fundamental resonant frequency of the traneducers was only 40 khz.
Figure V.18 illustrates pertineant details of a typical instrumentation
channel which recorded data. The low pass filter used when demodulating
the recorded FM signal had a -3 dB frequency of 60 kliz and a roll-of€

characteristic of 36 dB/octave.
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@ 4000 Feetr Cable Direct Reeord
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a ro 30V

Figure V.18, Typical instrumentation channel used to record
acceleration data on tape tracks 5 and 6
Both instrumentation channels were ad justed for operation over

ranges of 10,000 g peak to peak, with both accelerometers capable of
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operation over this same range. Thia acceleration range corresponded to
a 189-millivolt peak-~to-peak signal from the accelerometer recorded on
track 5 and a 250-millivolt peak-to-peak signal from Chat recorded on
track 6. Figure V.IB8 shows chat these signals must travel over 4000 feet
of cable before amplification can be provided.

Figures V.19 and V.20 illustrate the acceleration time histories
recorded on tape tracks 5 and 6. Enough overrange capability existed on
both channels so that it is aseured that all of the recorded signal
vhich could be attributed to the accelerometer response is iinear. The
high frequency ringing on bath channels is attributable to the 40 kHz

resonant frequency of each of the accelerometers,
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Figure V.19. Unfiltered acceleration-time histary
for track §
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Figure V.20. Unfiltered acceleration-time history
for track 6

It is desired to examine the energy spectrum of each of these two
transient time histories. Figures V.21 and V.22 illustrate these spectra
in the same manner as calculated for previous records. Frequency
resolution is 0. 22 kHz for track 5 and 0.244 kHz for track 6.

Of immediate interest is the fact that there is no separation
between structural response and the resonant characteristics of the
transducer. ln fact, in both figures the energy in the transient signal
is almost totally associated with the resomart characteristics of the
transducer.

The question now arises as to whether filtering of these records,
which is possible since the r~corded signals have remained linear, will
produce any usable information. Figures V.21 and V.22 provide no
appareat indication as to the frequency at which this filtering should
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occur. Since the accelerometers recorded in these figures were mounted
on the inside of a reentry vehicle shell in a manner similar to the
accelerometers in the previous group of data records, the same filter
criteria were applied, in an attempt to acquire meaningful data.
Digital filtering was performed using the same filter algorithms

presented previously in Eq. (V.8) to (V.11). The same values of N and w,

were used, with a value of T = 0.000002 second for track 5 and 0.000001
second for track 6. The resultant filters were quite similar to Figure
V.12. The filter for track 5 had its ~3 dB point at 12 kHz and
introduced approximately four percent attenuation in the low frequency
pass band. The filter for track 6 had its =3 dB point at 10 kHz and
introduced approximately two percent attenuation. Figures V,23 and V.24

illustrate the results of this filtering algorithm.
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Evident in both figures is an initial acceleration spike of
approximately 2000 g. Without proof, it will be stated that this spike
is not data and it will be ignored in all subsequent discussion. Its
cause is attributable to X-ray products resulting from the nuclear
deteooation arriving at time zero.

Maximum peak-to-peak response of the filtered data records for both
tracks 53 and 6 shown in Figures V.23 and V.24 was approximately 1,000 g.
This corresponded to only 10 percent of the unfiltered amplitude of the
data recorded as track 5 and 15 percent af the unfiltered amplitude of
the data recorded as track 6, A question then arises as to the validity

of this filtered data.
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Figure V.25 illustrates a 4.096-millisecond sample of recoid
baseline after the completion of the acceleration response on :rack 6.
This represents channel noise level. The maximum magnitude of the
acceleration-equivalent noise response is 850 g peak-to-peak. Note that
this is essentially the same wmagnitude as the filtered records it is
desired to treat as data! Passing thie digitized noise record through
the same digital filter as the acceleration signal on track 6 results in
the plot of Figure V.26. The maximum peak-to-peak range of the filtered
noise is 250 g. A direct comparison of Figure V.24, the filtered signal
plus noise, with Figure V.26 the later time filtered noise, indicates
that the acquisition of weaningful data on this or similar noisy

channels is unlikely.
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Figure V.25. Noise versus time for track 6
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This chapter has shown some of the consequences of an attempt to
develop meaningful information for the structural dynamicist by
filtering transient signals to remove distortion caused by the resonant
characteristics of the measuring transducer. In these examples, all
filtering occurred during data playback after a signal had been
processed through the entire instrumentation system. Digital, as opposed
to analog, filtering was employed primarily for convenience, The
technique used a filter design intended to reject effects of the
resonant characteristics of the transducer vhile passing without
distortion the signal attributable to either the structural response or
the forcing function to the structure over the range of frequencies to

which it could significantly respond.



There are many classes of problems which can be analyzed through

mathematical inversion techniques such as inverse Fourier transforms or

deconvolution. Since both the structural forcing functions and the

Tesponses analyzed in this chapter possessed Fourier transforms, it may

not be readily apparent why these techniques were not applied to this

problem. Subsequent chapters will gttempt to resolve this question. In

addition, it will be shown that pogtfiltering of the data, by either

digital or analog techniques, is not a good approach to solving the

patticular problem of interest. Instead, analog filtering must be

pravided within the instrumentation system before recor“ing.

Summary and Conclusions

If the instrumentation channel is driven into its nonlinear range,
accurate measurement definition of the etructural dynamics problem
is not achieved. This can be attributed to either channel
aonlinearities being undefined or frequencies being created and lost
in the data transmission process.

in the examples presented, the ratio of channel amplitude range
required to linearly pass the resonant transducer response to chat
vtiich would have been required to pass only that portion of the
signal containing information about the structure varied from 116 to
1000 percent.

If energy in the signal is primarily associated with the transducer
resanant characteristics, electrical noise way preciude meaningful
structural dynamics measurements. This situation can occur even
though the instrumentation channel operates within its linear range.

The resonant characteristics of the transducer must be high enough
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in frequency to be sepsrable from those frequencies to which the
structure possesses significant response. This permits definition of
the structural dynamics problem through “data separation"”
considerations in the frequency domain.

Actual data have illustrated the fact that resonant transducers
cannot define the shock front in a blast emviromment because the
loading excites high frequency resonances.

All of the data analyzed previously had been accepted as containing
valid structural response information during development testing
programs. (The problem is mot hypothetical.)

1t was possible to examine the validity of several test records only
because of the availability of the wide bandwidth data which
included that due to the resonant characteristics of the measuring
transducer. 1f these signals had been multiplexed over narrower
bandwidth channels, "cosmetically" better appearing records would
have been acquired. However, these multiplexed records would have
been devoid of meaningful information although that fact might not

have been apparent.



CHAPTER VI

LIMITATIONS WHICH PRECLUDE INVERSE PROBLEM TREATMENT

Chapters 1V and V have illustrated that both signal dintorrion and
analytically unpredictable signal magnitude are associated with
structural dynamice measurements. It was stated that the signals
resulting from these measurements cannot have their inaccuracies
corrected by an inverse problem treatment. Specific limitations which
preclude this treatment are:

1. the inability to adequately experimentally characterize the

transfer function of the measuring transducer,

2. modification of this transfer function by the technique in which

the transducer is coupled to its desired stimulus, and

3. modification of the desired stimulus by the presence of the

transducer.
For piezoelectric transducers, the electrical boundary conditions at the
transducer output can modify crystal stiffness and therefore transducer
transfer function. If all these limitations were understood, measurement
systems would be better applied and improved data quality would result.

A recent repurt19 issued by the National Bureau of Standards
reparding measurement accuracy standards relative to the needs of U.S.
industry describes these limitations. Some quotes from this report
follow,

"The system of standards and measurement techniques for dynamic
force is subsetantially nonexistent ."

"Dynamic pressure measurements are without central calibration
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support, as are measurements wnder extreme conditions of
vibration, temperature, or corrosion."
"The most serious problem in measurement of vibration and shock
is the general lack of applicable knowledge as Lo how to select
the proper instrumentation, install it adequately, and interpret
the results correctly."
"Significant work needs to be done to redefine the shock
calibration service."

The following sections detail these limitations for acceleration, force,

and pressure measurements.

Acceleration

Limitations in Defining the Transier Functiom

The fundamental dynamic calibration service provided for
accelerometers by the National Bureau of Standards is absolute
calibration through the measurement of displscement. If a vibration
exciter possesses sinusoidal uniaxial motion of low distortion, a
determination of its peak displacement A, along with its frequeney §,
permits the calculation of peak acceleration, Aﬂzsz. A knowledge of the
acceleration of the vibration exciter over a frequency range of
interest, along with the ourput response of the acceleromerer being
calibrated, permits determination of an accelerometer's transfer
function. This assumes the motion of the accelerometer to be the same as

the motion of the exciter at the point where displacement is measured.



Photometric interferometry is used to determine vibration exciter
pesk displacement through a fringe disappearance technique over the
frequency range of 1,500 to 10,000 Hz. Other optical techniques are used
at lower frequencies. The calibration report issued by NBS specifies a
maximum uncertainty of two percent for accelerometers calibrated to
10,000 HZ_ZO Above 10,000 Hz, NBS provides some limited calibration
service although it is seldom requested and uncertainties increase by an
order of magnitude over the next higher frequency octave.

For a National Bureau of Standards calibrated accelerometer to be
useful, it must be possible to perform a comparison calibration to
transfer its sensitivity through the calibration chain. An intermediate
vibration transfer standard is typically a “piggyback" accelerometer.
The "piggyback” is an accelerometer which has an inverted sensing
element attached to the underside of its top wounting surface. This
configuration minimizes transmissibility errors between the "piggyback”
and the reference or test accelerometer coupled directly to this top
mounting surface. Transmissibility errors can be created dre to
differences in mass and mounting surface area among accelerometers
calibrated on the “piggyback." Difference of mass has been shown to
produce errors of one to two percent to 10,000 Mz, while varied mounting
surface area can create transmissibility errors of slightly less than
one percent to 10,000 Hz.2! These errors are in addition to
uncertainties discussed previously, and are also separate from
electronic instrument errors in amplifier gain, stability, etc. Problems
associated with comparison calibration have not been adequately studied

above 10,000 Hz.
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The transfer function for an gccelerometer can also be determined
by transient excitation methods. Knowledge of the frequency spectrum of
an input transient 1(jw), along with test accelerometer response R(jo),
can provide both amplitude frequency response and phase frequency
response of a linear accelerometer. This technique has been successfully
used at the Boeing Company, Seattle, Hashington,zz and the Natiomal
Bureau of S:andards.23 The primary advantage of this method is that it
is faster than sinusoidal vibration calibration. No improvement of input
transfer function definition is obtained, however, since knowledge of
1(jw) requires a reference accelerometer such as a “piggyback® which has
been calibrated on a vibration exciter. Several other transient
calibration schemes which have found application will be noted. These
are not, however, generally used for transfer function determination.

One technique employs Hopkinson bars and the application of
elementary bar :heory.24 According to this theory, the acceleration at

the bar's end is:

dexx vi.1)

o 2t

where C, is the wave velocity and Bixx/at is the time derivative of
strain in the bar. One problem with this technique is the influence of
the accelerometer on the bar's motion. This is discussed in the
following pages when the problem of interfacing the accelerometer with
its desired stimulus is considered.

Another transient calibration scheme involves impacting a test
carriage or fixture on which an accelerometer is mounted and integrating

the accelerometer's resultant charge or voltage-time response, The



accelerometer must operate within its linear range for this integration
to provide meaningful data. The ratio of this integral toc an independent
measurement of test fixture velocity change can them be calculated and
sensitivity determinations made.

Based vpon limitations alluded to in the national systems of
standards, a reasongble upper limit for the quantitative determination
of the traansfer function of an accelerometer is 10,000 Hz. It follows
that this limitation also determines the maximum upper limit for
quantitative geceleration measurements of the structural response of

engineering systems.

Limitations in the Interface to the Desired Stimulus

When an accelerometer is coupled to a structure, one or both of two
effects can occur:

1. the transfer function of the accelerometer determined in

calibration can be modified by the coupling process, or

2. the structure's own transfer function can be modified by the

presence of the accelerometer.

In considering effect 1, it is noted thar information gencrally
supplied with an accelerometer by the manufacturer includes the maximum
frequency to which igs amplitude response will be flat within a few
perceat when the optimum mouating technique is used. Typically: this
mounting ie by means of a threaded stud onto a flat surface of fine
finish. The initial mounting torque applied must preload the
accelerometer sufficiently so that it will not separate from a test
structure in application. Im actual practice, it may not be possible to

tap a hole in a structure to attach an accelerometer, the mounting
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surface afforded by the structure may not be flat, or the structure may
not possess adequate thread strength when tapped. To overcome these
limitations, coupling to the structure can be by means of helicoils,
adhesives, interface blecks, etc. Insulated studs are uvsed in some
situations for electrical noise comnsiderations when using piezoelectric
accelerometers. All of the variations in mounting technique tend to
degrade the response of the accelerometer from that specified by the
manufacturer by introducing lower frequency resonances which distort
the accelerometer's frequency response.

One of the most detailed experimental studies of these effects is
found in Reference 25. Figure VI.1, from the referenced study,
illustrates how the frequency response of an accelerometer is degraded
from that achievable by using a solid stud when the accelerometer is
mounted using either interface blocks of varyina geometry or an
insulated stud. Reference 26 details how various mounting surface
finishes influence accelerometer frequency respomse. In general, each
mounting technique must be evaluated individually to determine how it
modifies the transfer function of the accelerometer as compared to that
derermined under its optimum mounting condition.

Effect 2 noted thart the transfer function of the structure cam be
modified by the preseace of an accelerometer. This effect can be
evaluated by accounting for the mechanical impedance of the structure
relative to that of the accelerometer. This analysis is useful since
mechanical impedance can be thought of as a measure of the resistance of
a system to motion. It is the complex ratio of sinusoidal force to

sinusoidal velocity, i.e.,



2 = (E 8 (vi.2)
v
For a linear elastic structure subjected to a fixed harmonic forcing

function, the presence of an accelerometer will modify the structural

motion such that

_ Zs
v v(m=5m) w13

where
Vg is the velocity experienced by the accelerometer,
v; is the structure point velocity without the accelerometer
attached,
2, is the mechanical impedance of the structure, and
Z, is the mechanical impedance of the accelerometer.
Accelerometers with very light internal damping may be modeled as a pure
mass to about 0.9 times their resonant frequency.2’ The mechanical

impedance of an accelerometer having mass m is then:

Z; = jom . (VI.4)

Equation (VI.3) shows that for the structure itself to be modeled as a
lumped mass, its mass must be more than nine times that of the test
accelerometer to produce less than a ten percent error in measured
motion.

A more realistic problem can be investigated by studying the effect
of a typical accelerometer weighing eight grams on the motion of the
free end of a long thin aluminum rod harmonically excited at the other
end. The rod will be assumed to be made with a2 length to diameter rario
of 20. Calculations will be made at 0.5 times the natural frequency of
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the first longitudinal rod mode. For a 30 inch (1l in. = 0.0254 m) long
rod, this corresponds to a frequency of 1,677 Hz, while for the eight
inch rod this corresponds to 6,289 Hz. For a given rod length, loading

errors will become greater as higher frequencies are considered.
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Figure VI.l. Degradation of the frequency response of an
accelerometer by different mourting techniques

The partial differential equation governing rod free vibration was

presented as Eq. (IV.5). Application of tne boundary conditions:

coa BU(O, t) _ : dull, &) _
A S = Psinwt and BA === =0, (vI.5)

along with separation of variables in the governing equation, leads to
the solution form:

P

1 sin wt . (VI.6)
Ep «wA sin (wL/VE/R)

u(l, t) =



Rod transfer impedance at the free end can be expressed as:

%= =3 VTP A sin(wld ViTP) vi.7)

The effect the accelerometer has on the motion of the free end »f the
rod then becomes a functisn of rod length. This can be investigated

using Eq. (VI.3).

Rod Length Vf/\yi
(in.)

30 1.006

15 1.046

8 1.406

Clearly, the presence of an accelerometer can modify structural matinn

if its impedance is significant relative to that of the structure.

Force

Limitations in Defining the Transfer Function

There are only a few applications in which the dynamic model of a
force transducer fits the same dynamic model as pressure and
acceleration transducers. These occur primarily in impact studies where
the elasticity o»f the impacting mass can be ignotred. This requires the
stiffness »f the impacting mass to be very high relative to the
stiffness of the force transducer. In situations where the assumption is
valid, dvnamic force traceability can be achieved through mass and
acceleration standards.

A vibration exciter is used to provide stimulus to calibrate the
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force transducer. The impacting mass is attached to the top of the force
transducer, a standard accelerometer is mounted on top of the mass, and
a transfer function is derived by operating the vibratien exciter over a
range of frequencies at a known acceleration level which is controlled
by the standard accelerometer. In assigning a sensitivity value to the
force transducer, the mass of the standard accelerometer, the effective
mass of the standard accelerometer's cable, and the effective mass of
the force transducer must be considered. Reference 28 details a
procedure to account for these effects.

Since transfer function determination for force transducers is
dependent upan dynamic acceleration standards, the frequency range for
force calibration is limited by the range of accelerometer calibration.
Quantitative results are not currently achievable for frequencies higher

than 10,000 Hz,

Limitations in the Interface to the Desired Stimulus

In other situations, which are not considered here, the force
transducer cannot be modeled as a resonant device but must be considered
as a part of the structural system. This situation is typically
encountered in experimental determinations of mechanical impedance.

The experimental determination of mechanical impedance involves the
measurement of both force input and acceleration response. The most
common method of making this determination invelves the direct approach
of using transducers that comvert force and acceleration responmse into
electrical signals. A mechanical impedance head is a transducer with
built-in force and motion measuring devices. The motion meaguring device

is typically an accelerometer since velocity and displacement



transducers tend to provide low signal levels at high frequencies and
sma'l amplitudes of motiom.

In analyzing the structural system with the impedance head
inserted, both the eriffness of the impedance head and its effective
mass must be accounted for. The importance of the effective wass is
evident at minimum values of impedance, while at peak values of
impedance the stiffness must remain high to avoid false motion
indications produced by dynamic stresses. The bolt securing the
impedance head to the structure must also be considered since it becomes

part of the load bearing structure.

Pressure

Limitations in Defining the Transfer Function

Dynamic pressure measurements are required in many applications in
addition to those where it is desired to define the farcing function to
structural systems. A few exsmples include the determination of internal
and exhaust pressures in jet and rocket engines, cylinder pressure in
internal combustion engines, pressure in air guns, and pressure in wind
tunnels. Because of the large demand for dynamic pressure measurements,
and because of a lack of central calibration support at the Natiomal
Bureau of Standards, dozens of independent calibration schemes have
evolved. The literature devated ta the dynamic calibration of pressure
transducers is voluminous, repetitive, and in some instances erromzous.
Fortunately, two documents condense a large portion of thie information:
NBS Monograph 6727 and ANSI B88.1-1972.70

The transfer function of dynamic pressure transducers cam alsc be
13%
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determined during either periodic or transient excitation. Techniques
involving periodic excitation will be discuesed first.

Greater problems are encountered in generating purely sinusoidal
pressure than in generating sinusoidal displacement or its derivatives.
Whea gencrating periodic gas pressure with a piston-in-cylinder device,
the shape of the pressure wave is determined by the piston motion, the
pas dynamics and acoustic factors associated with the phenomena,
friction effects at the lateral boundaries and inherent in the gas, aund,
when the motion of the gas is forced into its nonlinear domain, shock
fronts.

Present sinusoidal pressure calibration techniques do not meet the
amplitude, frequency, and accuracy requirements of many applications.
The word calibratiun is actually a wisnomer since most sinusoidal
dynamic pressure calibrators require a “reference'" transducer. With no
traceability to the National Bureau of Standards for the calibration
chain for dynamic pressure, the "reference" performs a comparison
function rather than a calibration function. The sinusoidal pressure
generators which are most widely used can be generally categorized as
acoustic resonators, variable volume generators, or variable mass
generators.

Acoustic resonators operate on the principle of a driving device
operatine into a chamber of specific geometry containing a specific
fluid. Changing the frequency of operation requires varying either or
both the chamber dimensions and working fluid.

Variable volume generators use a fixed mass of working fluid which
is alternstely compressed and expanded within a small chamber, Assuming

the gas compression to be isentropic and the chamber to be of constant



cross sectional area:>?

k
2. (fg) (v1.8)
Ps x

where Po and x, are the pressure and pi6ton or diaphragm position at
equilibrium, k is the ratio of gas specific heats, and p and x are
pressure and piston or diaphragm position at any given time. Because the
displacement dependence is not linear {k = 1), a sinusoidal piston
displacement will not resul: in a sinusoidal pressure response.

Variable-mass generators use a fixed volume chamber where the mass
flow into and out of the chamber is cyclically varied. Typically, a
rotating disc with holes on its periphery is used to interrupt the mass
flow from the chamber, resulting in a pulsating chamber pressure.

Figure VI.2, from the ANSI BBB-1 1972 document referenced earlier,
summarizes the amplitude and frequency capabilities of the various
periodic pressure generators studied and reported in the literature.

The transient calibration of pressure transducers is accomplished
through the use of devices such as quick opening valves or pulse Lype
generators. Determination of the transfer function of the transducer
being calibrated is limited by lack of knowledge of the true time
history of the pressure stimulus. The shock tube is generally accepted
as the classical transient technique to qualitatively evaluate the
dynamic per formance of pressure transducers.

A shock tube consists essentially of a rigid tube divided into two
sections by a gas—tight frangible diaphragm mounted normal to the axis.
A pressure difference is applied across the diaphragm. When the

diaphragm is ruptured, the pressure teuds to equalize, resulting in a
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shuck wave traveling into the low pressure region and a rarefaction wave
travel ing inte the high pressure region. Provided the tube is of
constant cross-section, the shock wave ideally is unattenuated witi:
distance and the pressure and particle velocity will be constant aver a
region behind the shock. The amount of time the pressure remains
constant behind the shock front ia a function of many parameters, the

most important »f which is the shock tube chamber lengths.
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Figure V1.2. Amplitude and frequency capabilities of varicus
periodic pressure generators



A transducer mounted flush in the sidewall of the low pressure
section experiences a step pressure of rise-time approximately rqual to
its diameter divided by the shock wave velocity. For a 0.1 inch diameter
transducer measuring mach 1.5 air at ambient temperature, this rise time
corresponds to approximately four microseconds. A pressure transducer
mounted Elush in an end plate which seals off the low preasure section
of the shock tube will experience a step pressure which for weak shocks
is approximately double the sidewall pressure, with a risetime on the
order of nanoseconds.

The fifth illustration of Figure VI.3 portrays a situation where a
useable pressure step would be impinged on a transducer mounted in the
closed end plate of a shock tube, For shock tubes of dimensions
compatible with a calibration laboratory (e.g., 25 feet in length), the
duration of the sustained pressure step is typically a few milliseconds.
Reference 36 develops most of the equations used in shock tube
applications.

The advent of high speed analog to digital converters, 2long with
advances in digital signal processing, have permitted shock tubes to be
used to quantify the transfer functions of pressure transducers. The
nanosecond order risetime is adequate to excite all the significant high
frequency modes associated with any flush mounted pressure transducer. A
significant problem may arise, however, if the transducer's starting
transient response is not complete at such time as the step pressure is
no longer sustained. When such a situation occurs, and it typically
does, the assumption of an input frequency spectrum 1/jw associated with

a pressure step to the transducer is violated.
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To elaborate on this last point, assume the pressure step in the
shock tube is sustained for 0.002 second and that 3 measuring transducer
will respond as a lightly damped ideal oscillator with step response

approximately equal to
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1-e cosw .t (VI.9)

s{t) = 'nd

|-

where
k is the spring constant,
is the angular natural frequency = 2mf,»

@y

{ is the viscous damping factor, and
wng = \/_z—mn :
A reasonable value for 4 estgblished in Chapter IV is 0.0l. For the
transducer ro settle ro within ten percent of the step response in 0.002
second, it must possess a natural frequency greater than
18,000 Hz.

One method3? used in industry to attack this problem is to force
the transient response to return to the steady state step value by
conditioning ‘the transducer's signal through a low pass filter. The data
are then manipulated by synthesizing a negative going pressure step
function, equal in magnitude to the original positive going step
function, at some time before the input step is no lomger sustained. The
input forcing function is treated as a rectangular pressure pulse.

Two limitations in this technique are obvious:

1. the low pass filter limits the upper frequency of
analysis, and

2. the Fourier transform of a rectangular function in time is
a sin x/x function in the frequency domain which has holes
in the input spectrum.

The computer analysis of shock tube data shown earlier in this
report used Sandia Laboratories' program TRANFUNG . 38 For the duration

that the input pressure step in the shock tube remains constant, the 145
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transducer response r(t) is approximated by connecting discrete data
samples with straight line segments. The program does not depend on
ecqual sample intervals, and it adds a factor to account for truncation
of the input pressure step. Details of the procedure used by this
program are included in Appendix B.

The calculation described a few paragraphs earlier noted that a
viscous damping factor having a value of 0.0l in an oscillator with an
18,000 Hz natural frequency would produce a return to within ten percent
of a steady state response within 0.002 second. Figure B.2 in Appendix B
permits determination of the error in transfer function determination
which is attributable to the magnitude alone of the truncation error in
such a system. TRANFUNC should provide reasonable definition of the
transfer function of the oscillator {within five percent) to 10,000 Hz.

Tnis discussion emphasizes that the transfer function of pressure
transducers, which is similar to those of accelerometers and force
transducers, cannot be determined under periodic excitation at
reasonable signal levels past 10,000 Hz, The step excitation available
from a shock tube is an effective method for partially defining the
transfer function of a pressure transducer and, depending on the
duration of the pressure step behind the shock as well as transducer
fundamental resonance and damping, may permit quantitative
determinations past 10,000 Hz. Neither periodic nor transient techniques

permit complete definition of the transducer transfer function,



Limitations in the Interface to the Desired Stimulus

Effects to be considered when inter facing a pressure transducer to
a pressure enviromment include:
1. the transfer function of the pressure transducer determined
during calibration can be modified by the coupling process, and
2. the environment can be modified by the presence of the
transducer.
When modification of the environment by the presence of the transducer
is of concern, it can be accounted for by impedance type concepts.
The mechanical impedance (Z) of the pressure receiver of a pressnre

transducer can be defined as:

z = AL
Z = YN (v1.10)

where AV is the incremental change in volume of a pressure receiver due
to incremental pressure change Ap. The elastic constant (K) of the

pressure receiver can be defined as:

= AL
K -2 (V1.11)

where Af is the incremental force applied to the pressure receiver and
Ax represents receiver displacement. An effective area (Aeff) can then

be defined such that:

af
Ap = & (VI.12)
effl
and
AV = A ¢¢ Ax . (VI.13)

Combining terms resslts in the mechanical impedance of the pressure 147
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receiver being redefined as:

K
2T =3 . (VvI.14)
Ae fr

When considering pressure fronts in a blast wave, except in a very
small chamber, the energy absorbed bv the pressure transducer is
minimal, thus justifying the asaumption of an infinite mechanical
impedance for the pressure receiver. This assumption is not valid,
however, for liquid media in chambers that are both small and rigid. In
this latter situation, even when the dynamics of the transducer are good
enough o give an accurate pressure measurement, the result will not
represent the conditions which exist when no transducer is attached to
the chamber.

In discussing modifications in the transfer function of a pressure
transducer by the coupling process, it will be assumed that the
transducer selected for the measurement has a fully exposed flush
diaphragm such that no internal cavities are created by the transducer
itself. The ideal configuration in mounting would be to position the
transducer diaphragm so that no spurious resonances occur due to organ
pipe or cavity effects. It may occur, however, that requirements exist
to record rapidly changing pressures from a pressure tap located where a
pressure transducer cannot be flush mounted. It may also be necessary to
mount the pressure transducer remotely from the enviromment to isolate
it from a high heat source. In such cases, the transducer is coupled to
the environment through a length of tubing. This tubing can degrade the
dynamic performance of the pressure measuring system.

The effect of tubing terminating into a flush diaphragm transducer

of diameter equal to the tube diameter can be studied by investigating



longitudinal waves in a column of gas. The assumptions which follow,
1. the tube is sufficiently narrow for the displacement at any
instant to be the same at all points on any cross section,
2. friction can be neglected along the sides of the tube, and
3. the process is adiabatic,

permit derivation of a linear partial differential equation poverning

pressure in the gas column. The result 18:40
E) 1 f
__P.=_2_P_ (vV1.15)
ax c” at

where ¢ = kPo/po. In this derivation, P, is ambient pressure, f, is
ambient density, p is a small pressure variation superimposed on Pt
is time, x 1s the coordinate along the axis of the gas column, and k is
the ratio of gas specific heats. This equation may be investigated for
the specific case where the gas column has an open end at x = L and 2
closed end at x = 0 (the transducer). Boundary conditions are:

p=0 at x=1 and u,, =0 at x =0 (VI.16)
where u is particle motion of the gas column and Usy is particle

velocity. Solution of the partial differential equation yields the

eigenfrequencies as

_(n-Dec _
f=—f—— Hz, n=12 3... . (VI.17)

The fundamental natural frequency of 2 gas column of dry air with one
closed end is plotted in Figure VI.4 as a function of column length for
three different gas tempevatures. In some texts the L in the previous
equation is taken to be the tube length summed with 0.6 times the tube

radius. The fundamental natural frequency is of prime importance since
149
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it timits the Erequency respunse of the pressure measurement. The
amplitude of pressurc response at the higher natural frequeancies is

reduced by damping which has to be accounted for in actual systems.

(olumn Length

o =

S

Q:\
1,000 10,000 100,000
Frequency (Hz)

b

Figure VI.4. Fundamental natural frequency of a columa of dry air
with one closed end (upper curve is at 500°C, middle
curve is at 25°C, lower curve is at =50°C)

In other mounting techniques, the flush diaphragm of the transducer
is exposed to an enclosed volume {V} of gas which is connected to the
environment by a smaller circular aperture of length L and area wal.
Based on the assumption that all dimensions atre much less than the

wvavelength of sound at the frequency at which the system is desigoed to

operate, an analysis of this cavity as a single degree of freedom system



can be performed. The plug of gas in the circular aperture acts as a
mass, and the enclosed volume acts as a spring. The Helmholtz resonator

mode140 yields a natural frequency equation for this type of coupling

z
c wa
{29 Vyetasy & - (v1.18)

For the Helmholtz resonator, or any gas filled tube, predictability of

such that:

natural frequency is poor when the gas composition is unknown since gas
density varies so greatly with gas type.

A common mistake is to fill the feed line to the transducer with
11'.qui.d.1'1 The ringing which occurs in this situation is attributable to
the mass of the liquid and the spring rate of the rransducer diaphragm.
Excessive overshoot to a step input has been observed to occur with such
fluid filled lines.

When measuring the farcing function applied ta structural systems
from reflected overpressures from a shock wave, organ pipe or cavity
effects may be adequate to account for other than flush mounting of the
pressure transducer. In measuring static overpressure, where the
transducer's diaphragm is mounted flush and in a plane parallel to the
flow velocity vector, modification of the transfer function of the
pressure transducer can still occur. High frequency waves normal to the
axis of the transducer diaphragm can be distored. This distortion is
attributable to averaging of the high frequencies of a spacially
distributed wave as it traverses over the finite area of the transducer

diaphragm.
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Some insight into cthis problem can be achieved by treating the
diaphragm as an ideal integrator, This treatment bypasses the
determination of strain distribution within each of the numerous types
of diaphragms due to a singular load, which would lead to a more
rigorous but, hopefully, not a very different result. Referemce 42
follows an approach similar to the one taken here in discussing the
frequency response of length averaging sensors.

Appendix C provides an analytical study of the dynamic response of
a flush-mounted circular-diaphragm pressure transducer, modeled as an
ideal integrator, when attempting to measure static overpressure in an
ait blast. Results of the study indicate that the transfer function of

the transducer can be modeled as

2 (ZIL) (v1.19)
#r Ly A

where Iy is a first order Bessel function, r is the transducer radius,
and A is the wavelength of the harmonic frequency of interest, Figure
VI.5 plots such a transfer function for flush diaphragm transducers of
diameters 1.0, 0.3, and 0.1 inch. A negative response indicates a 180
degrees phase shift. The horizontal axis of the plot, multiplied by the
wave velocity, yields the response in Hz at any frequency of interest.
As long as the transducer diameter is less than one-fifth the wavelength
of the harmonic forcing function, Figure VI.5 indicates less than a five
percent resultant measurement error., Figure VI.6 indicates 2 situation
vhere distortion would occur in the measured pressure time history due
to the transducer's diaphragm being too large.

The analysis of Appendix C is strictly for pressure waves moving

normal to the axis of the transducer diaphragm. As the angle between the



flow velocity vector and the plane of the diaphragm is decreased, the
exposed diaphragm area becomes elliptical in nature. Figure VI.7
illustrates this effect. At an angle of 90 degrees, the flow velocity
vector is parallel to the diaphragm axis and the dynamic characteristics
of the flush mounted diaphragm will dictate transducer response. This
may be rephrased to state that at normal incidence there is no spatial
dependency on transducer response. At lesser angles, this spatial

dependency modifies the transfer function of the transducer.
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Figure VI.S. Transfer function of flush diaphragm
pressure transducer when pressure wave is normal to
diaphragm axis {response improves with diaphragm
diameters of 1.0, 0.3, and 0.1 in.)
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Figure VI.6. Cross section of flush-mounted circular-diaphragm
pressure transducer measuring pressure wave
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Figure VI.7. Change in effective integrating area of circular
diaphragm with increasing angle of incidence of
propagating wave to plane of diaphragm

Summery and Conclusions

1. Problems associated with generating accurately knowm periodic or
transient accelerations, forces, and pressures generally
preclude quantitative determination of a transducer's transfer
function over a frequency range which includes even its
fundamental resonant frequency. The upper frequency limit for

quantitative assessmeat of the transfer function for most



accelerometers, pressure transducers, and force transducers is
10,000 Hz.

The inability to define completely the transfer function of the
measuring transducer prohibits treating the data reduction
problem of a signal recorded over a wide frequemcy bandwidth as
an inverse problem,

The transfer function of the traneducer may be modified by the
process which couples it to the structure. In this situation,
the fundamental resonant frequency which limits the measurement
is no longer that of the mechanical sensing element associated
with the transducer. In the case of pressure measuremeats, the
limit can result from the fundamental resonance of a gas column
between the sensing diaphragm and the location of the desired
measurement . In the case of acceleration measurements, it can
become the fundamental resonance of the mechanical mount

securing the accelerometer to the atructure.

. Assuming the transducer is producing the desired response to the

desired stimulus, maximum accuracies to be expected ian defining
structural response in blast, crash, and impact environments
will be within three to five percent, Digitizarion of the
measured signal to a precision in excess of eight bits,

excluding sign, is unnecessary.

. When integrated into a structure, force transducers are not

characterized by a dynamic model compatible with the problem
under consideration in this study. The select case of a flush-
mounted pressure transducer, with a diaphragm possessing a high
fundamental resonant frequency and measuring high frequency
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components of static overpresaure, also may not be characterized
by a dynamic model compatible with the problem under
consideration in this study.

As in all measurement situations, csre must be taken Lo assure
that the measurand is not severely modified by the presence of
the transducer. This can be accounted for by impedance type

concepts .



CHAPTER VII

CHARACTERIZATION OF THE MEASURING TRANSDUCER

Chapter VI described the difficulties which exisr in experimentally
characterizing the transfer function of measuring transducers used to
determine strucrural forcing functions and response. It was noted in
Chapter II that in structural testing there is some upper frequency
limit gbove which structural response becomes small enough to be
ignored. The majority of data requirements were observed to be in the
range of 10 to 2,000 Hz, with an upper frequency limit always below
10,000 Hz. In Chapter VI, it was subsequently determined that
quantitative assessment of the transfer function of the measuring
tragnsducer was possible to 10,000 Bz, indicating compatibility between
verification requirements and verification capabilities.

The measvrement problem of interest was developed in Chapter IV by
dynamically modeling the transducer as a lightly damped oscillator. The
results of the present chapter will not depemd upon this elementary
model. However, an understanding of the viscous damped system with

governing equation:
¥+ 2w i o+ wix = F(0) VII.1)

coupled with the results in Chapters IV and V, should raise two
questions:
1. Can the resonant characteristics of a transducer be suppressed
by damping?
2, Is it possible to use a measuring transducer with an extremely

high resonant frequency to increase the separation between the
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structural response and the transducer resonant characteristics
in the resulting signal frequency spectrum?
In this chapter, che consideration of these two questions will lead to
an investigation of transducer technologivs applicable to the
measurement problem. Finally, those dynamic characteristics which must
be known about the resonant type transducer before applying it to
measurement situations of interest will be described.

Concerning the first question, the solving of Eq. (VII.l), using a
viscous damping factor of 0.7 ({ = 0.7), results in the maximum flat
amplitude-frequency and the phase~-frequency curves of Figures VII.l and
Vil1.2, The abscissas are normalized to the undamped natural frequency.
The amplitude response of a system represented by such an equation is
reasonably flat (within five percent} and the phase response reasaonably
linear (within a few degrees) to 0.6 of the undamped natural frequency,
w . The requirement for flat frequency response aud linear phase
respouse to preclude distortion of dynamic data was established in
Chapter 1II. The system's amplitude response, illustrated in Figure
ViI.l, is attenuated approximately 30 percent at the transducer's
undamped natural frequency, while the elementary model used in Chapter
IV assumed a 5000 percent amplification ({ = 0.01) in response at the
undamped natural frequency. Thus, the addition of damping to measuring
trarsducers is shown to be a desired improvement when they must respond
to either short duration transient forcing functions or to tramsients

containing discontinuities.
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The questian of why transducers are not always damped, as well as
the question nf why extremely high resonant frequency transducers are
not always used, can be considered in terms nf the mechanical praperties
of the transducer flexure. It was earlier nated that cantilever beams
and lixed edge circular plates represent two typical types of flexural

clements used in transducer design. The faollowing definitions are

provided:
E = Young's mndulus
L = beam length
1 = beam area moment of inertis

a = plate radius

= plate thickness

2]

VY = Ponisson's ratio
L = mass/unit length
p = mass/unit area

The natural frequency (in radians/second) for the first circular mede of

vibratien af a fixed edge circular plate is:bb
2
.ot gt (It 2)
7 .
n a® \/120(1 )

The natural frequency {in radians/second) for the fundamental mede nf

vibration of a cantilever beam is:4

E (VII.3)

The sensitivity nf a transducer nf the type used to measure structural

dynamics is propartisnal ta the compliance of its flexural element. The



complisnce is the flexure deflection (y) per applied load. The

compliance of a cantilcver beam subjected to an end load (F) ig:45
12 _nan (
L = VI1.4)
F7O3EL T uf

The compliance of the center of a fixed edge circular plate to a wniform

load (p) is:*?

v, 30 e | 0.236 paf v
i 3 =5 11.5)
167K u

where W = (Pnaz]. The interaction between the resonant frequency and the
sensitivity of a transducer can now be investigated.

The achievement of damping in mechanical systems requires energy
dissipation. Energy dissipation in turn requires mass motion. A system
with large compliance is the easiest to damp. In examining the preceding
equations, it is found that each factor which increases the compliance
of the transducer fleiture also decreases its natural frequency and thus
its frequency response. In addition, flexures with large compliances may
be overstressed and driven into nonlinear regions by higher levels of
transient force, pressure, and acceleration than those to which they
properly respond, For this reason, damping transducers to suppress their
resonant characteristics is possible only at low levels of the applied
environment and at low frequencies. Transducers which are damped also
may be objectionably large due to the requirement for this high
compliance flexure. Examples of successful application of damping to
transducers can be found in accelerometers operating to a few hundred

g's and in condenser microphones measuring acoustic pressures.
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Since damped transducers pravide at most a limited solution to the
problem of defining structural response, several transduction techniques
which depend upan flexures nf large compliance may be ignored. These
sensing techniques include potentiometric, variable reluctance such as
"E” core, force balance, unbonded strain gage, and linear variable
differential transformer.

Frem the preceding discussion it is apparent that it is penerally
necessary to use lightly damped transducers, i.e., those possessing
significant response at their fundamental resonant frequency, to define
structural response or loading in severe transient envirenments. This is
because a transducer flexure of low compliance is required in order to
assure adequate frequency response and linear amplitude range. It is
thep appropriate tn investigate transduction techniques which maximize
the ~lectrical signal assaciated with this low compliance fixture. This
investigation leads to consideration of piezoresistive and piezoelectric
technalogy.

A justification for the applicability of semiconductor technology
to the measurement problem of interest can readily be made. The

electrical resistance of a length of conductive element is:

(VII.6)

where P is the resiptivity of the conductor, U ite lengrh, and A its
crass sectional area. A differential change in this resistance can be

expressed as:

Ryp:Rg - B (Vi1.7)
dR-B—dp Tal - .



The volume change in the conductor associated with a change in

resistance is:

4V = Veinal “Vipitial» oT

dv =L (1+¢€)a(l-~ve?-la, or (VI1.8)

dv = AdL (1 - 2¥) = AdL + LdA .

The last two lines cam be writter after notimg that the strain € is dL/L
and V is Poisson's ratio for the conductor. Terms in the last lime with
orders of €2 or higher have been ignored. If this last line of Eq.
(V1I.8) is solved for dA, dA substituted in Eq. (VII.7), and the
resultant equation normalized by RL/dL, the definition of the gage

factor for a strain gage will resuslt, i.e.,:
(VI1.9)

For metallic strain gages, the dp/p/e term is not as important as for
strain gages utilizing semiconductor elements.
The gage factor of a strain gage relates its unit change of

resistance to the unit applied strain. Some typical values for metallic

strain gages are: 46
Nichrome (Ni-0.80, Cr-0.20) + 2.0
Advance (Ni-0.45, Cu-0,55) + 2.1

Iso~elastic (Ni-0.36, Cr-0.08, + 3.5
Fe-0.52, Mo-0.,005)
The metallic strain gage is usually a wire or foil ribbon mounted on
some insulating backing material. The gages are then individually bonded

to the transducer flexure and typically connected electricslly into a
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Wheatstone bridge configuration whose output is proportinnal to the
applied environment (e.g., acceleration, force, or pressure). More
snphisticated fabricatinn techniques than adhesive bonding utilize
vacuum depasitien, such as is used in the manufacture of electronic
microcircuitry. The ceramic film, the wetallic strain gage elements, and
intercannecting leads are sequentially deposited in a high vacuum
chamber directly anto the transducer flexure. This latter technique
provides a measuring device with excellent stability, matched thermal
coefficients, and minimal hysteresis and creep.

The basic definition of rhe gage factor indicates that to change
frem a lawer to a higher resonant frequeacy transducer, and thus one
with 2 flexure of lower compliance, the gage factor must be ircreased to
maintain an equivalent electrical signal magnitude at the resulting
reduced strain input. The use of semiconductor materials as the strain
gage sensirz element achieves a high gage factor. Whereas metals
typically provide a gage factor of 2 to 5 in strain gage design, the
gage factor for semiconductnr materials typically varies from 50 to
200.%7 Semiconductor gages do display greater temperature dependency.

One type of semiconductor device is basically a bonded gage with
doped silicen as the sensing element. Controlling the dapant in the
silicon allnws the gage properties to be optimized for various
measurement applications. Gages are the: bonded to the transducer
flexure, electrically connected in a bridge network, and operated at low
strain levels ta avoid nonlinearities which are present in the gage
factor for semiconductor materials.

Semiconductor technology alsn permits transducer fabrication using

silican as the basic flexural element, with diffusion of the strain



sensing elements occurring directly into the parent material. Diffusion
permits use of the transverse or shear piezoresistive effect of the
sensing elements as well as their lowgitudinal piezoresistive
coefficieat. Diffusion techaniques also permit miniaturization, which
enhances frequency responge, In addition, since the modulus of
elasticity for silicon is comparable to steel, and its density is only
one-third that of steel, enhancement of frequency response and resonant
frequency is paossible due to improved material properties.

Piczoelectricity is another transduction technique capable of
providing linearity over a wide range and of producing a useable signal
magnitude. In addition, the modulus of elasticity of many piezoelectric
crystals and ceramics is equal to or greater tkan that of some metals.
Thus, these materials can be integrated easily into high frequency
resonant systems.

Piezoelectricity is attributable to strain inducing a change in the
shape of a crystal which possesses no center of charge symmetry. An
electric charge results from this change in shape. Twenty-one of the 32
crystal classes lack this symmetry element, and crystals in all but one
of these classes can exhibit piezoelectricity.

Any piezoelectric constant of a material expresses the amount of
charge generated per unit applied force or irs deflection per umit
applied voltage. This is typically provided in tensor notation, such as
d33 or dj5, with the first subscript identifying electrical direction
and the second subscript identifying mechanical direction. A few values
of two piezoelectric constints, in picocoulombs/newton, are presented to
indicate why high sensitivity transducers can be fabricated utilizing

these materials. Also presented is the Curie temperature for the
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materials. The Curie temperature ia the temperature above vhich a

material is no longer piezoelectric.

Material (;E’N) (3%7“) Curie :szgerazure
PZT54 380 595 >350
biray:) 215 335 >300
BaTi03 145 245 >115
LiNbD; 6.2 70.5 >1200
Si0, (X cuc quartz) 2.2 (4))) 0.85 (dy;) >576

Because of the many classes of piezoelectric materials, a detailed
discussion of those most applicable to this measurement problem would be
quite extensive. Of the 20 crystal classes which are piezoelectric, 10
possess a dipole in their wnit cells and are pyroelectric. Thermal
heating typically expands and contracts this dipole, thus generating an
electrical charge. Ferroelectric materials are a subdivision of
pyroelectric materials. Ferroelectrics are characterized by their
dipoles being arranged within domains inside the crystal. Ferroelectric
ceramics are polycrystalline ceramic masses of ferroelectric materials
which have been processed to align all the dipole containing domains.
Ferroelectric ceramics which are electrically soft, i.e., those which
depolarize at low electric Ffield levels, are not recommended for
applicatior in severe transient enviroments.48
N The selection of the optimum semiconductor or piezoelectric
waterial for a particular measurement application is best determined
based on an understanding of the physics of the material amnd past
experience with it. The important factor is that when integrated imto

transducers, these two types of material satisfy three key requirements



relative to measuring structural dynamics in severe environments:

1. They provide a linear response over a wide range,

2. They provide adequate signal levels so that valid daca can be
recorded when measuring transients possessing amplitudes which
comprise only a small portion of the tramnsducer's full range.

3. Their sensitivity is adequate to permit them to be designed
into instruments with high resonant frequencies. This
characteristic enhances separation of structural response from
transducer resonant characteristics in the transducer's
resultant signal frequency spectrum.

Transducers of the type being considered typically will display
multiple resonances, These resonances may be associated with the
transducer flexure and its higher modes, with the transducer housing,
with the coupling technique which interfaces the transducer to the
environment, or with internal components such as lead wires vibrating
within the transducer. The frequencies at which these resonances occur
are determinable although it is not always possible to provide similar
precise information about the magnification factor associated with each
resonance .

Previous discussion has identified test equipment capable of
experimentally locating these resonant frequencies. Included were shock
tubes, high frequency vibration exciters, and impulse excitation
generators. For geometrically simple accelerometer adapter mounts, for
known masses impacting force transducers, and for geometrically simple
cavities for interfacing pressure transducers to their environment,
location of the fundamental resonant frequency can be analytically

determined with reasonable accuracy. Infomation regarding the resonant
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characteristics of the transducer is also provided by the manufacturer.
Since this latter information is controlled by design, it remains fixed
for a given model of transducer within design tolerances.

The transducer should have a flat frequency response over the range
of frequencies in which quantitative data are desired. Semiconductor and
piezoelectric transducers capable of measuring a few pounds of force,
g's, or psi are readily available with fundamental resonant frequencies
in kHz. As the range of these instruments increases, this fundamental
resonant frequency also increases into the tens or hundreds of thousands
of Hz. These resonant frequencies are sufficiently high that, if care is
taken in transducer mounting, uniform frequency response over that range
in which a given structure possesses significant response can be
assured .

A lightly damped resonant transducer has essentially a zero phase
shift over the region where it has flat frequency response. This will be
illustrated shortly by analysis and can also be noted in some of the
experimentally derived transfer functions for pressure transducers which
were presented in Chapter IV.

The conclusion reached from the preceding paragraphs is that a
transducer which possesses flat frequency response and essentially zero
phase shift over some low frequency region ultimately becomes limited by
multiple resonances occuring at higher frequencies. The following two
cases will cover the various combination of occurrence of these multiple
resonances.

The initial case to be considered is the most common. This case
treats the situation where the first resonance limiting the transfer

function of the transducer is either the major resonance of the



transducer or its mount, In a properly designed and optimglly mounted
transducer, this first regonance could be associated with the
fundamental mode of the flexure. Higher resonances, of lesser mmplitude,
could be associated with higher modes of this flexure or modes
associated with the transducer housing. This first major resonance cauld
alsa be assaciated with the mouncing sdapter that couples the transducer
tc the environment. Resonances occurring at higher freguencies would
then be assaciated with both the transducer and the higher modes af this
mounting .

Figure ¥II.3 illustrates this initial case with the simplifying
assumption thet there are only two resonances of concern. 1f my is
associated with the transducer flexure, then o, can be associated with a
higher flexure, tramsducer housing, or mounting adspter maode. 1f my is
associated with the transducer adapter, then m; can be associated with a
flexure, transducer housing, or higher mounting adapter mode.

The system of Figure VIIL.J is described by two linear second order
differential equations having constant coefficients. One equation is
homogeneous, and the orher is not. Since the equations are linear,

solution forms

xy = aeft (v11.10)

Xy = Bejwc

are justified. The desired transfer function for analysis is M(F/kl),

Substitution of the preceding values of x) and Xy into these equatiecns,

along with cancellation of common factors and applicatien of Cramer':
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rule, produces the following results.

\/l‘I.N2 + IN2

|transfer function| =

RDZ + lDz
(VII.11)
" -1| (IN)RD) - (ID)RN)
phase angle = tan [m‘mmo‘ ik (m‘»([‘m] .

The following definitions permit computation of these results.
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Figure VII.3. Two degree of freedom linear damped system

Figure VII.4 plots the magnitude of the transfer function for the

situation m) = mg, Wpy = 3w, and £; =L, = 0.01. These are provided as
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reasonable values of parameters with which to investigate this initial
case. The Erequency scale in this plot is normalized to w,). Figure
VII1.S shows the phase lag between output and input on this same
frequency scale.

Each resonance, and the corresponding antiresonance, produces phase
shifts of 180 degrees. It is obvious that a transient with significant
frequency components on either side of a resonance is likely to be badly
distorted. This fact is further complicated by the fact that actual
systems may possess more than two significant resonances that must be
considered. Conservative practice dictates that such resounant
transducers can be relied upon to reproduce faithfully only those
transients whose frequency content is below the lowest major resonant
frequency. The important point is to locate this lowest major resonance.

It was stated that two cases could cover all combinations of
occurrence for multiple resonant frequencies which occur in transducers.
The second case considers onc or more minor resonances occurring lower
in frequency than that of the major resonance. An example of this
situation could occur ian a properly mounted transducer which has an
internal component with a vibrating frequency below the fundamental
resonance of the flexure. The system of Figure VII.3 can again describe
this sitvation if only two resonances are considered. Reasonable
parameters for investigating this situation are m = 10m,, Wy = g
and Cl = ;2 = 0.0l. Figures VII.6 and VII.7 show plots of the magnitude
of the transfer function and the phase lag versus frequency, with
frequency again normalized to w ;. It is interesting to note that this
minor resonance causes only a temporary, small perturbation in the phase

response.
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The next section will present design eriteria for optimizing the
instrumentation system. These criteria will depend upon knowing the
frequency of the major resonance of the transducer/mount zombination. A
conservative practice would be to treat any early-occurring minor
resonance as the lowest major resanance and base design criteria on it.
This practice could place unnecessary restrictions on the frequeacy
response of a measuring system. Criteria developed in the next section

also will discuss the question concerning what magnitude a minor

resonance, which occurs before the major resonance, must have before its

effect on the data has to be considered.

Summary and Conclusions

1. The inclusion of damping in transducers is only 2 limited solutian
to the problems associated with defining structural response in
severe [ransient environments.

2. The transduction techniques applicable te many of the measurement
problems of interest are piezoresistive (semiconductor) and
piezoelectric. Their unique properties are:

a. linearity over a wide range,

b. adequate electrical signal wagnitude, and

c, the ability to be integrated into high resonant frequency
systems to enhance the data separation problem illustrated in
Chapter V,

3. To permit consideration to be directed towards optimizing the
instrumentation system, two facts concerning the dynamic

characteristics of the measuring transducer must be known. They are
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the transducer's frequency response should be flat and, as a by~
praduct, its phase shift essentially zera over the fregquency
range of measurement interest, and
b. the lacation of the first major resonance of the

transducer /mount combination must be identified,
Criteria for assessing the importance of minor resonances nccurring
before the first major resonance, if they exist, will be develnped

in the next chapter.



CHAPTER VIII

INSTRUMENTATION SYSTEM CONSIDERATIONS FOR PROBLEM SOLUTION

This chapter deals exclusively with signal conditioning
cansiderations relating to the measucement of ghe dynamic
characteristics of structural systems. The objective is to provide a
practical solution to the problem associated with acquiring meaning ful
data when using resonant type measuring transducers to define structural
dynamics.

With a wide variety of signal conditioning modules and multiplexing
techniques available, as well ac differing requirements between data
users, optimizing instrument channel design is a significant challenge.
Emphasis in this chapter is ta assure that the transmission of a signal,
which defines the structure, is properly coaveved through the
instrumentation sysiem.

In Chapter V, filtering of the data on playback was proven tn be
partially successful in determining structural response. In Chapter VI,
it was demonstrated that inverse Fourier transforms or decamvolution
techniques were not appropriate alternative solutinns for this class of
problem. Other methods of problem solutiom can still be considered.

One approach might be to use a logarithmic signal conditioner with
antilogarithmic receiving or data reduction equipment. This technique
world compress the amplitude of the data before the data progressed
through the instrumentation channel. Unpredictably high signal
amplitudes, attributable to the resonant characteristics of the
measuring transducer, could more easily be accommodated. Greater gain
would be provided ta the lower amplitude portion of the signal defining
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che structural response or forcing function. This higher gain would
enhance the channel's signal tu noise ratio.

Previously, in this work, it hes been noted that most of the
measuring transducers being considered possess fundamental resonant
frequencies in the range above ten thousand Hz. Nonlinearities
attributable to the logarithmic signal conditioner would greatly
increase the frequency content of the signal being transmitted. The
amount of additional bandwith required, being unpredictable, would
depend both on the frequency content of the input signal as well as its
amplitude. 1f all of this information were known regarding the input
signal, the signal itself would be datermined. There would be no need ts
measure it. If a portion of this Frequency content were lost during data
transmission, the antilogarithmic receiver would intrnduce further
distortion. Compression of data by use of a nonlinear signal conditioner
thus is .ot a practical solution.

A second method which could be considered might involve automatic
gain control in the signal conditioner. Amplifier gain would be
frequently stepped to accommodate the output signal of the resonant
transducer. Such a tecanique could in theoryv keep the signal within a
predetermined linear range and also improve the signal to noise ratio of
the channel.

The wildly varyving signals illustrated in Chapter V indicate that
this method is alsy impractical. The signal would be lost during gain
changes, and these gain changes could not begin to keep up with the high
frequency oscillations present. In addition, a second channel of
information has to accompany each signal channel to provide information

'

about the current value of gain. From a communications standpoint, this



is undesirable since two channels of information must be transmitted to
define one. Loss of gain information renders both channels useless.

Including a filter at some point in the measuring system to
eliminate signal frequency components nonessential to structural
response then appears to be the best solution to the problem. Remaining
questions to be considered are:

1. Does additional justification for Ffiltering exist?

2. At what location in the measurement system is a filter

most effective?

3. Can criteria for Eilter selection be developed?
The first two questions will be discussed concurrently.

Based on experience and the analysis of the structural dynamicist,
an estimate can be made for each instrumented station of the structure
as to the magnitude of structural loading and response to expect. If
only this loading or response had to be considered, confidence factors
could be applied to each estimate and meaning ful channel calibration
levels fixed. It should be recalled, however, that these estimates do
not account for the superimposed resonant characteristics of the
measuring transducer. The data analyzed in Chapter V indicated that even
if these estimates were accurate the range of channel amplitude reguired
to handle the signals without distortion would have to be anywhere from
116 to 1000 percent higher than that predicted. This uncertainty,
coupled with other uncertainties in the initial estimate, make it highly
likely that the instrumentation channel will exceed its linear recording
iimirs.

Typically, a signal successively passes through a multiplexer,
sumning amplifier, transmitter, receiver, recorder, and varicus other
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amplifters belore separntion and demodulation of the subcarriera. When

1y of these devices is overdriven into ite nonlinear region, new

trequency componeuts are generated related to harmonics, auma,

dilterencen, and hi r arder croee products of the input {requencien,
In fact, the pumber of spuriaus frequency components which can be
ot ated i an averdriven (D-channel multiplex syrtem ie sn great that

the rosuls Ty watar backproud can be treated as wideband random

R

Mean i tnl chamnel calibrotion levels can be fiked only if the
cliect of the resonant characleristics of the transducer can be
. . "
clummatcd by placiog a lilter ab the tranadacer out pot . faagaive

tilters, thoae which nag only passive compontenta (resistors, capacitars,

and andoctnrs) o bave almost amlimited dynamic range. Acl ive™ filtere,

whiv b nse apepat ional mplifiers in conjunelion with resistors and

vapm o atars can he procured in premium qual ity where dynamic ronge
key importance, It i6 then possible ©n aelect a [ilter whose Pinear

Vange can aceomadate the sipnal expected and, by attenuating the

ondant characteristics ol the transducer, alen prevent the remainder
at the dnst rumentation channel from heing averdriven,

Anather justitication tor fittering, and for locatiog the filter
imned tately after the transducer outpot, is based on the economics of

mubtiplexing. In aecrosp; vehicles, mechanical ahock is a major canse

Tin this context, passive and active reler reapectively to the self-
neraling and aonsel f-penecrating response associated with
are THTC 0.
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i taiture for both vehicles and contained equipment . infommationg
concrrning shack is Lypically transaitted by means of a radio freguencv
data link. The basic communications concern, aside from the suppression
af smise on the channel to the extenl posdible, i8 (o transwit the

max imun gumber of simultaneous sigsals, Multiplexing peonits
simultaneaus aultiple transmission to accur over the radio {requency
Link, Usually, shoch infammation on acesapace vehiclea s fregquency
modulaved (EM) and thea transmitted as FM/FM telemetrv. A wider data
bandwidth is available neing FM/FM trausmission than with otlier double
multiplesing schemes .

The most oxteanive wark in standarization ot radio (elemetry bas
bren andertaken by the Inter-Range Instgumentation Geoup (JRIG) . The
TRIG specitications are created by, aml are mandatory at, the nat mal
teat ranges and are alsa used by NATO countries. Sinee these lacilities
ave the pradombmtl users of radia telomelry and assac abed cquipment |
the TRIC standarvds largely shape the practice in indastvy,

i treguency division multiplexing, cach data chanoel makes wee of
a weparate subeavrier naing a defined posicion and handwidth in the
medalat ton baseband of the RE carrier. Tws types of M subcavriar
Iormats ace usually used; the data bandwidth »f one tvpe (s proport ional
(o Lhe center [requency »f the subcarvier, while the bandwidth of the
wther type e constant, vegardless ol soubcarrier frequency.

Tables VIIL. 1 and VLIIT.11, taken [roem LRIG docunent 106 as revisvd
July 1975, decait the IRIC standard for FM subcarrier chamnels. The
fregquency ol the praportional bandwidth channels is deviated sither $7.9
or 215 percent aboul the center frequency. Deviations of less than 20
percenl are typically reguired in order ¢ maintain a lincar phase
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relationship and srill provide the necedsary amplitude attentuation when
bandpass (iltering the subcarrier channels before demndulation.

T advise the IK1G regarding the telemetry data users’ present and
future requirements, a representative group of dynamicifts was organized
under the Society nf Antomotive Engineers (SAE) in rhe summer nf 1965.
Subcommittee G-5.9 on Telemetry Requirements, under SAE Committee G-5 nn
Aernspace Shock and Vibrarion, was composed primarily of dynamicists who
use tolemerry for flight shock, wibration, and acoustic measurements.
Alsa included were consultants ta assist in defining joint dynemics~
telemetry problems. The needs described by this committee were
p“blishndso primarily because IRIG was updating its standards for the
aubcarrier channels. These needs indicated requirements for 20 tn 30
channels/flight af structural data with occasional requirements for 200
chaanels/ flight . The "normal" requirement for data handling freguency
capability was !0 to 2,000 Hz, with one "normal” requirement to 4,000
tiz. (ccasionally requirements extended to 5,000 to 10,000 Hz.

The specifications in Tables VITL1.I and VITI.II illustrare that the
curreat IRIG standards ful fill a significant portion of these frequency
bandwidth requirements. The maximum frequency response listed in the
tables is based on 2 deviation ratic of one. This deviation ratio is one-
half the channel deviation bandwidth divided by the cuteff frequency of
the discriminator output filter. The difference between a deviation
ratio nf five and a ratio of one represents a severe degradation
(approximately 11:1) in channel signal to noise ratio. This degradation

is caused by increased inrermodulation products between channels.



If an unfiltered rignal from a resonant transducer was telemetered,
these standard IR1G channel bandwidth asllotments would be inadequate by
more than an order of magnitude. By prefiltering the data, the data
frequency content is made compatible with the frequency response of the
subcarrier channels, and the available number of channels per radio
frequency link can be greatly increased.

It should be noted that all data emitced from an FM channel are
limited in frequency content by the subcarrier oscillator and its output
bandpass filter. If signal conditioning modules lacated before the
oscillator are overdriven, this fact can be "cosmetically" disguised due
to this frequency limitarion. Prefiltering the signal, if properly
per formed at the transducer output, eliminates this problem

An alternative to multiplexing a signal in the frequency domain is
to wultiplex it in the time domain. A technique such as pulse code
modulation (P7M) is one of the more common pulse modulation techniques
used to accomplish this time multiplexing. 4n advantage of PCM for
recording transient signals, depending on bit word rize, can be its wide
dynamic range. Whether multiplexing in the time domain or simply time
sampling an analog signal for subsequent digital analysis, filtering of
the signal typically occurs.

Shannon's theorem?} srates that if the Fourier transform of a given
signal exists and ir band limited to some highest frequency spectral
component , samples of the signal determined at uniform intervals and
taken at a rate of twice thir frequency component uniquely determine the
signal and permit its reconstruction without distortion. Signals

encountered in real physical systems typically contain an infinite band
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Propnrtinnal-Bandwidth FM Subcarrier Channels

Table VIII.1

47.5% CHANNELS

Lower Upper Naminal i
Center Deviati Pevialit Frequency Rise Frequency Rise
Frequencies Linit* Limit* Response Time Response** Time®*
Channc) (Hz) [1113) {Hz} (Hz) tms} {Hzy* {ms}
I 400 70 430 6 S8 30 17
2 560 518 602 8 42 42 433
3 130 675 785 1 32 55 6.40
4 960 886 1.032 14 42 72 4.86
5 1.300 1,202 £,398 20 18 98 3.60
6 1.700 1.572 1828 25 14 128 2.74
? 2,300 2,127 2,473 35 10 173 2.03
8 3,000 2,775 3,225 45 78 225 1.56
L 3.900 3.607 4,193 59 6.0 293 1.20
1o 5,400 4,995 5.80% 81 4.3 405 864
" 1.350 6,799 7.901 1o 32 551 635
{2 $0.500 9,741 11,288 160 2.2 788 444
Y] 14,500 13412 15.588 220 [K.] 1,088 322
See Sec. 34
14 22,000 20.350 23,650 330 1.1 1,650 212
15 30.000 27,750 32,250 450 74 2,250 156
16 40.000 37.000 43,000 600 Kl 3.000 117
17 52,500 48.562 56,438 790 44 3.938 089
18 70,000 641,750 75.250 1050 33 5250 067
19 93.000 46.025 99.975 1395 25 6,975 .050
See Sec. 3-5
0 124,000 114,700 133300 1860 19 9,300 .038
2 165.000 152624 172375 2475 .14 12,375 .029
£15% CHANNELS®*>
A 22,000 18.700 25,300 660 53 3.330 106
B 30.000 15500 34,500 900 .39 4,500 078
C 40.000 34,000 46.000 1200 29 6,000 .058
D 52.500 44,625 60.375 1578 2 7875 044
E 70.000 59.500 80,500 2100 17 10,500 .033
F 93.000 79.8650 106,950 2790 13 13,950 025
G 124.000 105,400 142,600 3710 .09 18,600 o018
H 165.000 140.250 159,750 4950 .07 24.750 014

* Hounded aff to nearest Hz.

*% The indicated maximum data feequency respanse and minimum rise time is hased upon
the the maximum thecretical response that can be abtained in a bandwidth between the

upper and lower frequency timits gpecified for the channels. (See Chapter 3, Sec. 1l and
referenced discussion in Appendix B for determining possible accuracy versus response

wadeaffs.)

+** Chanaels A thraugh Il may be uscd by omitting adjacent lertered and numbered
charinels, Channels 13 and A may be used together with some increase in adjacent

channel incerfeeence.



Table VIII.II

Constant-Bandwidth FM Subcarrier Channels

A CHANNELS

Deviation

limits = £2 KHz

Nominal frequency
response = 0.4 KHz

Maximum frequency
response = 2 KHz*

B CHANNELS

Deviation

linits = +4 KHz
Nomiinal frequency

response = 0.8 KHz
Maximum frequency
iesponse = 4 KHz*

C CHANNELS

Deviation
limits = 8 KHz
Nominal frequency
response= 1.6 KMz
Maxitnum frequency
risponse = 8 KHz

Center Center Center
Frequency Frequency * Frequency
Channed (KH2) Channei (KHz) Channel (KHz)

1A 16

2A p2)

REY 32 3B 32 iC 32
4A 40

5A 48 58 48

6A 56

7A 64 7B 64 7C 64
8A 72

9\ 80 9B 80

10A 48
A R 1B 96 11C 96
127 104

13A 112 138 112

144 120

15A 28 158 128 15C 128
16A 136

17A 144 178 144

tHA 152

19A 160 198 160 19C 160
20A 168

LA 176 21B {76

*The indicated maximum frequency is hased upan the maximum theoretical respanse that

d in a bandwidth between d

timits

ified for the channel. (See

can be obtai
D

A
in Apr

dix B for ining practical accuracy versus respunse tradeoffs.)

of frequencies. To account for this fact, terminology might be madified

to state that the given signal must be bandlimited to some highest

spectral component of significant amplitude. In the present context,
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this highest spectral cumponent would be based un the maximum frequency
to which the structure possesses significant response. Filtering musat
occur to assure that no significant noise components are included above
this highest spectral component. If sample rates were based omn the
frequency response of the structure, and the signal was not prefiltered
to eliminate the high frequency resonant characteristics of the
transducer, these resonant characteristics would overlap or alias the
structural data in the frequency domain. The effect of this aliasing
would be to create errors in the recorded dignal. A detailed discussion
un aliasing or folding can be found in any standard text un
communication theory or digital signal processing.

When time division multiplexing is used, the signal must be
filtered before going tu the multiplexer, as demvnstrated in the
preceding discussion. As indicated previously, locating this analog
filter at the transducer output alse prevents the signal conditivner in
front »f the multiplexer from being overdriven.

It is interesting to note that all structural dynamics data are
filtered either during recording or analysis. The question being dealt
with is where in the instrumentation system is the optimum position for
performing this filtering. The following argument adds conclusive
credibility to the selection of the transducer - ytput as the most
desirable location for this filtering.

Any received signal should readily be distinguishable from its
noise background. Every physical transmission path will attennate a
signal by an amount that increases with path length. This last statement

is true whether or not the transmission path is a radio frequency link

or wire cable.



A potential solution to this prablem would be tn raise the signal
te such a high tevel that it cannot be distorted by noise. 1f the signal
is Eiltered before passing through any signal conditioner, the first
stage of the signal conditianer can provide the gain necessary to
achieve this high signal level. If the unfiltered signal from the
transducer had to pass through this first stage of the signal
conditioning, the gain of this stage would have te remain low tn keep it
from being overdriven. Amplification wauld then have to be provided in
subsequent signal conditioning modules after filtering had occurred. If
amplificatian is to be provided, the optimm locatinn is im the initial
signal conditioning module. This requires immediate filtering at the
transducer output. Justification of the impartance of the first stage
gain in influencing an instrumentation channel's signal to noise ratio
follows.

The s noise and signal are amplified by the same amwount in
passing through the various gain stages of an iastrumentation system. A
constant signal to noise ratio is impossible to maintain, and it
progressively attenuates in passing through a system. Among other
devices, transistars and resistors attenuate this signal ta noise ratin
through the additinn of shot and thermal noise.

The nnise figure (F) defines signal to noise ratio at the system

input to che system output:

(s,
F= [STN), . (VI11.1)
AY
The available pawer gain (G) of an arbitrary linear network is:
So
G == ) (VIII.2)
Sl
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which is a ratio of signal output power to signal input power. It is
possible te detemmine the overall noise figure F of two successive

stages of gain with respective Fl' Gy and Fy, Gy. Results are:32

-1

(VI11.3)

Additimnal stages of gain modify the preceding equatinn but not its
canclusion. A high value for G;» the gain of the first stage of the
signal conditinning, maximizes the system signal to noise ratin.

Previously it had been concluded that if the instrumentatinn
channel can be nperated within its linear range, and if the portinn nf
the signal containing structural data is distinguishable from channel
background noise, transient loads to, and responses nf, structures can
be determined through data separation (filtering) in the Erequency
damain. This chapter has demonstrated that the optimum locatien far this
filtering is at the transducer output because of the following reasons:

1. It reduces the tendency for subsequent signal components to be

averdriven and distort the transient signal.

2. It enchances the signal to noise ratin.

3. It minimizes the frequency spectrum occupied by the data being

transmitted.

4, It increases the effectiveness with which the information

capacity of the instrimention system is utilized.

The assumption that the transducer and the analog filter remain
linear was inherent in all of the previous considerations. Justification
Eor this assumption was based on the fact that both of these devices can
be acquired with linear dynamic ranges many times that of the remainder

of the instrumentation system. If additional bandwidth is available, it



is always desirable to verify this linearity assumption through
concurrent recording of the unfiltered transducer output. In actual
measurement situations involving large numbers of channels, this
bandwidth usually is not available.

A final consideration, before developing criteria for filter
selection, concerns the ease with which transducers using piezoresistive
(semiconductor) and piezoelectric technology can be interfaced to
filters. Piezoresistive transducers possess low impedance outputs (less
than 1000 ohms) and can be readily interfaced ro filter circuits.
Piezoelectric devices possess very high impedance autputs, typically 109
ta 1012 ohms, and the ease with which they can be inter faced is not sn
apparent. The inclusion of a field effect transistor within the
piezoelectric transducer transforms the high impedance device inte nne
with low impedance output while still maintaining an instrument with
wide dynamic range. Filtering can then be introduced before subseguent
stages of gain. For applications where piezoelectric transducers
inter face into charge amplifiers, passive components can be inserted
between the transducer and the first stage charge converter of the
amplifier to design filtering into the circuit.

Criteria for the selection of filters to be used in performing
structural dynamics measurements will now be developed. The subject of
signal filtering is interesting in that, while it appears to be simple
in concept and easily understood qualitatively, its application to
signal processing systems requires a sophisticated appreciation of such
disciplines as Fourier spectrum analysis, information theory, and the
time-dauain characteristics of complex networks. For the purpose of

definition, & filter will be considered to be any component of the
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measuring system having both input and output terminale. This definitian
emphasizes the fact that filtering can enter the instrumentation system
in locations other than that dedired. Any transmission line, attenuator,
amplitier, or ather aignal transmissinn element acts as a filrer.

Attention will be focused on low-pass filters since they possess
the desired praperty of passing infnrmation regarding the low frequency
response modes of a structure while attenuating the high frequency
resanant characteristics of the measuring transducer. Every filter will
have assaciated with it a transfer function (H(jw}) which is a complex
quantity. For actual [ilters, the cutoff frequeucy will be defined as
that frequency at which the response |H(jw)| is attennated -3dB. The
roll aff rate of an actual filter is the assymptotic slope of |(H{juw)!
abave the cutoff frequency. The roll off rate is usually expressed in
dB/actave.

Filters can be classified as being either analng or digital, lumped
parameter or distributed parameter, and active or passive. This
discussion will be coucerned only with analog lLumped parameter filters
af either the active or passive type. The decision as to whether to use
active or passive filtering in a given applicatinn can be based upon
several differentr considerations. Advantages to be found in passive
filtering are very low noise, no power supply requirements, and
practically no signal amplitude limitacions. Advantages to be found in
active filtering are no bulky inductors, ro insertion losses {power gain
is available), no impedance matching prablems, and low susceptibility to
magnetic fields,

Whether utilizing active or passive filrers, filter selection

involves conflicting requirements. Communications engineers, being very



aware of aliasing problems when time division multiplexing, tend to
specify filters with steep roll offs. Filters with steep roll offs
possess the most nonlin.ar phase-frequency characteristics and can
severely distort transient signals. Measurement engineers, being very
aware of the requirement for linear phase response when recording
transients, usually specify linear phase filters when recording this
type of signal. Linear phase filters possess the slowest roll offs and
are therefore the least desirable based on aliasing considerations.
Neither criterion is optimum.

The following discussion centers around all pole filters. These are
~nes which possess no finite zeros in their transfer Ffunction. The
relatinnship between filter input and output voltage in the s plane can

be represented as:

e
out _ 1

T 7 T . (VII1.4)
in

where F(s) is a polynominal in s which is usually factored intn first
and second order sections. The s plane is a two-dimensional set of
coordinates where variables which take on complex as well as real values
are plotted. A filter described by a sixth order polynomial (six-pole
filter) can be fabricated by cascading three second order sections.
Hurwicz polynominals are those which possess no right half plane nor
multiple jw zeros. For a filter to be realizable, F(s) must fir this
category of polynomial.

Some of the more common low pass, all pole filters of interest
include Butterworth, 0.1dB Chebyshev, and Bessel. In the frequency
domain the Butterworth filter provides a waximally flat approximation of
the magnitude of an ideal filter (described in the next paragraph). Its
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form, normalized sn that w = | corresponds tn its cutoff frequency, is:
2 Sny -
ool = (1.0,™)! (v1I1.5)

wiore n is the order of the filter. The realizable poles of transmissjon
are on a semicircle in the left hand s plane. The Chebyshev filter is

one in which the error of approximsting the flat magnitude of the ideal
{ilter is distributed through the psstaband in an oacillating manner. lts

form is:

It - [x re? c? m]" (VIIL.5)

where ¢ <1 i{s a real canstant which determines the magnitude of the
ripple, @ = 1 is the cutnff frequency, and
-1
C = cos (n COoS J 0sgy<l
w
(V1I11.7)
-1
Cc = cosh(n cosh ) w>1 .
0 @
The filter order is represented by n. The Chebyshev filter produces a
sharper "knee" in the freguency domain than does the Butterwnrth Eilter.
Its realizable poles of transmission are on an ellipse in the left hand
s plane. The Bessel filter is characterized by a constantly increasing
phase error with frequency. The phase error is very small, however, for
frequencies below the filter cutoff frequency. This type of filter
places all the constraints on phase linearity at zero frequency. The
Bessel polynomial approximates the ideal normalized function e”S.

An ideal low pass filter would have a transfer function

H, (ju) = ke 38T lul <,

(V111.8)
Hi(jw) =0 lw >"”c
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where K and T are constants. Such a filter would uniformly pams alt
frequencies up to R with only a linear phase shift or an equivalent
constant time delay T. The ideal filter is not physically realizable
since an inverse Fourier transform of ita transfer function indicates an
impulse response atarting before time zero. It does, however, provide a
standard against which to compare actual filters.

The esrablishment of optimum filter criteria depends upon the type
of analysis to be performed on the resultant signal. The data must be
analyzed as resulting pither from a deterministic or nonderemministic
(random) process, Deterministic data are those which can be described by
an exact or explicit mathemarical relationship. Nondeterministic data
are random in character and must be described in terms of probability
statements and statistical averages; Reference 53 is an excellent text
covering random data and may be consulted for the definition of any
standard terminology in the following discussion which proves
wnfamiliar.

An example of a random forcing function ‘can be found in an impact
wrench exciring a2 structure with an irregular sequence of transients.
The practicality of most situations involves treating the data acquired
in such randam enviromments as being stationary (statistically time
invariant).

Perhaps the single most important characteristic of stationary
random data is its power spectral density functicn. This function
defines the frequency composition of the data, For linear physical
eystems, the output power spectrum is equal to the input power spectrum
multiplied by the square of the magnitude of the system transfer

function, i.e.,
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S u) = e s, w . (VII1.9)

Thus, power spectra measnrements can vield informatisn concerning the
dvnamic characteristics of the system. The total area under the power
speetrum curve is equal to the mean square power. The mean square value
»f the data in any frequency range of concern is determined by the area
under the power spectrum bonnded by the limits of that Erequency range.
For deterministic data, the relationship between input and output

far a linear system is:
Ofjw} = Hjw) Hjuw) , (viII.l1o)

vhere 0(je) is the Fonrier transform of the system output and I{jw) is
the Fourier transform of the system input. Recall that multiplication in
the frequency domain corresponds to convolution of the system input with
the system impulse response in the time domain. Note that H(jw) must be
nonzero over the entire frequency range of interest to have frequency
compsnents present in the input represented in the output.

Based on the preceding discussion, and using the ideal low pass
filter for a standard, error equationas can be established for filters
over the data frequency range of interest. For a nondeterminietic

process the magnitude o the power spectrum error is:
. -
[EpwH = [, G - Gl . (VIII.11)

For a deterministic process, the magnitude of the Fourier spectrum error
is:

]Ef(jm)|= [Ha(jw) - H, (wl . (VIII.12)

H,(jo) is the transfer function of an actual filter, while H; CGed



remains the transfer function of the ideal low pass filter. These
equations illustrate that for a deterministic process, distortion of the
output can be attributed to both smplitude response deviation from
flatnesc and phase response deviation from linearity. For a
nondetemministic process, phase nonlinearities do not contributed to the
error, as verified by Eq. (VIIL.1l1) which shows this error to be
dependent on the difference betwren two real numbers.

4n additional ervor calculation can intercompare low pass filters
based on their roll off rate above the data frequency range of interest.
If white noise is assumed at the input of a linear filter, with noise

spectral density NO/Z, the output noise power is:

(Nolz)/ R Gola . (VIII.13)

Using this equation, the noise power from an ideal filter of bandwidth B

and unity amplitude gain is:
N B (VIII.14)
o

The noise equivalent bandwidth of an actual filter is then:

B-/ ’Ha(J'W)lz at. (viII1.15)
o

This computation is essentially equivalent to replacing the actual
filter by an equivalent ideal low pass filter of bandwidth B. The outpnt
noise power is proportional to the bandwidth. Thus, for two filters
introducing equal errors over the low pass data frequency range of
interest, the one with the lowest noise equivalent bandwidth is
preferred.

With these error criteria established, the remaining consideration
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is to translate the discussion, theory, and results of this and
preceding chapters into nome practicsl design guidelines. The firac
requirement is to identify the frequency location of the major resonance
af the transducer/meunt combination. It will be shown that the filcer
selected must provide attenuation of at least 68 dB by this major
resanance.

Two different approaches can be used to justify this 68 dB
attenuation figure. The data spectra analyzed in Chapter V were selected
as being representative of those encountered in applying resonant type
transducers to define structural response and loading. These data
identified a worst case ratio between amplitude of response at the major
resonant frequency of the measuring transducer and amplitude of response
aver the structure's frequency range of interest to be 10:1. In Chapter
V1, it was concluded that the maximum accuracy to be expected when
acquiring measurements to define structural dynamics was three to five
percent. It was also suggested in Chapter VI that digitization precision
greater tham eight bits, excluding sign, was excessive for structural
data. In order to prevent aliasing errors attributable to signal output
at the major resonant frequency from degrading system accuracy by more
than one count (one part in 256), and considering the 10:1 worst case
response ratia, chanpel amplitude response must be attenvated to less
than 1/25580 its dc value at this major resonant frequency. This isg
equivalent to at least 68 dB attenuation.

A secound approach to justifying this 68 dB attenuation criteria
considers the expressed needs of the structural dynamicist as presented
in Reference 50. For stationary nondeterministic data, these neeis were

for a dynamic signal range of 31 to 41 dB, For this type of data,



dynamic signal range was defined to be:

DR = 20 log (2%, /v, ) . (VILI.16)

This equation defines 2x; as the bandedge to bandedge data amplitude and
g, 48 the ms white noise value. The expressed n(?eds of the dynamicist
for transient data, possessing less than 2 kHz Er‘equency content , were
for 20 to 42 dB dynamic range. If a transieht possessed frequency

content above 2 kHz, these dynamic range requirements were increased to

26 to 54 dB. For transient data, dynamic signal range was defined as:

DR = 20 log (ZMxp/uy) . (VIIL.17)

vhere x, is the anticipated signal peak and M is a channel calibration
safety factor. Providing 68 dB or more attenuation at the transducer
major resanznt frequency allots up to 20 «B to account for the 10:1
worst case response ratio, with a minimum of 48 dB to attenuate the
remaining transducer resonant response below the structural dynamics
data. This degree of attenuation appears compatible with the previous
expressed dynamic signal range requirements.

Two computer programs were developed to determine the suitability
of various filters for incorporation into instrumentation systems
intended to provide measurement definition of structural dynamics. One
program considered the situation where the recorded signal is treated as
nondeterministic data. A second program considered the situation where
the recorded signal is treated as deterministic data, The earlier
mentioned Butterworth, 0.1 dB Chebyshev, and Bessel low pass filters
were evaluated with 2, 4, 6, and 8 poles apiece. The effect of minor

resonances at 0.2, 0.4, 0.6 and 0.8 of the frequency (FN) of the major
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resonance of the transducer/mount combination was investigated.

Requirements for a useable frequency range from zero hertz extending to

discrete values berween 0.002 and 0.3 FN were considered.

Appendices b and E contain the results of this evaluation in

tabular form. Included in the appendices are examples which indicate how

these tables might be used.

The comsuter program, which treats the situation where the

resulting signal is nondeterminigtic performs the following calculations

for each filter.

1.

Locate, through an iteration proceas, the ratio of the maximum
fitzer cutoff (-3 4B) frequency to FR which will exactly
produce 68 dB atrenuation at FN.

lLocate those frequency ranges extending up Lo between 0.002 and
0.3 FN which possess an error in [A(jw){? of less than five
percent. This errur is that between an actual filter with the
cutoff frequency of step I and the ideal low pass filter.

For each frequency range located in step 2, iterate the filter
cutoff frequency until the maximum error in fH(jw)Iz is exactly
five percent. Identify this cutoff frequency and calculate the
filter noise equivalent bandwith.

Normalize the computed value of noise equivalent bandwidth to
the maximum value obtained for any of the filters evaluated.
Evaluate the effect of minor resonances at 0.2, 0.4, 0.6 and
0.8 FN. If the filter possesses more than 68 dB attenuakion at
a minor resonance, its effects are ignored. 1f the attenuation
is between 4B and 68 dB, compute the maximum ratio of the

zmplitude of the minor resonance to the amplitude of the major



resonance for which the minor resonance can be ignored. If the
attenuation ia less than 48 dB, treat amy minor resonance

occurring as the major resonence and redesign around it.

The second program, which considers the situstion where the

resulting signal is deterministic, performs the following calculations

for each filter.

5.

6.

Same as step 1 of nondeterministic data program.

Identify the filter initial phase-frequency slope.

Locate those frequency ranges extending up to becween 0.0302 and
0.3 FN which poassess both an error in lH(jw)l of less than five
percent and a phase nonlinearity of less than five degrees
referenced to the initial phase slope. This error is that
between an actnal filter with the cutoff frequency of step 1
and the ideal low pass FEilter.

For each frequency range located in step 2, iterate the filter
cutaff frequency until either the maximum error in |H(jw)l is
exactly five percent or the phase nonlinearity is exactly five
degrees.

Same as step & of nondeterministic data program.

Same as step 5 of nondetemministic data program.

Results of the preceeding programs indicate that for

nondetevministic data the 0.1 dB Chebyshev filter is preferred. Appendix

D permits determination of the amount of compromise involved in applying

a filter other than the optimum selection from the tables. For

deterministic data, program results indicate the Butterworth filter is

preferred. This last conclusion may be somewhat surprising to those

expecting the linear phase Bessel filter to be optimm for deterministic
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data. For Bessel and Butterworth filters with identical cutoff
frequencies and the same number of poles, the Bessel filter produces
only amplitude distortion while approaching its cutoff frequency, while
the Butterworth filter produces distortion in both amplitude and phase.
The point to keep in mind for the class of problems considered, however,
is that in the band of frequencies between the highest frequency to
which the structure significantly responda and the resonant
charactecistics of the transducer there is very little or essentially no
signal response. Neither nonlinear phase nor amplitude attentuation
accurring aver this frequency band will distort the data of interest.
The reputation for poor transient response associated with a Butterworth
filter is based on published data regarding its step response
characteristics. The frequency requirements for recording structural
data are considerably different from frequency requirements for
reproducing a step response. The Butterworth filter, based on both its
ability to better truncate the high frequency resonant modes and its
lower noise equivalent bandwidth, is then superior if its cutoff
frequency is carefully located. Similar to Appendix D, Appendix E
permits determination of the amount of compromise involved in slternate

filter selection.

Summary and Conclusions
1. Instrumentation channels intended to measure structural
dynamics require the inclusion of filtering between the
measuring transducer output and the input of the first stage
gain of the signal conditioning. This filtering accomplishes

several purposes:



a. 1t reduces the tendency for subsequent signal conditioning
components to be overdriven and diatort the transient
sigpal .

b. It enhances the data signal to noise ratio.

¢. Tt minimizes the frequency spectrum occupied by the data
beijng transmitted.

d. It increases the effectiveness with which fne information
capacity of the instrumentation system is utilized.

Filter selection for measuring structural dynamics should not

be dictated solely by antialiasing requirements (steep roll off

of the filter) nor by transient reproduction requirements

(linear phase) but rather by a compromise between the two

considerations. The noise minimization capabilities of a filter

should be also considered. The Chebyshev filter, with 0.1 dB
ripple in its pass band, is an effective filter for
nondeterministic structural dynamics data. The Sutt=rworth
filter, with its cutoff frequency judiciously sclected, is an
effective filter for deterministic structural dynamics data.

Appendices D and E contain tabular data to optimize this filter

selection process.
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CHAPTER IX

GENERAL SUMMARY AND CONCLUSION

This work has demonatrated that seasuring the dynamic
characteristics of structural systems presents a significant challenge
to the engineer. In severe enviromments, the structural loadirg was
observed to be impulsive in nature, characterized by discontinuities,
and complicated by reflections. The structure's material response to
these environments included discontinuites in particle velocities with
corresponding eudden acceleration impulses. Test records illustrated
that signals fram resonant transducers attempting to measure structural
loading and response became both distorted and analytically
anpredictable because of multiple peaks in the transducer's transfer
function, These test records also showed that erroneous data could
appear to be valid if the transfer characteristics of the
inatrumentation obscured the presence of distortion in the transducer's
output .

While signal distortion has been noted in previous studies, the
analytic unpredictability of signal mmplitudes has nut been previously
treated. Attempts by previous researchers to correct distortion in the
signal from resonant transducers have been dependent on one of two
assumptions, i.e.,

1. an adequate experimental characterization of the dynamic

response of the measuring transducer is available, or

2. an adequate characterization of the transducer by a linear

second order constant coefficient differential equation.

203



204

T sointion technique advocated by these researchers has been to
pet tarm the inverae sprration on the measuring traasducer's cransfer
function.

The present work has demonstrated that the assumptions of the
carlicr researchers were both not necessary and not practical when
measaring structural dvnamics. It has been shown that calibration
Limitations in the national system of standards prevent the transfer
functinn of the measuring transducers frum being completely
characterized. In addition, the transducer's transfer function can be
mod ified by the technique used to interface it to its stimulus and, wver
certain frequency ranges, the stimulus being measured can be modified by
the presence of the transducer.

Even though measarement difficulties encountered vhen using
resonant transducers are not generally treatable by thez inverse
oprrations advocated by the previous researchers, procedures are
described in this work which can be applied on a frequency selective
basis to acquire valid data. These prucedures necessitate analug
filtering of the measuring transducer's signal. The optimum location Eur
this filtering has been identified tv be between the measuring
transducer and the first stage gain of the signal conditivner. Filter
design criteria have been developed to effect a compromise between
antialiasing requirements (steep roll off of the filter) and transient
reproduction requirements (linear phase) in signal recording. These
criteria have considered whether the recorded data is treated as
resulting from ~ither a deterministic or nondeterministic (random)
process. The criteria have been applied to the Bessel, Butterworth, and

0.1 dB Chebyshev filters of two, four, six, and eight pole design



resulting in the filter selection tables and the application sxamples
presenced in Appendices D and E.

In any stroctural testing, particularly in the adverse cavironments
which have been considered, there is always some putential for
measurement error. The results of the present work, however, should
signi€icantly increase the likelibnod of the atructural dynamicist
receiving valid data against which to compare v.s .« alytical model and
generate test specifications. The design criteria ¢ Appendices D and E
are presently being applied by the agency which sponsored this research
and have been found to be convenient to use and practical to implement
in structural testing.

Additional productive research on this subject might involve
applying the selection criteria developed in Chapter VIII to other
filter types with differing numbers of poles from these considered in
Appendices D and E. The most productive research, however, would be
directed towards improving the capabilityv to dynamically characterize
the measuring transducers. As noted in Chapter VI, the system of
standards for dynamic force and pressure transducers is almost
nonexistent.

Generally, the individual topics of stress wave propagation,
structural dynamics, modal analysis digital signal processing,
communication theory, and electrical Eilter theory are not commonly
viewed as mutually related engineering disciplines. Solution of the
problem introduced in this study has demonstrated, however, that all
these disciplines must be applied if valid structural measurements are

to be acquired. S
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APPENDIX A

MEASUREMENT TECHNIQUES FOR STUDYING WAVE PROPAGATION

Investigation of the wave propagation problem, i.e., providing
definition of either material response or the pressure front associated
with a blast wave, requires measuring transducers which are
characterized in terms of their own wave propagation properties.
Examples of some of the transduces types applied in wave propagation
studies are discussed below.

Shock wave propagation can be investigated by using the electrical
response of shock loaded solids. These shock waves can depnle
ferroe’ actrics, demagnetize ferromagnets, cause resistivity changes in
metals, and generate currents in piezoelectric materials.

In the "Sandia quartz gage" a proportionality is established
between the instantaneous short circuit current output of an X-cur
gquartz disk and the instantaneous stress at the interface between the
specimen and the gage. The gage is designed with a large diamerer to
thickness ratio to maintain its electroded center portion {working area)
in a condition of one-dimensional strain and a peripheral guard ring is
provided to avoid electrical fringe distortion. Measurpments are
acquired over that portion of the shock loaded disk where both
mechanical and electrical fields are one~dimensional. This gage records
stress pulses to more than 25 kilobars with typical recording durations
of one to four microseconds.

Equations governing the operation of the quartz gage follow,3
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=
"

piezoelectric constanr of quartz
P = constant pressure during passage of wave thraugh gage

working area of the circular disk

»
n

q = charge
¢ = dilational wave velocity which is constant for X~cut quartz at
5.72 mm/microsecond
t = thickness of the quartz disk
s = distance dilational wave has propagated into the quartz disk =
ct at time t;
then:
q = KPA
q = KPAs/h {at cime t)
dq = KPAcdt/h

and the shoart circuit current is:
i = KPAc/h for O< t € h/c . (A.1)

This current is tvpically measured through a 50 ohm resistor.

The rise time of the pressure front in a reflected blast wave can
be measured by devices such as pressure bars. If a long, slender,
homngeneons, elastic rod experiences a pressure transient at sne end,
elementary bar theory states that a corresponding compressive stress
pulse will be transmitted down the rod without dispersion. If the rod's
front surface is loaded by a very low acoustic impedance medimm such as
a gas and its rear surface is bounded by a medium of insignificant
acnustic impedance such as a low density encapsulating foam, the front

surface will remain in equilibrium with the enviromment. A piezoelectric



crystal, whose transit time is short compared to the rise time of the
pressure front, can be attached to the rod's front surface 1f the
crystal’s acoustic impedance is matched to that of the rod, the crystal
can produce an electrical rignal to define the leading edge ;f the
pressure wave front. The signal is valid until dispersien in the rod
begine to deteriorate pressure b;r per formance.

The requirement for matching the acoustic impedance (Z) of the rod
and crystal will be presented. let Oy be a compressive stress wave
propagating in a rod of material A, op 2 compressive stress wave
generated at the interface of materials A and B attributable to A
reaching this point, and OA/B the magnitude of the reflected stress
relative to the incident stress in material A. Assume that Zp > 2y
Figure A.1 illustrates this situation.

Continuity of stress and particle velocity (V) at this interface
requires that

U‘A + GA/B = aB
and Va - VarB = Ve
Defining Z = o/V and substituting in the second of these equations

yields:

94/ - Onyp/Zp = /iy

Solving for Oa/B in the previous equation and substituting inte the
first equation yields an identity for oy as:

20
o, = A (a.2)

B iT 2 .
( Ly ZB)
Thus, if the acoustic impedance of the crystal matches that of the bar

the transmitted stress oy is the same as the incident stress o, and no
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reflections accur at the interface, A thin quartz crystal on the front
surface of an aluminum rod is an example of an ijmpedance match.

This discussion concerning the application of transducers capable
of monitoring wave propagation problems considered the wave propagation
characteristics of the transducers themselves. Similarly, in coasidering
the applicarion of transducers to structural response problems, it wil?

be necessary to consider the structural characteristics of these

devices.

‘ Material A with zA Al, Material B with zB i

a, Before stress wave interacts
i with material B

After stress wave interacts
Ty %asp OB with material B

Figure A,1. Stress wave reflection at interface for ZB > 2y
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APPENDIX B

TRANFUNC

The determination of a transfer fuaction for a physical system is
sometimes accomplished by evaluating the response of the system to a
step excitation. A simple numerical method for transforming the time
domain response to a step excitation to a corresponding frequency domain
transfor function has been described by D.a-."59y.3a This method is used in
computer code TRANFUNC.

Tne analysis technigue used by TRANFUNC is particularly applicable
to any resonant transducer whose starting transient response approaches
its steady state step response in an oscillatory manner. In shack tube
testing of pressure transducers, the step excitation cannot generally be
maintained for a time period long enough for a transdncer to achieve its
steadv state response. The computer code accounts for the fact that the
specific step response is known enly for some initial time interval.

The following equations summarize the analysis per formed by the
computer code. In this development, r{t) is the physical system step
response, g{t) is an approximation of r(t) by straight line segments,
n{t) is the wnit step function, and G(jw) the Fourier transform of g(t).

Assume that an analog signal r{t) is sampled, resulting in ¥i» ¥2»

Ly ynpts at time £y, ty, ..., tnpts- The slope of the line joining the

n and n+l point is:

which permits the smooth function r(t) to be approximated by a function

comprised of straight line segments so that:



npts-1

£} ~ Rt) = Z [ma-ep =y Jlue-ty-ue-t ]

n=}

After adding a step function at t = tgpeq of amplitude A such chat A

represents the steady state amplitude averasged over the oscillatinng,

this approximation becomes:

npts-1 npts~1
) = E mn(t - tn) ult - t") - mn(l - tnﬂ} uft - tn“)
n=} n=1
npts-1 npts-1
- E y"u(t~lnﬂ) + E y“u(t-ln)AAu(t-tnms) .
n=i n=1

Urilization of the time shift and time differentiation theorems3? a5

they apply to Fourier transform theory yields:

npts~1 e-gcln npts-1 e-].‘tnﬂ npts~1 'j';tn4-}
Glial - o 5 - m - - ¥ —
Z () Z (o) Z nod
n<l n=1 n=1
. -t "
npts~1 . n . Jmnpts
z < A . .
4 Yo T + ™ (1. %)
n=1
4

The Fourier transform of the step excitation is A/jw. Knowledge of this

trans torm, along with G(jau) of the approximate physical system response,

allows transfer function determinatinn.

216



Investigation of the effect of truncation of r{rt} an the transfer
function computed by TRANFUNC was per forned 38 by truncating the
synthesized oscillatory response of an ideal lightly damped Secnnd nrder
system of known transfer function to a mmit step input after it had
decayed to within ten percent of a steady state value. Figures B.1 and
B.Z from Reference 38 illustrate input teo the program and the erroar in
the resultant transfer function attribatable to truncation. A nnise frere
signal is assumed, and a very high digitization rate iy utilized tn
minimize errors attributable to other sources. The magnitude nf error
described in Figure B.2 is representative of the magnitude nf errar
contained in Figures IV.15 and 1V.17. Frequencies at which errors nccur

are scaled by the ratios of the resonant frequencies,
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Figure B.l. Truncatisn ~f lightly damped nscillator vesponse within
ten percent n»f unit step input
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APPENDIX C

CONSIDERATION OF A FLUSH MOUNTED CIRCULAR DIAPHRAGM
PRESSUKE TRANSDUCER AS AN IDEAL INTEGRATOR

Assame T

t. the transducer is a linear system, and

2. the circular transducer diaphragm behaves a« an ideal
integratar. Let sin 20/X{(x -~ ct) be a right traveling pressure wave
superimpsscd on top of sowe positive bias pressore b, (7 a linear

svstem, the effect of P, can be ignnred) where:

¢ = velacity of propagatisn (inches/second),
t = time,
x = spatial variable, and

X = wavelength (inches).

Statinon the pressure transducer at x = n, v =4,

Y
dA = 2y dx
—_— 3
r
A= zf v dx
r -r
8 « v = rsing
o
x = —rcosg
dA
T
sn A=2r"i/‘ singdg
—-—J o

Call B; the spatisily integrated pressure.
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» ‘TJ Poc b dA

! A
I 27
- [,-;m — (x - et da
A Ja 4

I 2r? sin —2,: {x - ct) sin” 8 a8
0

- 2 2
= 5 5in _T {x - ct) sin” & d@
> ) ¥

Recall the trigonometric identity sin(@ - ¥} = sing@ cosy -cos@ sin

Y . The previous relation becomes:

m ™
vy 2 1cos (M)J. sinz—;"—’S sin2 6 d8 - sin(z.';Ct)I cos ?Tx sin@dol .
v 0 ) 0 :

Next substibute x = -rcos §.

-2~ 2
2) L cos 8) sin” @ d8

-2{‘.[‘ cos ﬂ) sin” 6 d8

The first integral in the previnus expression is equal to zers. This can
be seen by noting that sin2@ 1is an even function about 7/2 in the
interval 0 to 7 and -cosg is an odd function about 7/2, implying that
sin (-2mr/A cos @) also is an odd function in the interval O tom about

7/2. The expression for Pi now gimplifies to:



-

RN Sy Pl

P - -—E sin(l )"t) f cos( ‘!);'r cos 9) sin~ 8 48
) 0

Recall the trigonometric identities sin(-4¢) = -sind and cos(-$) = casd

L

anr 2
jn u:\s( T Luaﬂ)sm 8dal ., .1

-0
P« sin (_-n_ct)
t IX

alrs

-

Now evaluate the integral in the brackets. Let z = 27r/)A s» that the

bracketed gquantity is:

2
2 j cos {z cos 8) sin” 6 d6 |
" Jo

Recall the identity that:

cos (z cos 8) = Jo (z) + 2 E (—l)kJZk(z) cos 2k@
k=1

0

where Jo  is a Bessel function of the first kind of order 2k. From this
identity and orthogonality and recurrence relations, the following

expression arises:43

(z/2) J‘” .2
J,(2) = = cos (z cos 8) sin” 6 d8 ,
1 /n T (3/2) 0

and note
T/ = JTi2 .

The solution to the integral of interest is then:
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ul
-Z-I cos (z cos 6) sin29d6=—2-.! z) . (c.2)
n z 1

0

Substituting the results of Eq. (C.2) inta Eq. (C.1) indicates the

spatially integrated pressure to be equal to:

.. fzret)| s o fonr
P, = Sm( % )[‘nr'll( X )]‘

The presumed pressure input was:

P(x,t} = sin %E(x -ct) .

One expression for the transfer function is the ratio of the
sinuscidal output to the corresponding sinussidal input to a transducer;

thus,

s (259

sin —ZXE (x - ct)

Since the transducer was located at x = 0, the transfer function

becomes:

27y
1(T‘) ) (.

This expression permits investigation of the effect on transducer
response of varying the wavelength A of the particular sinnsoidal

i forcing function.
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APPENDIX D

NONDETERMINISTIC STATIONARY DATA FILTER CRITERIA

Application Example

Figure D.1 {s the transfer function of an accelerometer/mount

combination. This transfer function pussesses two minor resonances belaw

the major resonance. For application to the tables iz this appendix, the

frequency 2f this major resonance (32,000 Hz) is identified as FN. For

illustrarion, Figure D.1 can be viewed as a typical transfer Efunction nf

any resonant measuring transducer.

13

e

Magnification Factor (dB)

1,000 10,000
Frequency (iiz)

Figure D.l. Magnitude of transfer Eunction of accelercmeter/mount
combinatinn
Assume first that it is desired to acquire quantitative structural
response data to 0.1 FN. Note that the transfer function possesses a

flat amplitude response to abont 0.19 FN. This resprnse is compatible
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with the data frequency range of interest. Adsume next that because of a
prior knowlerdge absut the enviromment the recorded signal can be treated
as nondeterministic stationary data so that this appendix becomes the
applicable »sne to use, Since the amplification factor at the major
resonance is approximately 23:1, it is not surprising that it should be
desired to minimize its cEfect through filtering,

The first minar resonanee occurs at 0,59 FN and has an amplitude
approximately 0.18 thar of the major resonance. The second miunr
resanance sccurs at .83 FN and has an amplitude approximately 0.33 that
#{ the major resonance.

In the filter selection tables of this appendix (Tables D.I through
D.X11), a data range of 0.1 FN {(left coluwmn) illustrates thit none of
the two-pole filters are suitable since no design criteria are listed.
This is because these filters cannot maintain the error in lH(jm)[2
within bounds and still accomplish 68 dB attennation by FN. Considering
next the four-pole filters, only the Chebyshev is adequate. This
determination of adequacy is alsz based on the filter's ability to
attenuate a minor resonance of amplitude up to 0.73 times that of the
major ressnance at 0.6 FN and any minor resonance occurring at 0.8 FN.
Lanking last at six-pole and eight~pole filter designs, both the
Butterworth and Chebyshev are adequate. The Bessel filters of the number
nf poles considered in these tabies never do become satisfactery for
this application because of their slow roll of€.

The minimum noise equivalent bandwidth (0.292 normalized value),
and thus optimum filtering, is associated with the eight pole Chebyshev.
The cuto ff frequeacy of this particular filter is 0.1041 FN. The eight-

pole Butterworth, with a cutoff frequency at 0.1202 FN, does produce



equivalent max imum errors in Ili(jw)l2 over the data range. Its 0.333
normalized noise equivalent bandwidth, however, is 14 percent larger
than that for the eight—pole Chebyshev. In fact, on the basis of design
criteria in this appendix, the four-pole Chebyshev provides filtering

equivalent to the eight-pole Butterworth for this applicatian.
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TABLE D.I
RANDOM STATIORARY DATA FILTER CRITERIA

Maximum Error in 2H(Ju3){2 1a 5% Over Data Range

Filter Type Bessel Number of Poles 2

-3dB ormalized

Filter [ Magl/Mag2 at Various Locations Before Noise

Range
its Effects Cannot be Ignored
Times FN) [ requency Equivelent

(Times FNY 0.2 FK 0.4 FN 0.6 FN | 0.8 Fy [ Bandwidth

Date

0.002 0.0070 [0.20 0.8 I I 0.022
0.00b 0.0tko 0.20 0.ks 0.8 0.04b
0.006
0.010
0.020
0.030
0.0k0
0.050
0.060
0.080
0.100
0.120
0.1ko
0.160
0.18
0.200

0.250

4.300

Magl/Mag2 = ratio minor resonance to major resomance
FN = major r of transduy and mount combination
1 = any minor resonsnce can be ignored




TABLE D.1I
RANDOM STATIONARY DATA FILTER CRITERIA
Maximum Error in 'H(;],,.;),2 is 5% Over Data Range
Pilter Type Butterworth Rumber of Poles _ 2
Deta -3dB » ormalized|
e | Pier |t v s ocoson s | weos
FTimes m) rrequency [Equivalent,
(Times FN) 0.2 FN 0.4 FN 0.6 FN [ 0.8 FN | Bandwidth
0.002 0.00k1 0.95 I I I 0.012
0.00k 0.0083 [0.23 0.92 1 I 0.025
0.006 0.0125 0.41 0.92 I 0.038
0.010
0.020
0.030
0.040
5.050
0.060
0.080
0.100
0.120
0.1%0
0.160
0.180
0.200
0.250
0.300

Magl/Mag? = ratio minor resonance to major resonance
FR = major r nce of tranaducer and mount combination
I = any minor rescnance can be ignored
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TABLE D.III
RANDOM STATIONARY DATA FILTER CRITERIA

Maxizum Error in }H(Jw)i 2 45 54 Over Data Range

Pilier Type Chebyshey .1dB ber of Poles 2

-3dB ornelized

Filter | Magl/Mag? at Various Locations Before Noise

Range
its Effecta Cannot be Ignored
Times FN) Frequency uivalent,

(Times FN) 0.2 FN 0.4 FN 0.6 FN | 0.8 yy | Bandwidth

Date

0.002 0.0033 I I I I 0.010
0.00k 0.0066 o.k42 I I I 0.020
0.006 0.0099 {o0.19 0.76 I 1 0.030
0.010 0.0165 0.27 0.61 b 0.051
0.020
0.030
0.0k
0.050
0.060
0.080
©.100
0.120
0.1ko
0.160
0.180
0.200

0.250

0.300

Magl/MagZ = ratio minor resonance to major resonance
FN = major » nce of transd and mount combination
I = any minor resonsnce can be ignored




TABLE D. IV

RANDOM STATIONARY DATA FILTER CRITERIA

Maximua Error in |(jg)| 2 s 5% over Data Range

Filter Type Bessel

Number of Poles

L

Data
Range
F’ﬁmes FN)

~3dB
Filter
Frequency
(Times FN

Magl/Meg2 at Various Iocations Before
its Effects Cannot be Ignored

orzalized]
Noise
Equivalent]

0.2 FN

0.4 FN

0.6 FN

0.8 FN

Bandwidth|

0.002
0.004
0.006
0.010
0.020
0.030
0.0k0
0.050
0.050
0.080
0.100
0.120
0.14%0
0.160
0.180
0.200
0.250
0.300

0.0070
0.0141
0.0212
0.0353
0.0707

I
I

0.61

I
I
I

I

I

I
I
I

0.020
0.041
0,061
0.102

0.20h

Msgl/uagE = ratio winor resonance to msjor resonance

N = major resonance of tranaducer and mount combination

I = any minor resonance can be ignored
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P
RANDOM sn‘rxwrllll\'ﬂgrx .;'n.mt CRITERIA
Maximum Error in ‘H(Jw)' 2 s 5% Over Data Range
Filter Type Butterworth  Mumber of Poles _ 4
Data 348 ormalized]
il Sl gy et bl
r,r.m“ FN) fFrequency Equivalent)
(Times FN)Y 0.2 FN 0.4 N 0.6 FN | 0.8 PN | Bandwidth
! 0.002 0.0028 i 1 I 1 0.008
0.004 0.0057 I b 1 I 0.016
9.006 0.0086 I I I b 0.02k
0.010 0.01%k4 I I I I 0.0k
0.020 0.0288 | 0.92 I b I 0.081
n,030 0.0433 0.18 I I I 0.122
a.14% 0.0577 0.92 I I 0.163
0.050 0.0722 0.37 X 1 0.20h4
0.060 0.0866 0.18 0.92 I 0.245
0.080 0.1155 0.29 0.92 0.326
0.100
0.120
0.1ko
0.160
0.160
0.200
0.250
0.300
Magl/Mag? = ratio minor r to major r
FN = major r of transt and mount combination

1 = any minor resonance can be ignored



TABLE D.VI
RANDOM STATIONARY DATA FILTER CRITERIA

Maximum Error in ,H(Jw)' 2 is 5% Over Data Range
Pilter Type Chebyshev .1dB Mumber of Poles 4

Data ~-3dB ormalized;
Bange | F e e e maanst b ovaren | ol
Timea FN) Freguency Equivalent
(Times FNY 0,2 PN 0.4 FN 0.6 ¥N | 0.8 FN | Bandwidth
0.002 0.0023 I 1 I 1 0.006
0.004 0.0046 I I I 1 0.013
0.006 0.0069 b I 1 bs 0.020
0.010 0.0116 I I I 1 0.033
0.020 0.0232 I I I 1 0.066
© 0.0%0 0.0349 I I I 1 0.100
0.0k 0.0465 0.35 I I I 0.133
0.050 0.0581 0.1k 1 I I 0.166
0.060 0.0698 1 1 1 0.199
0.080 0.0931 0.35 I b 0.266
0.100 0.1163 0.1% 0.73 1 0.332
0.120 0.1396 0.35 I 0.398
0.14%0 0.1629 0.18 0.60 0.465
0.160
0.18
0.200
0.250
0.300

mgl/mgz = ratio minor resonince to major resonance
N = major r nce of tr dv and mount combination
1 = any minor resonance can be ignored




TABLE D.V1I

RANDOM STATIONARY DATA FILTER CRIVFRIA

Maximum Error in [H(Jw)[z is 5% Over Dnta Range

Pilter Type _Bessel Ruzber of Poles 6
Data. -3dB ormalized
ge | PO | Mgl bugt . Yorins Tumaiion efure | olae
Pimes FHN) Frequency Equivalent
(Times FN} 0.2 PN 0.b PN 0.6 FN | 0.8 FN_| Bandwidih)
0.00? 0.0072 I 1 I I 0.021
i 0.004 0.014% I I 1 I 0.041
! 0.006 0.0216 b I I I 0.062
3 2,010 0.036c | o0.46 I I 1 0.103
' 020 0.0720 0.46 I I 0.206
o Jo.0m 0.46 1 0.309
: «.0bo 0.1441 0.4 0.k12
" S0
0.060
i 0.080
0.:i00
0.120
¢.140
0,160
J.180
0.200
0.250
0.300

Magl/Mag? = ratio minor resonance to major resonance

FN = major resomance of transducer and mount cozbination
1 = any minor resonsnce can be ignored



TABLE D.VIII
RANDOM STATIONARY DATA FILTER CRITERIA

Maximum Error in |H(.1uv)' 2 18 5% Over Data Range

Tilter Type Butterworth Number of Poles 6

i Date -3d8 ormalized:
range | T L een tanast ve sgnaren T [ ise

t'l‘imel FN) Frequency [Equivalent

(Times FN)Y 0.2 FN 0.4 FN 0.6 FN | 0.8 FN | Banduidth
0.002 0.0025 I I I I 0.007
0.00k 0.0051 I T I 1 0.01k
0.036 0.0076 I I I I 0.021
0.010 0.0127 I I I I 0.035
..020 0.0255 I I I I 0.071L
30 10,0383 T I I I 0.107
,0ko 0.0511 I I I I 0.1l42
3.050 0.0639 |o.37 I I T 0.178
0.060 0.0766 }0.13 I I 1 0.213
1,080 0.1022 e I I 0.285
++100 ©0.1278 0.37 I I 0.356
0.120 0.1533 0.13 I I 0.427
0.140 0.1789 0.57 I 0.hg99
0.160 0.205% 0.26 I 0.570
0,180 0.2300 0.13 0.70 0.641
0.200 0.2556 0.37 0.712

0.250
0.300

Magl/Mag2 = ratio minor resonance to major resonance
FN =major » nee of transd and mount combination
1 = any minor resonasnce can be ignored
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TABLE D.IX
RANDOM STATIORARY DATA FILTER CRITERIA

Maximum Error in ‘H(Jw)! 2 is 5% Over Data Range

Filter Type Chebychev .1dB Wumber of Poles _ 6

Deta ~-3dB ormalized
N Al ey oyetios ek will B

Times FN) Frequency Equivalent

(Times FN} 0.2 ¥N 0.4 FN 0.6 FN | 0.8 FN | Bandwidth
0.002 0.0021 I I I I 0.006
.00k 0.0043 1 I I I 0.012
0.006 0.0064 I 1 I 1 0.018
6.010 0.0107 I I I I 0.030
9,020 0.0214 I I I I 0.060
0.03n 0.0321 I I I I 0.090
| 0.0ko 0.0429 I I I 1 0.121
0.050 0.0536 I I I I 0.151
0.060 0.0643 I I I I 0.18L
0.080 0.0858 | o.u1 I I I 0.2h42
0.100 0.1072 I I I 0.302
0.120 0.1287 I I I 0.362
2,140 0.1502 0.98 I I 0.423
0.160 0.1716 0.1 I I 0.483
0.180 0.1931 0.19 I I 0.54k
0.200 0.2145 I I 0.60k
0.250 0.2682 0.32 I 0.755
0.300 0.3218 0.63 0.906

Magl/Mag2 = ratio minor resonmance to major resonance
FN = major r nce of tr d and mount combination

I = any minor resaonance can be ignored



TABLE D.X
RANDOM STATIORARY DATA FILTER CRITERIA

Maxigua Error in |H(3u)| 2 18 5% Over Data Range

Pilter Type Bessel Mumber of Poles 8
Data -3dB ormalized)
Range | TS | racta: canmot ve spmered |
(Times FN) Frequency Equivelent
(Times FN) 0.2 ¥ | 0.4 PN | 0.6 FN| 0.8 FN | Bandwidth
0.002 | 0.0072 1 1 I T 0.021
0.00k 0.0145 1 1 I 1 0.0z
0.006 0.0217 1 1 1 1 0.062
0.010 0,0362 I I 1 I 0.10%
0.020 0.0725 I I 1 0.208
0.030 0.1088 I 1 0.313
0,040 0.1k451 0.20 b 0.417
0.050 0.181% 0.33 0.522
0.060
0.080
0.100
0.120
0.140
0.160
0.180
0.200
0.250
0.300
Magl/Mag? = ratio minor r to major r
FN = major r of & d and mount cogbination

1 = any minor resonance can be ignored



TABLE D.XI

RANDOM STATIONARY DATA FILTER CRITERIA

Maximum Error in I}{(Jw)lz is 5% Over Data Range

Pilter Type Butterworth Rumber of Poles __8
Date -3dB ormalized]
range | FIHeT | Mogl/iagt ut rarious tocations Betore | Jelse
Zimes FN) Frequency Equivalent,
(Times FNY 0.2 FN o.b FN 0.6 FN | 0.8 FN | Bandwidth
0.002 0.0024 I I I I 0.007
0.004 0.0048 I I II I 0.013
0.006 0.0072 I I I I 0.020
0.010 0.0120 I I I I 0.033
0.020 0.0240 I I I I 0.066
: vy 0.0360 I I I b 0.100
: ).0ko 0.0k80 I I I I 0.133
§ 0.050 0.0601 I I I I 0.167
! 0.060 0.0721 I I I I 0.200
i 0.08 0.0961 0.1k I 1 1 0.266
. 0.100 0.1202 I I I 0.333
0.120 0.14k2 b 1 I 0.h00
0.1ko 0.1682 0.4l I I 0.h66
0.160 0.1923 0.14 I I 0.533
0.180 0.2163 1 I 0.600
0.200 0.2holy 0.60 I 0.667
0.250 0.3005 I 0.833
0.300 0.3606 0.23 1.000
Magl/Mag? = ratio mipor resopance to major resonance
N = major r of tr @ and mount combinetion

= apy minor resonance can be ignored



TABLE D.XII
RANDOM STATIONARY DATA FILTER CRITERIA
Maximum Error in ,H(jw), 2 48 5% Over Data Range
Filter Type Chebyshev .1dB RFumber of Poles _ 8
pata -3dB ormalized]
nge | P | et vrtow ousion etere | i
Times FN) Frequency Equivalent
(Times FN} 0.2 FN 0.4 FN 0.6 FN | 0.8 FN | Bandwidth
0.002 0.0021 1 I I 1 0.005
0.00k4 0.0042 T I T I 0.011
0.006 0.0062 I I I I 0.017
0,010 0.010k I b3 1 b3 0.029
0.020 0.0208 I I I I 0.058
' 5.930 0.0312 I b I I 0.087
‘ .00 0.0416 I 1 I I 0.116
: 0,050 0.0520 I I I I 0.146
i 0.060 0.062k I I I I 0.175
0.0% 0.0833 I I I I 0.233
0.100 0.1041 I 1 I I 0.292
0.120 0.124k9 | 0.22 I I b 0.350
0.140 0.1457 I T I 0.408
0.260 0.1666 I I I 0.467
0.18 0.187k I I 1 0.525
0.200 0.2082 I I I 0.584
0.250 0.2603 0.15 I I 0.730
0,300 0.3123 I 1 0.875
Magl/Mag? = ratio minor resonance to major resonance
FN = major » of tr dy and mount combination

I = any minor resonance cAn be ignored

239-240



APPENDIX E

DETERMINISTIC DATA FILTER CRITERIA

Application Example

Figure E.l shows the approximate transfer function of a particular
flush~mounted circular~diaphragm pressure transducer. The [requency of
the major vresonance (282,000 Hz) will be denoted as FN. The
amplification factor at resonance is approximately 46:1, No minor
resonances precede this major resonance. Appendix D provides an example
where minor resonances occur before the major resonance.

Figure E.l is typical of many situations experienced in practice. A
properly designed and optimally mounted transducer will display only one
major resonant frequency. Additional resonances asssciated with the
rransducer and its mounting should be designed to occur only above this
major resonance so that they dv not degrade transducer performance. Once
an instrument of this type is characterized adequnately, special rransfer
functions are not needed for each test application. Nonstandard
techniques of coupling the instrument to the enviromment which intraduce
svstem resonances belcw the transducer's Ffundamental resonance do
require characterization of the transducer as it will be used.

For the purpose of discussion, assume it is desired to acquire
deterministic data up to 0.018 FN (5000 Hz) to define the blast loading
of a structure. The closest data range in the design tables of this

appendix is 0.0Z FN.

Locating this value in the left column of the filter selection
tables of this appendix (Tables E.I through E.XII), it is found that

none aof the twr-pole filters are suitable since no design criteria are

1
}
|
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listed. This is because these filters are not capable »f matntaining
phase linearity within 5 degrees and amplitude response flat within 5
prrcent over the data range while still accamplishing 68 dB attenuatinn
by FN. All of the tabulated filters with a higher number nf pnles,
hawever, are capable of maintaining errsrs within these maximum bounds
while providing adequate atrtenuation by FN.

Since no minor resnnances are present before the major resonance,
these are not a design consideration. The minimum noise equivalent
bandwidth {0.072 normalized value), and thus optimum filter, is a four-
pele Butterwarth with cutoff frequency at 0.0348 FN (9800 Hz). A
Butterworth filter with more than fsur poles becomes less sacisfactory
since the errur in amplitude respsnse is minimized at the esxpense of a
mov nonlinear phase, resulting in a larger noise equivalent bandwidth.

Suppse onlv an eight-pole Bessel filter is available and it is
desired to ascertain what compromise is involved in its selectinn. The
Bessel filter maintains a linear phase respunse, but ta achieve a data
range of 0.020 FN with less than a 5 percent error in amplitude response
requires a cutoff frequency of 0.0513 FN (14,500 Hz). This results in a
nornalized noise equivalent bandwidth of 0.109 or 51 percent higher than

that for the optimum frur~pole Butterworth.



Magnification Factor

40, . G e

30° . .. . R .
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100000
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Figure E.1. Magnitude of transfer function of flush-mounted
circular-diaphragm pressure transducer
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TABLE E.I
DETERMINISTIC DATA FILTER CRITERIA

Maximun Error in [H(Jo)| 18 5% and Maxipum Phase
Nonlinearity ie 5 Degrees Over Data Range

Filter Type _ Bessel Ruzber of Poles _ 2

-34B ormalized

Filter Magl/Mag2 at Various Locetiond Before Noise
its Effects Cannot be Ignored quivalent

Data
Range

(Times m)h'equency

(Times FN)| 0.2 ¥% ] o.b FN | 0.6 FN | 0.8 FN [ Bandwidth

0.002 0.0050 o.ho I I I 0.012
0.00k | o0.0100 0.40 0.89 1 0.023
0.006 | 0.0150 0.18 0.ho 0.70 0.035

0.010

0.250
Q.300

Magl/Mag2 = ratio minor regonsnce to major resonance
FB = major x of tr a and mount combination

I = any ainor resonaoce can be ignored




TABLE E.II
OETERMINISTIC DATA FILTER CRITERIA

Maximum Error in [H(jy)| iz 5% and Maximum Phase
Nonlinearity is 5 Degrees Over Data Range

Filter Type Butterworth Rusber of Poles 2
e —

-3dB ormalized

Filter Megl/Mag? at Various Locations Before Noise
ite Effects Cannot be Ignored valent

Data
Range

(Tinee m)l'requency

(iimes FRY 0.2 ¥N | 0.4 P¥ | 0.6 FN | 0.8 FN | Banawidth

0.002 0.0034 I I I I 0,008
0.00k | 0.0069 0.33 b4 T I 0.015
0.006 {0.0l0b 0.15 0.59 I 1 0.023
0.010 | 0.0174 0.21 0.47 0.84 0.039
0.120
©.930
0.0%0
0.050
0.060
0.080
0.100
0.120
0.1%
0.160
0.18
0.200
0.250
0.300

Magl/Mag2 = ratic minor resonsnce to mAjor resonsnce
¥R = sajor resonance of transducer and mount combipation
I = any minor resonance can be ignored
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TABLE E.III
DETERMINISTIC DATA FILTER CRITERIA

Maximum Error in [H(Je)| 1s 54 and Meximus Phase
Nonlinearity is 5 Degrees Over Data Range

Filter Type Chebyshev .1dB Mumber of Foles _ 2

Pata =348 ormalized
Fange FMlter Megi/Mez2 at Various Locations Before Noise
(Tiace X Frequency its Effects Cannot be Ignored quivalent
(Times PNY 0.2 y8 | o.b¥N | 0.6 PN | 0.8 y¥ [ Bandwidth
0.002 0.0038 1 1 I I 0.009
0.00% | 0.0076 0.32 1 I I 0.017
0.006 {0.011k 0.14 0.57 I I 0.026
0.010 0.0191 0.20 0.6 0.61 0.043
J.020
03
0.0k0
0.05
0.060
0.080
0.100
0.120
0.140
0.160
0.180
0.200
0.250
0.300
Magl/Mag2 = ratio minor r to major T
FN = major r of & d and mount combination

I = any minor resonanpce can be igpored



TABLE E.IY

DETERMINISTIC DATA FILTER CRITERIA

Maximum Error in [H{Jy)| 1s 5% and Maximum Phase
Nonlinearity is 5 Degreea Over Dats Range

Pilter Type __Bessel Muzber of Foles 4
Data ~3dB ormalized
Range | FMT | M e e Canmot pe Tanoren b
(Tiwas m)h-equenc.v ] quivalent
(Times FN)| 0.2 7N | 0.4 rv | 0.6 7 | 0.8 PN | Bandwidin
0.002  {0.0050 I I I I 0.011
0.00% | 0.0100 I I I I 0.021
0.006 | 0.0150 I I I I 0.032
0.0i0 | 0.0250 0.32 I 1 I 0.053
L0 [ 0.0501 0.32 1 I 0.106
e ! 0.0752 0.32 0.98 0.160
0.0k0
0.050
0,06C
0.080
0,100
0.120
0.1k
0,150
0.180
0.200
0.250
0.300

Megl/Mag2 = ratio ninor resonance to major resonance
TN = major T

d apd mount cosbipation

tr

I =y linor Tesopance can be ignored
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TABLE E.V

DETERMINISTIC DATA FILTER CRITERIA

Maximum Error in |[H(jy)] is 5% and Maximum Phase
Nonlinearity is 5 Degrees Over Data Rapnge

Filter Type _Buiterworth

Number of Poles U

I ete -3dB Normalized

Bl S [ <4 g e o H

'(rimes ™ F‘requency Equivalent
(Times FN)| 0.2 FN | 0.L FN | 0.6 F¥ | 0.8 FN | Bandwidth

} 0.0n2 0.0034 I I I I 0.007

0.004% | 0.0069 I I I I 0.014

0,006 | 0.0104 I 1 1 I 0.022

0.010 |0.017% I I I I 0.036

i 0 {0.0348 | 0.43 I I I 0.072

L w7 0.0522 1 I I 0.109

0 ol 0.0696 0.43 I I 0.145

0.05) | 0.0870 0.18 0.90 1 0.181

0.060 | O.10uk 0.43 I 0.217

0.080 | 0.1393 0.14 0.13 0.290

0.100

0.120

0.1k

0.160

0.18

0.200

0.250

0.300

Magl/Mag2 = ratio minor yesonance to major resonance

PN = major resonance of transducer and mount combination
I = any minor resonance can be ignored



TABLE E, VI
DETERMINISTIC DATA FILTER CRITERIA

Maximue Error in |H(J«)| is 5% and Meximum Phase
Nonlinearity is 5 Degrees Over Data Range

Filter Type Chebyshev .1dB Number of Poles _ U

Dets ~3dB ormalized
Range Filter Magl/Mag? at Various Iocations Before Noise
(tines )T oy its Effects Cannot be Ignored quivalent
(Times FN)| 0.2 FN ) 0.4 FN | 0.6 FN | 0.8 FN | Bandwidth
0.002 {0,004 I I I I 0.008
0.00k ] 0.0081 1 1 T 1 0.017
0.006 [ 0.0122 1 I I I 0.026
0.010 | 0.0204 I I I I 0.043
0.020 | 0.0k409 0.59 I I I 0.086
9.030 0.0613 0.11 I I I 0.129
o.0ko | 0.0818 0.59 I I 0.172
0.050 | 0.1022 0.23 I I 0.215
0.060 | 0.1227 0.11 0.59 I 0.258
0.08 0.1636 0.16 0.59 0.344
0.100
0.120
0.140
0.160
0.180
0.200
0.2%0
0.300

mgl/nagz = ratio minor resonance to major resonance
FN = major rescnance of transducer and mount combination
1 = any minor resonance can be lgpored




TABLE E.VII
DETERMIFTSTCC DATA FILTER CRITERIA

Maximum Exror in [H(iy)| 1s 5% snd Maxirum Fhase
Nonlinearity is 5 Degrees Over Date Range

Filter Type _Bessel Musber of Poles _ 6
Data ~3dB ormalized
Range Filter mgi{rg;rzzt:m:t Iz:u;.;:::e::erore Noise
(Times ¥ F’eq““"y quivalent
(Times YN} o2 7y | 0.4 PN | 0.6 PN { 0.8 Iy | Bandwidth
0.002 | n.0051 I I I 1 0.011
0.004 0.0102 I I I I 0.021
9,006 | 0.0153 1 I I I 0.032
0.010 | 0,0255 I I I I 0.054
0WEG | 0,0510 I I I 0.107
T 0.0765 0.32 I I 0.161
0.0k0 0.1020 0.65 I 0.215
0,050 0.1276 0.17 0.94 0.269
0.060 ] 0,1531 0.32 0.323
0.080
¢.100
0.120
v.140
0.160
0.180
0.200
0.250
0.300

FN = mAJjOr I

Magl/Mag2 = ratio winor resomance to mAjor resonance
and mount combination

of

tr

I = any minor resonance can be ignored



TABLE E.VIII
DETERMINISTIC DATA FILTER CRITERIA
Maximum Error in |H(je)] 1s 5% and Maximun Phase
Nonlinearity ia 5 Degrees Over Data Range
Filter Type Butterworth Rumber of Poles __¢&
Data -3dB ormalijzed
Range Filter Magl/Mag?2 at Various Locations Before Noise
(Tines m)i‘requen oy its Effecte Cannot be Ignored quivalent
(Times FN} 0.2 FN | 0.4 FN | 0.6 FN | 0.8 ™ | Bandwidth
0.002 0.0036 I I I I 0.007
0.004 |0.0073 I I I I 0.015
0.006 0.0110 I I I I 0.022
0.010 [0.018% I I I I 0.038
0.020 |0.0369 I I I I 0.076
:.030 ]0.0554 0.88 I I I 0.11%
0.040 0.0739 0.16 I I I 0.152
0.050 | 0.0923 I I 1 0.189
0.060 |0.1108 0.88 I I 0.227
0.080 |[0.1478 0.16 I I 0.303
0.100 |0.1847 o.47 I 0.379
0.120 0.2217 0.16 0.88 0.455
0.1% |o.2586 0.35 0.531
0.160
0.180
0.200
0.250
0.300
Mogl/Mag2 = ratio minor r to major r nce
Fi =pajor r of transd and mount combination

1 = any minor resonance can be ignored
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TABLE E.IX

DETERMINISTIC DATA FILTER CRITERIA

Maxigum Error in |H(Jy)] 18 5% and Maximun Phase
Nonlinearity is 5 Degrees Over Data Range

Filter Type Chebyshey .1 QB Nuober of Poles _ 6

Data -3dB ormalized
g [P | WeElflag ot rions tocstions Btore | Rolae
(Times ¥N Frequency . quivalent
{ (Times FN)} 0.2 FN | o.b FN ] 0.6 FN | 0.8 FN | Sandwidth
0.002 | 0.00L7 I 1 I 1 0.010
0.00% | 0.0095 I I I I 0,020
0.006 | 0.0143 I I I I 0.030
[FiTy 0.0239 I I I I 0.05%0

oz 0.0479 b 1 I 1 0.099
[ e 0.0718 I I I I 0.149

0.040 0.0958 0.20 I I I 0.199
0.05C 0.1197 I I I 0.248
0.060 0.1437 I I I 0.298
0.080 [ 0.1916 0.20 1 I 0.398
0.100 | 0.2395 0.66 b 0.497
0.120 0.2874 0.20 I 0.596
0.140 0.3353 0.48 0.696
0.160
0.180
0.200
0.250
0.300

Magl/Mag2 = ratio minor resonance to major resonance
FN = major resomance of transducer and mount combination
1 = any mincr resonance can be ignored
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TABLE E.X
DETERMINISTIC DATA FILTER CRITERIA
Maximum Error in [H{(jy)! 1s 5% and Maximum Phase
Nonlinearity s 5 Degrees Over Data Range

Filter Type Besgel _ _ Nusber of Poles 8
Data -3dB ormalized
pange [P | el Yarious tocutions mefor | Tolse

‘ (Times m)?reqnency quivalent

(Times FN)| 0.2 ¥§ | 0.4 FN | 0.6 ¥¥ | 0.8 FX | Bandwidth
0.002 | 0.0051 I 1 I I 0.011
o.o0k [ 0,0102 I I I I 0.022
0.006 |o0.0154 I I I I 0.033
0.010 0.0256 I I I I 0.05%
2.0°0 | 0.0513 0.13 I I I 0.109
0.030 0.0770 I I I 0.163
0.0k ] o0.1027 0.13 I I 0.218
0.050 0.1284 0.51 I 0.272
0.060 | 0.1541 0.13 I 0.327
0.080
0.100
0.120
0.1ko
0.160
0.180
0.200
0.250
0.300

FR = major r

Magl/Mag2 = ratio mlnor resonance to major resonance

of transd

and mount coabipation
I = any minor resonance can be ignored
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TABLE E.XL
DETERMINISTIC DATA FILTER CRITERIA

Maximun Brror in (H{(jy){ 1z 5% and Maximum Phese
Nonlinearity is 5 Degrees Over Data Range

Filter Type Butterworth ber of Poles _ B
Date -3d8 ormalized
ol Nl o o Tevhes okl
(Times FN Frequency jvalent
(Times FN} o.2 #% | OL P8 | 0.6 FN | 0.8 FN | Bandwidth
0.002 }0.0039 I 1 I 1 0.008
0.00% [ 0.0079 I 1 1 I 0.016
0.006 |[0.0118 I I I I 0.024
0.010 |0.0197 I I I I 0.0k40
0.020 |0.0395 I 1 1 I 0.081
~ 03 1o.0592 I I I 1 0.121
0.040 {0.07%0 0.67 I 1 1 0.161
0.050 [0.0988 0.1 I b 1 0.202
0.06¢ |0.1185 I I 1 0.2h2
0.080 J0.1581 0.67 I I 0.323
0.20¢ |0.1976 0.1 T 1 o.kok
0.1220 {0.237L 0.67 1 0.484
0.14%0 (0.2766 0.20 I 0.565
0.160 10.3182 0.67 0.646
0.180 |0.3557 0.26 0.727
0.200
0.250
0.300

Magl/Mag? = ratio minor resonance to major resonance

PN = major resonance of trapsducer snd mount combination
I = apy ainor resonance can be ignored




TABLE E.XII
DETERMINISTIC DATA FILTER CRITERTA
Maximum Error in |H{jy)| 1s 5% and Maximum Phase
Nonlinearity is 5 Degrees Over Data Range
Filter Type Chebyshev .1dB Number of Poles B8
pata -3dB ormalized
unge [P | Malfigd ot teriow focuttons fore | e
(Times Fl\nl"requem:y quivalent
Tives FX} 0.2 FN | O.b FN | 0.6 FN | 0.8 FN | Bandwidth
0.002 | 0.0053 I I I 1 0.011
0.00k |o0,0107 1 I I I 0.022
0.006 | 0.0i5L 1 1 1 1 0.033
0.040 0.0269 I I I I 0.055
0.020 | 0.0538 1 I I I o.1mn
30 0.0807 I I I I 0.167
0.0% | 0,1076 0.92 I I I 0.222
0.050 1 0.1345 I I I 0.278
0.060 | 0.161% I I I 0.333
0.080 | 0.2152 0.92 I I 0.4l
0.100 | 0.2690 I I 0.555
0.120 | 0.3228 0.92 I 0.667
0.140 | 0.3766 0.21 I 0.778
0.160 | 0.430k 0.92 0.889
0.18 0.4842 0.30 1.000
0.200
0.250
0.300
Magl/Mag2 = ratio minor r to major x

FN = major r

of

A

apd mount combination

I = any minor resonance can be ignored
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