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ABSTRACT 

This work d e a l s with l i m i t a t i o n s encountered in measuring the dynamic 
c h a r a c t e r i s t i c s of s t r u c t u r a l sys tems . S t r u c t u r a l loading and response 
a re measured by t r a n s d u c e r s possess ing m u l t i p l e resonant f requenc ies in 
t h e i r t r a n s f e r func t ion . In t r a n s i e n t envi ronments , t he r e s u l t a n t 
s i g n a l s from these t r a n s d u c e r s a r e shown to be a n a l y t i c a l l y u n p r e d i c t ­
ab le in ampli tude level and frequency c o n t e n t . Data recorded d u r i n g 
nuc lea r e f f e c t s s imu la t i on t e s t i n g on s t r u c t u r e s a r e ana lyzed . Resu l t s 
of a n a l y s i s can be g e n e r a l i z e d to any s t r u c t u r e which encounte rs dynamic 
l o a d i n g . Methods to improve the recorded da t a a r e descr ibed which can be 
implemented on a frequency s e l e c t i v e b a s i s dur ing the measurement 
p r o c e s s . These improvements minimize da t a d i s t o r t i o n a t t r i b u t a b l e to the 
t r a n s f e r c h a r a c t e r i s t i c s of the measuring t r a n s d u c e r s . 
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CHAPTER I 

INTRODUCTION 

This work describes limitations encountered when recording signals 

intended to measure the dynamic characteristics nf structural systems. 

These limitations are demonstrated by analyzing structural test data, 

and corrective methods are developed so that meaningful data can be 

initially recorded. These recorded data enhance the analytical modeling 

nf the structural dynamicist, resulting in more valid test specifica­

tions and greater structural system reliability, 

A sequence of events which might be followed to assure an engi­

neering system1s structural riI lability under dynamic load ing is listed 

below. 

1. A mathematical model is created to represent the physical 

system. 

2. Ai instrumented test is performed on either a mechan­

ical model of the system or, preferably, on a full scale 

system, and data regarding loads applied to, and the resulting 

response of, the structure are transmitted and recorded. 

3. The mathematical model is adjusted or redefined to provide 

correlation between the results it predicts and the recorded 

test data. 

4. The redefined model is used to synthesize those dynamic 

environments where testing cannot be performed readily. 

5. Based on the preceding results, test specifications are 

originated for various critical system components. Shock 
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spectra techniques are one method used to establish these 

spec if icat ions. 

6. System tei :abi l i ty is assured through art extensive component 

Lest program during manufacture and assembly. 

Measurement transducers used to acquire the structural dynamics 

test data of step 2 can be described as resonant devices. Resonant 

devices are dynamic systems possessing multiple peaks in the magnifi­

cation factor associated with their transfer function. The transfer 

function of a transducer is the ratio of i t s Fourier transformed output 

to the transformed input causing that output. The magnification factor 

oi a transducer's transfer function is the factor by which i t s zero 

frequency response must be multiplied to determine the magnitude of i ts 

steady state response at any g iv*-n frequency. 

The presence of multiple peaks in the transfer function of a 

transducer indicate a potential for problems when the transducer 

responds to a transient stimulus. The problem is more severe if the 

stimulus contains significant amplitude at frequencies near these peaks. 

Distortion of the recorded signal will occur. 

While inverse problem treatment can often correct for signal d is­

tort ion, limitations in experimentally characterizing the measuring 

transducer's transfer function prohibit i t s application in this work. 

The inverse problem consists of determining the corresponding excitat­

ion associated with a particular system model and a given response. 

In some situations, the resultant signal may be conditioned by 

multiplexed data channels which do not possess adequate frequency 

response to reveal the presence of the d is tor t ion . As a resul t , 
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erroneous experimental data are frequently recorded and accepted for 

analys i s . 

The fact that erroneous data are accepted for analysis is generally 

because the data user does not know enough about the limitations M the 

measurement system. Similarly, the measurement eng ineer o ft en does not 

know enough about the test requirements and the use and analysis of the 

data. 

Figure 1.1 is an acceleration record from an actual test on a 

structure. The amplitude range of the recording system was ±10,000 g 

(1 g = 9.8 m/sz). The specified test accelerometer linear range was 

±5000 g, with some over-range capability. Transfer characterist ics of 

the recording channel were analogous to those of a low-pass RC f i l t e r 

with a -3dB frequency at 10,000 Hz. The response nE the accelerometer 

was verified as flat over this 0 to 10,000 Hz frequency range. Ini­

t i a l ly , these data appear valid for mathematical model comparison and 

the generat ion of test spec if icat ions. In subsequent chapters, the 

data 's validity will be investigated further. For future reference, this 

data channel will be identified as A5. 

Development of this topic requires eight additional chapters. 

Cnapter II introduces the subject of transient response and analysis of 

structures. Chapter III introduces measurement systems, with emphasis nn 

special requirements for dynamic measurements. In Cnapter IV the 

particular problem of interest is synthesized, and the work performed by 

previous researchers is reviewed. Chapter V i l lus t ra tes this problem 

with "real world" data. Chapter VI describes limitations which prevent 

inverse problem treatment, and Chapter VII characterizes the resonant 

transducer model. Finallv, in Chapter VIII techniques for optimizing the 
15 



instrumentation channel arfl investigated leading towards problem 

solution. Chapter IX summarize-; the contributions nf this work and 

indicates additional areas for productive research. 

Two points should be emphasized. F i rs t , th*> experimental data for 

this topic are associated with ba l l i s t i c atmospheric reentry vehicles 

experiencing nuclear weapon effects test ing. However, this should not 

overshadow the general applicability of the results to all structures 

which experience dynamic loading. Second, these experimental data 

contain only pressure and acceleration records; force data are excluded. 

This last point is not a limitation if the topic is understood. The 

ennrnon factor is that the measuring transducers are "resonant devices." 

This topic is developed around actual test data rather than contrived 

experiments. Reference 1 provides adequate examples of the applicabili ty 

n[ this study to force measurements in such diverse environments as 

material test machines, mechanical die and drop forging equipment, and 

rocket thrust measurements. 

Figure I . I . Acceleration versus time from channel A5 
16 



CHAPTER II 

INTRODUCTION TO TRANSIENT RESPONSE AND ANALYSIS OF STRUCTURES 

Mechanical structural elements of interest to engineers for 

analysis include plates, beams, and shells. These structural elements 

are generally individual contributors to a more complex engineering 

system. In addition to these elements, the system typically contains a 

combination of joints, welds, bonds, fasteners, and coatings. Such a 

system can also be characterized by an assemblage of various materials 

such as metals, warns, rubbers, plastics, etc. These systems can be as 

diverse as aircraft, automobiles, reentry vehicles, or any of hundreds 

of other structurally complex items. A prime responsibility of the 

design engineer is to ensure that these systems maintain their 

structural integrity and perform reliably unier the conditions of 

dynamic load which they will experience in service. 

Some of the more severe examples of these dynamic loads are 

transient in nature and can be found in crash, impact, and blast 

environments. These environments may be characterized in one of t«i 

manners. Crash and impact environments are typified by a rapid change in 

momentum of the test system. Total linear impulse (LI) applied in time T 

over an area A of the system is: 
TA* 

LI = jJ p(t,A)dAdt (II.1) 
0 0 

where p(t,A) represents either pressure or stress as a function of both 

time and area. This linear impulse is usually delivered in a time which 

is short relative to the system structural response, enabling the system 
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forcing function to be represented as: 

(Ll)fi (t) til.2) 

where M t ) is Che Dirac delta function. Blast environments are 

characterized not so much by their short durations as by the 

instantaneous loading produced by a cnmpressional wave traveling through 

space. The common characterist ics of a l l these environments are both the 

discontinuities and the high frequencies in the dynamic loading they 

impose upon the system. 

Examples of this loading are numerous. Explosive devices are used 

in missiles and space vehicles to perform a variety n{ functions, 

including stage separation, jet t isoning, launch separation, circuit 

switching, actuation, and propulsion ignition. When one of these devices 

is exploded, it induces 'oads and motions which propagate through the 

entire vehicle structure, including secondary structure and equipment. 

These loads and motions may result in mechanical failure or performance 

degradation of sensitive electronics and guidance equipment. Experiments 

and analysis on 1/4 inch and 3/8 inch diameter explosive bolts have 

documented that their associated force-time outputs are less Chan 12 

microseconds in duration, the predicted pressure impulse on nose t ips of 

a specific geometry at an impact velocity of 1000 feet/second is 35,000 

taps (1 tap = 1 dyne-second/cm') for approximately 30 microseconds. The 

increasing government requirements for automobiles to withstand frontal 

crashes into stationary objects has led to crash barrier tes t ing, with a 

typical approach generating a high frequency impact into a concrete 

wall. Blast waves propagated from gun muzzles impart severe transient 

loads to structures or personnel in the vic ini ty . Gold gas shock tubes, 



used far aerodynamic as well as other experimental studies, are capable 

of producing shock waves with rise times of less than one microsecond . 

When a gas-tight diaphragm is burst in the shock tube, the high pressure 

gas released creates a shock wave which travels from the compression 

chamber into the expansion chamber. Reflections from the closed end of 

the compression chamber introduce additional compressions! shocks. 

Subsequent chapters analyze structural data acquired during nuclear 

effects simulation testing. This testing will provide a final example of 

blast and impulsive loading of engineering systems. Testing techniques 

have evolved in which mechanical effects simulation of these loadings is 

attempted by means of pulsed electron beams, magnetically or explosively 

driven fIyer plates. and explosively driven shock tubes. Test i ng is 

performed to reduce weapons vulnerability and allow hardening against 

countenneasure effects. 

To understand these mechanical effects, it is necessary to consider 

the categories of energy in a nuclear detonation. They consist rf ; 

1. the kinetic energy of electrons, atoms, and molecules; 

2. the internal energy of these same particles; and 

3. the thermal radiation energy (this energy category is not 

significant in conventional chemical explosions because the 

temperatures involved are lower by four orders of magnitude). 

The fraction of the nuclear explosion yield received as thermal energy 

at some distance from the burst point depends to same extent on the 

nature of the weapon, but primarily it depends on the environment of the 
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explosion, A typical energy distr ibution for an airburst of a Fission 

weapon at an alti tude below 100,000 feet is:-** 

Blast and shock 50t 
Thermal radiation 352 
Residual nuclear radiation froo fission products 
which emit gamma and beta part icles 102 
In i t i a l nuclear radiation consisting primarily 

of gamma rays 52 

At higher al t i tudes, a greater percentage of the energy appears as 

thermal radiation and a leaser percentage as blast and shock due to the 

less dense atmosphere. Because of the high temperatures associated with 

nuclear explosions, 60 to 70 percent of this total radiation energy may 

be in the fora of X-rays. In a lover al t i tude detonation, the low energy 

portion of these X-rays is absorbed by the atmosphere by conversion into 

kinetic and internal energy of the ox/gen and nitrogen molecules. 

During exoat^ospheric flight of a reentry vehicle near a nuclear 

detonation, impulsive loadings are experienced by the reentry vehicle 

due to the lower energy X-rays being absorVd by the heat shield. This X-

ray energy causes instantaneous heating of the surface material, 

resulting in very rapid spallation and vaporization of an outside layer. 

The rapid material "blow-off*' results in an impulsive force being 

imparted to the vehicle structure, flyer plates are typically employed 

en stoiulate this circumstance in experiments. 

Vulnerability testing of the reentry vehicle through simulation 

attempts to answer the question of how much load a vehicle can take and 

•still remain functional. Generally, impulses supplied to the vehicle 

are less than a few thousands taps. Transient loads imparted to the 

vehicle may be in the tens of ktlobars region. After vulnerability 

Superscripts refer to numbers in bibliography. 



testing is complete, s ta t ic load deflection t e s t s , vibration resonance 

surveys, or an actual vehicle flight may be performed to verify that 

functional integrity and r e l i ab i l i t y have been maintained. 

Lethality testing is an attempt to simulate reentry vehicle failure 

c r i t e r i a . The test objective is to determine how much load a vehicle can 

withstand before i t is no longer functional. Impulse levels imposed may 

be tens of thousands of taps. 

Within the atmosphere, the mechanical effects of a nuclear 

detonation consist primarily of blast waves transmitted through the a i r . 

Explosively driven shock tubes simulate this air blast event. In the 

shock tubes, not only is the total impulse in the air blast environment 

simulated but an attempt is made to duplicate the actual pressure-time 

profile. Since the energy deposited by the air blr--*-. is not 

instantaneous, reproducing the actual pressure-time profile also 

simulates the frequency content of the transient loads a vehicle may 

encounter in service. Figure I I .1 i l lu s t r a t e s the air blast front from a 

nuclear explosion traveling through space with time. At in i t ia l time, 

the blast front is s t i l l connected to the f i rebal l . Figure II .2 

i l lus t ra tes a more complex airblast experienced at a point above ground 

level and attributable to a reflection from the earth 's surface. 

In any of the previously described loading situations where forces 

are applied for very short time periods or are rapidly changing, it is 

convenient to consider two di fferent types of system response and 

analysis. The in i t ia l response of a structurally complex system to this 

loading will be defined as its material response. This is the response 

which lasts until waves propagating in the structure have essentially 

dissipated. Dependent upon the magnitude and rate of dynamic loading, as 
21 



well as the types of materials which comprise the structure, these waves 

may be elastic, viscoelastic, plastic, or shock.^ The system response 

which occurs once wave propagation is no longer a consideration will be 

defined as structural response. Depending on the structure, this 

response may persist for one, tens, or hundreds of milliseconds. Dynamic 

analysis of a complex system to predict structural response treats it as 

an assemblage of a finite number of elements connected at a discrete 

number of nodes. The complete dynamics problem is defined only when both 

responses are considered. 

Distance from Explosion 

Figure II.1. Peak overpressure from nuclear blast showing 
breakaway from fireball 



I 
Figure II.2. Variation of overpressure at a point above 

earth's surface with reflection 

Some care must be taken in applying the preceding distinctions. 

Geometrically simple continuous structures, such as long slender rods, 

could in theory have their wave propagation problem studied by adequate 

refinement of a finite-element approach. The distinction between 

structural and material response in this case would become meaningless. 

For the more complex structural systems of concern in this study, these 

special cases are of minor interest. 

An initial discussion of material response will consider 

engineering materials as hydrodynamic solids. This assumption implies 

that strength effects, i.e., resistance to shear, are small enough to be 

ignored. Also implied is that the materials are of a single homogeneous 

phase. A further restriction will be .̂o permit only plane waves in the 

material. This implies a condition of uniaxial strain with particle 

motion only in the direction of wave propagation. Uniaxial strain can be 

achieved in the central region of large flat plates for times shorter 
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than the time required for an e las t ic re l ief wave to prop-gate from the 

edge of the plate into this central region. Figure I I .3 i l lus t ra tes this 

occurrence. These restr ict ions focus interest on strong shock waves-

g: 
Plane Shock 

^ s r 

Figure 11.3. Plane wave propagating through material 

Shock waves result from che fact that most materials transmit sound 

at a speed which increases with increasing pressure. A corapressional 

wave traveling in such a material will gradually steepen until it 

propagates as a jump or discontinuous disturbance called a shock. The 

speed with which a disturbance moves is denoted by: 

c + u <II.3) 

where c is the sound speed and u is the particle velocity or the 

velocity st which the material at the point of interest is moving. The 

speed with which the shock wave moves after formation is U. Once formed, 

the shock produces discontinuous jumps in density, pressure, particle 

velocity, energy, temperature, and entropy. Figure II-4 i l lus t ra tes this 

process. Shock wave formation is evidence of nonlinear wave propagation. 

Since shock impedance is a function of pressure, superposition of 

solut ions is not valid• 
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Propagation Distance 

Figure I I . 4 . Shock formation 

In any shock front, there are two competing effects, A com-

pressional wave is attempting to steepen into a discontinuity while 

viscosity and heat flow try to smooth it out. Once these effects cancel 

each other, the shock wave becomes steady. A stable shock propagates 

with velocity U < c + u. This prevents small perturbations at the shock 

Eront from being swept away by the flow. 

In most materials, the same property of materials which causes 

compression w- /es to steepen causes release waves to spread; that i s , 

increasing sound speed with pressure causes release waves to "fa.i." They 

must then be treated differently from shocks. The Rankine-Hugoniot" 

jump conditions relate the pressure, energy, and density of a material 

behind a shock traveling with velocity U to those satas properties in the 

unshocked material across the shock front- These conditions are 

derivable from considerations regarding the conservation of mass, 

momentum, and energy. The state o refers to the unshocked material: 
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(II.M 

Vo o o (II.5) 

where p is Che density, u is the particle velocity, U is the shock 

velocity, P is the pressure, E is the energy, and v is the specific 

volume. If an equation of state is available for the material, 

E = E (P,v), energy can be eliminated from Eq. {II.6), thus providing a 

locus of P,v states attainable behind a shock front. This locus of P,v 

states is the Hugoniot. The Hugoniot is derived experimentally by 

measuring any two of the four quantities (P,u,U,v). The jump conditions 

permit calculation of the other two quantities. This experimental work 

has established that almost all metals exhibit a linear relationship 

between shock velocity and particle velocity: 

V " C Q + 6 U (swl.5) (LI.7) 

where c i s the a d i a b a t i c sound speed for very weak shocks in a 

m a t e r i a l . The Hugoniot then de f ines the locus of end s t a t e s o b t a i n a b l e 

behind a shock f ront but a l s o remains a good approximation t o a r e l i e f 

i s en t rope along which unloading o c c u r s . 

A g raph ica l a n a l y s i s of a t r a n s i e n t load ing s i t u a t i o n i s p resen ted 

to a s s i s t in problem development. The a n a l y s i s involves b l a s t loading of 

an " i n f i n i t e " aluminum f lye r p l a t e one cen t ime te r t h i c k . The " i n f i n i t e " 

assumption i s made in order to s a t i s f y the i n i t i a l r e s t r i c t i o n of plane 

s t r a i n . 



Detonating high explosives in contact with an inert material can 

produce shocks in the material. The use of flyer plates is a technique 

which achieves much higher pressures than are achievable by direct 

methods. 

High explosives liberate energy in the form of heat when they 

detonate. When this happens, the gaseous products are raised to very 

high temperatures and, as long as they remain confined, very high 

pressures. A detonation wave passing through the high explosive 

initiates the chemical reaction, and the pressure produced continues to 

feed the shock so that it does not attenuate as it passes through the 

high explosive. At the instant a detonation wave has completely burned 

all the explosive, the explosive products are at the Chapman-Jotjg«t 

(C-J) point;'6
 t n a t is, after detonation the products of the burned 

explosive are at a known pressure, density, and particle velocity. 

Figure 11.5 illustrates the left going curve for the explosion 

products of TNT. Note that the explosive products are at the C-J point. 

The intersection of the Hugonint for aluminum, starting at zero pressure 

and particle velocity, with that for the detonation products occurs at 

state (5), which is the initial pressure and particle velocity imparted 

to the loaded surface of the flyer plate. At state (3\ the shock wave in 

the aluminum has traversed the plate thickness and arrived at its front 

surface. At snate (4), a rarefaction wave has traversed back to the 

loaded surface and again interacted with the detonation products. These 

reflections continue until the plate is traveling at zero pressure and 

uniform particle velocity; this occurs at approximately state (9). 
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Figure I I . 5 . Pressure versus particle velocity for aluminum plate 
explosively loaded by TNT 

Figure II .6 i l lus t ra tes the same process on a poa it ion-t irae plot . 

The assumption of an " inf ini te" amount of explosive allows the 

possibility of rel ief waves mitigating the blast front to be ignored 

over the time scale of the analysis. Figures II.7 and I I .8 i l lus t ra te 

the velocity time and acceleration time history of the blast loaded 

surface of the aluminum flyer plate. Over the time interval that the 

velocity of the flyer plate is stepwise increasing, the rear surface 

pressure leading of the flyer is stepwise decreasing. 

In the preceding example, the material response is of interest 

until the shock waves are attenuated. Ir more complicated si tuations, 

the shock waves may be attenuated by release waves and reflections in 

v a r i e s materials, dissipated by viscous effects, and mitigated by lost 



energy associated with Che irreversible process of shocking a material . 

The time duration nf response depends on material types and geometries 

btit is on the order of microseconds, or at most tens of microseconds. 

Ml 1 1 1 1 1 

0 10 20 30 40 SO 
Distance (nan) 

Figure II.6. Time versus position for aluminum 
plate explosively loaded by TNT 
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Figure 11.7. Velocity versus time of loaded surface of aluminum 
plate interfacing TNT 
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Figure I I .8- Acceleration versus time of loaded surface 
of aluminum plate interfacing TNT 

Material failure during this response mode occurs by spal l . A spall 

occurs when a pair of free surfaces is created internally in a solid. 

Spall can be achieved if tension of sufficient magnitude is 
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produced when two rarefactions interact. Ultrasonic inspection after 

testing can check for the presence of spall if its effects are not 

externally evident. 

The preceding example, as well as Figure II.2, illustrates several 

important points. In blast, crash, and impact environments, the loading 

process possesses step discontinuities, is impulsive in nature, and is 

complicated by reflected shocks. Material response of free surfaces to 

these environments can be typified by step discontinuities in material 

particle velocities with corresponding sudden acceleration impulses. 

While illustrative, the preceding simple example of hydrodynamic 

shock does not indicate the complexity of the material loading and 

response of structurally more complicated systems in the type of 

environments being considered in this study: 

1. Impact velocities may be lower, so that material strength cannot 

be ignored. This results in elastic precursor waves traveling in 

front of the plastic shock. 

2. The loading does not produce a simple state of plane strain. 

3. Complex geometries and various materials, as wel1 as joints and 

welds in engineering systems, initiate multiple reflections of 

t he wav e s . 

4. Material properties may be rate sensitive. 

The experimental determination of either wave propagation during 

system material response or pressure fronts associated with blast waves 

in gases requires measuring instruments or transducers which are 

characterized in tPr-̂ . =; of their own wave propagation properties. The 

experimental determination of system structural response, which is the » 

ultimate concern of this work, requires measuring transducers which are 
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characterized in terms of their own structural response. This 

distinction is discussed in Appendix A. 

It was previously indicated that structural analysis of 

mechanically complex engineering systems can be performed by treating 

the structure as an assemblage of a finite number of elements connected 

at a discrete number of nodes. The linear response of the structure at 

the element locations can be determined by the solution of the equations 

of motion of the system of finite-elements if the system of elements 

indeed represents the structure correctly. 

For any system with generalized displacements q. ( generalized 

forces Q-, and potential and kinetic energy functions of the respective 

forms: 

V = !"l TKci (II.8) 

T = ~f,Tjvio; . ui.9) 

Lagrange ' s equa t ions can be appl ied to d e r i v e the equa t ions of motion-

In some sys tems, T must be modified to inc lude the e f f e c t s of r o t a t i o n a l 

k i n e t i c energy expressed in Eu le r i an c o o r d i n a t e s . Separa t ing the 

nonconserva t ive v i scous forces from the g e n e r a l i z e d nonconserva t ive 

forces allows these equa t ions to be w r i t t e n 

Mq" + Cq- + Kq = Q ( I I . 10) 

where: 

M is the square inertia matrix whose elements H.. represent the 

negative inertia force at point i in the system attributable 
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Co a unit acceleration at point j with all other accelerations 

set equal to zero; 

C is the square damping matriu whose elements C-. represent the 

negative viscous force at point i in the system attributable to a 

unit velocity change at point j with all other velocities set 

equal to zero; 

IC is the square stiffness matrix whose elements K.. represent the 

negative spring force at point i in the system attributable to a 

unit displacement at point j with all other displacements set 

equal to zero; 

Q is a column matrix of noneonservative external forces acting on 

various elements .of the system and ignoring viscous forces 

accounted for in the damping matrix; and 

"q~, "q", and "q" are column matrices representing generalized system 

displacement, velocity, and acceleration. 

Before Eq. (11.10) can be formulated, equations of motion for each 

individual element must be derived. The element equations of motion have 

the form: 

rax + cx + kx = F C internal) + f (external) (II. 11) 

where the coordinates "x define each element's motion, f represents the 

force state on the element, and m, c, and k have the same significance 

to the element as their counterparts in Eq. (11.10) have to the system. 

The coefficients of the inertia and stiffness matrices are acquired by 

various techniques. One technique is to estimate these coefficients 

based on judgment and experimental data. The applied load is also 

discretized. The coefficients of the damping matrix are typically 



ignored in the element equations and subsequently inserted as a l inear 

combination of the system's mass and stiffness matrices in the system 

equations in order to provide modal damping. 

More sophisticated techniques for determining the inertia and 

stiffness matrices and discrst izing the applied load can be based on an 

integral energy formulation. This la t te r technique requires the 

assumption of some shape function for an element. The shape function is 

a polynomial of some assumed displacement field in terras of the nodal 

degrees of freedom. This shape function can be direct ly calculated or 

devised by intui t ion, t r i a l , or familiarity with similar but simpler 

eLements. As long as the assumed shape function is continuous, 

compatibility is satisfied within an element. 

The coordinates for each individual element of Eq. (11.11) are then 

aligned for assembly in system space through some linear transformation: 

x = Ry. (11.12) 

This substitution is made in Eq. (11.11), and a premultiplication is 

performed by R T; this results in a transformed element equation of 

motion. These elements are then reassembled based on geometric 

compatibility. A final linear transformation, reflecting this reassembly 

procedure, forms the system equations of motion given as Eq. (11.10). If 

some of the physical coordinates in Eq. (11.10) have specified 

displacements, the generalized displacement and force vectors can be 

partitioned into specified and unspecified segments. Specified forces 

correspond to unspecified displacements and vice versa. The static 

homogeneous equations may be used to relate the specified and 

unspecified coordinates. A matrix of static constraint modes can be 
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formulated to transform Eq. (11.10) so that the left hand side of the 

equality is always expressed in terms of only unspecified coordinates. 

The forcing function impressed on the model to simulate the ear l ier 

discussed transient environments may be based on the Dirac delta 

function or, where longer time durations are encountered, may require 

pressure or force-time data. 

It should be noted that since this analysis is formulated for an 

engineering system containing continuously distributed mass and 

e las t ic i ty , the description of system motion requires an infinite number 

of independent coordinates. An infinite number of degrees of freedom, as 

implied by the number of independent coordinates, implies an infinite 

number of characterist ic frequencies of vibration for the system. The 

effect of an analysis based on Eq. (11.10), where a continuous system is 

approximated by an n degree of freedom system, is to identify a maximum 

frequency above which experimental data do not support the mathematical 

model. 

The fact that structural analysis should extend :.o some maximum 

upper frequency of interest agrees with insight into the physical 

problem. Since materials typically have loss factors^ of 10 to 

10 , damping of mechanically complex structures is dominated by jo in t s . 

Damping resulting from the slippage of parts in a fabricated structure 

is denoted as sl ip damping. These frictional effects are not suited to 

analysis except under ideal conditions. As guidance to a designer, it 

may be convenient to define the damping in terms of equivalent viscous 

damping to allow estimation of the severity of a resonance. Some values 

are: 
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Assembly Equivalent Vi icous 
Type Damping 

Welded 0.02 
Riveted 0.03 

Bolted 0.04 

The conc lus ion to be drawn i s t h a t damping e x i s t s in a l l phys ica l 

systems. The va lue of t h i s damping t y p i c a l l y i n c r e a s e s with frequency. 

For t h i s r eason , in any system t h e r e w i l l e x i s t some maximum upper 

frequency l i m i t above which ampli tude of s t r u c t u r a l response w i l l become 

i n s i g n i f i c a n t enough to be ignored. 

If the matr ix s i z e in Eq. (11 .10) i s not e x c e s s i v e , the problem may 

be solved by d i r e c t i n t e g r a t i o n . However, informat ion i s not acqu i red 

regard ing system mode shapes or resonant f r e q u e n c i e s . Usually^ s o l u t i o n 

of Eq. (11.10) f i r s t involves s o l u t i o n of the free undamped v i b r a t i o n 

problem: 

MJf+ Kq = 0 . (11 .13) 

A s o l u t i o n form q" = u"f(t) p h y s i c a l l y impl ies tha t c o o r d i n a t e s perform 

synchronous motions and t ha t the system c o n f i g u r a t i o n does not change 

i t s shape but only i t s ampli tude dur ing motion. The r e s u l t a n t e igenva lue 

problem has the form: 

(nJ2 - K)Tj = 0 . ( 11 .14 ) 

Solution of the eigenvalue problem provides the « eigenvalues (tû ) ( or 

characteristic frequencies of interest, along with the associated 

eigenvectors. The eigenvectors can be combined as "5*u .. ,~nn to form a 

modal matrix B so that when the linear transformation: 

(11.15) 



is performed in Eq. (11.10) and the equation is preraultiplied by JJT, the 

inertia matrix and stiffness matrix diagonalize through the property of 

orthogonality. It ia at this point that a diagonalized modal damping 

matrix is typically inserted. The uncoupled equations, along with their 

transformed initial conditions, can be solved through numerical 

integration. The solution in physical coordinates then can be obtained 

through the transformation just presented by relating the physical or 

system coordinates q" to the uncoupled coordinates If through the modal 

matrix B. Acceleration, q", is typically the response variable measured 

on the structural system to support analysis. 

Slight variations in the analysis approach may occur. For example, 

a different form of the eigenvalue problem of Eq. (11.14) arises if the 

damping matrix is not proportional, implying that it is not a linear 

combination of the system mass and stiffness matrix. Similarly, 

gyroscopic moments introduce skew-symmetry into the damping matrix, 

requiring biorthogonal relations as opposed to orthogonal relations to 

uncouple the equations. The overall concept remains the same. Results of 

analysis include predictions for system frequency response, mode shapes, 

and time history of structural response. 

Structural failure in this type of analysis is motion related. 

Excessive motion can produce failure which is predictable from the 

theory of elasticity. Motion can damage valving, sever tubing or 

electrical connections, and change thermal insulating properties. Motion 

of certain critical amplitudes or frequencies can cause premature 

electrical switching in circuits or otherwise reduce the performance 

reliability of control components within a system. 
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Summary and Conclusions 

1. Numerous examples of transient loading associated with blast , 

crash, and impact environments have been identified in the 

transportation, aerospace, and ordnance industries. Additional 

examples also exist in other industries such as metal forming 

and construction. 

2. The loading process in the referenced environments is impulsive 

in nature, is characterized by discontinuities in the forcing 

function, and is complicated by reflections. 

3. The mechanics) response of engineering systems in the referenced 

environments can be divided into two time regimes. The early 

time regime is characterized by the material response of the 

system. Structural response characterizes the system response in 

the later time regime. 

A. Material response in the referenced environments is 

characterized by discontinuities in particle velocities with 

corresponding sudden acceleration impulses. 

5. The structural response measurement parameters of interest are 

displacement, velocity, or acceleration. Acceleration is Che 

response typically measured, while the loading function is deter­

mined by measuring applied force or pressure. If the transient 

Load is applied in a time duration which is short relat ive to 

the period of the highest structural natural frequency, i t may 

be approximated by the Dirac delta function. 

6. Measurements conducted for comparison with structural analysis 

extend to some maximum upper frequency limit whose value is 
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limited by Che discrete representation of the continuous system. 

In early test ing, additional frequency bandwidth is allotted the 

data channel to allow for frequencies not predicted in the 

analysis process. The majority of data requirements are tn the 

range of 10 to 2000 Hz. Only a few percent of requirements may 

be for frequencies as high as 10,000 Hz. 6 This frequency limit 

is considerably lower than the frequency content of the physical, 

transient loading being considered. 
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CHAPTER I I I . 

INTRODUCTION TO MEASUREMENTS 

Chapter I I provided an i n t r o d u c t i o n t« the response and a n a l y s i s of 

s t r u c t u r e s to t r a n s i e n t l o a d s . Those raeasurands which have Co be 

determined to permit comparison between exper imenta l da t a and the 

r e s u l t s of a n a l y s i s were i d e n t i f i e d . The p resen t chap te r provides an 

i n t r o d u c t i o n to the type of des ign c o n s i d e r a t i o n s which must be made to 

acqu i r e the needed measurements. 

A raeasurand is the ob jec t of a measurement. I t i s the phys ica l or 

chemical p rocess to be measured. In s t r u c t u r a l response s t u d i e s , t y p i c a l 

raeasurands a re fo rce , p r e s s u r e , and a c c e l e r a t i o n . The va lues of these 

raeasurands a r e u s u a l l y acquired by t r a n s d u c e r s which t ransform them i n t o 

e l e c t r i c a l q u a n t i t i e s . 

A b a s i c component of any i n s t r u m e n t a t i o n or measurement system is 

the t r a n s d u c e r . The measurement t r a n s d u c e r both t r a n s f e r s informat ion 

about the process being measured and t r a n s f e r s energy from the p r o c e s s . 

A measurement system i s a cha in of t r a n s d u c e r s which l i n k s the measurand 

to the recorded d a t a . Cab les , a t t e n u a t o r s , f i l t e r s , a m p l i f i e r s , 

d i g i t i z e r s , m u l t i p l e x e r s , p l o t t e r s , and o t h e r system components a r e 

t r a n s d u c e r s which can d i s t o r t the s i g n s ! intended to de f ine the 

measurand. 

In i h i s work, two types of no ise are d i s t i n g u i s h e d . One type of 

no i se i s the ever p resen t "spontaneous f l u c t u a t i o n s " of v o l t a g e and 

c u r r e n t in the phys ica l wor ld . This type of n o i s e r e p r e s e n t s a bas ic 

l i m i t a t i o n in the t r a n s m i s s i o n of informat ion and i s the sub jec t of 

s t a t i s t i c a l t r ea tment in communication t heo ry . Any remaining d i s t o r t i o n 



of the signal which prevents it from defining the measurand is 

classified as measurement noise. 

Every component within a measuring system will respond in every way 

it can to all variables in i t s environment. The total environment for a 

transducer contains both desired and undesired stimuli. The following 

paragraph elaborates on this dis t inct ion. 

Various technical organizations, such as the Instrument Society of 

America, have sponsored committees that have written specifications and 

tPst guides^O for different types of transducers. One such publication 

is ISA-RP37.2 1964, "Guide for Specifications and Tests for Piezoelec­

tr ic Acceleration Transducers for Aero-Space Testing." Included within 

this document are specifications to minimize the response of accelero­

meters to such undesired stimuli as steady state and transient tempera-

Lure, base strain, acoustic pressure, magnetic fields, humidity, radio 

interference, and nuclear radiation. Another Instrument Society of 

America publication is ISA-S37.I0 1969, "Specifications and Tests for 

Piezoelectric Pressure and Sound-Pressure T-.ansducers." It is 

interesting to note that while ISA-RP37.2 contains specifications to 

minimize the response of piezoelectric accelerometers to acoustic 

pressure, I5A-S37.10 contains specifications to minimize the response of 

piezoelectric acoustic pressure transducers to acceleration. One 

transducer's desired environmental stimulus then becomes another 

transducer's undesired environmental stimulus. 

An undesired response from a transducer can even originate from i t s 

desired stimulus. For example, instruments such as accelerometers and 

force transducers are intended to be directionally selective in their 

response. Any signal generated by a transverse component of the desired 



s t imu lus must then be cons idered to be n o i s e . ISA-RP37.2 p rov ides 

s p e c i f i c a t i o n s aga ins t acce le rometer response to t r a n s v e r s e 

a c c e l e r a t i o n s , v h i l e ISA-S37.8 1975, " S p e c i f i c a t i o n s and T e s t s for 

S t r a i n Gage Force T r a n s d u c e r s , " provides s p e c i f i c a t i o n s aga ins t force 

t r ansduce r t r a n s v e r s e response to angular l o a d s . A second example can be 

provided by the spur ious e l e c t r i c a l s i g n a l genera ted by s t r a i n gng^s 

encounter ing impact loading while without e l e c t r i c a l power. 

The objec t i ve of any measurement d i scussed in t h ; s study i s to 

def ino e i t h e r the loading to or the response of a s t r u c t u r e as if LIU-

transciucer were not t h e r e to d i s t u r b the p rocess being i n v e s t i g a t e d . 

Among other in fo rmat ion , Chapter VI c o n t a i n s d e t a i l e d d e s c r i p t ions of 

how the measurand can be modified by the presence of the t r a n s d u c e r . 

A gene ra l i zed t r ansduce r has been modeled as a t h r e e - p o r t , s i x 

te rmina l d e v i c e . ' ' ° Figure I I I . I i l l u s t r a t e s such a model. Real 

t r ansduce r s can be synthes ized from one or more of these dev ices - Thi s 

bas ic model i s adequate both for the following d i s c u s s i o n and to develop 

techniques for noise documentation and suppress ion within the 

ins t rumenta t ion system. 

P h y s i c a l l y , the p o r t s in Figure I I I . 1 r e p r e s e n t boundary s u r f a c e s 

on the t ransducer across which informat ion and energy are t r a n s f e r r e d . 

The t e r m i n a l s are a mathematical n e c e s s i t y to acknowledge the e x i s t e n c e 

of two e n e r g y - r e l a t e d components at each p o r t . 

Inputs to t r ansduce r s a r e measurands which are d i r e c t l y a v a i l a b l e . 

They r e q u i r e no a c t i v a t i o n . They are temporal or s p a t i a l func t ions of 

energy components or are energy components themse lves . Two are requ i red 

at each port of a t r ansduce r . Their product possesses dimensions of 

energy , energy r a t e , energy f l ux , e t c . 
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One of the directly available measuranda at each transducer port 

carries the information to be processed. The second measurand coexists 

because <%i physical necessity, and i t s effects are usually undesired, U 

is desired to measure the pressure loading of a structure without an 

accorapaning volurae change of the pressure transducer. Similarly, it is 

desired to measure mechanical force at impact with a transducer 

possessing infinite mechanical impedance. Any accotapaning deflection of 

the force transducer is undesired. The impedance considerations of 

Chapter VI i l lus t ra te how the presence of the coexisting raeasurand 

modifies the information carrying measurand. 

Interrogating Input 

Figure I I I . l . three-port, six-terminal transducer model 

Contained within the transducer are indirectly available raeasurands 

(latent information) which must be activated or interrogated by some 

energy source. In Figure I I I . I , ẑ  and z 2 represent inputs from an 

interrogating energy source. Similarly, Xj and x 2 represent inputs at a 

port where the latent information is modified about some i n i t i a l 

condition or operating point. At the remaining port, y. and y- are 



ou tpu t s which t ransmi t informat ion and energy for process ing e l sewhere 

in the i n s t rumen ta t i on system. 

From t h i s simple t r ansduce r model, two types of response can be 

produced. They include a s e l f - g e n e r a t i n g and a n o n s e l f - g e n e r a t i n g 

r e sponse . Since p i e z o e l e c t r i c and p i e z o r e s i s t t v e t r a n s d u c e r s a r e 

commonly used in s t r u c t u r a l dynamics measurements , they w i l l be 

d iscussed in terms of the two response t y p e s . This d i s c u s s i o n w i l l a l s o 

i l l u s t r a t e u t i l i z a t i o n of the t r ansduce r model. 

In p i e 2 o r e s i s t i v e t r a n s d u c e r s , i t is the n o n s e l f - g e n e r a t i n g 

response which is d e s i r e d to be used . In t h i s i n s t a n c e , the 

i n t e r r o g a t i n g inputs z^ and z 2 a r3 v o l t a g e and c u r r e n t , both of which 

are c o n t r o l l e d by des ign . For the s p e c i f i c example of a p i e z o r e s i s t i v e 

force t r a n s d u c e r , the env i ronmenta l ly c o n t r o l l e d inputs x, and x , a r e 

force and d isplacement which modify the r e s i s t a n c e ( l a t e n t informat ion) 

about i t s i n i t i a l cond i t i on and produce output vo l t age and c u r r e n t , 

which are r ep re sen t ed by yj and y 2 . 

For p i e z o e l e c t r i c t r a n s d u c e r s , i t i s the s e l f - g e n e r a t i n g response 

which is d e s i r e d to be used . The l a t e n t informat ion t akes the form of 

the p i e z o e l e c t r i c c o e f f i c i e n t s of the p a r t i c u l a r m a t e r i a l . Since x, and 

x , d e v i a t e t he l a t e n t in fo rmat ion , they must be c o n t r o l l e d by des ign to 

ma in ta in i n v a r i a n t p i e z o e l e c t r i c c o e f f i c i e n t s during the t e s t . Again 

us ing the s p e c i f i c example of a p i e z o e l e c t r i c force t r a n s d u c e r , the 

i n t e r r o g a t i n g inpu t s Zj and z 2

 a r e force and d i sp l acemen t . The energy 

r e l a t e d components y^ and y 2

 a t t h e * > u t P u E P ° r C r e p r e s e n t charge and 

v o l t a g e . 

Both of the l a t e n t informat ion parameters ( r e s i s t a n c e = v o l t s / a s p s 

s 5 v / 3 l , and p i e z o e l e c t r i c c o e f f i c i e n t = coulombs/newfcon = 3Q/3F) a r e 
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expressed as partial derivatives since they are a function of more than 

one variable. In addition, they may also be nonlinear. These parameters 

therefore have specified values only at specified operating point". This 

explains why the performance of instruments in an actual environment may 

be considerably different from that which occurred in a calibration 

laboratory. The calibration laboratory often does not arcurately 

duplicate the environment that the transducer encounters in application. 

An exact calibration would have to simultaneously expose the transducer 

to botn the same level of desired environmental stimulus and the same 

level and combination of undesired environmental stimuli it will 

experience in service at the same boundary conditions of application. 

Reference 9 elaborates on this point in greater detail. 

In any real transducer, both self-generating and nonself-generating 

responses are simultaneously present. For example, transducers using 

semiconductor strain gages typically have these gages interconnected by 

various materials into a spatially distributed electrical bridge 

network. Even with the bridge power removed, self-generating electrical 

output signals are still possible. These signals are attributable to 

different material properties and interfaces as well as the spatial 

distribution of the materials. Thermoelectric, electromagnetic, 

pyroelectric, piezoelectric, triboelectric, and photovoltaic effects are 

just a few of the possible signal sources still available even though 

the electrical power supplied to a transducer is removed. 

Previously, it has been noted that a transducer can respond to 

desired and undesired stimuli in its environment. It was : Iso noted 
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that i ts response type can be classified as either self-generating or 

nnnself-generating. Us response evidence can be classified as either 

temporary or permanent. 

An example of a temporary response is that exhibited by a 

piezoelectric transducer measuring the transient propellant chamber 

pressure in a r t i l l e ry raotars and ammunition. For over 100 years, this 

same measurement has al&o been acquired by a different type of 

transducer using a spherical copper crusher deformed by an anvil face 

while in the chamber. The deformation of the copper crusher represents -•: 

permanent self-generating response whose magnitude is proportional to 

peak dynamic pressure. 

A second example which i l lus t ra tes the permanent nonself-generating 

response of a transducer is the depolarization of certain piezoelectric 

materials by the passage of shock waves, Numerous other examples can 

also be provided. 

In any measurements application, it must be documented that the 

desired environmental response combination (signal) has been recorded. 

It is not possible to have prior knowledge of every hostile environment 

the measuring system will encounter nor every manner in which i t can 

respond to these environments. Signal validation then involves either 

the concept nf redundant or check channels or sequential switching 

circuits to determine the presence or absence of noise. References 11 

and 12 identify documentation techniques for noise levels and also 

describe techniques for implementing these check channels. 

An obvious problem is encountered when noise is present to the 

extent that it significantly degrades signal quality within the 

instrumentation system. Methods for suppressing this noise must then be 
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considered in o rder to improve the sys t em ' s dynamic range . The dynamic 

range is the r a t i o of t he l i n e a r channel range to the channel no i se 

l e v e l . 

Figure t i l . 2 s c h e m a t i c a l l y r e p r e s e n t s a cons t an t c u r r e n t model for 

a t r ansduce r having both s e l f - g e n e r a t i n g and n o n a e l f - g e n e r a t i n g 

r e s p o n s e s . In t h i s f i g u r e , v r e p r e s e n t s t he t r a n s d u c e r ' s s e l f - g e n e r a t i n g 

response to the environmental s t i m u l i and R r e p r e s e n t s i t s nonse l f -

gene ra t ing response to these s t i m u l i when i n t e r r o g a t e d by ( I - i ) . D 

symbolizes a des i r ed environmental s t i m u l u s , and U symbolizes a l l 

undes i red environmental s t i m u l i . The d i f f e r e n t i a l t r ansduce r output 

vo l t age can be expressed in a Taylor s e r i e s a s : 

• • ] • ( I I 1 . 1 ) 

This output v o l t a g e i s seen to be a t t r i b u t a b l e to both response t y p e s . 

The s i g n a l , depending on whether the des i r ed response is s e l f - g e n e r a t i n g 

or nonsel f - g e n e r a t i n g , i s e i t h e r t he ( I - i ) (9R/9D)dD term or t he (dv/B 

D)dD term. All o ther terms a r e measurement n o i s e . 

The f ina l response c l a s s i f i c a t i o n c a t e g o r i z e s a t r a n s d u c e r ' s 

response e f f e c t s as being e i t h e r a d d i t i v e or m u l t i p l i c a t i v e . A force 



transducer using semiconductor strain gages and operating in a nuclear 

radiation environment produces an additive output that it is hoped is 

attributable to force. The undesired environment (nuclear radiat ion), 

however, may change the basic sensit ivity of the force transducer by 

disturbing the atomic la t t i ce of the semiconductor material . This 

sensi t ivi ty change represents a multiplicative effect. 

Figure I I I . 2 . Model of transducer possessing both a self-
generating and a nonself-generating response 

It is now convenient to summarize the preceding environment/-

response combinations systematically. Every transducer has its response 

characterized according to the following four classif icat ions, 

1. Environmental stimuli (desired or undesired) 

2. Response type (self-generating or nonself-generating) 

3. Response evidence (temporary or permanent) 

4. Response effect (additive or multiplicative) 

Based on these classifications, there are 16 environmental response 

combinations. Only one of the 16 combinations uniquely represents the 

measurand. The other 15 combinations undesirably influence the signal 

producing measurement noise. In the situation previously described for a 
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piezoelectric pressure transducer measuring propellent chamber pressure, 

signal is defined as the additive, temporary, self-generating response 

to the pressure environment-

The methods available for measurement noise suppression are those 

which minimize or eliminate the undesired terms from the Taylor ser ies . 

For example, the self-generating response can be separated from the 

nonself-generating response in the frequency or time domain by 

information conversion. This conversion requires application of a sine 

wave or pulse power supply to an impedance based transducer (such as a 

piezorestive type) and results in an amplitude modulated signal. For 

transducers measuring transient pressures, utidesired heating from a hot 

gas environment can be eliminated by a thermal shield on the transducer 

diaphragm (dU s 0) . Some piezoelectric materials used in force, 

pressure, and acceleration transducers can be formulated to permit 

operation over a wide range of temperature (32v/9U3D = 0)- In blast 

environments, the amplifier input can remain shorted until the noise 

pulse resulting frcra the electr ical firing set which ignites the 

explosive has ended. This prevents any interrogating input to the 

amplifier ((I ~ i) = 0) . Since all terms in the Taylor series are 

frequency dependent, either electr ical or mechanical f i l tering may be 

able to separate them. A systematic approach to noise suppression based 

on this Taylor series is documented in References 8 and l i . 

Additional requirements are placed on measurement systems intended 

to record dynamic data without dis tort ion. One such requirement is for a 

linear channel input versus output relationship. For data whose time 
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history is important, a requirement also exists for a channel transfer 

function with a flat amplitude-frequency and a linear phase-frequency 

response. 

If a system is l inear, it can be characterized by a linear 

differential equation. Linear systems satisfy the principle of 

superposition. For instance, in a linear system if o . ( t ) results from 

the application of i,( t) and Oo(t) results from the application of 

i 2 ( t ) , then aoj(t) + l ^ C t ) results from the application of ai^( t) + 

bijCc). One simple check for l ineari ty in measuring systems is to change 

the system's balance or operating point. A change in output waveform of 

an in i t ia l ly applied signal indicates a nonlinear system. 

The requirement for a linear channel input versus output 

relationship to preclude distortion of dynamic data is verified by the 

following argument. The symbol i represents system input, and o 

represents system output. It is arbi t rar i ly assumed that a third ordpr 

polynomial relationship pxists between input and output. This may be 

expressed as : 

o = ai + b i 2 + c i 3 . ( I I I .2) 

The input i can be of a single frequency so that : 

i = sinwt . ( I I I .3) 

The output o is then: 

o = a sin 0>t + b s in 2 u>t + c sin tot • ( I I I .4 ) 
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Applying a power relation to the higher order sine functions results in: 

o = a sin out + b/2(l - cos 2itt) + c/4 <3 sin utt - sin 3jot) . ( I I I . 5) 

The nonlinearity has resulted in second and third harmonics of the input 

as well as a dc component. The cubic term has even resulted in a 

contribution at the system input frequency. The fact that nonlinear 

systems distort dynamic data through a frequency creative process will 

be referred to numerous times in subsequent chapters of this work. 

It last remains to justify why both a flat amplitude and a linear 

phase versus frequency response are necessary to preclude distortion of 

data whose time history is of interest . System input will be represented 

by i ( t ) with i t s corresponding Fourier transform I(jccj). System output 

will be represented by o(t) with i ts corresponding Fourier transform 

0(ju>). A transfer function with flat amplitude response and linear phase 

characteristics can be represented as: 

H(ja£ = A e " - ^ , ( I I I .6) 

where A and T are constants. For a linear system, the relationship 

between input and output can be expressed as: 

0(jo>) = AI(j w ) e-JWT ^ ( I I I .7 ) 

System output o(t) is then: 

o(t) • Al(t - T) . (III.9) 



For t h i s s i t u a t i o n , the output i s a scaled time de lay r e p l i c a of the 

i n p u t . 

When any s i g n a l becomes d i s t o r t e d due t o measurement n o i s e , t h i n 

d i s t o r t i o n can, in t h e o r y , be c o r r e c t e d i f the response of the measuring 

system to the no i se source i s time i n v a r i a n t . Time i n v a r i a n c e in t h i s 

conno ta t ion impl ies t h a t once c h a r a c t e r i z e d the system response t o a 

given measurement no ise source remains fixed over i t s time i n t e r v a l of 

a p p l i c a t i o n . For example, assume a <<iven measurement system responds to 

tempera ture in a d d i t i o n to i t s des i r ed measurand. If the measurement 

system i s time i n v a r i a n t , i f i t s thermal response can be c h a r a c t e r i z e d , 

and i f tempera ture is recorded as a s epa ra t e measurement during the 

exper iment , the d i s t o r t e d s igna l can be c o r r e c t e d . 

In g e n e r a l , even i f a measurement system i s time i n v a r i a n t , any of 

four f a c t o r s can prevent c o r r e c t i o n of a recorded s igna l to account far 

d i s t o r t i o n . They a r e : 

J. I n a b i l i t y to i d e n t i f y the cause of the d i s t o r t i o n , 

2 . I n a b i l i t y to p rope r ly quant i fy the cause of the d i s t o r t i o n , 

3- I n a b i l i t y to c h a r a c t e r i z e the r e l a t i o n s h i p between the 

measurement system and the cause of the d i s t o r t i o n , and 

4. The presence of "spontaneous f l u c t u a t i o n " n o i s e . 

The combined t o l e r a n c e s of these four f a c t o r s must also be c o n s i d e r e d . 

Summary and Conclusions 

1. The des ign of measuring systems can be conducted in a methodical 

and a n a l y t i c a l manner to acqu i re meaningful da t a the f i r s t t ime . 

Noise documentation and suppress ion i s requ i red tD a s su re t ha t 
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the recorded signal represents Che desired environmental 

response combination. 

2. Measurement system requirements to prevent distortion of data 

whose time history is of interest include: 

c, & linear input versus output relationship, 

b . flat amplitude-frequency response, and 

c. linear phase-frequency response. 

3. Signals are undesirably influenced by either or both measurement 

nuise and "spontaneous fluctuation" noise. In theory, distort ion 

attributable to measurement noise can be corrected if the 

measuring system is time invariant. In practice, these 

corrections can not always be applied. 
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CHAPTER IV 

PROBLEM DEVELOPMENT 

All t r a n s d u c e r s con t a in ing mechanical f l e x u r e s can be de sc r i bed as 

resonant d e v i c e s . Resonant dev ices are dynamic systems possess ing 

m u l t i p l e peaks in the magn i f i c a t i on f a c t o r a s soc i a t ed with t h e i r 

t r a n s f e r func t ion . The t r a n s f e r funct ion of a t r ansducer i s the r a t i o of 

i t s Four ie r t ransformed output to the t ransformed input caus ing t h a t 

o u t p u t . The magn i f i ca t ion f ac to r of a t r a n s d u c e r ' s t r a n s f e r funct ion is 

the f ac to r by which i t s zero frequency response must be m u l t i p l i e d t o 

determine the magnitude of i t s s teady s t a t e response at any frequency. 

Transducers used t o measure s t r u c t u r a l dynamics are r esonant d e v i c e s . 

The presence of m u l t i p l e peaks in the t r a n s f e r funct ion of a 

t r ansduce r i n d i c a t e s a p o t e n t i a l for problems when the t r ansduce r 

responds t o a t r a n s i e n t s t i m u l u s . The problem i s more severe i f the 

s t imulus c o n t a i n s s i g n i f i c a n t ampli tude a t f r equenc ies near these peaks . 

D i s t o r t i o n of the recorded s igna l w i l l occur . 

The preceding chap te r s t a t e d tha t if a t r a n s d u c e r ' s response was 

time i n v a r i a n t , d i s t o r t i o n a t t r i b u t a b l e to measurement n o i s e could in 

theory be c o r r e c t e d . If the t r a n s d u c e r ' s t r a n s f e r func t ion was 

comple te ly c h a r a c t e r i z e d , the da t a d i s t o r t i o n could be t r e a t e d as an 

inverse problem. The inverse problem c o n s i s t s of de te rmin ing the 

corresponding e x c i t a t i o n a s s o c i a t e d with a p a r t i c u l a r system model and s 

given r e sponse . 

The presen t chap te r begins s p e c i f i c problem development. I t w i l l 

subsequent ly be demonstrated t h a t the measurement of s t r u c t u r a l dynamics 

cannot be t r e a t e d as an inve r se problem. Regardless of t h i s l i m i t a t i o n , 

problem s o l u t i o n w i l l u l t i m a t e l y be ach ieved . 
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The dynamic model most frequently presented in l i tera ture for 

f«rce, pressure, and acceleration transducers is that of a single degree 

r»£ freedom system which is characterized by a linear second order 

differential equation with constant mas a (m) , damping Cc), and stiffness 

tk> c"pfticients. Figure IV.i i l lus t ra tes such a model subjected to 

harmonic excitation. For a force or pressure transducer, x represents 

the absolute motion of the mass. For an aceelerometer, x represents the 

relative motion between mass and base. The governing equation for either 

situation has the form: 

inx + ex + kx = KeJw t . (IV. J) 

In this equation, energy dissipation is assumed to occur by viscous 

damping. Mass motion is resisted by a force that has a magnitude 

proportional to the magnitude of the velocity and is in a direction 

which opposes motion. 

Another technique to account for internal damping in linear 

structures involves treating the elast ic constants governing vibration 

as complex quanti t ies. For a one-dimensional stress dis tr ibut ion, the 

relationship between stress Cc) and strain (€) can be expressed as: 

S/€ = E(w,e>(l • j6Eu*,e>] , (IV.2) 

where co represents frequency and 8 represents temperature. E(di,Q) 

represents the real part of the complex Young's modulus, and 6(OJ,0) is 

the loss factor or rat io of thfe imaginary to the real part of the 

complex modulus. 
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rax ex kx 

mx + ex + kx = I'cJ 

Force or pressure transducer 

]J 

Accelerometer 

rr 

mx + ex + kx = mAeJ 

Figure I V . 1 . Elementary dynamic model for force t r a n s d u c e r , 
p r e s su re t r a n s d u c e r , and acce le rorae te r 

H y s t e r e t i c damping i s one method which can be used to d e s c r i b e the 

i n t e r n a l damping of m e t a l s . The modulus i s assumed to be independent of 



both frequency and temperature over the range of interest so that: 

C/€ = E(l + j6) . (IV.3) 

For all transducers which have metal sensing mechanisms, hysteretic 

damping can be incorporated into the governing differential equation for 

the transducer's dynamic response. The resultant equation has the form: 

mW + k(l + j6)x = KeJ u t . (IV. A) 

A typical value for the maximum magnification factor of the 

transfer function of a pressure, force, or acceleration transducer is 

50. Figure IV.2 plots the magnitude of the transfer function as 

determined from each of the two preceding differential equations which 

incorporate viscous and hysteretic damping. Parameters within each 

equation are adjusted to achieve this maximum magnification tactor of 

50. The abscissa is normalized to the undamped natural frequency, 

defined as ( k / m ) 1 ' , while the ordinate is normalized to the value the 

transfer function possesses at zero frequency. The two transfer 

funct ions superimpose on one another so that it is not read ily apparent 

that Figure IV,2 actually contains two plots. 

Figure IV.3 plots the phase angle associated with each transfer 

function. The phase angle identifies the number of degrees by which the 

transducer output lags i t s input. The abscissa is normalized to the 

undamped natural frequency as in Figure IV. 2. The phase plots for the 

two transfer functions also superimpose on one another. In Figures IV.2 

and IV.3, the transfer functions are computed for a viscous damping 

factor c/(2(km) 1 ' 2 ) equal to 0.01 and a loss factor equal to 0.02. These 

transfer functions are applicable to any linear second order system 

where m, c, and k represent equivalent coefficients of the time 

derivatives of the secondary or dependent quanti t ies. 
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Figure IV.2. Linear second order system amplitude-
frequency response for either 0.01 
viscous damping factor or 0.02 loss factor 
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The preceding discussion has demonstrated that aa long as i t s 

magnitude remains small, the type of damping placed in the transducer 

model is of l i t t l e consequence. In discussions involving this simple 

dynamic model, viscous damping will a rb i t rar i ly be assumed. 

An inconsistency exists in the l i te ra ture between the simple single 

degree of freedom dynamic model described by the preceding equations and 

the physical models of the sensing mechanisms of various transducers 

i l lustrated in Figure IV.4. The top portion of Figure IV.4 i l lus t ra tes 

six types of diaphragm designs found in pressure transducers. A flat 

diaphragm is the simplest form of pressure receiver and deflects in 

accordance with theories applicable to circular plates . Annular 

diaphragms include the addition of a central circular reinforcement to 

faci l i tate the transition of diaphragm deflection into a subsequent 

mechanical displacement. The central portion of Figure IV.4 i l lus t ra tes 

both rod or column and bearc type sensing elements found in 

accelerometers. Four resistance strain gages are mounted on each element 

so that at any time two are operating in tension and two in compression-

The beam is notched to provide strain amplification to gages mounted on 

i t s surfaces. The lower portion of Figure IV.4 provides cross-sectional 

views of piezoelectric acceleroraeters with piezoelectric elements 

ope rat ing in a bend ing and a shear mode. Also i l lustrated in these lower 

views are the acceleroraeter housing, connector, and mounting base. 

When discussing systems comprised of the beams, plates, and columns 

of Figure IV.4 assembled within some housing, the continuous nature of 

the system response must be emphasized. The validity of the commonly 

used single degree of freedom dynamic model for the transducers of 

interest must be questioned. 
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Figure IV.4. Sensing mechanisms of various transducer types 



A transfer function will be computed for the circular rod or column 

in Figure IV.4 by analyzing it as a continuous element. The rod will be 

assumed to have a large length-to-diameter ratio. Its cross sectional 

area will be denoted as A and i ts lengtn as 1. An analysis will be 

performed for the rod in tension with one end fixed and the other end 

driven by a harmonic force Pcostot. 

The partial differential equation governing the rod's free 

vibration is : 

9 o 
c u 1 o u , 
—2 : ~-~o • CIV.5) 
ox c" ot" 

In th is equation, u is rod part icte mot ion, x is the longitud inal rod 

coordinate, t is time, and c 2 is the ratio of Young's modulus to the 

mass density of the rod material or Zip. Boundary conditions for the 

particular problem are: 

u(o,t) = 0 (IV. 6) 

K A ^ k t 2 , Pcos^t . (IV. 7) 

The transfer function of the rod is the ratio of the displacement of its 

harmonically excited end to the displacement of this same end under an 

applied static load P. The magnitude of this computed transfer function 

c 'sinoJl/cj 
hZ |coswl/c| ' <IV.8) 

Figure IV.5 plots the magnitude of the transfer function with the 

abscissa normalized to the rod's fundamental resonant frequency and the 



ordinate normalized to the static deflection. For more complex 

transducer sensing elements, these resonant frequencies are not 

harmonically related. 
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Figure IV.5. Amplitude-frequency response of a 
thin rod fixed at one end and 
harmonically excited at the other 

Of significance in Figure IV.5 is the fact that the continuous 

model of a transducer sensing element indicates the presence of multiple 

resonant frequencies or eigenvalues. The simple dynamic model discussed 

earl ier allows just one. It is then desired to determine if this 

continuous model represents any improvement over the simple model. 

One method of evaluating the validity of this continuous model is 

to determine if the response i t 'predic ts to a given in i t i a l condition is 

consistent with intuit ion. With one end of the rod s t i l l fixed, the free 

end can be stretched from i t s undeformed length I to some new length I' 

and then released. Boundary conditions for the rod are; 



u(«,t) = 0 (IV.9) 

* 1 0 

Initial conditions for the rod are: 

u(x,o> - °' " l ) x (IV. 11) 

and 
3u(x, o) CIV.12) 

The solution for the displacement response at the rod's free end i s : 

. ..[(n-l)/2l 
—=- sin—- c o s - e ( IV. 13) r 2 £-! 

n = l,3, S.. . . 

This displacement response is plotted in Figure IV.6. The 

particular plot is for a one-inch long «teel rod which could represent a 

size consistent with a transducer's sensing element. The ordinate of 

the plot is normalized to 8 (1 ' - U/TT 2 . The abscissa extends over a 

period of 200 microseconds. Only the first sight modes of response are 

summed in Figure IV.6. Response modes above the eighth contribute less 

than 0.5 percent of that of the f i rs t mode. 

Results of Figure IV.6 are not consistent with the manner in which 

physical systems respond. The amplitude of the rod's response does not 

decay with time. Neither do the high frequency modes damp out, as 

indicated by the sharp peaks on each half-cycle of response. The 

undamped continuous model of the transducer also appears invalid, as did 

the simple dynamic model described ear l ie r . 
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Time in ^s 

Figure IV.6. Vibration response of free end of 
one-inch long undamped thin steel 
rod fixed at one end and in i t i a l ly 
displaced at the free end 

A final attempt to improve this continuous model will include 

within it the addition of some damping mechanism. One way of including 

this damping is to express the s t ress-s t rain relationship for a material 

a = ze + ye Civ.14) 

The parameter TJ is a constant to be defined. Materials defined by this 

form of s t ress-s t rain relationship are denoted as Kelvin solids. 

Finally, a rod treated as a Kelvin solid will be evaluated for i t s 

in i t i a l condition response when i t s free end is displaced and then 

released. Boundary and in i t ia l conditions remain unchanged. The partial 

differential equation, by virtue of the new stress-s t rain relationship, 

becomes: 



3x Sx dt 3! 2 ' 
(IV.15) 

The displacerapnt response for t h i s free end can again be so lved . Rather 

than w r i t i n g out the equa t ion for t h i s r e s p o n s e , s i nce r e s u l t s become 

more t e d i o u s , the response is p l o t t e d as Figure IV.7 . The p lo t i s again 

for a one-inch s - ee l T-nH . and the parameter r) has been adjus ted t o 

correspond to a 0 .01 v iscous damping fac tor in the f i r s t mode. The p lo t 

is scaled the same as i s Figure IV .6 . 
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Figure IV.7 . Vibra t ion response of free end of 
one-inch long damped th in s t e e l 
rod fixed at one end and i n i t i a l l y 
d i s p l a c e d a t the free end 

Figure IV.7 i s c o n s i s t e n t with the manner in which phys ica l systems 

respond. The sharp peaks on the f i r s t one or two cyc l e s of response 

i n d i c a t e t ha t high frequency modes a re i n i t i a l l y p r e s e n t . These h igher 

modes soon damp o u t , and with i n c r e a s i n g time the motion of the rod end 



appears more nearly sinusoidal. In addition, the response decays with 

increasing time, as is characteristic of real physical systems. This 

shows that transducers do not possess a transfer function as elementary 

as the one presented for them in l i te ra ture . Instead, the trans fer 

function may well contain multiple resonant peaks and damping. 

The preceding conclusion can also be arrived at by considering 

other types o f transducer sensing elements. Beam elements are 

characterized by a higher order partial differential equation which 

governs their dynamic response. The equation for free beam vibration, to 

include a Kelvin solid s t ress-s t rain relationship, becomes: 

- 4 - 5 A 2 

KI £_^ 4. ,ji-£_£- , p A i i ••• 0 . CIV.16) 
: x :x cl cl ~ 

Addi t ional parameters to be de fined in t h i s equat ion include the beam 

c r o s s - s e c t i o n a l a r ea moment o f i n e r t i a I , i t s t r a n s v e r s e motion y, and 

i t s mass per un i t l e n g t h , p. 

The beam's v i b r a t i o n equat ion can be solved for the response of the 

free end of a c a n t i l e v e r e d beam which is i n i t i a l l y d e f l e c t e d and then r e ­

l e a s e d . The parameter 17 can again be adjus ted to provide a 0 .01 v i scous 

damping cactor to the f i r s t v i b r a t i o n a l node . Because the s o l u t i o n 

becomes lengthy and provides l i t t l e a d d i t i o n a l in fo rmat ion , i t i s not 

s t a t e d h e r e . Although the beam resonant f requencies a re not ha rmonica l ly 

r e l a t e d , the response p r ed i c t ed and the conc lus ions which r e s u l t from i t 

a re c o n s i s t e n t with those based on the rod response of Figure IV .7 . 

With the preceding d i s c u s s - o n as background, i t i s des i r ed to 

i n v e s t i g a t e the t r a n s f e r funct ion of some a c t u a l t r a n s d u c e r s . F igure 

IV.8 i l l u s t r a t e s the i n s t rumen ta t i on se tup used to determine the 
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transfer function of a group of accelerometers. Test results arp 

presented in Figure IV.9 through IV. 12. Both the sweep rate and the 

amplitude of vibratory input were limited during testing to assure the 

validity of these transfer functions. For reasons which will be detailed 

*.n fallowing chapters, Figures IV.9 through IV.12 are quantitative in 

.impLitiide to 10,000 Hz but only qualitative at higher frequencies. 

Figures IV.9 and IV.10 present experimentally determined transfer 

functions for two typical piezoelectric acceleroraeters. Each figure 

contains a single major resonant frequency. Both also contain minor 

disturbances in the transfer function before this major resonance. Thesp 

minor disturbances are not valid data, as evidenced by the fact that 

they are harmonically related to the major resonance. They are 

attributable to some small amount of harmonic distortion in the input 

sinusoidal forcing function. 

The elementary, single degree of freedom dynamic model for a 

transducer would appear adequate if an opinion were" based only on 

Figures IV.9 and IV.10. However, Figure IV.11 i l lus t ra tes the transfer 

function for an acceleroraeter that possesses minor resonances that occur 

before i ts major resonant frequency. Since these minor resonances are 

not harmonically related to the major resonance, i t is highly unlikely 

that they are attr ibutable to test technique but should be valid data. 

Figure IV. 12 i l lus t ra tes the tr«t-s£er function for another accelerometer 

for which a major resonance occurs low enough in frequency that the test 

setup is capable of demonstrating the presence of two additional 

resonances at higher frequencies. Both Figures IV.11 and IV.12 

demonstrate the concept that transducers possess a dynamic response 

which is characterized by a continuous system model. 
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Figure IV,9. Magnitude of transfer function of piezoelectric 
aceeleroraeter containing single piezoelectric element 
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Figure IV.10. Magnitude of transfer function of piezoelectric 
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Figure IV.II. Magnitude of transfer function of piezoresistive 
accelerometer containing beam type sensing element 
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Figures IV.13 and IV-14 i l lus t ra te the time response of two pres­

sure transducers. These transducer* were monitoring the step pressure 

.irhicvrd in a clospd end helium to air shock tube. The instrumentation 

syst«n used t" record and digit ize these responses is sioiilar to that 

shown in Figure V.5 in the following section. An approximate transfer 

function can be derived from each of these time responses and is 

presented as Figures IV.1$, IV.16, IV.17, and IV.18. The computer 

program TRANFUNC, which was used to approximate these transfer 

functions, as well as shock tube theory, are discussed in Chapter VI. 

The data in both Figure IV. 13 and Figure IV. 14 were acquired by 

campling 1024 points over a 0.002-second time interval. Figures IV.15 

and IV.17 reveal major resonant frequencies at approximately 21,000 Hz 

and 45,000 Hz, respectively. The presence of minor resonances in 

addition to these major resonances again confirms that a transducer's 

dynamic response is characterized by a continuous system model. 

Subsequently, it will be necessary to discuss limitations which 

occur vAien dynamically characterizing the type of transducers of 

interest. The present discussion has emphasised only that the transfer 

function of these devices contains multiple resonances, with one 

resonance typically dominant. 

It is next desired to i l lus t ra te the potential for error when 

measuring transient phenomena with such resonant devices. In i t i a l ly , the 

elementary dynamic transducer model of Figure IV. 1 will be used. The 

preceding experimental data indicated that 0.01 was a reasonable viscous 

damping factor to insert into this model to allow problem development. 

72 



Figure IV,13. Shock tube step response of flush diaphragm 
metallic strain gage type pressure transducer 
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Figure IV.14. Sh^ck tube s t e p response of flush diaphragm 
semiconductor s t r a i n gage type p ressu re t r ansduce r 
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Figure IV.15 . Approximate ampi i tude-f requency response computed 
for m e t a l l i c s t r a i n gage type p re s su re t r ansduce r 
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Figure IV.16. Approximate phase-frequency response computed for 
metallic strain gage type pressure transducer 
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Figure IV.17. Approximate amplitude-frequency response computed 
for semiconductor strain gage type pressure 
transducer 
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Figure IV.18. Approximate phase-frequency response computed for 
semiconductor strain gage type pressure transducer 



When cons ide r ing e r r o r s in measuring t r a n s i e n t phenomena, i t w i l l 

be assumed t h a t adequate low frequency response e x i s t s in the measuring 

system to a s su re a c c u r a t e r ep roduc t ion of the phenomena. Simple ac 

c i r c u i t theory permi t s v e r i f i c a t i o n of t h i s assumption and sugges t s a 

s o l u t i o n , if a problem e x i s t s . 

The t r ansduce r model s c h e m a t i c a l l y dep ic ted in Figure IV. I can be 

d i scussed in terms of i t s undamped n a t u r a l frequency, i t s damped n a t u r a l 

frequency, and i t s r e sonan t frequency. These a r e r e s p e c t i v e l y ( k / m ) * ' 2

( 

t he frequency a t which an underdamped system responds t o any t r a n s i e n t , 

and the frequency of maximum response to a s i n u s o i d a l fo rc ing func t ion . 

For the small va lue of v i s c ous damping being included in t he model , 

t he se f requencies a r e e s s e n t i a l l y i d e n t i c a l , 

t he response of t h i s e lementary dynamic model to v a r i o u s t r a n s i e n t 

phenomena wi l l now be i n v e s t i g a t e d . I t s u n i t impulse response can be 

a n a l y t i c a l l y computed t o be ; 

(XV.17) T7TT? « » K y , - C 1 ) -

where £ is the v i s c o u s damping f ac to r (0 .01 assumed) and uJn i s the 

undamped n a t u r a l frequency. The t r a n s d u c e r ' s n a t u r a l per iod is the 

r e c i p r o c a l of the c i r c u l a r undamped n a t u r a l frequency. I t s response 

o ( t ) to any t r a n s i e n t forcing funct ion f ( t ) for zero i n i t i a l c o n d i t i o n s 

can be computed by the convolu t ion i n t e g r a l a s : 

t 
O(t) = / f(T)h<t - T) dT . (IV. 18) 



This convolution integral has been numerically integrated to achieve the 

results shown in Figures IV.]9 through IV.34. 

A perfectly elastic impact of a lumped mass onto a linear spring 

would generate an ideal half-nine deceleration pulse. However, because 

of noitl inearit ies and losses, deceleration pulses associated with 

phenomena such as dirt impact typically tcke on the characteris t ics of a 

versed sine. 

figure IV.19 i l lus t ra tes a unit versed sine forcing function input 

to this transducer model. The transducer has a natural period equal to 

the bsse duration of the versed sine. Also i l lustrated is trie transducer 

response which possesses a peak error of 68 percent. 

The fact that the transducer response does not reproduce the unit 

versed sine forcing function is not surprising. The transfer function of 

the transducer does not possess the flat frequency response established 

in Chapter III as a desirable characteristic of measuring systems. 

Figure IV.20 i l lus t ra tes this same forcing function input to a 

transducer with a natural period of 0.2, which corresponds to an 

undamped natural frequency five times higher than that of Figure IV.19. 

This effectively places a larger portion of the frequency spectrum of 

the versed sine in the flat region of Figure IV.2. For this s i tuat ion, 

the transducer response more closely reproduces the input. 

Once a blast wave breaks away from i t s source, i ts waveshape can be 

approximated by a decaying exponential function. Figure IV.21 

i l lus t ra tes such an exponential function and the accompanying transducer 

response. The natural period of the transducer is equal to the duration 

of the exponential function at i t s ten percent amplitude point. 
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Figure IV.19. Elementary dynamic transducer model 
response to unit versed sine input 
(natural period = 1.00) 

2.00 
1.75 

+J 

£ 1 , 2 S 

•H 1.00 
u < 
c °- 7 5 

•S 0.50 a *-" 
"•3. 0-25 

0 

-0.25 
0 0.25 0.50 0.75 1.00 1.25 1.S0 1.75 2.00 

Time in Arbitrary Units 
Figure IV.20. Elementary dynamic transducer model 

response to unit versed sine input 
(natural period = 0.20) 

— -

"TV =A+ ± \ 



In an attempt to improve upon the response shown in Figure IV.21, 

the undamped natural frequency of the measuring instrument is increased 

by a factor of ten. Figure IV.22 i l lus t ra tes that even with this 

increased undamped natural frequency, the transducer response does not 

represent i ts input. It is then desired to determine if the undamped 

natural frequency of the transducer can ever be made high enough so that 

the exponential function can be defined as successfully as was the 

versed sine funct ion previously. 

The amplitude-frequency and phase-frequency spectrum associated 

with the exponential function can be computed by first evaluating i t s 

Fourier integral as: 

I'(JUJ) •- I e" ( 2 ' (IV.19) 

The magnitude of the spectrum is plotted in Figure IV.23 for a one-

seond duration pulse. Significant high frequency content is contained 

within this spectrum. The phase angle associated with each frequency can 

be norsal ized by the frequency so that time delay can be plotted versus 

frequency in Figure IV.I'-. This last figure i l lus t ra tes that the high 

frequencies in the exponential forcing function are encountered at 

in i t i a l time by the transducer. The transducer will respond with 

significant output at i ts damped natural frequency. The blast front 

associated with the exponential function can never be defined perfectly 

bv 3 resonant transducer. 
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The previous discussion has considered only two forcing functions 

and a small number nf ratios of pulse durations to transducer nanir.il 

periods. Figures IV.25 to IV.29 provide a better estimate of the 

magnitude of error which can occur for various transient forcing 

functions and various rat ios of pulse durations to natural periods. 

Each plot of Figures IV.25 to IV.29 is comprised of 40 data points 

representing 40 different ratios of pulse duration to transducer natural 

period. The convolution integral is evaluated for each of the 40 values. 

Maximum transducer response over the time the pulse occurs is ratioed to 

the maximum pulse amplitude. For example, a versed sine pulse recorded 

by a transducer with a natural period of one-half the pulse duration 

(T/TN = 2) can be determined from Figure IV.25 to result in a 32-percent 

error in recorded pulse peak. 

Wh ile in format ive , the preced ing examples do not beg in to 

i l lus t ra te the potential for error which exists when using resonant 

dev ices to define structural dynam ics under trans ient loading . Resonant 

transducers are used because they are available with flat frequency 

response and zero phase distort ion over the range of frequenc ies to 

which structures can significantly respond. It is the idiosyncrasy in 

their transfer function at high frequencies which makes the transducers' 

response analytically unpredictable. 

In Chapter II i t was shown that the load ing process to structures 

in the more severe transient environments was characterized by step 

discontinuities and complicated by reflections. Early-time material 

response was characterized by a string of sudden accelerat ion impulses 

or Dirac delta acceleration functions. 
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Figure IV.27. Elementary dynamic transducer model 
maximum response to a unit 
symmetric triangular pulse 
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Figure IV.29. Elementary dynamic transducer model 
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Figure IV.30 illustrates the response predicted by the elementary 

transducer model to a Dirac delta or single unit impulse acceleration 

forcing function. Figure IV.31 illustrates the response predicted for 

this model to two unit impulses where the second impulse occurs at a 

later time than the first. The system is linear; therefore, 

superposition holds and the net response is simply the sum of the 

individual impulse responses. Dependent upon the time of occurrence, 

these responses can add in phase or out of phase. Fig'-ire IV. 32 portrays 

the response to three unit impulses which occur in time so that tht 

results they produce add in phase. 
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Figure IV.31. Elementary dynamic transducer model 
response to two unit impulses adding 
out of phase 
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Figure IV.32. Elementary dynamic transducer model 
response to three unit impulses adding 
in phase 

The common feature of the preceding three figures appears to be the 

uncertainty in their resultant amplitude. The signal at tr ibutable to 

this impulse chain during material response, in the case of an 

accplerometer, is superimposed on the later occurring signal which is 

at tr ibutable to the structural response. It is impossible to predict 

what Linear amplitude range an instrumentation channel would need to 

keep from being overdriven. 

Figure IV.33 simulates reflected blast pressure loading to a 

structure with pressure transducer response superimposed. Figure IV.34 

i l lus t ra tes an identical reflected blast loading with the exception that 

the second reflection occurs at time 0.20 instead of time 0.21 as in 

Figure IV.33. The amplitude of the transducer response is more than 

doubled from that of the previous figure. Again, i t is impossible to 
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predict aver what linear amplitude range an instrumentation channel 

would have to bo calibrated to prevent it from being overdriven. 

Although the degree of uncertainty when using resonant transducers 

has nt.it been reported in the cited references, distortion produced by 

their transfer function has been reported and previous work on the 

problem performed. This previous work will now be described. 

it was commented earlier that measurement references almost 

universally present a dynamic model for force, pressure, and accelera­

tion transducers that is consistent with Figure IV.i. Manufacturer's 

specifications, frequently formulated around technical societies' 

recommended practices or guides, encourage the use of this model by 

specifying only a single resonant frequency in their literature. 

The introduction to this chapter demonstrated in detail that the 

elementary model of Figure IV.1, while conceptually simple, did not 

dynamically well characterize actual transducers. The elementary model 

was used in this chapter only to illustrate the potential for problems 

which exists when using resonant devices to measure structural dynamics 

in transient load ing environment s. It was ind icated that complete 

characterization of the transfer function of most real resonant 

transducers is not attainable. Subsequent chapters will document why 

this characterization cannot be accomplished. A dynamic model for a 

transducer based on those characteristics which can be determined will 

later be described. 

The limitations discussed in the previous paragraph are generally 

not acknowledged in the literature. When they are acknowledge^ their 

application to the problem of interest is not made apparent. As a 

result, thr tendency has been to categorize the measurement difficulties 
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encountered when using resonant t r ansduce r s as so lvab le through an 

inverse problem. 

References 13 through 16, 29, and 57 d e s c r i b e past work performed 

r e s p e c t i v e l y at Iowa S t a t e U n i v e r s i t y , TLJ U n i v e r s i t y of New Mexico, 

Techn ion - I s r ae l I n s t i t u t e of Technology, Indian I n s t i t u t e of Technology, 

Bombay, The Un ive r s i t y of Houston, and the Boeing Company in S e a t t l e , 

Washington. The s o l u t i o n technique which has been advocated to account 

for d i s t o r t i o n in the s igna l from resonant t r a n s d u c e r s i s to perform the 

inverse ope ra t i on on t h e i r t r a n s f e r func t i on • Thi s technique has been 

proposed both in the form of analog compensation du r ing da ta 

a c q u i s i t i o n 1 ^ , 1 5 , 1 6 , 2 9 a n d c o m p U t e r compensation during data 

r educ t ion .*^»15 ,57 The computer compensation methods for da ta r e d u c t i o n 

have ignored the a n a l y t i c u n p r e d i c t a b i l i t y of the t r a n s d u c e r ' s response 

which f requent ly prevents the d i s t o r t e d s i g n a l from being i n i t i a l l y 

r eco rded . In a d d i t i o n , a l l previous work has been dependent upon one of 

two assumpt ions . These assumptions a r e : 

1. an adequate exper imenta l c h a r a c t e r i z a t i o n of the dynamic 

response of the t r ansducer i s a v a i l a b l e , or 

2. the t r ansduce r i s adequa te ly c h a r a c t e r i z e d by the e lementary 

dynamic models of Figure IV. 1. 

The a p p l i c a t i o n of the advocated s o l u t i o n technique has g e n e r a l l y been 

to da ta whose frequency content i s much lower than t h a t of the d a t a 

which wi l l be cons idered in the next c h a p t e r . Only r e f e r e n c e 29 has 

appl ied t h i s technique to high frequency d a t a , such as are encountered 

in shock t u b e s , and l i m i t a t i o n s in an analog compensa tor ' s t r a n s f e r 

c h a r a c t e r i s t i c s are acknowledged. In a s i m i l a r a p p l i c a t i o n , r e f e r e n c e 58 

no te s the inadequacy of the assumption of an e lementary s i n g l e degree of 
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IriM'dom transducer model when deconvolving acoustic-emi ssion signals. 

Thi' twn preceding assumptions upon which past work has been dependent 

.'ir.' line necessary .md o ft en times are not pract ical when moaeur ing 

?t niL'tuml dynamics . In add it ion , the problem of analyt ical l y 

unpredictable signal amplitude has not been observed in previous 

publ icatinns. 

Summary and Conclusions 

i . Transducers intended to define structural dynamics must be 

charac terized by a continuous system model. 

2. When r.-snnant transducers are used to define structural dynamics 

under suvere transient loading, it is not practical to analytically 

predict the 1inear range an inst rumentat ton channel must possess to 

prevent it from being overdriven. 

3. Previous work concerning measurement difficulties encountered when 

using resonant trnnsducers has t reated these difficulties as being 

solvable as an inverse problem. Solution techniques proposed have 

been in the form of analog compensation during data acquisition or 

digital compensation during data reduction. Unwarranted assumptions 

sssoc iated with these techniques are: 

,i. an adequate experimental characterization of the dynamic 

response of the transducer is ava liable, or 

b. the transducer is adequately characterized by the elementary 

dynamic model of Figure XV.1. 
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CHAPTER V 

PROBLEM ILLUSTRATION USING ACTUAL TEST DATA 

Chapter IV indicated that analytically unpredictable and distorted 

signals can result when using resonant transducers to measure the 

dynamic characteristics of structural systems. The present chapter 

illustrates these effects using experimental data from tests on actual 

structures. These data were acquired during nuclear weapon effects 

test ing. 

The Introduction to this work contains a test record which, based 

upon the facts presented, appears to contain valid data. It was noted 

that such a record would provide a basis for the establishment of 

component test specifications and to permit comparison with and 

modification of a dynamic analytical model of the structure tested. In 

this chapter, it will be demonstrated that this test record actually 

contains invalid data. 

As was noted previously, a decaying exponential function 

approximates the stat ic overpressure experienced in a free field blast 

environment. Figure V.l illustrates a typical record from such an 

environment. This record was produced during a test in an explosively 

driven shock tube used to simulate nuclear blast effects. The measuring 

pressure transducer was a flush diaphragm resistance bridge device with 

a manufacturer's specified fundamental resonant frequency of 75 kHz and 

a range of 300 psig CI psi = 6.895 kPa). The shock was propagated in air 

at 12 psia. The importance of this example will be to illustrate that 

while resonant pressure transducers are adequate in working with 

structural dynamics they cannot resolve the shock front associated with 

a propagating blast wave. 
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Figure V.J. Static overpressure record from 

explosively driven shock tube test 

Figure V.2 is a diagram of the instrumentation system used to 

record and digi t ize the transducer response. The assistance of a data 

reduction group was necessary in "code cracking" to provide 

compatibility between the DEC digi ta l tape with 12 bit words and the 

Control Data Corporation scientific computer with 60 bit words used for 

data anatysis. The Bioraation Transient Recorder, an artalog-to-digital 

converter with a recirculating memory, was operated in a pretrigger mode 

with 1024 samples of the transducer response digitized to eight b i t 

resolution over a two-millisecond interval . This corresponded to a 

sampling interval of T =(0.002/1024) seconds and a Hyquist frequency of 

1/2T or 256 kHz. 
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Figure V.2. Instrumentation system used to record and digitize 
pressure transducer response 

To analyze both the data illustrated in Figure V.l and succeeding 

examplesj digital signal processing techniques are employed. These 

techniques are described in Reference 17. In all examples presented, 

analog reconstruction is by straight line approximation between the data 

points. The high data sampling rate on all records which will be 

analyzed avoids the need for more sophisticated techniques. 

Before proceeding with analysis of the data illustrated in Figure 

V.l, a few points will be noted regarding discrete (DFT) and fast (FFT) 

Fourier transforms since they will be used repeatedly. The DFT can be 

expressed as: 

N-l 

-y*f 
-j (2-tmn/N) I m = 0, 1, (V.l) 
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for 

2 " m 
" • - — 

where f is a sample of the set which repreaer.l 9 the input function f(t) 

starting at time equal zero, N is the total number of samples, T is the 

sample interval, and F is the discrete transform corresponding to each 

value of j . Actually, there are two parts to F corresponding to each of 

N values since Fm is complex. Equation (V.l) i l lus t ra tes that N2 complex 

products are required for DFT comnutation. Since some of the records 

examined will have N as large as 4096, this computation becomes lengthy 

in terms of computer time. The FFT is an algorithm which eliminates 

redundancy in the DFT and computes the DFT by expressing it as a linear 

combination of smaller DFTs. Figure V.3 l i s t s the particular FFT 

algorithm utilized throughout this section; this algorithm is modified 

only slightly from that given in Appendix B of Reference 17. The 

algorithm requires 2 K input data points where K is an integer. The 

advantage of the FFT is that it reduces computation time compared to the 

DFT by K/2N. It is of interest to note that both the DFT and the FFT 

bear the same relation to the digi ta l system as the continues Fourier 

transform bears to the analog system. 

Figure V.4 is the result of applying the FFT of Figure V.3 to the 

data of Figure V.l. The curve is plotted though points which are 0.5 kHz 

apart in frequency. Phase information is not presented since the 

amplitude spectrum alone is sufficient to i l lus t ra te the problem. 

Clearly, the high frequency content of the transient required to define 

the shock front is "contaminated" by the resonant response of the 

measuring transducer which is centered at approximately 70 kHz. The low 



frequency portion of t h i s spectrust i s adequate, however, to def ine the 

input forcing function applied to a s tructure over the range of 

frequencies to which the structure possesses s i g n i f i c a n t response. 

Subsequent examples w i l l i l l u s t r a t e t h i s l a s t point more f u l l y . 

? t / * l ' 1 2 . 17.RS.14. 
PROCRAB FFT 
I M M suMourirc FFTIFR.FI,K.is> 
1RR1RC 
1MMC FAST FOURIER TRANSFORR USING TINE DECOMPOSITION 
1M3RC WITH INPUT I I T REVERSAL 
l««4tC MT« IS IN F« (MALI AND F I (InAGIHARV) ARRAVS 
1MMC CONFUTATION IS IN PLACE, OUTPUT REPLACES INPUT 
1MMC HUME* OF POINTS MIST IE N-2HK 
I M 7 K F»(N) AND FUN) RUST IE DIRENSIOHED IN RAIN PR0GBAI1 
1AJ7SC IS—1 FOR FORUARD TRANSFORN. I S - M FOR INVERSE TRANSFORM 

I M S * DINENSIOH F R m . F I l l ) 
1»1M N-EIW 
i*i • • m - t 
1RI2* NN-N-1 
l t ! 3 t DO 2 N-l.NN 
1*14* l -N 
l t l S * 1 L-L/2 
! • ! « • IF(HR»L.CT.»H!GO TO I 
1»17» AR.ROD(RR,L>*L 
l t l H IF(NR.LE.N)GO TO 2 
K I M TR-FR<n>l> 
M M * FR<R*l l -FRt l»MI 
IR21R FRCNRflJ-TR 
1R22* T I -F l tn»1 ) 
1K3A FI(R«1>«FI<PS»1> 
1I24* FIcnR»l)-TI 
1I25R B CONTINUE 
1I2M L-l 
1R27A 3 1F(I.G£.H1RETURN 
I K N ISTEP-2XL 
1 K H El-L 
1«3M DO 4 B-l.L 
1R31I «-3.1<15926535IFL0»T(I5Jin-l)]/EL 
1*321 Ufi-COS(O) 
• •33* UI-SINIO) 
1R34A DO 4 I.M,«,ISTEP 
1A3S* J-I»L 
1R3SI TR-URSFR(J)-UIJFKJ) 
1R31A TI-UR»FIIJ)»UItFR(J) 
1R3M FR<J>.FR(I)-TR 
• • 3 9 * FI (J>-FI ( I>-TI 
1 « M FR(I)-FP<I)«TR 
H » l » 4 F I ( 1 ) . F 1 ( I ) » T I 
1A4SS L-ISTEP 
1*43* GO TO 3 
1944* RETURN 
1*45* END 
READY. 

Figure V.3. Fast Fourier transform subroutine 

The second se t of data records to be analyzed are those for 

channels A4 and A6 which were recorded from accelerometers mounted in 

c lo se proximity to the accelerometer of channel A5, the record presented 
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in the Introduction .,f this work. These signals were recorded from 

accelerometers mounted inside the shell of a reentry vehicle which was 

subjected to explosive loading on the she l l ' s outer surface. The records 

from this location should contain the highest frequency content of any 

of the accelerometers recorded during this particular t e s t . This is 

because numerous joints and different materials tend to attenuate the 

high frequencies that would excite interior components of the reentry 

vehicle, whereas only the thin shell wall separates accelerometers 

recorded as A4, A5, and A6 from impulsive explosive Loading. 

Pa/Hz psig/Hz 
_0.03 

L 

40 60 80 1 
Frequency (kHj) 

Figure V.4. Magnitude of Four ie r t ransform of 
s t a t i c ove rp res su re record from 
exp los ive shock tube t e s t 
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Figure V.5 d iagrams the ins t rumenta t ion system for record ing and 

d i g i t i z i n g these a c c e l e r a t i o n c h a n n e l s . The Disk Recording System was a 

combination of commercial equipment and equipment developed a t Sandia 



Dynamics Amplif ier Mod. 7600 
D-C Coupled 
1 Milz Response 
0 t o 10V Output 

I 
/Vccelcrometer 

<0 ^ 

Sandia l a b o r a t o r i e s Disk Recording System 
16 Channels 2 Milz/Channel Response 
2S usee Record Time 125 mV t o 25V Input 

1 
FM 
Modulator 
FM 
Modulator 

Tekt ron ix Mod. 422 
O s c i l l o s c o p e 
(Modified) 

Tek t ron ix Mod. 4051 F a i r c h i l d Mod. 4880 Bioraation Mod. 1Q15 T r a n s i e n t Recorder X-Y Recorder 
Minicomputer Ins t rument Coupler 4 Channels 1024 Words/Channel 
32K Memory 10 Bits/Word 

Figure V,5. instrumentation system for recording and digitizing 
acceleration data channels A4, AS, and A6 



Laboratories, Albuquerque, New Mexico. The FM modulator on each channel 

operated at 4.5 MHz and deviated frow 3 to 6 MHz. The demodulator was a 

pulse-averaging discriminator. Frequency response of the data recording 

electronics was limited by the 1-MRz response of the dc differential 

input instrumentation amplifiers. 

Four channels in the Model 1015 Biomation Transient Recorder were 

connected in series so that the 102** words/channel could be combined to 

permit 4096 samples of acceleroraeter response over five milliseconds. 

The Tektronix Model 422 oscilloscope was modified to make available the 

ramp signal controlling i t s horizontal sweep time. A sampler on this 

ramp signal gated and effectively time-expanded successive portions ot 

the recorded signal so that the frequency responses of the X-V recorder 

and the Biomation recorder were compatible with the high frequencies 

recorded on the Disk Recorder. In this manner, the five millisecond 

window was expanded on playback to 82 seconds. 

Data output from the Bioraation recorder was interfaced into a 

Tektronix Model 4051 Minicomputer. With a digi ta l tape and an acoustic 

coupler, digitized data were then transmitted by telephone from a remote 

test area to the same Control Data Corporation scientific computer used 

to analyze the earl ier shock tube blast pressure record. 

The nominal fundamental resonant frequency of the accelerometers to 

be recorded on channels A4, A5, and A6 had been determined to be 50 kHz. 

To accommodate noise on the channel, it was desired to have at least ten 

samples/cycle at 50 kHz since the spectrum analysis performed would 

extend slightly above this frequency. 
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In d i g i t i z i n g s i g n a l s such as were recorded on channe l s A4 and A6, 

i t was d i f f i c u l t to t e l l e x a c t l y where data began because of e l e c t r i c a l 

noise which occurred a t time z e r o . This no i se r e s u l t e d from the 

d i s c h a r g e of c a p a c i t o r banks t o i n i t i a t e the e x p l o s i v e . A g r e a t e r 

judgment problem involved when to s top the d i g i t i z a t i o n process s i nce 

the s t r u c t u r e response does not end a b r u p t l y but decays i n t o the channel 

no i se l e v e l . The c r i t e r o n s e l e c t e d for d e c i d i n g when to t r u n c a t e t he 

d i g i t i z a t i o n process was to choose the time when the recorded s igna l 

l eve l had decayed t o , and remained below, ten percent of the maximum 

i n i t i a l va lue of the s i g n a l . The s i g n a l was f i r s t observed on an 

o s c i l l o s c o p e and i t was determined t h a t the f ive m i l l i s e c o n d window 

would s a t i s f y t h i s c r i t e r i o n and provide 16 samples / cyc le a t 50 kHz. 

Nyquist frequency was 409 kHz when a l l o c a t i n g t he 4096 samples over t h i s 

time window. 

F igures V.6 and V\ 7 d i s p l a y the r e s u l t s of t h i s d i g i t i z a t i o n 

p r o c e s s ; they r e p r e s e n t the u n f i l t e r e d a c c e l e r a t i o n time h i s t o r i e s of 

these two c h a n n e l s . Channel range for A4 was 8,000 g or 16,000 g peak 

to peak, while the recorded s i g n a l was 8,000 g peak to peak. Channel 

range for A6 was the same as for A4, whi le the recorded s i g n a l was 

12,000 g peak to peak. The l i n e a r spec i f i ed range of the acce l e rome te r s 

was 10,000 g peak to peak with some overrange c a p a b i l i t y . In F igures V.8 

and V.9 the f i r s t m i l l i s e c o n d of each of the f ive m i l l i s e c o n d long 

r eco rds of F igures V.6 and V.7 i s expanded so t ha t more r e s o l u t i o n i s 

achieved. The 50-kHz resonant frequency of the acce le romete r s i s 

apparent superimposed on the recorded s i g n a l s . 

Before d i s c u s s i n g the da ta recorded on channels A4 and A6, one 

important poin t should be cons ide red . Some f i n i t e , but minimal , amount 
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of error will occur trfien analyzing these signals in the frequency 

domain- The error is attributable to the truncation process which 

occurred during digi t iz ing. After truncation, it is a typical procedure 

to apply a data window to the digitized signal to round off the "sharp 

corners." An example is a Hanning window, which is defined as: 

- ) = | ( . - =« ™) CV.2) 

where NT is the sample interval. 
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Figure V.6. Unfiltered acceleration-time history 
for channel AU 
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Figure V.7, Unfiltered acceleration-time history 
for channel A6 

Figure V.8. Unfiltered acceleration-time history 
for channel A4 expanded 
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Figure V.9. Unfiltered acceleration-time history 
for channel A6 expanded 

Other forms of data windows are available. All of them have in 

common the fact that they taper the Amplitude of the leading and 

trail ing edges of the data obtained during the observation period. In 

applying any type of data window, it is important to remember that 

multiplication, by a window in one domain is equivalent to convolution of 

the Fourier transforms of the window and the data in the other domain, 

resulting in distortion of the transformed signal. The following two 

equations i l lus t ra te this point. Let f(t) be the truncated signal and 

w(t) be the data window. The double-pointed arrow represents a Fourier 

transform. 

f ( t ) vvi ( t ) ~*^r t 'r<i*> wfjf*- *)1 dx (V.3) 
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Data windows were not imposed on the t r a n s i e n t da t a d i g i t i z e d on 

channels A4 and A6 s i n c e they both con ta ined s i g n i f i c a n t ampl i tude near 

t he beginning of t he o b s e r v a t i o n . Applying a. da ta window to e i t h e r of 

t he se t r a n s i e n t s i g n a l s would have d iminished t h e i r apparent frequency 

c o n t e n t . 

The mot iva t ion tor ins t rument ing and r eco rd ing channe l s A4 and A6 

was to de f ine the response of the s t r u c t u r e ( t h e r e e n t r y v e h i c l e ) a t the 

acce lerometer -mount ing l o c a t i o n s . Concent ra t ing only on the measurement 

problem, the o b j e c t i v e was to acqu i r e and t ransmi t a v a l i d s i g n a l 

d e s c r i b i n g the s t r u c t u r a l r e s p o n s e . 

One measure of the v a l i d i t y of a s i g n a l t r a n s m i t t e d through an 

in t rumen ta t i on channel i s t he s i g n a l - t o - n o i s e r a t i o . The s i g n a l - t o - n ^ i s e 

r a t i o i s expressed as a power r a t i o or a mean-squared v o l t a g e r a t i o . For 

a p e r i o d i c waveform, t he s i g n a l power i s a t ime average o c c u r r i n g over 

one c y c l e . As the no i se power i n c r e a s e s , the v a l i d i t y of the t r a n s m i t t e d 

s i g n a l d e c r e a s e s . 

Considering a t r a n s i e n t waveform to be the l i m i t i n g case for a 

pe r i od i c waveform where the per iod becomes i n f i n i t e , the normalized 

power of a t r a n s i e n t approaches z e r o . The energy conta ined in t he 

t r a n s i e n t s i g n a l does , however, have a f i n i t e v a l u e . Noting t h i s f a c t , 

the t r a n s i e n t s i g n a l s recorded can be analyzed for t h e i r energy c o n t e n t . 

I t is d e s i r e d to have the energy conten t o f the s i g n a l a s s o c i a t e d s o l e l y 

with the problem of de f in ing the response of the s t r u c t u r e . 

The energy (E) suppl ied by a vo l t age s i g n a l ( v ( t ) ) to a load (R) 

is : 
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For a nne-ohm load, this can be written as: 

(V.5) 

(V.6> 

Extending this concept to any signal f( t ) in general, and noting 

for fCt) real that f 2 ( t ) « i t ( t ) ! 2 > Parseval's theoren 1 8 «tates that : 

'J Jm?" •&•].. |F'"» 
2 , 

<to . ( V . 7 ) 

The quantity |F(jci>)|2 was computed and the result plotted for the 

data recorded on channels A4 and A6. These plots are presented as 

Figures V.10 and V. l l . Frequency resolution is 0.2 kHz. 

Figures V.IO and V.il may be considered as e plot of the energy 

spectrum, in g /Hz , of the recorded acceleration signal. The areas 

under the curves in these plots have units of g*/Hz. The concept of 

considering (acceleracion) 2/Hr. or g2/Hz as energy is not abstract. A 

given acceleration level can bs equated to an equivalent signal level in 

vn l t s . (Acceleration) /He is then proportional to (volts) /Hz which, 

when normalized to a one-ohn load, will be in units of energy. 

Some very important observations are possible based upon these last 

two figures. Figure V.10 i l lus t ra tes that for channel A4 most of the 

energy of the signal is devoted toward defining the response of the 

s tructure, which is occurring below 6 kHz. Some lesser structural 

responses exists at 10 kHz. It is also possible to note that the 



remainder of the energy of the signal is concentrated feetwen 45 and 50 

kHz. This energy is at the resonant frequency of the acceleroraeter and 

is not defining structural response but is associated with the 

characterist ics of the measuring transducer. 
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Figure V.10, Signal energy spectrins versus frequency 
for channel A4 

Figure V.ll portrays the same type of analysis for channel A6. The 

energy in the signal associated with the structure is concentrated below 

10 kHz. In the signal, a large quantity of energy associated with the 

transducer is centered around 55 kHz. Since total signal energy is 

proportional to the area under the curve in this plot , it is apparent 

that approximately as much of the energy in this signal is associated 

with the resonant characterist ics of the acceterojLCter as is associated 

with the s tructure 's response. 
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Cigare V.]l. Signal energy spectrum versus frequency 
for channel A6 

These findings are consistent with the time his tor ies of Figure V.6 

through V.9. These earl ier figures show channel A6 contains much more 

high frequency response associated with the accelerometer resonance than 

dops channel A4. The key point to note in Figures V.10 and V.ll is that 

because the energies are in two distinct frequency bands the response of 

the structure is separable from the resonant characterist ics of the 

acceleroroeter. This was not readily apparent in Figure V.6 through V.9, 

The acquisition of meaningful data from channels A4 and A6 then becomes 

a "data separation" problem in the frequency domain. 

Before performing this separation! one last point should be made. 

The energy spectrum associated with the signal is plotted as the 

ordinate in Figures V.10 and V. l l . In the frequency domain, acceleration 

can be converted to velocity if it is multiplied by 1/jw. The ordinate 
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plotted is the square of the magnitude of the acceleration spectrum. The 

kinetic energy of the structure is proportional to velocity squared. 

Thus, if it were of interest to determine the energy spectrum associated 

with the structure, as opposed to the energy spectrum of the signal 

defining fct.e structure, the ordinate of Figures V.10 and V.ll would have 

to be multiplied by l/<frequency) 2 over that frequency region containing 

the structural response. If the response measured were velocity, as 

opposed to acceleration, this point of confusion would not arise. 

Acceleration is measured because acceleroraeters are small inertial 

devices not requiring a fixed reference point. 

The final analysis performed on data channels A4 and A6 will 

separate the structure response from the accelerometer resonance in both 

the time and frequency domains. This operation is accomplished by 

filtering. 

Since the data for channels A4 and A6 are available in digital 

form, this filtering can be performed through use of a digital 

algorithm. A nonrecursive filter was designed where each output data 

sample, g , was computed as a linear function of the input sampled data 

set [f m] 50 that 

N 

A low pass f i l t e r was designed with zero phase shift by using the 

algorithm 
N 

g = y bx f m £^i n n m-n 
"'-* (V.9) 

with transfer function 



Udi:) - b * 2 / b js cos ,TJJT ° fa n n 

[l + cos (n WNr(] sin (nu c T) 

(V.10) 

CV.l l ) 

The effect of x * I + cos (nTi/N) was to eliminate errors that were 

attributable to Gibbs phenomenon18 causing a ripple in the passband of 

the filter. The specific filter designed used N * 100,w c = 24000TT , and 

T = 0.005/4096. Its transfer function is illustrated in Figure V.12. Its 

-3 dB point is approximately 10 kHz, and its roll off is greater than 40 

dB/octave. 

When the unfiltered records of Figures V.6 and V.7 are passed 

through the filter illustrated by Figure V.12, the results are as 

plotted in Figures V.13 and V.14. These two figures represent the true 

response of the structure. The maximum peak~to-peak acceleration 

response for channel A4 is 6500 g, which represents 81 percent of the 

peak-to-peak amplitude of its recorded unfilr^red signal. The maximum 

peak-to-peak response for channel A6 is 5,500 g, which represents 46 

percent of the peak*-to-peak amplitude of its recorded unfiltered signal. 

The fact that the filtered outputs shown in Figures V.13 and V.14 are 

not equal to zero at time zero is attributable to the starting transient 

associated with the filter. Eor this particular filter, the output 

started at time equal to -0.000122 second. 

The preceding analysis completed, it is now possible to conclude 

that the test data recorded on channel A5 are inadequate both for 



defining the response of the structure and for generating test 

specifications. The following paragraphs will provide just i f icat ion to 

support this conclusion. 

The channel range for A5 was only s l ight ly greater than for 

channels A4 and A6, being 10,000 g or 20,000 g peak to peak. The 

measuring acceleroraeter was the same type used to acquire the data 

recorded on channels hk and A6. The unfiltered acceleration time record 

is presented in Figure V.15. The peak-to-peak recorded acceleration 

range was 28,000 g. 

Several observations are possible based upon Figure V.15, The 

accelerometer has been overranged by a factor of three and is probably 
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Figure V.12. Magnitude of transfer function of 
non-recursive low pass f i l ter with 
sero phase shift 
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Figure V.13. Filtered acceleration-time history 
for channel A4 (compare with Figure V.6) 
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Figure V.14. Filtered acceleration-tirae history 
for channel A6 (compare, with Figure v.7) 

114 

'WMf ̂ 



io i-. 1 
°o s l l i , • m bUyu i; I m |WW* 

i\ I •I 

, \ 
\ \ 

0 1 2 3 4 S 
Time Cms) 

Figure V.15. Unfiltered acceleration-time history 
for channel A5 

highly nonlinear at this magnitude of response. The signal range of the 

recording channel electronics has been exceeded, resulting in additional 

nonlinearities. Evidence of these latter nonlinearities can be seen in 

the truncation of the signal, which is occurring over the first 

millisecond of the record for the positive going acceleration peaks. 

Chapter III explained the importance of a linear measuring system 

to prevent distortion when recording dynamic data. It is to be expected 

that the data recorded on channel A5 will contain "created" frequencies 

attributable to the nonlinearities noted in the preceding paragraph. 

Figure V.16 illustrates the signal energy spectrum computed for 

channel A5 containing these "created" frequencies. It is apparent that 

the response of the structure is not separable from that of the 

measuring transducer. Since this measurement was made at a location on 



the shell in close proximity to the scceleroneters recorded on channels 

M and A6, which indicated structural response only below 10 kHz, 

structural response occurring only below 10 kHz would be expected on 

channel A5. Meaningful definition of structural response from channel 

A5, however, is not achievable through a filtering process or any other 

known technique. Figure V.17 illustrates the frequency content of the 

record presented as A5 in the Introduction. Clearly, more than 

structural response information is contained in this record. 

Fortunately, in this example an unfiltered record in the form of 

Figure V.15 was available upon which to base the conclusion that the 

data intended to define structural response at the location of the acce-

lerometer recorded on channel A5 were invalid. The obvious question is, 

could valid data have been recorded on channel A5? The answer is yes. 
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Figure V.16. Signal energy spectrum versus frequency 
for channel A5 
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Figure V.17. Magnitude of Fourier transform of 
test record presented as A5 in 
Introduction 

An accelerometer with a peak-to-peak specified linear range of 

10,000 g probably would be a reasonable selection if consideration were 

based only on predictions resulting from the analysis of the structural 

model. A problem arises in these predictions. Because of the nature of 

the model, only an estimate of the peak-to-peak range of the structure, 

and not that of the signal, is provided. The range of the signal which 

must be recorded is dominated by uncertainties attributable to the 

resonant transducer's response to the sudden acceleration impulses 

during the structure's material response. This portion of the 

transducer's response will be superimposed upon that portion of the 

signal defining the structural response. If the measuring accelerometer 

utilized on channel A5 had possessed a linear peak-to-peak range of 



30,000 g, and if the linear range of the electronics had been compatible 

with the recorded signal, valid data could have been obtained. 

Based on the previous analysis, one might conclude that if the 

resonant transducer and the recording electronics always remained within 

their linear operating range, and if the transducer's fundamental 

resonant frequency was always high enough to be separable in the 

frequency domain from those lower frequencies to which the structure 

possesses significant response, meaningful data could be recovered. This 

oversimplitication ignores the very real presence of electrical noise in 

all instrumentation systems. Electrical noise, in the present context, 

implies "spontaneous fluctuations" often requiring statistical data 

treatment. All records analyzed thus far have been relatively free of 

this type of noise consideration, primarily because of the very close 

proximity between signal sources and record electronics. 

The final set of data records to be analyzed will illustrate both 

the presence and effect of electrical noise. These records are 

identified as track 5 and track 6 and are acceleration channels recorded 

from a reentry vehicle subjected to an underground nuclear test. 

Acceleration data ace again used because these particular records 

possess significant electrical noise. Of principal importance are the 

observations that resonant measuring transducers encountered a high 

frequency transient loading, that both the resonant transducer and che 

recording electronics remained within their linear range, yet meaningful 

information concerning the structure was still not acquired. 

These records were recovered from an FH magnetic tape. The record 

identification originates from the tape track number on which the data 

were recorded. The analog tape was processed, and a digital binary tape 
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was created. Information contained on this tape was transferred into 

permanent disk files accessible by the Control Data Corporation 

scientif ic computer for analysis. A great deal of f lexibi l i ty was 

possible in selecting sample rate and time window siBe during 

digi t iza t ion. A tota l of 4096 samples was taken on both tracks, with a 

time window of 8,192 milliseconds for track 5 and 4.096 milliseconds for 

track 6. This corresponded to Nyquist frequencies of 250 kHz and 500 

kHz, respectively. This high sampling rate again permitted 

reconstruction of the waveforms by straight line approximation since the 

fundamental resonant frequency of the transducers was only 40 kHz. 

Figure V-18 i l lus t ra tes pertinent deta i ls of a typical instrumentation 

channel which recorded data. The low pass f i l t e r used when demodulating 

the recorded FM signal had a -3 dB frequency of 6Q kHz and a roll-off 

characterist ic of 36 dB/octave. 

Voltage Controlled 
Oscillator 
880*64 toll 

Signal Conditioner 
d-c to 50 kHz rrO-

Acceleroaeter <m 4000 Feet Cable 
Tape Recorder 
Direct Record 

Power Supplv 
0 to 30V 

Figure V.18, Typical instrumentation channel used to record 
acceleration data on tape tracks 5 and 6 

Both instrumentation channels were adjusted for operation over 

ranges of 10,000 g peak to peak, with both accelerometers capable of 



operation over this same range. This acceleration range corresponded to 

a 189-miHivole peak-to~peak signal from the accelerometer recorded on 

track 5 and a 250~minitfolt peak-to-peak signal front that recorded on 

track 6. Figure V.18 shows chat these signals oust travel over 4000 feet 

of cable before amplification can be provided. 

Figures V.19 and V.20 i l lus t ra te the acceleration time his tor ies 

recorded on tape tracks 5 and 6. Enough overrange capability existed on 

both channels so that it is assured that alt of the recorded signal 

which could be attributed to the accelerometer response is l inear. The 

high frequency ringing on both channels is attributable to the 40 kHz 

resonant frequency of each of the accelerotaetera , 
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Figure V.19. Unfiltered acceleration-time history 
for track 5 
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Figure V.20. Unfiltered acceleration-time history 
for track 6 

It is desired to examine the energy spectrum of each of these two 

transient time his tor ies . Figures V.21 and V.22 i l lus t ra te these spectra 

in the same manner as calculated for previous records. Frequency 

resolution is 0. 22 kHz for track 5 and 0.244 kHz for track 6. 

Of immediate interest is the fact that there is no separation 

between structural response and the resonant characterist ics of the 

transducer. In fact, in both figures the energy in the transient signal 

is almost tota l ly associated with the re sonar*: characterist ics of the 

transducer. 

The question now arises as to whether f i l tering of these records, 

which is possible since the recorded signals have remained linear, will 

produce any usable information. Figures V.21 and V.22 provide no 

apparent indication as to the frequency at which this f i l ter ing should 
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occur. Since the accelerometers recorded in theie figures were mounted 

on the inside of a reentry vehicle shell in a manner similar to the 

accelerometers in the previous group of data records, the same filter 

criteria were applied, in an attempt to acquire meaningful data. 

Digital filtering was performed using the same filter algorithms 

presented previously in Eq. (V.8) to (V.ll). The same values of N and w 

were used, with a value of T - 0.000002 second for track 5 and 0.000001 

second for track 6. The resultant filters were quite similar to Figure 

V.12. The filter for track 5 had its -3 dB point at 12 kHz and 

introduced approximately four percent attenuation in the low frequency 

pass band. The filter for track 6 had its -3 dB point at 10 kHz and 

introduced approximately two percent attenuation. Figures V.23 and V.24 

illustrate the results of this filtering algorithm. 
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F igure V.21 . Signal energy spectrum ve r sus frequency 
for t r a c k 5 
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Figure V.22. Signal energy spectrum versus frequency 
for track 6 

Evident in both figures is an initial acceleration spike of 

approximately 2000 g. Without proof, it will be stated that this spike 

is not data and it will be ignored in all subsequent discussion. Its 

cause is attributable to X-ray products resulting from the nuclear 

detonation arriving at time zero. 

Maximum peak-to-peak response of the filtered data records for both 

tracks 5 and 6 shown in Figures V.23 and V.24 was approximately 1,000 g. 

This corresponded to only 10 percent of the unfiltered amplitude of the 

data recorded as track 5 and 15 percent of the unfiltered amplitude of 

the data recorded as track 6. A question then arises as to the validity 

of this filtered data. 
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Figure V.23. Filtered acceleration time history 
for track 5 
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for track 6 



Figure V.25 i l lus t ra tes a 4.096-millisecond sample of record 

baseline after the completion of the acceleration response on track 6. 

This represents channel noise level. The maximum magnitude of the 

acceleration-equivalent noise response is 85D g peak-to-peak. Note that 

this is essentially the same magnitude as the filtered records it is 

desired to treat as data! Passing this digitized noise record through 

the same digi ta l f i l t e r as the acceleration signal on track 6 resul ts in 

the plot of Figure V.26. The maximum peak-to-peak range of the filtered 

noise is 250 g. A direct comparison of Figure V.24, the fi l tered signal 

plus noise, with Figure V.26 the later time filtered noise, indicates 

that the acquisition of meaningful data on this or similar noisy 

channels is unlikely. 
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Figure V.25. Noise versus time for track 6 
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Figure V.26. Filtered noise versus time for track 6 

This chapter has shown some of the consequences of an attempt to 

develop meaningful information for the structural dynamicist by 

f i l ter ing transient signals to remove distortion caused by the resonant 

characterist ics of the measuring transducer. In these examples, al l 

f i l tering occurred during data playback after a signal had been 

processed through the entire instrumentation system. Digital, as opposed 

to analog, f i l ter ing was employed primarily for convenience. The 

technique used a f i l t e r design intended to reject effects of the 

resonant characteristics of the transducer while passing without 

distortion the signal attributable to either the structural response or 

the forcing function to the structure over the range of frequencies to 

which it could significantly respond. 
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There are m&ny classes of problems which can be analyzed through 

mathematical inversion techniques such as inverse Fourier transforms or 

deconvolution. Since both the structural forcing functions and the 

responses analyzed in this chapter possessed Fourier transforms, it may 

not be readily apparent why these techniques were not applied to this 

problem. Subsequent chapters will attempt to resolve this question. In 

addition, it will be shown that postfiltering of the data, by either 

digital or analog techniques, is not a good approach to solving the 

particular problem of interest. Instead, analog filtering must be 

provided within the instrumentation system before recording. 

Sumnary and Conclusions 

1. If the instrumentation channel is driven into its nonlinear range, 

accurate measurement definition of the structural dynamics problem 

is not achieved. This can be attributed to either channel 

nonlinearities being undefined or frequencies being created and lost 

in the data transmission process. 

2. Ln the examples presented, the ratio of channel amplitude range 

required to linearly pass the resonant transducer response to chat 

which would have been required to pass only that portion of the 

signal containing information about the structure varied from 116 to 

1000 percent. 

3. If energy in the signal is primarily associated with the transducer 

resonant characteristics, electrical noise may preclude meaningful 

structural dynamics measurements. This situation can occur eveii 

though the instrumentation channel operates within its linear range. 

4. The resonant characteristics of the transducer must be high enough 
127 



in frequency to be separable from those frequencies to which the 

structure possesses significant response. This permits definition of 

the structural dynamics problem through "data separation" 

considerations in the frequency domain. 

5. Actual data have illustrated the fact that resonant transducers 

cannot define the shock front in a blast environment because the 

loading excites high frequency resonances. 

6. All of the data analyzed previously had been accepted as containing 

valid structural response information during development testing 

programs. (The problem is not hypothetical.) 

7. It was possible to examine the validity of several test records only 

because of Che availability of the wide bandwidth data which 

included that due to the resonant characteristics of the measuring 

transducer. If these signals had been multiplexed over narrower 

bandwidth channels, "cosmetically" better appearing records would 

have been acquired. However, these multiplexed records would have 

been devoid of meaningful information although that fact might not 

have been apparent. 
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CHAPTER VI 

LIMITATIONS WHICH PRECLUDE INVERSE PROBLEM TREATMENT 

Chapters IV and V have illustrated that both signal distortion and 

analytically unpredictable signal magnitude are associated with 

structural dynamics measurements. It was stated that the signals 

resulting from these measurements cannot have their inaccuracies 

corrected by an inverse problem treatment. Specific limitations which 

preclude this treatment are: 

1. the inability to adequately experimentally characterize the 

transfer function of the measuring transducer, 

2. modification of this transfer function by the technique in which 

the transducer is coupled to its desired stimulus, and 

3. modification of the desired stimulus by the presence of the 

transducer. 

For piezoelectric transducers, the electrical boundary conditions at the 

transducer output can modify crystal stiffness and therefore transducer 

transfer function. If all these limitations were understood, measurement 

systems would be better applied and improved data quality would result. 

A recent report*9 issued by the National Bureau of Standards 

regarding measurement accuracy standards relative to the needs of U.S. 

industry describes these limitations. Some quotes from this report 

follow. 

"The system of standards and measurement techniques for dynamic 

force is substantially nonexistent ." 

"Dynamic pressure measurements are without central calibration 
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support, as are measurements under extreme conditions of 

vibration, temperature, or corrosion." 

"The most serious problem in measurement of vibration and shock 

is the general lack of applicable knowledge as to how to select 

the proper instrumentation, install it adequately, and interpret 

the results correctly." 

"Significant work needs to be done to redefine the shock 

calibration service." 

The following sections detail these limitations for acceleration, force, 

and pressure measurements. 

Acceleration 

Limitations in Defining the Transfer Function 

The fundamental dynamic calibration service provided for 

accelerometers by the National Bureau of Standards is absolute 

calibration through the measurement of displacement. If a vibration 

exciter possesses sinusoidal uniaxial motion of low distortion, a 

determination of its peak displacement A, along with its frequency f, 

permits the calculation of peak acceleration, 4ff f A. A knowledge of the 

acceleration of the vibration exciter over a frequency range of 

interest, along with the output response of the accelerometer being 

calibrated, permits determination of an acceleroraetnr1s transfer 

function. This assumes the motion of the accelerometer to be the same as 

the motion of the exciter at the point where displacement is measured. 
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Photometric interferometry is used to determine vibration exciter 

peak displacement through a fringe disappearance technique over the 

frequency range of 1,500 to 10,000 Hz. Other optical techniques are used 

at lower frequencies. The calibration report issued by NB5 specifies a 

maximum uncertainty of two percent for acceleroraeters calibrated to 

10,000 Hz. 2^ Above 10,000 Hz, NBS provides some limited calibration 

service although it is seldom requested and uncertainties increase by an 

order of magnitude over the next higher frequency octave. 

For a National Bureau of Standards calibrated accelerometer to be 

useful, it must be possible to perform a comparison calibration to 

transfer its sensitivity through the calibration chain. An intermediate 

vibration transfer standard is typically a "piggyback" accelerometer. 

The "piggyback" is an accelerometer which has an inverted sensing 

element attached to the underside of its top mounting surface. This 

configuration minimizes transmissibility errors between the "piggyback" 

and the reference or test accelerometer coupled directly to this top 

mounting surface. Transraissibility errors can be created d?«e to 

differences in mass and mounting surface area among acceleroraeters 

calibrated on the "piggyback." Difference of mass has been shown to 

produce errors of one. to two percent to 10,000 Hz, while varied mounting 

surface area can create transraissibility errors of slightly less than 

one percent to 10,000 Hz. These errors are in addition to 

uncertainties discussed previously, and are also separate from 

electronic instrument errors in amplifier gain, stability, etc. Problems 

associated with comparison calibration have not been adequately studied 

above 10,000 Hz. 
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The transfer function for an accelerotneter can also be determined 

by transient excitation methods. Knowledge of the frequency spectrum of 

an input transient Kjo)), along with test accelerometei response R( j&>), 

can provide both amplitude frequency response and phase frequency 

response of a linear accelerometer. This technique has been successfully 

used at the Boeing Company, Seattle, Washington,22 a n (j t ^ e National 

Bureau of Standards,^ The primary advantage of this method is that it 

is faster than sinusoidal vibration calibration. No improvement of input 

transfer function definition is obtained, however, since knowledge of 

I(j6>) requires a reference accelerometer such as a "piggyback" which has 

been calibrated on a vibration exciter. Several other transient 

calibration schemes which have found application will be noted. These 

are not, however, generally used for transfer function determination. 

One technique employs Hopkinson bars and the application of 

elementary bar theory. * According to this theory, the acceleration at 

the bar's end is : 

c ^ * . (VI. 1) 
o 2> 

where C is the wave velocity and d* x x /d t is the time derivative of 

strain in the bar. One problem with this technique is the influence of 

the acceleroraeter on the bar 's motion. This is discussed in the 

following pages when the problem of interfacing the accelerometer with 

i ts desired stimulus is considered. 

Another transient calibration scheme involves impacting a test 

carriage or fixture on which an accelerometer is mounted and integrating 

the accelerometer's resultant charge or voltage-time response. The 



acceleroraeter must operate within its linear range for this integration 

to provide meaningful data. The ratio of this integral to an independent 

measurement of test fixture velocity change can then be calculated and 

sensitivity determinations made, 

Based upon limitations alluded to in the national systems of 

standards, a reasonable upper limit for the quantitative determination 

of the transfer function of an acceleroraeter is 10,000 Hz. It follows 

that this limitation also determines the maximum upper limit for 

quantitative acceleration measurements of the structural response of 

engineering systems. 

Limitations in the Interface to the Desired Stimulus 

When an accelerometer is coupled to a structure, one or both of two 

effects can occur: 

1. the transfer function of the accelerosaeter determined in 

calibration can be modified by the coupling process, or 

2. the structure's own transfer function can be modified by the 

presence of the accelerometer. 

In considering effect 1, it is noted that information generally 

supplied with an accelerometer by the manufacturer includes the maximum 

frequency to which its amplitude response will be fiat within a few 

percent when the optimum mounting technique is used. Typically, this 

mounting is by means of a threaded stud onto a flat surface of fine 

finish. The initial mounting torque applied must preload the 

accelerometer sufficiently so that it will not separate from a test 

structure in application. In actual practice, it may not be possible to 

tap a hole in a structure to attach an accelerometer, the mounting 
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surface afforded by the structure may not be flat, or the structure may 

not possess adequate thread strength when tapped. To overcome these 

limitations, coupling to the structure can be by means of lielicoils, 

adhesives, interface blocks, etc. Insulated studs are used in some 

situations for electrical noise considerations when using piezoelectric 

accelerometers, All of the variations in mounting technique tend to 

degrade the response of the acceleroraeter from that specified by the 

manufacturer by introducing lower frequency resonances which distort 

the accelerometer's frequency response. 

One of the most detailed experimental studies of these effects is 

found in Reference 25. Figure VI.1, from the referenced study, 

illustrates how the frequency response of an accelerometer is degraded 

from that achievable by using a solid stud when the acceleroraeter is 

mounted using either interface blocks of varying geometry or an 

insulated stud. Reference 26 details how various mounting surface 

finishes influence accelerometer frequency response. In general, each 

mounting technique must be evaluated individually to determine how it 

modifies the transfer function of the accelerometer as compared to that 

determined under its optimum mounting condition. 

Effect 2 noted that the transfer function of the structure can be 

modified by the presence of an accelerometer. This effect can be 

evaluated by accounting for the mechanical impedance of the structure 

relative to that of the accelerometer. This analysis is useful since 

mechanical impedance can be thought of as a measure of the resistance of 

a system to motion. It is the complex ratio of sinusoidal force to 

sinusoidal velocity, i.e., 
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• ( * ) 
£\Jfl . (vi.2) 

For a linear elastic structure aubjected to a fixed harmonic forcing 

function, the presence of an accelerometer will modify the structural 

motion such that 

f i U s + Za.f (VI.3) 

where 

V^ is the velocity experienced by the accelerometer, 

V- is the structure point velocity without the accelerometer 

attached, 

Z is the mechanical impedance of the structure, and 

2 is the mechanical impedance of the acceleroraeter. 

Accelerometers with very light internal damping may be modeled as a pure 

mass to about 0.9 times their resonant frequency. The mechanical 

impedance of an accelerometer having mass m is then: 

Z a = j«m . (VI. i*) 

Equat ion (VI .3) shows t ha t for the s t r u c t u r e i t s e l f to be modeled as a 

lumped mass, i t s mass must be more than nine t imes t h a t of the t e s t 

acceleroraeter to produce l e s s than a ten percent e r r o r in measured 

mot ion . 

A more r e a l i s t i c problem can be i n v e s t i g a t e d by s tudying the e f f e c t 

of a t y p i c a l acceleroraeter weighing e igh t grams on the motion of the 

free end of a long t h i n aluminum rod harmonica l ly exc i t ed at the o the r 

end. The rod w i l l be assumed to be made with a length to d iameter r a t i o 

of 20. C a l c u l a t i o n s w i l l be made at 0.5 t imes the n a t u r a l frequency of 



the f i r s t l o n g i t u d i n a l rod mode. For a 30 inch ( I i n . • 0.0254 m) long 

rod, t h i s corresponds to a frequency of 1,677 Hz, while for the e i g h t 

inch rod t h i s cor responds to 6,289 Hz. For a given rod l e n g t h , loading 

e r r o r s w i l l become g r e a t e r as h igher f r equenc ies a re c o n s i d e r e d . 

25 

1 1—i i i . I I | r 

A l u m i n u m 

1 1 — 1 — 1 1 I I | r 

l i l ock + E p o n 934 
_ 

0 . C 2 5 " d i a m , 0 , 8 0 " l ong . 

Ilt
l 

20 C y l i n d e r ""\~ [ 
2 J I n s u l a t e d 

s / Stud 

I 15 / -
z A l u m i n u m Qlock / 

1 10 . 0 . 6 2 5 " C u b e — V , -
J I 5 -

0 

- 5 I 1 I 

S o l i d S t u d / 

i —_l L_l—LJ-I 

-

0.1 1.0 10.0 
Frequency (kHz) 

F igure V I . 1 . Degradat ion of the frequency response of an 
acce le rometer by d i f f e r e n t mounting t echn iques 

The p a r t i a l d i f f e r e n t i a l equa t ion governing rod f ree v i b r a t i o n was 

presen ted as Eq. ( I V . 5 ) . A p p l i c a t i o n of tne boundary c o n d i t i o n s : 

au(0, t) 
ax ax (VI .5 ) 

along with separation of variables in the governing equation, leads to 

the solution form: 

u(l , t) 1 
yijo" iilA sin (aiL/yE7?) 

• sin tut . (VI .6 ) 



Rod transfer impedance at the free end can be expressed as: 

^ s * "J \fi$ A aln (taUyf^fP) (VI.7) 

The effect Che accelerometer has on the motion of the free end of the 

rod then becomes a function of rod length. This can be investigated 

using Eq. (VI.3). 

Rod Length V f /v ; 

( in . ) l X 

30 1.006 

L5 1.046 

8 1.406 

Clearly, the presence of an accelercmeter can modify structural motion 

if i t s impedance is significant re la t ive to that of the structure. 

Force 

Limitations in Defining the Transfer Function 

There are only a few applications in which the dynamic model of a 

force transducer fits the same dynamic model as pressure and 

acceleration transducers. These occur primarily in impact studies where 

the elasticity of the impacting mass can be ignored. This requires the 

stiffness o£ the impacting mass to be very high relative to the 

stiffness of the force transducer. In situations where the assumption is 

valid, dynamic force traceability can be achieved through mass and 

acceleration standards. 

A vibration exciter is used to provide stimulus to calibrate the 
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force transducer, the impacting mans is attached to the top of the force 

transducer, a standard acceleroraeter is mounted on top of the mass, and 

a transfer function is derived by operating the vibration exciter over a 

range of frequencies at a known acceleration level which is controlled 

by the standard accelerometer. In assigning a sensitivity value to the 

force transducer* the mass of the standard accelerometert the effective 

mass of the standard accelerometer's cable, and the effective mass of 

the force transducer must be considered. Reference 28 details a 

procedure to account for these effects. 

Since transfer function determination for force transducers is 

dependent upon dynamic acceleration standards, the frequency range for 

force calibration is limited by the range of acceleroraeter calibration. 

Quantitative results are not currently achievable for frequencies higher 

than 10,000 Hz. 

Limitations in the Interface to the Desired Stimulus 

In other situations, which are not considered here, the force 

transducer cannot be modeled as a resonant device but must be considered 

as a part of the structural system. This situation is typically 

encountered in experimental determinations of mechanical impedance. 

The experimental determination of mechanical impedance involves the 

measurement of both force input and acceleration response. The most 

common method of making this determination involves the direct approach 

of using transducers that convert force and acceleration response into 

electrical signals. A mechanical impedance head is a transducer with 

built-in force and motion measuring devices. The motion measuring device 

is typically an accelerometer since velocity and displacement 
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transducers tend to provide low signal levels at high frequencies and 

sma'1 amplitudes of motion. 

In analyzing Che structural system with the impedance head 

inserted, both the stiffness of the impedance head and its effective 

mass must be accounted for. The importance of the effective mass is 

evident at minimum values of impedance, while at peak values of 

impedance the stiffness must remain high to avoid false motion 

indications produced by dynamic stresses. The bolt securing the 

impedance head to the structure muBt also be considered since it becomes 

part of the load bearing structure. 

Pressure 

Limitations in Defining the Transfer Function 

Dynamic pressure measurements are required in many applications in 

addition to those where it is desired to define the forcing function to 

structural systems. A few examples include the determination of internal 

and exhaust pressures in jet and rocket engines, cylinder pressure in 

internal combustion engines, pressure in air guns, and pressure in wind 

tunnels. Because of the large demand for dynamic pressure measurements, 

and because of a lack of central calibration support at the National 

Bureau of Standards, dozens of independent calibration schemes have 

evolved. The literature devoted to the dynamic calibration of pressure 

transducers is voluminous, repetitive, and in some instances erroneous. 

Fortunately, two documents condense a large portion of this information: 

NBS Monograph 6 7 2 9 and ANSI B88.1-1972.30 

The transfer function of dynamic pressure transducers can also be 
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determined during either periodic or transient excitation. Techniques 

involving periodic excitation will be discussed first. 

Greater problems are encountered in generating purely Binusoidal 

pressure than in generating sinusoidal displacement or its derivatives. 

When generating periodic gas pressure with a piston-in-cylinder device, 

the shape of the pressure wave is determined by the piston motion, the 

gas dynamics and acoustic factors associated with the phenomena, 

friction effects at the lateral boundaries and inherent in the gas, and, 

when the motion of the gas is forced into its nonlinear domain, shock 

fronts. 

Present sinusoidal pressure calibration techniques do not meet the 

amplitude, frequency, and accuracy requirements of many applications. 

The word calibration is actually a misnomer since most sinusoidal 

dynamic pressure calibrators require a "reference" transducer. Wit'.i no 

traceability to the National Bureau of Standards for the calibration 

chain for dynamic pressure, the "reference" performs a comparison 

function rather than a calibration function. The sinusoidal pressure 

generators which are most widely used can be generally categorized as 

acoustic resonators, variable volume generators, or variable mass 

generators. 

Acoustic resonators operate on the principle of a driving device 

operating into a chamber of specific geometry containing a specific 

fluid. Changing the frequency of operation requires varying either or 

both the chamber dimensions and working fluid. 

Variable volume generators use a fixed mass of working fluid which 

is alternately compressed and expanded within a small chamber, Assuming 

the gas compression to be isentropic and the chamber to be of constant 



cross sectional a r e a : " 

JL =(2°\ (VI.8) 
; • $ 

where p. and x are the pressure and piston or diaphragm position at 

equilibrium, k is the ratio of gas specific heats, and p and x are 

pressure and piston or diaphragm position at any given time. Because the 

displacement dependence is not linear (ic * I ) , a sinusoidal piston 

displacement will not result, in a sinusoidal pressure response. 

Variable-mass generators use a fixed volume chamber where the mass 

flow into and out of the chamber is cyclically varied. Typically, a 

rotating disc with holes on its periphery is used to interrupt the mass 

flow from the chamber, resulting in a pulsating chamber pressure. 

Figure VI.2, from the ANSI B88-1 1972 document referenced earlier, 

summarizes the amplitude and frequency capabilities of the various 

periodic pressure generators studied and reported in the literature. 

The transient calibration of pressure transducers is accomplished 

through the use of devices such as quick opening valves or pulse type 

generators. Determination of the transfer function of the transducer 

being calibrated is limited by lack of knowledge of the true time 

history of the pressure stimulus. The shock tube is generally accepted 

as the classical transient technique to qualitatively evaluate the 

dynamic performance of pressure transducers. 

A shock tube consists essentially of a rigid tube divided into two 

sections by a gas-tight frangible diaphragm mounted normal to the axis. 

A pressure difference is applied across the diaphragm. When the 

diaphragm is ruptured, the pressure tends to equalize, resulting in a 
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shock wave t r a v e l i n g in to the low p re s su re region and a r a r e f a c t i o n wave 

t r a v e l i n g i n t o the h igh p re s su re r e g i o n . Provided the tube i s of 

cons tan t c r o s s - s e c t i o n , the shock wave i d e a l l y i s unat teni ta ted witi; 

d i s t a n c e 3nd the p re s su re and p a r t i c l e v e l o c i t y wi l l be cons tan t over a 

region behind the shock. The amount of time the p ressu re remains 

cons tan t behind the shock front i s a funct ion of many p a r a m e t e r s , the 

most important of which is Che shock tube chamber l e n g t h s . 
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A transducer mounted flush in the sidewall of the low pressure 

section experiences a step pressure of rise-time approximately jqual to 

its diameter divided by the shock wave velocity. For a 0.1 inch diameter 

transducer measuring raach 1.5 air at ambient temperature, this rise time 

corresponds to approximately four microseconds. A pressure transducer 

mounted flush in an end plate which seals off the low pressure section 

of the shock tube will experience a step pressure which for weak shocks 

is approximately double the sidewall pressure, with a risetime on the 

order o£ nanoseconds. 

The fifth illustration of Figure VI.3 portrays a situation where n 

useable pressure step would be impinged on a transducer mounted in the 

closed end plate of a shock tube. For shock tubes of dimensions 

compatible with a calibration laboratory (e.g., 25 feet in length), the 

duration of the sustained pressure step is typically a few milliseconds. 

Reference 36 develops most of the equations used in shock tube 

applications. 

The advent of high speed analog to digital converters, along witli 

advances in digital signal processing, have permitted shock tubes to be 

used to quant ify the transfer functions of pressure transducers. The 

nanosecond order risetime is adequate to excite all the significant high 

frequency modes associated with any flush mounted pressure transducer. A 

significant problem may arise, however, if the transducer's starting 

transient response is not complete at such time as the step pressure is 

no longer sustained. When such a situation occurs, and it typically 

does, the assumption of an input frequency spectrum 1/jai associated with 

a pressure step to the transducer is violated. 
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Figure VI.3. shock tube pressure at various times and for various 
boundary conditions 

To elaborate on this last point, assume the pressure step in the 

shock tube is sustained for 0.002 second and that a measuring transducer 

will respond as a lightly damped ideal oscillator with step response 

approximately equal co 
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(VI.9) 

where 

k is Che spring constant, 

a)- is the angular natural frequency = 2rrfn» 

C, is the viscous damping factor, and 

A reasonable value for £ established in Chapter IV is 0.01. For the 

transducer to settle to within ten percent of the step response in 0.002 

second, it must possess a natural frequency greater than 

18,000 Hz. 

One method37 used in industry to attack this problem is to force 

che transient response to return to the steady state step value by 

conditioning the transducer's signal through a low pass filter. The data 

are then manipulated by synthesizing a negative going pressure step 

function, equal in magnitude to the original positive going step 

function, at some time before the input step is no longer sustained. The 

input forcing function is treated as a rectangular pressure pulse. 

Two limitations in this technique are obvious: 

1. the low pass filter limits the upper frequency of 

analysis, and 

2. the Fourier transform of a rectangular function in time is 

a sin x/x function in the frequency domain which has holes 

in the input spectrum. 

The computer analysis of shock tube data shown earlier in this 

report used Sandia Laboratories' program TRANFUNC.38 For the duration 

that the input pressure step in the shock tube remains constant, the 
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transducer response r(t) is approximated by connecting discrete data 

samples with straight line segments. The program does not depend on 

equal sample intervals, and it adds a factor to account for truncation 

of the input pressure step. Details of the procedure used by this 

program are included in Appendix B. 

The calculation described a few paragraphs earlier noted that a 

viscous damping factor having a value of 0.01 in an oscillator with an 

18,000 Hz natural frequency would produce a return to within ten percent 

of a steady state response within 0.002 second. Figure B.2 in Appendix B 

permits determination of the error in transfer function determination 

which is attributable to the magnitude alone of the truncation error in 

such a system. TRANFUNC should provide reasonable definition of the 

transfer function of the oscillator (within five percent) to 10,000 Hz. 

This discussion emphasizes that the transfer function of pressure 

transducers, which is similar to those of accelerometers and force 

transducers, cannot be determined under periodic excitation at 

reasonable signal levels past 10,000 Hz, The step excitation available 

from a shock tube is an effective method for partially defining the 

transfer function of a pressure transducer and, depending on the 

duration of the pressure step behind the shock as well as transducer 

fundamental resonance and damping, may permit quantitative 

determinations past 10,000 Hz. Neither periodic nor transient techniques 

permit complete definition of the transducer transfer function. 
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Limitations in the Interface to the Desired Stimulus 

Effects to be considered when interfacing a pressure transducpr to 

a pre ssure env ironment incIude: 

1. the transfer function of the pressure transducer determined 

during calibration can be modified by the coupling process, and 

2. the environment can be modified by the presence of the 

transducer. 

When modification of the environment by the presence of the transducer 

is of concern, i t can be accounted for by impedance type concepts. 

The mechanical impedance (Z) of the pressure receiver of a pressure 

transducer can be defined as: 

Z = 4 £ (VI.10) 
AV 

where AV is the incremental change in volume of a pressure receiver due 

to incremental pressure change Ap. The elastic constant (K) of the 

pressure receiver can be defined as: 

K = — (VI.11) 
Ax 

where Af is the incremental force applied to the pressure receiver and 

Ax represents receiver displacement. An effective area (A f F \ can then 

be de fined such that: 

Ap = ~^- (VI.12) 
err 

and 

AV = A e £ £ A x . (VI.13) 

Combining terms results in the mechanical impedance of the pressure ,,1 



r e c e i v e r being redef ined a s ; 

X 5 . (VI .14) 
AeIT 

When considering pressure fronts in a blast wave, except in a very 

small chamber, Che energy absorbed bv the pressure transducer is 

minimal, thus justifying the assumption of an infinite mechanical 

impedance for the pressure receiver. This assumption is not valid, 

however, for Liquid media in chambers that are both small and rigid. In 

this latter situation, even when the dynamics of the transducer are good 

enough to give an accurate pressure measurement, the result will not 

represent the conditions which exist when no transducer is attached to 

the chamber. 

In discussing modifications in the transfer function of a pressure 

transducer by the coupling process, it will be assumed that the 

transducer selected for the measurement has a fully exposed flush 

diaphragm such that no internal cavities are created by the transducer 

itself. The ideal configuration in mounting would be to position the 

transducer diaphragm so that no spurious resonances occur due to organ 

pipe or cavity effects. It may occur, however, that requirements exist 

to record rapidly changing pressures from a pressure tap located where a 

pressure transducer cannot be flush mounted. It may also be necessary to 

mount the pressure transducer remotely from the environment to isolate 

it from a high heat source. In such cases, the transducer is coupled to 

the environment through a length of tubing. This tubing can degrade the 

dynamic performance of the pressure measuring system. 

The effect of tubing terminating into a flush diaphragm transducer 

of diameter equal to the tube diameter can be studied by investigating 



longitudinal waves in a column o£ gaB. The assumptions which follow, 

1. the tube is sufficiently narrow for the displacement at any 

instant to be the same at all points on any cross section, 

2. friction can be neglected along the sides of the tube, and 

3. the process is adiabatic, 

permit derivation of a linear partial differential equation governing 
. . 4 0 

pressure in the gas column. The result is: 

H h 4 % cvi.is) 
ax 2 c 2 at 2 

where c = kP_/p_. In this derivation, P is ambient pressure, p is 

ambient density, p is a small pressure variation superimposed on P , t 

is time, x is the coordinate along the axis of the gas column, and k is 

the ratio of gas specific heats. This equation may be investigated for 

the specific case where the gas column has an open end at x s L and a 

closed end at x = 0 (the transducer). Boundary conditions are: 

p = 0 at x = L and u, t = 0 at x = 0 (VI.16) 

where u is particle motion of the gas column and u, is particle 

velocity. Solution of the partial differential equation yields the 

eigenfrequencies as 

n = 1, 2, 3... . (VI.17) 

The fundamental natural frequency of R gas column of dry air with one 

closed end is plotted in Figure VI.4 as a function of column length for 

three different gas temperatures. In some texts the L in the previous 

equation is taken to be the tube length summed with 0.6 times the tube 

radius. The fundamental natural frequency is of prime importance since 



it limits the frequency response of the pressure measurement. The 

amplitude of pressure response at the higher natural frequencies is 

reduced by damping which hr.z to be accounted for in actual systems. 

1,000 10,000 100,000 
Frequency (Hz) 

Figure VI.4. Fundamental natural frequency of a column of dry air 
with one closed end (upper curve is at SOO^C, middle 
curve is at 25°C, lower curve is at -50°C) 

In other mounting techniques, the flush diaphragm of the transducer 

is exposed to an enclosed volume (V) of gas which is connected to the 

environment by a smaller circular aperture of length L and area ira • 

Based on the assumption that all dimensions are much less than the 

wavelength of sound at the frequency at which the system is designed to 

operate, an analysis of this cavity as a single degree of freedom system 



can be performed. The plug of gas in the circular aperture acts as a 

mass, and the enclosed volume acts as a spring. The Helmholtz resonator 

model*** yields a natural frequency equation for this type of coupling 

such chat: 

'•SVVIL'''I.W H Z • (VI-18) 

For the Helmholtz resonator, or any gas filled tube, predictability of 

natural frequency is poor when the gas composition is unknown since gas 

density varies so greatly with gas type. 

A common mistake is to fill the feed line to the transducer with 

liquid.** The ringing which occurs in this situation is attributable to 

the mass of the liquid and the spring rate of the transducer diaphragm. 

Excessive overshoot to a step input has been observed to occur with such 

fluid filled lines. 

When measuring the farcing function applied to structural systems 

from reflected overpressures from a shock wave, organ pipe or cavity 

effects may be adequate to account for other than flush mounting of the 

pressure transducer. In measuring static overpressure, where the 

transducer's diaphragm is mounted flush and in a plane parallel to the 

flow velocity vector, modification of the transfer function of the 

pressure transducer can still occur. High frequency waves normal to the 

axis of the transducer diaphragm can be distored. This distortion is 

attributable to averaging of the high frequencies of a spacially 

distributed wave as it traverses over the finite area of the transducer 

diaphragm. 
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Some insight into this problem can be achieved by treating the 

diaphragm as an ideal integrator. This treatment bypasses the 

determination of strain distribution within each of the numerous types 

of diaphragms due to a singular load, which would lead to a more 

rigorous but, hopefully, not a very different resul t . Reference 42 

follows an approach similar to the one taken here in discussing the 

frequency response of length averaging sensors. 

Appendix C provides an analytical study of the dynamic response of 

a flush-mounted circular-diaphragm pressure transducer, modeled as an 

ideal integrator, when attempting to measure s ta t ic overpressure in an 

air blast . Results of the study indicate that the transfer function of 

the transducer can be modeled as 

JL I /^ILI\ (VI.19) 
TTT ' i \ K / 

where J, is a first order Bessel function, r is the transducer radius, 

and A is the wavelength of the harmonic frequency of interest. Figure 

VI.5 plots such a transfer function for flush diaphragm transducers of 

diameters 1.0, 0.3, and 0.1 inch. A negative response indicates a 180 

degrees phase shift. The horizontal axis of the plot, multiplied by the 

wave velocity, yields the response in Hz at any frequency of interest. 

As long as the transducer diameter is less than one-fifth the wavelength 

of the harmonic forcing function, Figure VI.5 indicates less than a five 

percent resultant measurement error. Figure VI.6 indicates a situation 

where distortion would occur in the measured pressure time history due 

to the transducer's diaphragm being too large. 

The analysis of Appendix C is strictly for pressure waves moving 

normal to the axis of the transducer diaphragm. As the angle between the 



flow velocity vector and the plane of the diaphragm is decreased, the 

exposed diaphragm area becomes elliptical in nature. Figure VI.7 

illustrates this effect. At an angle of 90 degrees, the flow velocity 

vector is parallel to the diaphragm axis and the dynamic characteristics 

of the flush mounted diaphragm will dictate transducer response, this 

may be rephrased to state that at normal incidence there is no spatial 

dependency on transducer response. At lesser angles, this spatial 

dependency modifies the transfer function of the transducer. 
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Figure VI.5. Transfer function of flush diaphragm 
pressure transducer when pressure wave is normal to 
diaphragm axis (response improves with diaphragm 
diameters of 1.0, 0.3, and 0.1 in.) 



Pressure Transducer 

Figure VI,6. Cross section of Hush-mounted circular-diaphragm 
pressure transducer measuring pressure wave 

Figure VI.7. Change in effective integrating area of circular 
diaphragm with increasing angle of incidence of 
propagating wave to plane of diaphragm 

Sumnary and Conclusions 

Problems associated with generating accurately known periodic or 

transient accelerations, forces, and pressures generally 

preclude quantitative determination of a transducer's transfer 

function over a frequency rsnge which includes even its 

fundamental resonant frequency. The upper frequency limit for 

quantitative assessment of the transfer function for most 



acceleroraeters, pressure transducers, and force transducers is 

10,000 Hz. 

2. The inability to define completely the transfer function of the 

measuring transducer prohibits treating the data reduction 

problem of a signal recorded over a wide frequency bandwidth as 

an inverse problem. 

3. The transfer function of the transducer may be modified by the 

process which couples it to the structure. In this situation, 

the fundamental resonant frequency which limits the measurement 

is no longer that of the mechanical sensing element associated 

with the transducer. In Che case of pressure measurements, the 

limit can result from the fundamental resonance of a gas column 

between the sensing diaphragm and the location of the desired 

measurement. In the case of acceleration measurements, it can 

become the fundamental resonance of the mechanical mount 

securing the accelerometer to the structure. 

4. Assuming the transducer is producing the desired response to the 

desired stimulus, maximum accuracies to be expected in defining 

structural response in blast, crash, and impact environments 

will be within three to five percent, Digitization of the 

measured signal to a precision in excess of eight bits, 

excluding sign, is unnecessary. 

5. When integrated into a structure, force transducers are not 

characterized by a dynamic model compatible with the problem 

under consideration in this study. The select case of a flush-

mounted pressure transducer, with a diaphragm possessing a high 

fundamental resonant frequency and measuring high frequency 
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components of static overpressure, also may not be characterized 

by a dynamic model compatible with the problem under 

consideration in this study. 

6, As in all measurement situations, care must be taken to assure 

that the measurand is not severely modified by the presence of 

the transducer. This can be accounted for by impedance type 

concepts. 
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CHAPTER VII 

CHARACTERIZATION OF THE MEASURING TRANSDUCER 

Chapter VI desc r ibed the d i f f i c u l t i e s which e x i s t in e x p e r i m e n t a l l y 

c h a r a c t e r i z i n g the t r a n s f e r funct ion of measuring t r a n s d u c e r s used to 

determine s t r u c t u r a l fo rc ing func t ions and r e sponse . I t was noted in 

Chapter I I t ha t in s t r u c t u r a l t e s t i n g t h e r e i s some upper frequency 

l i m i t above which s t r u c t u r a l response becomes small enough to be 

ignored . The m a j o r i t y of da t a requ i rements were observed to be in the 

range of 10 t o 2,000 Hs, with an upper frequency l i m i t always below 

10,000 H2. In Chapter VI, i t was subsequent ly determined t h a t 

q u a n t i t a t i v e assessment of the t r a n s f e r funct ion of the measuring 

t r ansduce r was p o s s i b l e to 10,000 B E , i n d i c a t i n g c o m p a t i b i l i t y between 

v e r i f i c a t i o n requ i rements and v e r i f i c a t i o n c a p a b i l i t i e s . 

The measurement problem of i n t e r e s t was developed in Chapter IV by 

dynamical ly modeling the t r ansduce r as a l i g h t l y damped o s c i l l a t o r . The 

r e s u l t s of t he p r e sen t chap te r w i l l not depend upon t h i s e lementary 

model. However, an unders tand ing of the v i s c ous damped system with 

governing e q u a t i o n : 

x + 2£aJnx + u/2 x « F( t> , ( V I I . U 

coupled with the results in Chapters IV and V, should raise two 

questions: 

1. Can the resonant characteristics of a transducer be suppressed 

by damping? 

2. Is it possible to use a measuring transducer with an extremely 

high resonant frequency to increase the separation between the 
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structural response and the transducer resonant characterist ics 

in the resulting signal frequency spectrum? 

In this chapter, the consideration of these two questions will lead to 

an investigation of transducer technologies applicable to the 

measurement problem. Finally, those dynamic characterist ics which must 

be known about the resonant type transducer before applying i t to 

measurement situations of interest will be described. 

Concerning the first question, the solving of Eq, (VI I . l ) , using a 

viscous damping factor of 0,7 (£ = 0.7), results in the maximum flat 

amplitude-frequency and the phase-frequency curves of Figures VII. 1 and 

VII,2, The abscissas are normalized to the undamped natural frequency. 

The amplitude response of a system represented by such an equation is 

reasonably flat (within five percent) and the phase response reasonably 

linear (within a few degrees) to 0.6 of the undamped natural frequency, 

UJ , The requirement for flat frequency response and linear phase 

response to preclude distortion of dynamic data was established in 

Chapter I I I . The system's amplitude response, i l lustrated in Figure 

VII.1, is attenuated approximately 30 percent at the transducer's 

undamped natural frequency, while the elementary model used in Chapter 

IV assumed a 5000 percent amplification (£ = 0.01) in response at the 

undamped natural frequency. Thus, the addition of damping to measuring 

transducers is shown to be a desired improvement when they must respond 

to either short duration transient forcing functions or to transients 

containing discontinuities-
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The quest inn of why transducers are not always damped, as well as 

the question of why extremely high resonant frequency transducers are 

not always used, can be considered in terras of the mechanical properties 

of the transducer flexure. It was ear l ier noted that cantilever beams 

and lixed edge circular plates represent two typical types of flexural 

elements used in transducer design. The following definitions are 

provided : 

E = Young's modulus 

L = beam length 

1 = beam area moment of inertia 

a = plate radius 

t ~ plate thickness 

V = Poisson's ratio 

IX = mass/unit length 

p = mass/unit are*i 

The natural frequency (in radians/second) for the first circular mode of 

«. - „ „ / , (VII.2) 
n a V 12PU - \T) 

The natural frequency (in radians/second) for the fundamental mode of 

vibration of a cantilever beam i s : ^ 

« , , . S , 6 . / ^ L . (VII.3) 

The sensitivity of a transducer of the type used to measure structural 

dynamics is proportional to the compliance of its flexural element. The 



compliance i s the f l exure d e f l e c t i o n (y) per app l i ed load . The 

compliance of a c a n t i l e v e r beam subjected to an end load (F) i s : 

3EI 
It .121 

2 
|JLW 

The compliance of the c e n t e r of a fixed edge c i r c u l a r p l a t e to a uniform 

load (P) i s : 4 5 

l6iiEt.J „32 ( V I I . 5 ) 

where W = (Pffa^). The i n t e r a c t i o n between the resonant frequency and the 

s e n s i t i v i t y of a t r ansduce r can now be i n v e s t i g a t e d . 

The achievement of damping in mechanical systems r e q u i r e s energy 

d i s s i p a t i o n . Energy d i s s i p a t i o n in turn r e q u i r e s mass motion. A system 

with l a r g e compliance i s the e a s i e s t to damp. In examining the preceding 

e q u a t i o n s , i t i s found t h a t each f ac to r which i n c r e a s e s the compliance 

of the t t ansduce r f l exure a l s o d e c r e a s e s i t s n a t u r a l frequency and thus 

i t s frequency r e sponse . In a d d i t i o n , f l exu re s with l a r g e compliances may 

be o v e r s t r e s s e d and d r iven i n t o non l inea r r eg ions by h igher l e v e l s of 

t r a n s i e n t f o r c e , p r e s s u r e , and a c c e l e r a t i o n than those to which they 

p roper ly respond. For t h i s r e a s o n , damping t r a n s d u c e r s to suppress t h e i r 

resonant c h a r a c t e r i s t i c s i s p o s s i b l e only at low l e v e l s of the appl ied 

environment and a t low f r equenc i e s . Transducers which a r e damped a l s o 

may be o b j e c t i o n a b l y l a r g e due to the requirement for t h i s h igh 

compliance f l e x u r e . Examples of success fu l a p p l i c a t i o n of damping to 

t r a n s d u c e r s can be found in acce le romete r s o p e r a t i n g to a few hundred 

g ' s and in condenser microphones measuring acous t i c p r e s s u r e s . 



Since damped transducers provide at raoat a limited solution to the 

problem of defining structural response, several transduction techniques 

which depend upon flexures of large compliance may be ignored. These 

sensing techniques include pntentiometric, variable reluctance such as 

"E" core, force balance, unbonded strain gage, and linear variable 

differential transformer. 

From the preceding discussion it is apparent that it is generally 

necessary to use lightly damped transducers, i.e., those possessing 

significant response at their fundamental resonant frequency, to define 

structural response or loading in severe transient environments. This is 

because a transducer flexure of low compliance is required in order to 

assure adequate frequency response and linear amplitude range. It is 

then appropriate to investigate transduction techniques which maximize 

the electrical signal associated with this low compliance fixture. This 

investigation leads to consideration of piezoresistive and piezoelectric 

technology. 

A justification for the applicability of semiconductor technology 

to the measurement problem of interest can readily be made. The 

electrical resistance of a length of conductive element is: 

R » X ' (VII.6) 

where P is the res i s t iv i ty of the conductor, 1 i t s length, and A i t s 

cross sectional area. A differential change in this resistance can be 

expressed as: 

dR = £ d p - f d L - f i dA . (VII.7) 
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The volume change in the conductor associated with a change in 

resistance is: 

d V = Vfinal "^initial. o r 

dV = L (1 + O A (1 - ve)2 -LA, or (VII.8) 

dV = AdL Cl - IV) = AdL + LdA . 

The last two lines can be written after noting that the strain e is dL/L 

and V is Poisson's rat io for the conductor. Terms in the last line with 

orders of €2 or higher have been ignored. If this last line of Eq. 

(VII.8) is solved for dA, dA substituted in Eq. (VII.7), and the 

resultant equation normalized by RL/dL, the definition of the gage 

factor for a strain gage will resu l t , i . e . , : 

P/e dL/L 

For metallic strain gages, the dp/p/e term is not as important as for 

strain gages ut i l izing semiconductor elements. 

The gage factor of a strain gage relates i t s unit change of 

resistance to the unit applied strain. Some typical values for metal1ic 

strain gages are: 3 . 4 6 

Nichrome (Ni-0.80, Cr-0.20) + 2.0 

Advance (Ni-0.45, Cu-0.55) + 2.1 

Iso-elastic (Ni-0.36, Cr-0.08, + 3.5 
Fe-0.52, Mo-0.005) 

The metallic strain gage is usually a wire or foil ribbon mounted on 

some insulating backing material. The gages are then individually bonded 

to the transducer flexure and typically connected e lec t r ica l ly into a 



Wheatstone bridge configuration whose output is proportional to the 

applied environment (e.g., acceleration, force, or pressure). More 

sophisticated fabrication techniques than adhesive bonding utilize 

vacuum deposition, such as iG used in the manufacture of electronic 

microcircuitry. The ceramic film, the metallic strain gage elements, and 

interconnecting leads are sequentially deposited in a high vacuum 

chamber directly onto the transducer flexure. This latter technique 

provides a measuring device with excellent stability, matched thermal 

coefficients, and minimal hysteresis and creep. 

The basic definition of the gage factor indicates that to change 

from a lower to a higher resonant frequency transducer, and thus one 

with a flexure of lower compliance, the gage factor must be increased to 

maintain an equivalent electrical signal magnitude at the resulting 

reduced strain input. The use of semiconductor materials as the strain 

gage sensing element achieves a high gage factor. Whereas metals 

typically provide a gage factor of 2 to 5 in strain gage design, the 

gage factor for semiconductor materials typically varies from 50 to 

200. Semiconductor gages do display greater temperature dependency. 

One type of semiconductor device is basically a banded gage with 

doped silicon as the sensing element. Controlling the dopant in the 

silicon allows the gage properties to be optimized for various 

measurement appl ications. Gages are the--: bonded to the transducer 

flexure, electrically connected in a bridge network, and operated at low 

strain levels to avoid nonlinearities which are present in the gage 

factor for semiconductor materials. 

Semiconductor technology also permits transducer fabrication using 

silicon as the basic flexural element, with diffusion of the strain 
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sens ing elements occu r r ing d i r e c t l y i n t o the parent m a t e r i a l . Diffus ion 

permi t s use of the t r a n s v e r s e or shear p i e z o r e s i s t i v e e f f e c t of the 

sens ing elements as well as t h e i r l o n g i t u d i n a l p i e z o r e s i s t i v e 

c o e f f i c i e n t . Diffus ion t echn iques a l s o permit m i n i a t u r i z a t i o n , which 

enhances frequency r e sponse . In a d d i t i o n , s ince t he modulus of 

e l a s t i c i t y for s i l i c o n i s comparable to s t e e l , and i t s d e n s i t y i s only 

o n e - t h i r d t h a t of s t e e l , enhancement of frequency response and resonant 

frequency i s p a s s i b l e due to improved m a t e r i a l p r o p e r t i e s . 

P i e z o e l e c t r i c i t y i s another t r a n s d u c t i o n techn ique capable of 

p rov id ing l i n e a r i t y over a wide range and of producing a useab le s i g n a l 

magni tude. In a d d i t i o n , the modulus of e l a s t i c i t y of many p i e z o e l e c t r i c 

c r y s t a l s and ceramics i s equal to or g r e a t e r than t h a t of some me ta3s . 

Thus, these m a t e r i a l s can be i n t e g r a t e d e a s i l y i n t o high frequency 

resonan t sys tems . 

P i e z o e l e c t r i c i t y i s a t t r i b u t a b l e to s t r a i n inducing a change in the 

shape of a c r y s t a l which possesses no c e n t e r of charge symmetry. An 

e l e c t r i c charge r e s u l t s from t h i s change in shape. Twenty-one of the 32 

c r y s t a l c l a s s e s l ack t h i s symmetry e lement , and c r y s t a l s in a l l but one 

of these c l a s s e s can e x h i b i t p i e z o e l e c t r i c i t y . 

Any p i e z o e l e c t r i c cons t an t of a m a t e r i a l exp res ses the amount of 

charge genera ted per un i t app l i ed force or i t s d e f l e c t i o n per un i t 

app l i ed v o l t a g e . This i s t y p i c a l l y provided in t ensor n o t a t i o n , such as 

d-jj or d | 5 , with the f i r s t s u b s c r i p t i d e n t i f y i n g e l e c t r i c a l d i r e c t i o n 

and the second s u b s c r i p t i d e n t i f y i n g mechanical d i r e c t i o n . A few v a l u e s 

of two p i e z o e l e c t r i c c o n s t a n t s , in picocoulombs/newton, a r e presen ted to 

i n d i c a t e why high s e n s i t i v i t y t r a n s d u c e r s can be f a b r i c a t e d u t i l i z i n g 

these m a t e r i a l s . Also presented i s the Curie t empera ture for the 
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m a t e r i a l s . The Curie tempera ture ifl the tempera ture above tflich a 

m a t e r i a l i s no longer p i e z o e l e c t r i c . 

PZT5A 

PZT8 

BaTiOj 

LiKb03 

SiO^ (X cut quar tz ) 

<p3?N) d15 (pc7N) 

595 

Curie temperature 
<°C) 

380 

d15 (pc7N) 

595 >350 

215 335 >300 

145 245 =-115 

6.2 70.5 >1200 

2.2 < d u ) 0.85 «14> >576 

Because of the many c l a s s e s of p i e z o e l e c t r i c m a t e r i a l s , a d e t a i l e d 

d i s c u s s i o n of those most a p p l i c a b l e to t h i s measurement problem would be 

q u i t e e x t e n s i v e . Of the 20 c r y s t a l c l a s s e s which are p i e z o e l e c t r i c , 10 

possess a d ipo le in t h e i r un i t c e l l s and are p y r o e l e c t r i c . Thermal 

hea t ing t y p i c a l l y expands and c o n t r a c t s t h i s d i p o l e , thus g e n e r a t i n g an 

e l e c t r i c a l c h a r g e . F e r r o e l e c t r i c m a t e r i a l s a re a subd iv i s ion of 

p y r o e l e c t r i c m a t e r i a l s . F e r r o e l e c t r i c s are c h a r a c t e r i z e d by t h e i r 

d i p o l e s being arranged wi th in domains i n s i d e the c r y s t a l . F e r r o e l e c t r i c 

ceramics are p o l y c r y s t a l l i n e ceramic masses of f e r r o e l e c t r i c m a t e r i a l s 

which have been processed to a l i g n a l l the d ipo le con ta in ing domains. 

F e r r o e l e c t r i c ceramics which are e l e c t r i c a l l y s o f t , i . e . , those which 

d e p o l a r i z e at low e l e c t r i c f i e l d l e v e l s , a re not recommended for 

48 a p p l i c a t i o n in severe t r a n s i e n t envi ronments . 

The s e l e c t i o n of the optimum semiconductor or p i e z o e l e c t r i c 

m a t e r i a l for a p a r t i c u l a r measurement a p p l i c a t i o n i s bes t determined 

based on an unders tand ing of the phys ics of the m a t e r i a l and past 

exper i ence with i t . The important fac tor i s t h a t when i n t e g r a t e d i n t o 

t r a n s d u c e r s , these two types of m a t e r i a l s a t i s f y t h r e e key requi rements 



relative Co measuring structural dynamics in severe environments: 

1. They provide a linear response over a wide range. 

2. They provide adequate signal levels so that valid data can be 

recorded when measuring transients possessing amplitudes which 

comprise only a small portion of the transducer's full range. 

3. Their sensitivity is adequate to permit them to be designed 

into instruments with high resonant frequencies. This 

characteristic enhances separation of structural response from 

transducer resonant characteristics in the transducer's 

resultant signal frequency spectrum. 

Transducers of the type being considered typically will display 

multiple resonances. These resonances may be associated with the 

transducer flexure and its higher modes, with the transducer housing, 

with the coupling technique which interfaces the transducer to the 

environment, or with internal components such as lead wires vibrating 

within the transducer. The frequencies at which these resonances occur 

are determinable although it is not always possible to provide similar 

precise information about the magnification factor associated with p.ach 

resonance. 

Previous discussion has identified test equipment capable of 

experimentally locating these resonant frequencies. Included were shock 

tubes, high frequency vibration exciters, and impulse excitation 

generators. For geometrically simple acceleroraeter adapter mounts, for 

known masses impacting force transducers, and for geometrically simple 

cavities for interfacing pressure transducers to their environment, 

location of the fundamental resonant frequency can be analytically 

determined with reasonable accuracy. Information regarding the resonant 
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characterist ics of the transducer is also provided by the manufacturer. 

Since this la t te r information is controlled by design, i t remains fixed 

for a given model of transducer within design tolerances. 

The transducer should have a flat frequency response over the range 

of frequencies in which quantitative data are desired. Semiconductor and 

piezoeLectric transducers capable of measuring a few pounds of force, 

g ' s , or psi are readily available with fundamental resonant frequencies 

in kHz. As the range of these instruments increases, this fundamental 

resonant frequency also increases into the tens or hundreds of thousands 

of Hz. These resonant frequencies are sufficiently high that , if care is 

taken in transducer mounting, uniform frequency response over that range 

in which a given structure possesses significant response can be 

assured. 

A lightly damped resonant transducer has essential ly a zero phase 

shift over the region where i t has flat frequency response. This will be 

i l lus t ra ted shortly by analysis and can also be noted in some of the 

experimentally derived transfer functions for pressure transducers which 

were presented in Chapter IV. 

The conclusion reached from the preceding paragraphs is that a 

transducer which possesses flat frequency response and essentially zero 

phase shift over some low frequency region ultimately becomes limited by 

multiple resonances occuring at higher frequencies. The following two 

cases will cover the various combination of occurrence of these multiple 

resonances. 

The in i t i a l case to be considered is the most common. This case 

treats the situation where the f irs t resonance limiting the transfer 

function of the transducer is either the major resonance of the 
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transducer or its mount, in a properly designed and optimally mounted 

transducer, this first resonance could be associated with the 

fundamental mode of the flexure. Higher resonances, of lesser amplitude, 

could be associated with higher modes of this flexure or modes 

associated with the transducer housing. This first major resonance could 

also be associated with the mounting adapter that couples Che transducer 

to the environment. Resonances occurring at higher frequencies would 

then be associated with both the transducer and the higher modes of this 

mounting, 

Figure VII.3 illustrates this initial case with the simplifying 

assumption thtt there are only two resonances of concern. If si| is 

associated with the transducer flexure, then ra„ can be associated with a 

higher flexure, transducer housing, or mounting adapter mode. If m^ is 

associated with the transducer adapter, then su can be associated with a 

flexure, transducer housing, or higher mounting adapter mode. 

The system of Figure VII.3 is described by two linear second order 

differential equations having constant coefficients. One equation is 

homogeneous, and the other ts not. Since the equations are linear, 

solution forms 

xj = Ae-J"1 (VII. 10) 

and 

x 2 « Bei^* , 

are justified. The desired transfer function for analysis is A/(F/k,). 

Substitution of the preceding values of x, and x^ * - n C o t n e 8 e e q u a t i o n s , 

along with c a n c e l l a t i o n of common f a c t o r s and a p p l i c a t i o n of Cramer'f. 
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r u l e , produces the following r e s u l t s . 

I transfer function] 

phase angle = tan lfdNXHD) - (ID)(RN)1 
[(RNKRD) + UN>UD>J 

(VII .11) 

The following d e f i n i t i o n s permit computat ion of these r e s u l t s . 

« N - ( ^ - ' ) 

IN = 2C>'„ ,"> 

= wl-cti I—— + l r + 5 + u

 + ^ 2 % 

2 1 
nl ni 

2c,">„, = = r 

2 C 2

U „ 2 = 



J"" 

m l 

"•-1*1 

a 

Figure VII.3. Two degree of freedom linear damped system 

Figure VII.4 plots the magnitude of the transfer function for the 

situation raj = m 2 , W n 2 = 3 %i> and £j = £ 2

 s 0.01. These are provided as 



reasonable values of parameters with which to investigate this i n i t i a l 

case. The frequency scale in thiB plot is normalized to OJ ». Figure 

VII.5 shows the phase lag between output and input on this same 

frequency scale. 

Each resonance, and the corresponding antiresonance, produces phase 

shifts of 180 degrees. It is obvious that a transient with significant 

frequency components on either side of a resonance is likely to be badly 

distorted. This fact is further complicated by the fact that actual 

systems may possess more than two significant resonances that must be 

considered. Conservative practice dictates that such resonant 

transducers can be relied upon to reproduce faithfully only those 

transients whose frequency content is below the lowest major resonant 

frequency. The important point is to locate this lowest major resonance. 

It was stated that two cases could cover al l combinations of 

occurrence for multiple resonant frequencies which occur in transducers. 

The second case considers one or more minor resonances occurring lower 

in frequency than that of the major resonance. An example of this 

situation could occur in a properly mounted transducer which has an 

internal component with a vibrating frequency below the fundamental 

resonance of the flexure. The system of Figure VII.3 can again describe 

this situation if only two resonances are considered. Reasonable 

parameters for investigating this situation are mj - lOn^, aJni = 3cu_2 . 

and £j = £ 2 = 0.01. Figures VII.6 and VII.7 show plots of the magnitude 

of the transfer function and the phase lag versus frequency, with 

frequency again normalized tou> n j . i t is interesting to note that this 

minor resonance causes only a temporary, small perturbation in the phase 

response . 
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The next section will present design criteria for optimizing the 

instrumentation system. These criteria will depend upon knowing the 

frequency of the major resonance of the transducer/mount combination. A 

conservative practice would be to treat any early-occurring minor 

resonance as the lowesC major resonance and base design criteria on it. 

This practice could place unnecessary restrictions on the frequency 

response of a measuring system. Criteria developed in the next section 

also w? 11 discuss the question concerning what magnitude a minor 

resonance, which occurs before the major resonance, must have before its 

effect on the data has to be considered-

Summary and Conclusions 

1. The inclusion of damping in transducers is only a limited solution 

to the problems associated with defining structural response in 

severe transient environments. 

2. The transduction techniques applicable to many of the measurement 

problems of interest are piezoresistive (semiconductor) and 

piezoelectric. Their unique properties are: 

a. linearity over a wide range, 

b. adequate electrical signal magnitude, and 

c. the ability to be integrated into high resonant frequency 

systems to enhance the data separation problem illustrated in 

Chapter V, 

3. To permit consideration to be directed towards optimizing the 

instrumentation system, two facts concerning the dynamic 

characteristics of the measuring transducer must be known. They are; 
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a. the transducer's frequency response Bhould be flat and, as a by­

product, its phase shift essentially zero over the frequency 

range of measurement interest, and 

b. the location of the first major resonance of the 

transducer/mount combination must be identified. 

it. Criteria for assessing the importance of minor resonances occurring 

before the first major resonance, if they exist, will be developed 

in the next chapter. 
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CHAPTER VIII 

INSTRUMENTATION SYSTEM CONSIDERATIONS FOR PROBLEM SOLUTION 

This chapter deals exclusively with signal conditioning 

considerations relating to the measurement of the dynamic 

characteristics of structural systems. The objective is to provide a 

practical solution to the problem associated with acquiring meaningful 

data when using resonant type measuring transducers to define structural 

dynamics. 

With a wide variety of signal conditioning modules and multiplexing 

techniques available, as well at differing requirements between data 

users, optimizing instrument channel design is a significant challenge. 

Emphasis in this chapter is to assure that the transmission of a signal, 

which defines the structure, is properly conveyed through the 

instrumentation sysLem. 

In Chapter V, filtering of the data on playback was proven to be 

partially successful in determining structural response. In Chapter VI, 

it was demonstrated that inverse Fourier transforms or deconvolution 

techniques were not appropriate alternative solutions for this class of 

problem. Other methods of problem solution can still be considered. 

One approach might be to use a logarithmic signal conditioner with 

antilogarithmic receiving or data reduction equipment. This technique 

woi'ld compress the amplitude of the data before the data progressed 

through the instrumentation channel. Unpredictably high signal 

amplitudes, attributable to the resonant characteristics of the 

measuring transducer, could more easily be accommodated. Greater gain 

would be provided to the lower amplitude portion of the signal defining 
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the structural response or forcing function. This higher gain would 

enhance the channel's signal to noise ratio. 

Previously, in this work, it has been noted that nost of the 

measuring transducers being considered possess fundamental resonant 

frequencies in the range above ten thousand Hz. Nonlinearities 

attributable to the logarithmic signal conditioner would greatly 

increase the frequency content of the signal being transmitted. The 

amount of additional bandwith required, being unpredictable, would 

depend both on the frequency content of the input signal as well as its 

amplitude. If all of this information were known regarding the input 

signal, the signal itself would be determined. There would be no need to 

measure it. If a portion of this frequency content were lost during data 

transmission, the antilogarithmic receiver would intr'>duce further 

distortion. Compression of data by use of a nonlinear signal conditioner 

thus is .iot a practical solution. 

A second method which could be considered might involve automatic 

gain control in the signal conditioner. Amplifier gain would be 

frequently stepped to accommodate the output signal of the resonant 

transducer. Such a technique could in theory keep the signal within a 

predetermined linear range and also improve the signal to noise ratio ot 

the channel. 

The wildly varying signals illustrated in Chapter V indicate that 

this method is also impractical. The signal would be lost during gain 

changes, and these gain changes could not begin to keep up with the high 

frequency oscillations present. In addition, a second channel of 

information has to accompany each signal channel to provide information 

about the current value of gain. From a communications standpoint, this 
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is undesirable since two channels of information must be transmitted to 

define one. Loss of gain information renders both channels useless. 

Including a filter at some point in the measuring system to 

eliminate signal frequency components nonessential to structural 

response then appears to be the best solution to the problem. Remaining 

questions to be considered are: 

1. Does additional justification for filtering exist? 

2. At what location in the measurement system is a filter 

most effective? 

3. Can criteria for filter selection be developed? 

The first two questions will be discussed concurrently. 

Based on experience and the analysis of the structural dynamicist, 

an estimate can be made for each instrumented station of the structure 

as to the magnitude of structural loading and response to expect. If 

only this loading or response had to be considered, confidence factors 

could be applied to each estimate and meaningful channel calibration 

levels fixed. It should be recalled, however, that these estimates do 

not account for the superimposed resonant characteristics of the 

measuring transducer. The data analyzed in Chapter V indicated that even 

if these estimates were accurate the range of channel amplitude required 

to handle the signals without distortion would have to be anywhere from 

116 to 1000 percent higher than that predicted. This uncertainty, 

coupled with other uncertainties in the initial estimate, make it highly 

likely that the instrumentation channel will exceed its linear recording 

iunits. 

Typically, a signal successively passes through a multiplexer, 

summing amplifier, transmitter, receiver, recorder, and various other 
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•»( t a i l u r e for b o t h v e h i c l e s and c o n t a i n e d eqi i ipment . I n f o r m a l i o n 

c o n c e r n i n g shock i s t y p i c a l l y t r a n s m i t t e d by means o f a r m l fo f r e q n e m - v 

d a t a l i n k . The b a s i c commtm i c a t i ons c u i c o r n , a s i d e i r u n t h e s u p p r e s s i o n 

o f Mf»iii« on t h e c h a n n e l t*» t h e e x t e n t p o s s i b l e , i s t<» t r a n s m i t t h e 

m.-ix iiUffia number o f s i m u l t a n e o u s s i g n a l s . Mul t i p l e x i u j ; pi* rait i s 

s i m u l t a n e o u s tnul I i p l e t r a n s m i t s i nn i o o c c u r over U H ' r a d i n l re<piem- v 

l i n k . U s u a l l y , shock i n format i nit *m a e r o s p a c e v e h i c l e s i s Src t j i i i ' t i f v 

m o d u l a t e d (KM) ami t h e n t r a n s m i t t e d as FM/l-'M t e l e m e t r y . A w i d e r d a t a 

b a n d w i d t h i s a v a i l a b l e u n i o n FM/FM t ra i i f i ta iss inn ! han w i t h o t h e r d o u b l e 

nml t i p l e x ii iK schemes . 

Tl ie most e x t e n s i v e wo rk i n s t andar i Mi: i*»n •> ( r a d i o t e l e m e t r v has 

been u n d e r t a k e n by t h e In le t—l ian^e I n s l rumeitt n l i'>n Group ( I H I G ) . The 

I M C spec i I. t ea t i ons a r e c r e a t e d b y , and a r e m a n d a t o r y at , t h e n a t i o n a l 

( es t ranges find a r e a l S'i used by NATO c m n l r i f s . S ince these lac i 1 i l i <••; 

a re the pi rd»m i u a n l u s e r s " I r a d i o t e l e m e t r y and .-tsxMt- i a l ed etpi tpuienl , 

t h e I M C s t a n d a r d s l a r g e l y shapi* t h e p r a c t i c e in i n d u s t r y . 

In l r e ( | i i encv d i v i s i o n m u l t i p l e x i n g , each d a t a c h a n n e l makes n-:<- •• 1 

a se|i.-ir;it e s n b e a r r i e r HM i tij> a de I i i i i ' d pos i ( inn and b a n d w i d t h i n t h e 

n f d u l n t i- i i i baseband •»( t h e W c a r r i e r . Two t y p e s o f FN s u b e n r r i e r 

I'>nn .it i a r e usua l I v used ; t h e d a t a baud w i d t h " f ' ' l ie I ype in p ro pur t i nii.'i I 

I •> the c e n t e r I r e u i i e n c y •« f t h e s u b c a r r i e r , w h i l e t h e b a n d w i d t h " f t h e 

•* ther l vpe i<! c o n s t a n t , r e g a r d l e s s o [ s u b c a r r i e r f r equency . 

T a b l e s V I I I . I and V l l l . l l , t a ken [rom I M G document 106 as r e v i s e d 

J u l y 1975 , d e t a i l t he HUG s t a n d a r d l o r FN s u b c a r r i e r c h a n n e l s . The 

f ' re ipiei ic y •> f t h e pro p o r t t o n a l band w id t h channe l R i q dev i a t e d e i t i t e r 17 . 'i 

or * I 3 p e r c e n t about the c e n t e r f r e q u e n c y . D e v i a t i o n s o f l e s s t h a n ±20 

p e r c e n t a r e t y p i c a l l y r e q u i r e d in o r d e r I* ' m a i n t a i n a l i n e a r phase 
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relationship and s t i l l provide the Decennary amplitudp attentuation when 

bandpass f i l t r r ing the subcarrler channels before demodulation. 

T'» advise thp IR1G regarding the telemetry data users' present and 

iiitifj-i* requirement*, o repr^sentattve group of dynamicifits was organized 

under the Socipty nf Automotive Engineers (SAE) in the summer of 1965. 

Subcommittee G-5.9 on Telemetry Requirements, under SAE Committee G-5 on 

Aerispaco Shock and Vibration, was composed primarily of dynamic i Rts who 

iite telemetry for flight shock, **ibration, and acoustic raeaMir events. 

Also included were consultants to assist in defining joint dynamics-

telemetry problems. The needs described by this committee, were 

pub I isiied5^ primarily because I8IG was updating i ts standards for the 

subcarrier channels. These nseds indicated requirements for 20 to 30 

channels/CILght of structural data with occasional requirements for 200 

channels/flight. The "normal" requirement for data handling frequency 

capability was 10 to 2,000 Hs, with one "normal" requirement to 4,000 

Hz,. Occasionally requirements extended to 5,000 to 10,000 Hz. 

The specifications in Tables VIII.I and VIII.II i l lus t ra te that the 

current IR1G standards fulf i l l a significant portion of these frequency 

bandwidth requirements. The maximum frequency response listed in the 

tables is based on a deviation rat io of one. This deviation ra t io is one-

half the channel deviation bandwidth divided by the cutoff frequency of 

the discriminator output filte.r. The difference between a deviation 

rat io if five and a rat io of one represents a severe degradation 

(approximately 11:1) in channel signal to noise r a t io . This degradation 

is caused by increased intermodillation products between channels. 
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If an unfiltered signal from a resonant transducer was telemetered, 

these standard IRIC channel bandwidth allotments would be inadequate by 

more than an order of magnitude. By prefii tering the data, the data 

frequency content is made compatible with the frequency response oi t\w 

subcarrier channels, and the available number of channels per radio 

frequency link can be greatly increased. 

It should be noted that all data emitted from an FM channel are 

limited in frequency content by the subcarrie.r osci l lator and i t s output 

bandpass f i l t e r . If signal conditioning modules located before tln> 

oscil lator are. overdriven, this fact can be "cosmetically" disguised due 

to this frequency limitation. Prefiitering the signal, if properly 

performed at the transducer output, eliminates this problem 

An alternative to multiplexing a signal Ln the frequency domain i^ 

to multiplex it in the time domain. A technique such as pulse code 

modulation (prjM) is one of the more common pulse modulation techniques 

used to accomplish this time multiplexing. An advantage of PCM for 

recording transient signals, de.pending on bit word size, can be its wide 

dynamic range. Whether multiplexing in the time domain or simply time 

sampling an analog signal for subsequent digi tal analysis, f i l tering of 

the signal typically occurs. 

Shannon's theorem-31 states that if the Fourier transform of a given 

signal exists and is b«nd limited to some highest frequency spectral 

component, samples of the signal determined at uniform intervals and 

taken at a rate of twice this frequency component uniquely determine the 

signal and permit i t s reconstruction without dis tort ion. Signals 

encountered in real physical systems typically contain an infinite band 
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Table V I I I . I 

I 'ropnrt iniial-Bundwidth FM Snbca r r i e r Channels 

.±7.53 CHANNELS 

Lower Nominal Nominal Miximum Minimum 
Center Deviation Deviation Frequency Rise Frequency Rise 

I-regencies Limit* Limit* Re%ponse Time Response** T i m e " 
<Hz] i l l / } <Hz> (Hz) fms, <Hzl* <ms) 

i 400 370 430 6 ss 30 11.7 
2 560 518 602 8 42 42 8.33 
3 730 675 785 I I 32 55 6.40 
4 960 886 1.032 14 42 72 4.86 
5 1.300 1.202 1,398 20 18 98 3.60 
6 1.700 1.572 1,828 25 14 128 2.74 
7 2.300 2.127 2,473 35 10 173 2.03 
8 3.000 2.775 3.22S 45 7.8 225 1 56 
9 3,900 3.607 4.193 59 6.0 293 1 20 

10 5,400 4.995 5.805 81 4.3 405 .864 
I I 1.350 6.799 7,901 110 3.2 551 .635 
12 10.500 9.712 11.288 160 2.2 788 .444 
I.) 14,500 
Sec Sec. 3-4 
14 22,000 
15 30.000 

20.350 
27.750 

23,650 
32.250 

330 
450 

1.650 
2,250 

.212 

.156 
16 40.000 37.000 43,000 600 .5» 3.000 .117 
17 52.500 48.562 56,438 790 .44 3,938 .089 
18 70,000 64.750 75.250 1050 .3.1 5,250 .067 
19 93.000 86.025 99.975 139S .25 6,975 .050 
See Sec. 3-5 
20 124.000 114.700 133.300 I860 .19 9.303 .038 
21 165.000 152.624 177.375 2475 .14 12,375 .029 

tISCi CHANNELS ' " 

A 22.000 18.700 25.300 660 53 3.330 .106 
B 30.000 25.500 34.500 900 39 4.500 .078 
C 40.000 34,000 46.000 1200 29 6.000 .058 
a 52.500 44.625 60.375 1S7S 22 7,875 .044 
E 70.000 59.500 80.500 2100 17 10.500 .033 
F 93.000 79.050 I06.9S0 2790 13 13,950 .025 
C 124.000 105.400 142.600 3720 09 18,600 .018 
H 165.000 140.250 189.750 4950 07 24.750 .014 

' Hounded af f t i it H*. 

• • The indicated maximum liaia frequency response and minimum rise time ii based upon 
(he the maximum theoretical reiponsc That can IK oh [lined in a b ind width between the 
upper and lower frequency limits specified for the channel!. (Sec Chapter 3, Sec. 11 and 
referenced discmwin in Appendix B for determining possible accuracy versus response 
tradeoffs.) 

*** Chance 11 A thru ugh II may be used by omitting adjacent lettered and numbered 
channel a. Channel* H a n d A may be uied together with write increase in adjacent 
channel interference. 



Table V I I I . I I 

Constant-Bandwidth FN S u b c a r r i e r Channels 

A CHANNELS 

Deviation 
limits =±2 KHz 

Nominal frequency 
response = 0.4 KHz 

Maximum frequency 
response = 2 KHz* 

Center 
Frequency 

Channel (KHz) 

1A 
2A 
i.\ 

16 
24 
32 

B CHANNELS 

Deviation 
limits = *4 KHz 

Nominal frequency 
response = 0.8 KHz 

Maximum frequency 
response = 4 KHz* 

Center 
Frequency 

Channel (KHz) 

C CHANNELS 

Deviation 
limits r ±8 KHz 

Nominal frequency 
response- 1.6 KHz 

Maximum frequency 
response = 8 KHz 

Center 
' Frequency 

Channel (KHz) 

4A 40 
SA 48 5B 48 
6A 56 
7A 64 7B 64 7C 64 
HA 72 
9A 80 9B 80 

I0A HH 
I I A 'K. I I B 96 11C 96 
12A 104 
1.1 A 112 13B 112 
I4A 120 
ISA 128 15B 128 iSC 128 
I6A 136 
I7A 144 I7B 144 
ISA 152 
I9A 100 I9B 160 I9C 160 
:OA 168 
: I A 176 2 IB 176 

*The indicated maximum frequency is based upon the maximum theoretical response that 
can be obi-dined in a bandwidth between deviation limits specified fur the channel. (See 
discussion in Appendix ft for determining practical accuracy versus response tradeoffs.) 

of f r equenc ies . To account for t h i s f a c t , te rminology might be modified 

to s t a t e t ha t the given s igna l must be bandl imi ted to some h ighes t 

s p e c t r a l component of s i g n i f i c a n t ampl i tude . In the p resen t c o n t e x t , 



this highest spectral component would be based on the maximum frequency 

to which the structure possesses significant response. Filtering must 

occur to assure that no significant noise components are included above 

this highest spectral component. If sample rates were based on the 

frequency response of the structure, and the signal was not prefiltered 

to eliminate the high frequency resonant characterist ics of the 

t r.-msducer, these resonant characterist ics would overlap or alias thp 

structural data in the frequency domain. The effect of this aliasing 

would bp to create errors in the recorded signal. A detailed discussion 

on aliasing or folding can be found in any standard text on 

communication theory or d igi ta l signal processing. 

When time division multiplexing is used, the signal must be 

filtered before going to the multiplexer, as demonstrated in the 

preceding discussion. As indicated previously, locating this analog 

fi l ter at the transducer output also prevents the signal conditioner in 

front of the multiplexer from being overdriven. 

It is interesting to note that al l structural dynamics data are 

fit tered either during record ing or analysis. The question being dealt 

with is where in the instrumentation system is the optimum position for 

performing this f i l ter ing. The following argument adds conclusive 

credibil i ty to the selection of the transducer • utput as the most 

desirable location for this f i l ter ing. 

Any received signal should readily be distinguishable from i t s 

noise background. Every physical transmission path will attenuate a 

signal by an amount that increases with path length. This last statement 

is true whether or not the transmission path is a radio frequency link 

or wire cable. 
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A potential solution to this problem would be to raise the signal 

t" such a high level that it cannot be distorted by noise. If the signal 

is filtered before passing through any signal conditioner, the first 

stage of the signal conditioner can provide the gain necessary t« 

achieve this high signal level. If the tmfiltered signal from the 

transducer had to pass through this first stage of the signal 

conditioning, the gain of this stage would have to remain low to keep it 

from being overdriven. Amplification would then have to be provided in 

subsequent signal conditioning modules after f i l tering had occurred. If 

amplification is to be provided, the optimum location is in the in i t ia l 

signal conditioning module. This requires immediate fi l tering at the 

transducer output. Justification of the importance of the first stage 

gain in influencing an instrumentation channel's signal to noise rat io 

fo I lows . 

The rms noise and signal are amplified by the same amount in 

passing through the various gain stages of an instrumentation system. A 

constant signal co noise rat io is impossible to maintain, and it 

progressively attenuates in passing through a system. Among other 

devices, transistors and resis tors attenuate this signal to noise rat io 

through the addition of shot and thermal noise. 

The noise figure (F) defines signal to noise rat io at the system 

input to the system output: 

{VIII.i) 

The available power gain (C) of an arbitrary linear network is: 

S 
G =-s2~ t (VIII.2) 

Sl 
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which is a ratio of signal output power to signal input power. It is 

possible to determine the overall noise figure F of two successive 

stages of gain with respective Fy , G^ and F 2 , G2. Results a r e : 5 2 

F = F I + I T " ' (VIII.3) 

Additional stages of gain modify thp preceding equation but not its 

conclusion. A high value for Gj» the gain of the first stage of the 

signal conditioning, maximizes the system signal to noise ra t io . 

Previously it had been concluded that if the instrumentation 

channel can be operated within i ts linear range, and if the portion of 

the signal containing structural data is distinguishable from channel 

background noise, transient loads to , and responses of, structures can 

be determined through data separation (f i l ter ing) in the frequency 

domain. Th is chapter has demonstrated that the opt iraum location for th is 

f i l tering is at the transducer output because of the following reasons: 

1. It reduces the tendency for subsequent signal components to be 

overdr iven and dis tor t the transient signal. 

2. It enchances the signal to noise ra t io . 

3. It minimizes the frequency spectrum occupied by the data being 

transmitted. 

4. It increases the effectiveness with which the information 

capacity of the instrument ion system is ut i l ized. 

The assumption that the transducer and the analog fi l ter remain 

Iinear was inherent in al l of the previous cons iderat ions. Just i fieat ion 

for this assumption was based on the fact that both of these devices can 

be acquired with linear dynamic ranges many times that of the remainder 

of the instrumentation system. If additional bandwidth is available, it 



is always desirable to verify this linearity assumption through 

concurrent recording of the unfiltered transducer output. In actual 

measurement situations involving large numbers of channels, this 

bandwidth usually is not available. 

A final consideration, before developing criteria for filter 

selection, concerns the ease with which transducers using piezoresistive 

(semiconductor) and piezoelectric technology can be interfaced to 

filters. Piezoresistive transducers possess low impedance outputs (less 

than 1000 ohms) and can be readily interfaced ro filter circuits. 

Piezoelectric devices possess very high impedance outputs, typically 10 

to 10* 2 ohms, and the ease with which they can be interfaced is not sn 

apparent. The inclusion of a field effect transistor within the 

piezoelectric transducer transforms the high impedance device into "n? 

with low impedance output while still maintaining an instrument with 

wide dynamic range. Filtering can then be introduced before subsequent 

stages of gain. For applications where piezoelectric transducers 

interface into charge amplifiers, passive components can be inserted 

between the transducer and the first stage charge converter of the 

amplifier to design filtering into the circuit. 

Criteria for the selection of filters to be used in performing 

structural dynamics measurements will now be developed. The subject of 

signal filtering is interesting in that, while it appears to be simple 

in concept and easily understood qualitatively, Lts application to 

signal processing systems requires a sophisticated appreciation of such 

disciplines as Fourier spectrum analysis, information theory, and the 

t ime-domain characteristics of complex networks. For the purpose of 

definition, a filter will be considered to be any component of the 
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rap.Ttur ing system hav ing both input and output terminals. This dp fin it ion 

.'inph.isizpR the fact chat fi l tering can entpr the instrumentation system 

in locations other than that desired. Any transmission l ine, attenuator, 

amplifier, or other signal transmission element acts as a f i l t e r . 

Attention will be focused on low-pass f i l t e r s since they possess 

the desired property of passing information regarding the low frequency 

response modes of a structure while attenuating the high frequpncy 

n-snnant characterist ics of the measuring transducer. Every f i l t e r wi 11 

h.-ivc associated with it a transfer function (R(j(d)) which is a complex 

quantity. For actual f i l t e r s , the cutoff frequency will be defined as 

that frequency St which the response | H(jw) | is attenuated -3dB. The 

roll off rate of an actual f i l te r is the assyraptotic slope of |(h\'j'_o)i 

above rhe cutoff frequency. Tne roll off rate is usually expressed in 

dB/ oc tave . 

Fil ters can be classified as being either analog or d ig i ta l , lumped 

parameter or distributed parameter, and active or passive. This 

discussion will be concerned only with analog lumped parameter f i l t e r s 

of ei ther the act ive or passive type. The dec is ion as to whether to use 

active or passive fi l tering in a given application can be bssed upon 

several different considerations. Advantages to be found in passive 

fi l tering are very low noise, no power supply requirements, and 

practically no signal amplitude limitations. Advantages to be found in 

active fil tering are no bulky inductors, no insertion losse.s (power gain 

is available), no impedance matching problems, and low susceptibil i ty to 

magnetic fields. 

Whether ut i l izing active or passive f i l t e r s , f i l te r selection 

involves conflicting requirements. Communications engineers, being very 
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aware of a l i a s i n g problems when t i n e d i v i s i o n m u l t i p l e x i n g , tend to 

spec i fy f i l t e r s with s t e e p r o l l o f f s . F i l t e r s with s t e e p r o l l o f f s 

possess the most n o n l i n . a r phase-frequency c h a r a c t e r i s t i c s and can 

s e v e r e l y d i s t o r t t r a n s i e n t s i g n a l s . Measurement e n g i n e e r s , being very 

aware of the requirement for l i n e a r phase response when r eco rd ing 

t r a n s i e n t s , u s u a l l y spec i fy l i n e a r phase f i l t e r s when record ing t h i s 

type of s i g n a l . Linear phase f i l t e r s possess the slowest r o l l o f f s and 

are t h e r e f o r e the l e a s t d e s i r a b l e based on a l i a s i n g c o n s i d e r a t i o n s . 

Nei ther c r i t e r i o n is optimum. 

The following d i s c u s s i o n c e n t e r s around a l l pole f i l t e r s . These are 

ones which possess no f i n i t e ze ros in t h e i r t r a n s f e r funct ion . The 

r e l a t i o n s h i p between f i l t e r input and output v o l t a g e in the s p lane can 

be r ep resen ted a s : 

e out _ 1 
F(s) (VIII .U) 

where F( s) i s a polynominal in s which is u s u a l l y factored in to f i r s t 

and second order s e c t i o n s . The s p lane i s a two-dimensional se t of 

c o o r d i n a t e s where v a r i a b l e s which take on complex as well as r e a l va lues 

a re p l o t t e d . A f i l t e r descr ibed by a s ix th o rder polynomial ( s i x - p o l e 

f i l t e r ) can be f ab r i ca t ed by cascading t h r e e second order s e c t i o n s . 

Hurwitz po I ynotn ina I s a re those which possess no r i g h t h a l f plane nor 

m u l t i p l e jtd z e r o s . For a f i l t e r to be r e a l i z a b l e , F(s) must f i t t h i s 

ca t egory of polynomial . 

Some of the more common low p a s s , a l l pole f i l t e r s of i n t e r e s t 

include But te rwor th , O.ldB Chebyshev, and Besse l . In the frequency 

domain the Butterworth f i l t e r provides a maximally f l a t approximat ion of 

the magnitude of an idea l f i l t e r (desc r ibed in the next pa rag raph ) . I t s 
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form, normalized so that t*i • 1 correipond* to i t i cutoff frequency, i i : 

il'fji)!2 = (l < x

2 n ) M , (VIII.5) 

where n U the order of the f i l t e r . The realizable polen of tranwaiftsinn 

are in .1 semicircle in the left hand a plane. The Chebyshev f i l t e r is 

one in which the error of approximating the flat magnitude of the ideal 

f i l ter is distributed through the pa*sband in an osci l lat ing manner. I t s 

torn is : 

IJKJ-J,)!2 = fl +€ 2 C^<x)]" t , (VIII.6) 

where <• < 1 is a real constant which determines the magnitude of the 

ripple, ft> = 1 is the cutoff frequency, and 

C = COS (il COS 1 0 S'ji< I 

(VIII.?) 
C = cosh(n cosh ) <ju> 1 . 

The f i l ter order is represented by n. The Chebyshev fi l ter produces a 

sharper "knee" in the frequency domain than does the Butterworth f i l t e r . 

I ts realizable poles of transmission are on an ell ipse in the left hand 

« plane. The Bessel f i l ter is characterized by a constantly increasing 

phase error with frequency. The phase error is very small, however, for 

frequencies below the f i l ter cutoff frequency. This type of f i l te r 

places al l the constraints on phase l ineari ty at zero frequency. The 

Bessel polynomial approximates the ideal normalized function e* s . 

An ideal low pass f i l ter would have a transfer function 

(VIII.8) 



where K and T are c o n s t a n t * . Such a f i l t e r would uniformly pass a l l 

f requenc ies up to w. with only a l i n e a r phase s h i f t or an e q u i v a l e n t 

cons tant time de lay T. The idea l f i l t e r i s not p h y s i c a l l y r e a l i z a b l e 

s ince an inverse Four ie r t ransform of i t s t r a n s f e r funct ion i n d i c a t e s ad 

impulse response s t a r t i n g before time z e r o . I t does , however, p rovide a 

s tandard aga ins t which to compare a c t u a l f i l t e r s . 

The e s t ab l i shmen t of optimum f i l t e r c r i t e r i a depends upon the type 

of a n a l y s i s to be performed on the r e s u l t a n t s i g n a l . The da ta must b? 

analyzed as r e s u l t i n g e i t h e r from a d e t e r m i n i s t i c or n o n d e t e r m i n i s t i c 

(random) p r o c e s s . De te rmin i s t i c da ta are. those which can be desc r ibed by 

an exact or e x p l i c i t mathemat ica l r e l a t i o n s h i p . N o n d e t e r a i n i s t i c da t a 

a re random in c h a r a c t e r and must be de s c r i be d in terms of p r o b a b i l i t y 

s t a t ement s and s t a t i s t i c a l ave rages . Reference 53 i s an e x c e l l e n t t ex t 

covering random da ta and may be consu l t ed for the d e f i n i t i o n of any 

s tandard terminology in the fol lowing d i s c u s s i o n which proves 

u n f a m i l i a r . 

An example of a random forc ing funct ion can be found in an impact 

wrench e x c i t i n g a s t r u c t u r e with an i r r e g u l a r sequence of t r a n s i e n t s . 

The p r a c t i c a l i t y of most s i t u a t i o n s invo lves t r e a t i n g the da ta acqui red 

in such random environments as being s t a t i o n a r y ( s t a t i s t i c a l l y time 

i n v a r i a n t ) . 

Perhaps the s i n g l e most important c h a r a c t e r i s t i c of s t a t i o n a r y 

random da ta i s i t s power s p e c t r a l d e n s i t y func t i on . This funct ion 

def ines the frequency composit ion of the d a t a . For l i n e a r phys i ca l 

sys tems, the output power spectrum i s equal to the input power spectrum 

m u l t i p l i e d by the square of the magnitude of the system t r a n s f e r 

f u n c t i o n , i . e . , 
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S M = |H(j«)|ZS. to) • (VIII.9) 
O 1 

Thus, power spectra measurements can yield information concerning the 

dynamic characteristics of the system. The total area under the power 

spectrum curve is equal to the mean square power. The mean square value 

of the data in any frequency range of concern is determined by the area 

under the power spectrum bounded by the limits of that frequency range. 

For deterministic data, the relationship between input and output 

for a linear system is: 

0(jw> = Hfj'Jj) I(jui) . (VIII. 10) 

where 0(ja>) is the Fourier transform of the system output and I(jto) is 

the Fourier transform of the system input. Recall that multiplication in 

the frequency domain corresponds to convolution of the system input with 

the system impuLse response in the time domain. Note that H(ja>) must be 

nonzero over the entire frequency range of interest to have frequency 

components present in the input represented in the output. 

Based on the preceding discussion, and using the ideal low pass 

f i l ter for a standard, error equations can be established for f i l t e r s 

over the data frequency range of interest . For a nondeterministic 

process the magnitude of the power spectrum error i s : 

|EplW>l= j |H a ( jw) | 2 - |H.(ju;)|2[ . (VIII.11) 

For a deterministic process, the magnitude of the Fourier spectrum error 
is: 

|E <JBJ)|= [H (ju>) - H. (ju)l . (VIII. 12) 
t a L 

Ha(jo>) is the transfer function of an actual f i l t e r , while H^G*"1 



remains the t r a n s f e r funct ion of the idea l low pass f i l t e r . These 

equa t ions i l l u s t r a t e t h a t for a d e t e r m i n i s t i c p r o c e s s , d i s t o r t i o n of t he 

output can be a t t r i b u t e d to both a n p l i t u d e response d e v i a t i o n from 

f l a t n e s s and phase response d e v i a t i o n front l i n e a r i t y . For a 

n o n d e t e n n i n i s t i c p r o c e s s , phase n o n l i n e a r i t i e s do not c o n t r i b u t e d to the 

e r r o r , as v e r i f i e d by Eq. ( V I I I . 11) which shows t h i s e r r o r to be 

dependent on the d i f f e r e n c e between two r e a l numbers. 

An a d d i t i o n a l e r r o r c a l c u l a t i o n can intercompare low pass f i l t e r s 

based en t h e i r r o l l off r a t e above the da t a frequency range of i n t e r e s t . 

I f white no ise i s assumed at the input of a l i n e a r f i l t e r , with n o i s e 

s p e c t r a l d e n s i t y N 0 / 2 , the output no i se power i s : 

( V 2 ) / i V i ^ d f • (VIII.13) 

Using t h i s e q u a t i o n , the no ise power from an idea l f i l t e r of bandwidth B 

and u n i t y ampli tude gain i s : 

N B ( V I I I . 1 4 ) 
o 

The no i se e q u i v a l e n t bandwidth of an a c t u a l f i l t e r i s t hen : 

B = / " " i H H „ , l l a *, ( V I I I . 1 5 ) ''J lH a(j«i) 

This computation i s e s s e n t i a l l y e q u i v a l e n t to r e p l a c i n g the a c t u a l 

f i l t e r by an e q u i v a l e n t i d e a l low pass f i l t e r of bandwidth B. The output 

no i se power is p r o p o r t i o n a l to the bandwidth. Thus, for two f i l t e r s 

i n t roduc ing equal e r r o r s over the low pass da ta frequency range of 

i n t e r e s t , the one with the lowest no i se e q u i v a l e n t bandwidth i s 

p r e f e r r e d . 

With these e r r o r c r i t e r i a e s t a b l i s h e d , the remaining c o n s i d e r a t i o n 
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is to translate the discussion, theory, and results of tbi* and 

preceding chapters into some practical design guidelines, the f i r s t 

requirement is to identify the frequency location of the major resonance 

of the transducer/mount combination. It will be shown that the f i l t e r 

•selected must provide attenuation of at least 68 dB by this major 

resonance. 

Two different approaches can be used to justify this 68 dB 

attenuation figure. The data spectra analyzed in Chapter V were selected 

as being representative of those encountered in applying resonant type 

transducers to define structural response and loading. These data 

identified a worst case rat io between amplitude of response at the major 

resonant frequency of the measuring transducer and amplitude of response 

osfer the s t ructure 's frequency range of interest to be 10:1, In Chapter 

VI, it was concluded that Che maximum accuracy to be expected when 

acquiring measurements to define structural dynamics was three to five 

percent. It was also suggested in Chapter VX that digi t izat ion precision 

greater than eight b i t s , excluding sign, was excessive for structural 

data. In order to prevent aliasing errors attributable to signal output 

at the major resonant frequency from degrading system accuracy by more 

than one count Cone part in 256), and considering the 10:1 worst case 

response ra t io , channel amplitude response must be attenuated to less 

than 1/2560 i t s dc value at this major resonant frequency. This is 

equivalent to at least 68 dB attenuation, 

A second approach to justifying this 68 dB attenuation c r i t e r i a 

considers the expressed needs of the structural dynatnicist as presented 

in Reference 50. For stationary nondeterasinistic data, these needs were 

for a dynamic signal range of 31 to 41 dB. For this type of data, 



dynamic signal range was defined to be: 

DR =20 log (2^ / (7^ . (VIII.16) 

This equation defines 2xfe as the bandedge to bandedge data amplitude and 

<j as the T«s white noise value. The expressed noeds of the dynanicist 

for transient data, possessing less than 2 kHz frequency content, were 

for 20 to 42 dB dynamic range. If a transient possessed frequency 

content above 2 kHz, these dynamic range requirements were increased to 

26 to 54 dB. For transient data, dynanic signal range was defined as: 

DR = 20 log (2MX lu ) . (VIII.17) 

where x is the anticipated signal peak and M is a channel calibration 

safety factor. Providing 68 dB or more attenuation at the transducer 

major resonant frequency allots up to 20 uB to account for the 10:1 

worst case response ratio, with a minimum of 48 dB to attenuate the 

remaining transducer resonant response below the structural dynamics 

data. This degree of attenuation appears compatible with the previous 

expressed dynamic signal range requirements. 

Two computer programs were developed to determine the suitability 

of various filters for incorporation into instrumentation systems 

intended to provide measurement definition of structural dynamics. One 

program considered the situation where the recorded signal is treated as 

nondeterministic data. A second program considered the situation where 

the recorded signal is treated as deterministic data. The earlier 

mentioned Butterworth, 0.1 dB Chebyshev, and Bessel low pass filters 

were evaluated with 2, 4, 6, and 8 poles apiece. The effect of minor 

resonances at 0.2, 0.4, 0.6 and 0.8 of the frequency (FN) of the major 
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resonance of the transducer/mount combination vat investigated. 

Requirements for a useable frequency range from zero here* extending to 

discrete values between 0.002 and 0.3 FN were considered. 

Appendices b and E contain the resul ts of thifl evaluation in 

tabular forra. Included in the appendices are examples which indicate how 

these tables might be used. 

The computer program, which t reats the situation wh«re the 

resulting signal is nondeterainistic performs the following calculations 

for each f i l t e r . 

1. Locate, through an iteration process, the rat io of the maximum 

f i l te r cutoff (-3 dB} frequency to FN which will exactly 

produce 68 dfl attenuation at FN. 

2. Locate those frequency ranges extending up to between 0.002 and 

0.3 FN which possess an error in |H(ju>)|2 of less than five 

percent. This err-jr is that between an actual f i l t e r with the 

cutoff frequency of step I and the ideal low pass f i l t e r . 

3. For each frequency range located in step 2, i terate the f i l te r 

cutoff frequency until the maximum error in |H(jft))| is exactly 

five percent. Identify this cutoff frequency and calculate the 

f i l t e r noise equivalent bandwith. 

4. Normalize the computed value of noise equivalent bandwidth to 

the maximum value obtained for any of the f i l t e r s evaluated. 

5. Evaluate the effect of minor resonances at 0.2, 0-4, 0.6 and 

0.8 FN. If the f i l te r possesses more than 68 dB attenuation at 

a minor resonance, i t s effects are ignored. If the attenuation 

is between 48 and 68 dB, compute the maximum ratio of the 

amplitude of the minor resonance to the amplitude of the major 
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resonance for which the minor resonance can be ignored . If the 

a t t e n u a t i o n i s l e s s than 48 dB, t r e a t any n i n o r resonance 

occu r r ing as the major resonance and r edes ign around i t . 

The second program, which c o n s i d e r s t he s i t u a t i o n where t h e 

r e s u l t i n g s i g n a l i s d e t e r m i n i s t i c , performs the fol lowing c a l c u l a t i o n s 

for each f i l t e r . 

1. Same as s t e p 1 of n o n d e t e r m i n i s t i c da t a program. 

2. I den t i fy the f i l t e r i n i t i a l phase- f requency s l o p e . 

3 . Locate those frequency ranges ex tending up to between 0.002 and 

0 .3 FN which possess both an e r r o r in l e s s than five 

pe rcen t and a phase n o n l i n e a r i t y o f l e s s than five degrees 

re fe renced to the i n i t i a l phase s l o p e . This e r r o r i s t h a t 

between an a c t u a l f i l t e r with the c u t o f f frequency of s t e p 1 

and the i d e a l low pass f i l t e r . 

4 . For each frequency range loca ted in s t e p 2, i t e r a t e the f i l t e r 

cu to f f frequency u n t i l e i t h e r t he maximum e r r o r in | H ( J O J ) | i s 

e x a c t l y f ive percent or the phase n o n l i n e a r i t y i s e x a c t l y f ive 

d e g r e e s . 

5 . Same as s t e p 4 of n o n d e t e r m i n i s t i c da ta program. 

6. Same as s t e p 5 of n o n d e t e r m i n i s t i c da t a program. 

Resu l t s of the preceeding programs i n d i c a t e t ha t for 

n o n d e t e r m i n i s t i c d a t a t h e 0 .1 dB Chebyshev f i l t e r i s p r e f e r r e d . Appendix 

D pe rmi t s de t e rmina t ion of the amount of compromise involved in apply ing 

a f i l t e r o the r than the optimum s e l e c t i o n from the t a b l e s . For 

d e t e r m i n i s t i c d a t a , program r e s u l t s i n d i c a t e the Butterworth f i l t e r i s 

p r e f e r r e d . This l a s t conc lus ion may be somewhat s u r p r i s i n g to those 

expec t ing the l i n e a r phase Bessel f i l t e r to be optimum for d e t e r m i n i s t i c 
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data. For Beasel and Butterworth f i l t e r s with identical cutoff 

frequencies and the same number of poles, the Beasel f i l t e r produces 

only amplitude distortion while approaching i t s cutoff frequency, while 

the Butterworth f i l ter produces distortion in both amplitude and phase. 

The point to keep in mind for Che class of problems considered, however, 

is that in the band of frequencies between the highest frequency to 

which the structure significantly responds and the resonant 

characteristics of the transducer there is very l i t t l e or essentially no 

signal response. Neither nonlinear phase nor amplitude attentuation 

occurring over this frequency band will distort the data of in teres t . 

The rpputation for poor transient response associated with a Butterworth 

f i l ter is based on published data regarding i t s step response 

characterist ics, the frequency requirements for recording structural 

data are considerably different from frequency requirements for 

reproducing a step response. The Butterworth f i l t e r , based on both i t s 

abi l i ty to better truncate the high frequency resonant modes and i t s 

lower noise equivalent bandwidth, is then superior if i t s cutoff 

frequency is carefully located. Similar to Appendix D, Appendix E 

permits determination of the amount of ceraprcraise involved in alternate 

f i l ter selection. 

Summary and Conclusions 

1. Instrumentation channels intended to measure structural 

dynamics require the inclusion of fil tering between the 

measuring transducer output and the input of the first stage 

gain of the signal conditioning. This fi l tering accomplishes 

several purposes -. 



a. It reduces the tendency for subsequent signal conditioning 

components to be overdriven and dis tor t the transient 

signal. 

b. It enhances the data signal to noise r a t io . 

c . It minimizes the frequency spectrum occupied by the data 

being transmitted. 

d. It increases the effectiveness with which *>*e information 

capacity of the instrumentation system is u t i l ized. 

2. Fi l ter selection for measuring structural dynamics should not 

be dictated solely by antialiasing requirements (steep rol l off 

of the f i l t e r ) nor by transient reproduction requirements 

(linear phase) but rather by a compromise between the two 

considerations. The noise minimization capabil i t ies of a f i l te r 

should be also considered. The Chebyehev f i l t e r , with 0.1 dB 

ripple in i t s pass band, is an effective f i l te r for 

nondeterministic structural dynamics data, the iSutt=rworth 

f i l t e r , with i t s cutoff frequency judiciously selected, is an 

effective f i l te r for deterministic structural dynamics data. 

Appendices D and E contain tabular data to optimize this f i l ter 

selection process. 
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CHAPTES IX 

GENERAL SUMMARY AND CONCLUSION 

This work has demonstrated chat Measuring the dynamic 

characterist ics of structural systems presents a significant challenge 

to the engineer. In severe environments, the structural loading was 

observed to be impulsive in nature, characterized by discontinui t ies , 

and complicated by reflect ions. The s t ructure 's material response to 

these environments included discontinuites in part icle velocit ies with 

corresponding sudden acceleration impulses. Test records i l lustrated 

that signals from resonant transducers attempting to measure structural 

loading and response became both distorted and analytically 

unpredictable because of multiple peaks in the transducer's transfer 

function. These test records also showed that erroneous data could 

appear to be valid if the transfer characterist ics of the 

instrumentation obscured the presence of distort ion in the transducer's 

output• 

While signal distortion has been noted in previous s tudies, the 

analytic unpredictability of signal amplitudes has not been previously 

treated. Attempts by previous researchers to correct distortion in the 

signal from resonant transducers have been dependent on one of two 

assumptions, i . e . , 

1. an adequate experimental characterization of the dynamic 

response of the measuring transducer is available, or 

2, an adequate characterization of the transducer by a linear 

second order constant coefficient differential equation. 
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Tin' solution technique advocated by these researcher* has been to 

per torm the inverse operation on the neaauring tranaducer's transfer 

function. 

The present work has demonstrated that the assumptions of the 

ear l ier researchers were both not necessary and not practical when 

measuring structural dynamics. It has been shown that calibration 

limitations in the national system of standards prevent the transfer 

function of the measuring transducers from being completely 

characterized. In addition, the transducer's transfer function can be 

modified by the technique used to interface it to i t s stimulus and, <>ver 

certain frequency ranges t the stimulus being measured can be modified by 

the presence of the transducer. 

Even though measurement diff icul t ies encountered when using 

resonant transducers are not generally treatable by th2 inverse 

operations advocated by the previous researchers, procedures are 

described in this work which can be applied on a frequency selective 

basis to acquire valid data. These procedures necessitate analog 

fi l tering of the measuring transducer's signal. The optimum location for 

this fil tering has been identified to be between the measuring 

transducer and the f irs t stage gain of the signal conditioner. Fi l ter 

design cr i ter ia have been developed to effect a compromise between 

antialiasing requirements (steep roll off of the f i l ter) and transiont 

reproduction requirements (linear phase) in signal recording. These 

c r i te r ia have considered whether the recorded data is treated as 

resulting from either a deterministic or nondeterrainistic (random) 

process. The cr i te r ia have been applied to the Bessel, Butterworth, and 

0-1 dB Chebyshev f i l ters of two, four, s ix , and eight pole design 



resulting in the f i l ter selection tables and the application examples 

prpsenced in Appendices D and E. 

In any structural test ing, particularly in the adverse environments 

which have been considered, there is always sump potential for 

measurement error. The results of the present work, however, should 

significantly increase the likelihood of the structural dynaraicist 

receiving valid data against which to compare P • i .1 alytical model and 

generate test specifications. The design c r i t e r ia -,f Appendices D and E 

are presently being applied by Che agency which sponsored this research 

and have bepn found to be convenient to use and practical to implement 

in structural test ing. 

Additional productive research on this subject might involve 

applying the selection c r i t e r ia developed in Chapter VIII to other 

f i l ter types with differing numbers of poles from those considered in 

Appendices D and E. The most productive research, however, would be 

directed towards improving the capability to dynamically characterize 

the measuring transducers. As noted in Chapter VI, the system of 

standards for dynastic force and pressure transducers is almost 

nonexistent. 

Generally, the individual topics of stress wave propagation, 

structural dynamics, modal analysis digi tal signal processing, 

communication theory, and electrical f i l ter theory are not commonly 

viewed as mutually related engineering discipl ines. Solution of the 

problem introduced in this study has demonstrated, however, that al l 

these disciplines must be applied if valid structural measurements are 

to be acquired. '. 
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APPENDIX A 

MEASUREMENT TECHNIQUES FOR STUDYING WAVE PROPAGATION 

I n v e s t i g a t i o n of the wave p ropaga t ion problem, i . e . , p rov id ing 

d e f i n i t i o n of e i t h e r m a t e r i a l response or the p r e s s u r e front a s s o c i a t e d 

with a b l a s t wave, r e q u i r e s measuring t r a n s d u c e r s which a r e 

c h a r a c t e r i z e d in terms of t h e i r own wave propagat ion p r o p e r t i e s . 

Examples of some of the transduce*" types app l i ed in wave propaga t ion 

s t u d i e s a re d i scussed below. 

Shock wave propagat ion can be i n v e s t i g a t e d by using the e l e c t r i c a l 

response of shock loaded s o l i d s . These shock waves can depolp 

f e r r o e ' e c t r i c s , demagnetize fer roraagnets , cause r e s i s t i v i t y changes in 

m e t a l s , and g e n e r a t e c u r r e n t s in p i e z o e l e c t r i c m a t e r i a l s . 

In the "Sandia q u a r t z gage" a p r o p o r t i o n a l i t y i s e s t a b l i s h e d 

between the i n s t an t aneous shor t c i r c u i t c u r r e n t ou tpu t of an X-cut 

qua r t z d i sk and the in s t an taneous s t r e s s at the i n t e r f a c e between the 

specimen and the gage . The gage is designed with a l a r g e d iameter t o 

t h i cknes s r a t i o to main ta in i t s e l ec t roded c e n t e r p o r t i o n (working a rea ) 

in a cond i t i on of one-dimensional s t r a i n and a p e r i p h e r a l guard r i ng i s 

provided to avoid e l e c t r i c a l f r inge d i s t o r t i o n . Measurements a re 

acquired over t ha t p o r t i o n of the shock loaded d i s k where both 

mr-chanical and e l e c t r i c a l f i e l d s a r e one -d imens iona l . This gage r eco rds 

s t r e s s pulses to more than 25 k i l o b a r s with t y p i c a l r eco rd ing d u r a t i o n s 

of one to four microseconds . 

Equat ions governing the ope ra t i on of t he qua r t z gage fo l low.3 
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Let 

K = piezoelectrie constant of quartz 

P = constant pressure during passage of wave through gage 

A = working area of the circular disk 

q = charge 

c = dilational wave velocity which is constant for X-cut quartz at 

5.72 ram/microsecond 

h = thickness of the quartz disk 

s = distance dilational wave has propagated into the quartz disk ~ 

ct at time t ; 

then: 

q = KPA 

q = KPAs/h (at time t) 

dq = RPAcdt/h 

and the short circuit current i s : 

i = KPAc/h for 0 < t < h/c . (A, 1) 

This current is typically measured through a 50 ohm res is tor . 

The rise time of the pressure front in a reflected blast wave can 

be measured by devices such as pressure bars. If a long, slender, 

homogeneous, e las t ic rod experiences a pressure transient at one end, 

elementary bar theory states that a corresponding compressive stress 

pulse will be transmitted down the rod without dispersion. If the rod's 

front surface is loaded by a very low acoustic impedance medium such as 

a gas and i t s rear surface is bounded by a medium of insignificant 

acoustic impedance such as a low density encapsulating foam, the front 

surface will remain in equilibrium with the environment. A piezoelectric 
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crystal, whose transit time is short compared to the rise titnp of the 

pressure front, can be attached to the rod's front surface If the 

crystal 's acoustic impedance is matched to that of the rod, the crystal 

can produce an electrical signal to define the leading edge of the 

pressure wave front. The signal is valid until dispersion in the rod 

begins to deteriorate pressure >>ar performance. 

The requirement for matching the acoustic impedance (2) of the rod 

and crystal will be presented. Let a, be a compressive stress wavp 

propagating in a rod of material A, ffB a compressive stress wave 

generated at the interface, of materials A and B attributable to . 

reaching this point, and o^/g the magnitude of the reflected stress 

relative to the incident stress in material A. Assume that Zn > Z., 

Figure A.l i l lustrates this situation. 

Continuity of stress and particle velocity (V) at this interface 

requires that 

ffA + °A/B = "& 

a n d VA " VA/B = VB 

Defining Z - u/V and substituting in the second of these equations 

yields : 

V Z A " W Z A - V Z B • 

Solving for 0"A/R * n t n e previous equation and substituting into the 

first equation yields an identity for 0"R as: 

2 < 7 A 
" ' A (A.2) B U + V V ' 

Thus, if the acoustic impedance of the crystal matches that of the bar 

the transmitted stress 0"B is the same as the incident stress 0". and no 



reflections occur at the interface. A thin quartz crystal on the front 

surface of an aluminum rod is an example of an impedance match. 

This discussion concerning the application of transducers capable 

of monitoring wave propagation problems considered the wave propagation 

characteristics of the transducers themselves. Similarly, in considering 

the application of transducers to structural response problems, it wil! 

be necessary to consider the structural characteristics of these 

devices , 

Material A with Z. Material B with 2 D 

Before stress wave interacts 
with material B 

A/B 
After s t ress wave interacts 
with material B 

Figure A.l . Stress wave reflection at interface for ZR > z» 
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APPENDIX B 

TRANFUNC 

The de t e rmina t i on of a t r a n s f e r funct ion for a p h y s i c a l systpm i s 

sometimes accomplished by e v a l u a t i n g t he response of thp system to a 

s t e p e x c i t a t i o n . A simple numerical method for t rans forming the time 

domain response to a s t e p e x c i t a t i o n to a corresponding frequency domain 

t r a n s f e r funct ion has been desc r ibed by Darsey.^8 This method i s used in 

computer code TRANFUNC. 

The a n a l y s i s technique used by TRANFUNC i s p a r t i c u l a r l y a p p l i c a b l e 

to any resonant t r ansduce r whose s t a r t i n g t r a n s i e n t response approaches 

i t s s teady s t a t e s t e p response in an o s c i l l a t o r y manner. In shock tube 

t e s t i n g of p r e s su re t r a n s d u c e r s , the s t e p e x c i t a t i o n cannot g e n e r a l l y be 

maintained for a time per iod long enough for a t r ansducer to ach ieve i t s 

s teady s t a t e r e sponse . The computer code accounts for the fact t h a t the 

s p e c i f i c s t e p response is known only for some i n i t i a l time i n t e r v a l . 

The following equa t ions summarize the a n a l y s i s performed by the 

computer code, In t h i s development , r ( t ) i s the phys ica l system s t e p 

r e sponse , g ( t ) i s an approximation of r ( t ) by s t r a i g h t l i n e segments , 

u( t ) i s t he u n i t s t e p func t ion , and G(jdJ) the F o u r i e r t ransform of g ( t ) . 

Assume t h a t an analog s i g n a l r { t ) i s sampled, r e s u l t i n g in y j , y2» 

' " * ' \ p t s a t t ^ m e c i > fc2« •*•» c n p t s " ^ e s * 0 P e ° f t n e l i n e j o i n i n g the 

n and n+1 point i s : 

which permi ts the smooth function r ( t ) to be approximated bv a function 

comprised of s t r a i g h t I i n e segments so t h a t : 
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npts-1 

After adding a step function at t " t n p t s of amplitude A such that A 

represents the steady state amplitude averaged over the osc i l la t ions , 

this approximation becomes: 

npts-! npts-1 
Cil) • "ST* m (l - t ) u(l - t ) - V " * m (I - t I u(i • t ,) / , n n n f j n n+1 n*l 

n=) n=l 

E y u(t - t ,) * ^ ~ * y ut t - t >-> Au( t -n n+1 / . "n n 

U t i l i z a t i o n of t he t ime s h i f t and t ime d i f f e r e n t i a t i o n , t h e o r e m s ^ a s 

they apply to Fourier transform theory yields: 

npts-! - j . ' l n npls-1 - j j t + npts-1 - j j t 

npls-1 " J i " n -jut t 

E n=l 

The Fourier trans fom of the step excitation is A/joi. Knowledge of this 

transform, along with CCjot) of the approximate physical system response, 

allows transfer function determination. 



Investigation of the effect of truncation of r ( t ) on the transfer 

function computed by TRANFUNC was perfonaed^o |>y truncating the 

synthesized oscil latory response of an ideal l ightly damped second order 

system of known transfer function to a unit step input after i t had 

decayed to within ten percent of a steady state value. Figures B.1 and 

B.2 from Reference 38 i l lus t ra te input to the program and the error in 

the resultant transfer function at t r ibutable to truncation. A noise free 

signal is assumed, and a very high digi t izat ion rate is utilized co 

minimize errors at tr ibutable to other sources. The magnitude of error 

described in Figure B.2 is representative of the magnitude of error 

contained in Figures IV,15 and IV.17. Frequencies at which errors occur 

are scaled by the rat ios of the resonant frequencies. 
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20 50 
Time (ms) 

Figurp B.l. Truncation of Lightly damped oscillator response within 
ten percent of unit step input 
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APPENDIX C 

CONSIDERATION OF A FLUSH MOUNTED CIRCULAR DIAPHHACM 
PRESSURE TRANSOUCER AS AN IDEAL INTEGRATOR 

A s s u m e : 

1. the transducer is a linear system, and 

2. the circular transducer diaphragm behaves n'~ .in idea! 

integrator. LPt sin 2ff/A(x - ct) be a right traveling pres-suro wavr* 

superimposed on top ol swoe positive bias pressure p- ( f^r a linear 

system, the etiect 'il Pr t C 3 n bp ignored) where: 

c = velocity of propagation (inches/second), 

t = t imp, 

x = spatial variable, and 

A= wivelength (inches). 

Station the pressure transducer at x ' n, y = o. 

2 / j 
y ~ rsinfi 

x - -rcosf? 

so A - 2 r 2 / s in 2 6 dg 

Call Pj the spat'.nlly integrated pressure. 



... ^ MOMMA 

, r 
- 1 sin -r— lx - ct) sin © 

2r 2 sin ^ - <x - ot) ain" 0 d5 

d9 

Recall thp trigonometric identity sin(Q - f) = sin a cosy -coea sin 

y . The previous relation becomes: 

, ( l=£t) J " \ i n ^ 3 i n 2 9 d8 - s l n ( ^ ) £ cos ^ sin 2 6 , 

Next substitutp x = - rcos$ . 

os lr^-0) \ sin p f ^ cos e) sin 2 e dfl 

. . ( ^ f ^ s ^ c o s f l j s ^ e d f l 

The first integral in the previous expression is equal to zero. This can 

bp seen by noting that sin^fl is an even function about ff/2 in the 

inter 1 ' i l 0 to 7T and -cosfl is an odd function about Tf/2, implying that 

sin (-27rr/\ cos 8) also is an odd function in the interval 0 toff about 

Till. The expression for P. now simplifies to : 



V T - ^ f - ^ — ) sin" S d6 

Recall the trigonometric identit ies sin(-«t) = - s i n i and cos(-$) = cos^i 

/-2nct\ 2 | /2nr 0 \ . 2 a 

I—y—I — I cos I—r— cas 91 sin 9 t ( C . l ) 

Now evaluate the integral in the brackets. Let z = 277r/> so that thp 

bracketed quantity i s : 

— 1 cos (z cos 6) sin" 8 dd „ 
" J o 

Recall the identity that: 

k=l 

wheTe J^ is a Bessel function of the first kind of order 2k- From thi 

identity and orthogonality and recurrence relat ions, the following 

expression a r i s e s : ^ 

1 / S 
z/2) f 
r (3/2) J 0 

cos (z cos 6) sin 9 d© , 

?(3/2) = /S72 . 

The solution to the integral of interest is then: 
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cos <z cog 6) s i n 2 3 d& = - J , <z) . ( C * 2 ) 

7. I 

Substituting the results of Eq. (C.2) into Eq. (C.l) indicates thp 

spatially integrated pressure to bo equal to: 

-m[^',(^)]-
The presumed p re s su re input was: 

2TT P(x,t) = sin ^ - { x - ct) . 

One express ion for the t r a n s f e r funct ion is the r a t i o of the 

s i n u s o i d a l ou tpu t to t he cor responding s i n u s o i d a l input to a t r a n s d u c e r ; 

t h u s , 

X , /2TTr\ . /2TTct\ X _ /2TTr\ . /2TTct) ^ J i ( — ) s m h H 
. 2TT . .. 

sm - j - (x - ct) 

Since the t r ansduce r was located a t x = 0, the t r a n s f e r funct ion 

becomes: 

( C . 3 ) 

This express ion permi ts i n v e s t i g a t i o n of t he e f f e c t on t r ansduce r 

response of varying the wavelength A of the p a r t i c u l a r s i n u s o i d a l 

forcing func t ion . 



APPENDIX D 

NONDETERMIMSTIC STATIONARY DATA FILTER CRITERIA 

Appl ica t ion Exampip 

Figure D.l i s the t r a n s f e r funct ion of an accelpromptpr/mount 

combinat ion. This t r a n s f p r function possesses two minor resonances below 

the major resonance . For a p p l i c a t i o n to thp t a b l e s iz t h i s appendix , the 

frequency of t h i s major resonance (32,000 Hz) i s i d e n t i f i e d as FN. For 

i l l u s t r a t i o n , Figure D.l can be viewed as a t y p i c a l t r a n s f e r funct ion of 

any rpsonant measuring t r a n s d u c e r . 

100 1,000 10,000 
Frequency (Hz) 

F igure D . l . Magnitude ot t r a n s f e r funct ion of accelerometer /mount 
combination 

Assume f i r s t t ha t i t i s desirpd to a c q u i r e q u a n t i t a t i v e s t r u c t u r a l 

response da t a t o 0.1 FN. Note t ha t the t r a n s f e r funct ion possesses a 

f l a t ampli tude response to about 0 .19 FN. This response i s compat ib le 
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with the data frequpncy range of in teres t . Assump next that bpcause of a 

prior knowlpdge ab'-mt thp env ironment the recorded signal can b^ treated 

,-is nnndeterministic stationary data so that this appendix beomes thr 

lippiicabie one to use. Since the amplification factor at the major 

ri'snnancc is approximately 23:1, it is not surprising that it should bp 

desired to minimize it1* effect through f i l ter ing. 

The first min-»r resonance occurs at 0.59 FN and has an amplitude 

approximately 0.18 that of the major resonance. The second minor 

resonance occurs at 0.83 FN and has an amplitude approximately 0.33 that 

•»( the major resonance. 

In the f i l ter selection tables of this appendix (Tables D.I through 

D.X1I), a data range of 0.1 FN ( lef t column) i l lus t ra tes tb-t none of 

the two-pole f i l te rs are suitable since no design cr i te r ia are l i s ted . 

This is because these f i l te rs cannot maintain the error in |H(jui)| 

within bounds and s t i l l accomplish 68 dB attenuation by FN. Considering 

next the four-pole f i l t e r s , only the Chebyshev is adequate. This 

determinat ton o£ adequacy is a\so based on the f i l t e r ' s abii ity to 

attenuate a minor resonance of amplitude up to 0.73 times that of the 

major resonance at 0.6 FN and any minor resonance occurring at 0.8 FN. 

Looking last at six-pole and eight-pole f i l ter designs, both the 

Bottprworth and Chebyshev are adequate. The Bessel f i l te rs of the number 

n£ pnles considered in these tables never do become satisfactory for 

this application because of their slow roll off. 

The minimum noise equivalent bandwidth (0.292 normalized value), 

and thus optimum fi l ter ing, is associated with the eight pole Chebyshev. 

The cutoff frequency of this particular f i l t e r is 0.1041 FN. The eight-

pole Biitterworth, with a cutoff frequency at 0.1202 FN, does produce 



equivalent maximum errors in |H(jw)l over the data range. I ts 0.333 

normalized noise equivalent bandwidth, however, is 14 percent larger 

than that for the eight-pole Chebyshev. In fact, on the basis of design 

cr i te r ia in this appendix, the four-pole Chebyshev provides fi l tering 

equivalent to the eight-pole Butterworth for this application. 
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TABLE U.I 
RANDOM STATIONARY MIA FIMER CRITERIA 

Maximum E r r o r i n Winm l a 5)6 Over Data Range 

F i l t e r Type Besse l HumJber o f Poles 2 

Data 

Bange 

iTines FN) 

-34B 
K l t e r 

Frequency 
(Times FN 

Magl/Mag2 a t Various locations Before 
i t s Effects Cannot be Ignored 

Normalized 
Koise 

Equivalent 
Bandwidth 

Data 

Bange 

iTines FN) 

-34B 
K l t e r 

Frequency 
(Times FN 0.2 FN O.k TS 0.6 HI 0.8 re 

Normalized 
Koise 

Equivalent 
Bandwidth 

0.002 

O.OOU 

0.006 

0 .010 

0 .020 

0.030 

0.0U0 

0 .050 

0 .060 

0 .080 

0.100 

o.iao 
0.1I40 

0.160 

0.180 

0.200 

0.250 

0.300 

0.0070 

o.oito 
0.20 0.80 

0.20 

I 

0.!»5 

1 

o.so 
0.022 

0.0¥» 

Magl/Mag2 * ratio minor resonance to major resonance 
FN * snajor resonance of transducer and mount combination 

I * any minor resonance can be ignored 



TABLE D.II 
RANDOM STATIONARY MIA FILTER CRITERIA 

Maximum Error in |H(Ju;)l i* % Over Data Range 

Filter Type Butterworth Humber of Poles 2 

Data 
Range 

[Times FN) 

-3dB 
Filter 

frequency 
(Times FN) 

Magl/Mag2 at Various Locations Before 
i t s Effects Cannot be Ignored 

Normalized 
Noise 

Equivalent 
Bandwidth 

Data 
Range 

[Times FN) 

-3dB 
Filter 

frequency 
(Times FN) 0.2 FIT 0.4 FN 0.6 FK 0.8 F1J 

Normalized 
Noise 

Equivalent 
Bandwidth 

0.002 

0.004 

0.006 

0.010 

0.020 

0.030 

o.o4o 

0.050 

0.060 

0.060 

0.100 

0.120 

0.140 

0.160 

0.180 

0.200 

0.250 

0.300 

0.00U1 

0.0083 

0.0125 

0.95 

0.23 

I 

0.92 

0.41 

I 

I 

0.92 

I 

I 

I 

0.012 

0.025 

0.038 

Magl/Mag2 = ratio minor resonance to major resonance 
FN = major resonance of transducer and mount combination 

I = any minor resonance can be ignored 
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TABU; D . I I I 
SaKDCM SlATIOHMnf DATA FHOTE CRITERIA 

1 1 2 Maxima Error i n IH(juj)l i s 5$ Over Data Range 

F i l t e r Type Chebyahev .IdB number o f Boles 2 

Data 
-3dB Normalized 

Hange 
[ l i n e s FM) 

F i l t e r 

frequency 

(Times FN 

Magl/Hag2 a t Various Locations Before 
i t i E f f ec t s Cannot be Ignored 

Noise 

Equivalent 

Bandwidth 

Hange 
[ l i n e s FM) 

F i l t e r 

frequency 

(Times FN 0 . 2 FN O.k FM 0 . 6 FN 0 . 8 FN 

Noise 

Equivalent 

Bandwidth 

0 .002 0.0033 I I I I 0 .010 

0.00 "t 0 .0066 o . t e I I 1 0.020 

0 .006 0.0099 0 .19 0 .76 I 1 0.030 

0 .010 O.OI65 0 .27 0 . 6 1 I 0 .051 

0 .020 

0 .030 

o.oto 
0.050 

0 .060 

0 .080 

0 .100 

0 .120 

0.1U0 

0 .160 

0 .180 

0 .200 

0.250 

0 .300 
Magl/kag2 = ratio minor resonance to major resonance 

FN « major resonance of transducer and mount combination 
I = any minor resonance can be ignored 



TABLE 1) IV 
RANDOM STATIOHUiy DATA FILTER CRITERIA 

Maximum Error i n (u)| i a 5 i Over Data Range 

F i l t e r Type B e s s e l Hum] itr o f Poles h F i l t e r Type itr o f Poles h 

Data -3dB | Noraalazed 

Ranee 
[Times FH) 

F i l t e r 

Frequency 

(Times FN 

Magl/MagS a t Various l o c a t i o n ! Before 
i t a E f f e c t s Cannot be Ignored 

Noise 

Equivalent 

Bandwidth 

Ranee 
[Times FH) 

F i l t e r 

Frequency 

(Times FN 0 . 2 FN O.fc FN 0 . 6 FN 0 . 8 FN 

Noise 

Equivalent 

Bandwidth 

0 .002 0.0070 I I I I 0.020 

O.OOlt O.Olltl I I I I 0 . 0 4 1 

0 .006 0.0212 0 . 6 1 I I I 0 . 0 6 1 

0.010 0.0353 I I I 0.102 

0 .020 0.0707 0.1(0 I 0.20U 

0.030 

O.OllO 

0.050 

0.060 

0 .080 

0.100 

0 .120 

0.11)0 

0.160 

0 .180 

0.200 

0 .250 

0 .300 
Magl/nag2 = ratio minor resonance to major resonance 

FN = major resonance of transducer and mount combination 
I = any minor resonance can be ignored 



TABU; II.v 

RANDOM STMIMIMre DA1A FILTER CRITERIA 

Maximum Error i n |H(ja)l i « 5< Over Data Kange 
F i l t e r Type Butterworth Xum ber o f Poles ** F i l t e r Type ber o f Poles ** 

Data -3dB Normalized 

Range 

[Times FS) 

F i l t e r 

frequency 

(Times FN 

Hagl/Mtg2 s t Varloui Locations Before 
i t s Ef f ec t s Cannot be Ignored 

Koise 
Equivalent 
Bandwidth 

Range 

[Times FS) 

F i l t e r 

frequency 

(Times FN 0 . 2 FN O.lt FN 0 . 6 FN 0 . 8 FN 

Koise 
Equivalent 
Bandwidth 

O.0O2 0.0028 I I I I 0 .008 

0.00 It 0.0057 I I I I 0 .016 

0 .006 0.0086 I I I I 0 .02b 

0 .010 O.OlVi I I I I O.Oltl 

0 .020 0 .0288 0 . 9 2 I I I 0 .081 

1 ?.030 O.OU33 0 . 1 8 I I I 0 .122 

O.nltO 0.0577 0 .92 1 I 0 .163 

0 .050 0.0722 0 .37 1 I 0.20U 

0 .060 0.0866 0 . 1 8 0 . 9 2 I 0.21*5 

O.OBO 0.1155 0 .29 0 . 9 2 0 .326 

0 .100 

0 .120 

O.lllO 

0 .160 

0 .180 

0 .200 

0.250 

0 .300 
Magl/HagZ = ratio sdnor resonance to major resonance 

FN = major resonance of transducer and mount combination 
I ' any minor resonance can be ignored 



TABU: U.VI 
RANDOM STATIONARY DATA FILTER CRITERIA. 

Maximum Error i n lH(Jm)l i * 5< Over Data Range 

F i l t e r Type Chebyshev . ldB Number o f Poles 1* 

Data 

Range 

[Times FN) 

-3dB 

F i l t e r 

Frequency 

(Tines FN 

Magl/Mag2 a t Various Locations Before 
i t s E f f e c t s Cannot be Ignored 

normalized 

Bo i se 

Equivalent 

Bandwidth 

Data 

Range 

[Times FN) 

-3dB 

F i l t e r 

Frequency 

(Tines FN 0 . 2 FN O.I* FN 0 . 6 FN 0 . 8 TO 

normalized 

Bo i se 

Equivalent 

Bandwidth 
0 .002 0 .0023 I I I I 0 .006 

0.001* 0.001(6 I I I I 0 .013 

0 .006 O.OO69 I I I I 0 .020 

0 .010 0.0116 I I I I 0 .033 

0 .020 0.0232 I I I I 0 .066 

0.030 O . O S ^ I I I 1 0.100 

o.oto 0.0>*65 0 .35 I I I 0 .133 

0 .050 0 .0581 O.lU I I I 0 .166 

0 .060 O.0698 I I I 0 .199 

0.080 0 .0931 0 . 3 5 I I 0.266 

0 .100 O . I I63 0 .14 0 . 7 3 I 0 .332 

0 .120 0.1396 0 . 3 5 I 0 .398 

0.11*0 0.1629 0 . 1 8 0.60 0.1*65 

0 .160 

0 .180 

0 .200 

0 .250 

0 .300 
Msgl/Mag2 = ratio minor resonance to major resonance 

JTN = major resonance of transducer and mount combination 
I = any minor resonance can be ignored 



' TABU: U.V1I 
RANDOM STATIONASX DATA FHSER CBTl'Wtt 

Maxlmua Error In IH(JUC)I 3 i s % Over Bata Range 

F i l t e r Type Besse l Nunber o f Poles 6 

Data -3dB Normalized 

flange 

[Times FN) 

F i l t e r 

frequency 

(Tinea FN 

Msgl/dag2 a t Various Locations Befgre 
i t a Ef fec t s Cannot be Ignored 

Noise 
Equivalent 
Bandvddth 

flange 

[Times FN) 

F i l t e r 

frequency 

(Tinea FN 0 . 2 FN 0 . 4 FN 0 . 6 FN 0 . 8 FN 

Noise 
Equivalent 
Bandvddth 

0-00? 0.0072 I I I I 0 .021 

0 .004 0.0144 I I I I 0 .041 

| 0 .006 0.0216 I I I w 0.062 

1 0 ,910 0.0360 0.U6 I I I 0 .103 

. 0 2 0 0.0720 0.1*6 r I 0 .206 

>30 0 .1081 0.46 J I 0.309 

v.oUo o . i V a 0 . 4 6 0 .412 

V050 

. 0 .060 

o.oao 
O.iOO 

0 .120 

0 .140 

0 .160 

U.180 

0 .200 

0 .250 

0 .300 
Magl/Kag2 * ratio minor resonance to major resonance 

FN = najor resonance of transducer and nount combination 
I = any Minor resonance can be ignored 



TABLE D.VIII 
RANDOM STATIONARY DMA FILTER CRITERIA 

Maximum Error In u')l I s 5< Over Data Range 

M i t e r Type Butterworth Number o f Poles 6 

Data -3dB Normalised 

Range 

^Imes FN) 

F i l t e r 

Frequency 

(Times FN 

Magl/M»g2 a t Various Locations Before 
i t s Ef f ec t s Cannot be Ignored 

Noise 
Equivalent 
Band»jidth 

Range 

^Imes FN) 

F i l t e r 

Frequency 

(Times FN 0 . 2 FN O.lt FN 0.6 FN 0.8 FN 

Noise 
Equivalent 
Band»jidth 

0 .002 0.0025 I I I I 0.007 

0 .004 0 .0051 I r I I 0.014 

C.CD6 0.0076 I 1 I I 0.021 

0 .010 0.0127 I 1 I I 0.035 

.020 0.0255 1 1 I I 0.071 

•'30 0.0383 I 1 I I 0.107 

,oto 0.0511 I 1 I I 0.142 

0 .050 0 .0639 0 .37 1 I I 0.178 

0 .060 O.0766 0 . 1 3 1 I I 0.213 

\ 0 6 0 0.1022 1 I I 0.285 

, . 1 0 0 0 .1278 0.37 I I 0.356 

0.120 0 .1533 0.13 I I 0.427 

O.lllO 0.1789 0.57 I 0.499 

0.160 0.20W* 0.26 I 0.570 

P.180 0.2300 0.13 0.70 0.641 

0 .200 0.2556 0.37 0.712 

0 .250 

0.300 1 
Magl/Mag2 = ratio minor resonance to major resonance 

FN = major resonance of transducer and mount combination 
X - any minor resonance can be ignored 



TABLE I).IX 
RANDOM STATIONARY MIA FH.TER CRITERIA 

Maximum Error in |H(Jui)| i s 5% Over Data Range 

F i l t e r Type Chebyshev . ldB Hunter o f Po les 6 

Data -3dB Normalized 

Range 
[Times FN) 

F i l t e r 

Frequency 

( l imes FN 

Hagl/Mag2 a t Various Locations Before 
i t s Ef f ec t s Cannot be Ignored 

Noise 
Equivalent 
Bandwidth 

Range 
[Times FN) 

F i l t e r 

Frequency 

( l imes FN 0 . 2 FN O.U FN 0 . 6 FN 0 , 8 FN 

Noise 
Equivalent 
Bandwidth 

0 . 0 0 2 0 .0021 I I I I 0 .006 

O.OOlt 0.00U3 I I I r 0 . 0 1 2 

0 .006 0.006U I I I 1 0 .018 

0 . 0 1 0 0 .0107 I I I 1 0 .030 

0.020 0.021U I I I 1 0 .060 

0.03O 0 .0321 I I I 1 0 .090 

0.0l(0 0.01(29 1 I I 1 0 . 1 2 1 

0 .050 0.0536 I I I 1 0 .151 

O.O60 O.O6U3 I I I r 0 .181 

0.080 O.OB58 0.1*1 I I 1 0.21(2 

0.100 0.1072 I I 1 0 .302 

0 .120 0.1287 I I 1 0 .362 

C-.l̂ tO 0.1502 0 . 9 8 I 1 O.U23 

0 .160 0.1716 0.1(1 I 1 O.U83 

0 .180 0.1931 0 .19 I 1 0 . 5 ! * 

0 .200 0.211(5 I 1 0.60l» 

0 .250 0.2682 0 .32 1 0 .755 

0 .300 0.3218 l 0 .63 0 .906 

Magl/Mag2 = ratio minor resonance to major resonance 
FN = major resonance of transducer and mount combination 

I = any minor resonance can be ignored 



TABLE D.X 
RANDOM STATIONARY DATA FILTER CRITERIA 

Maximum Error i n |K(jJa')l i « 5< Over Data Range 

F i l t e r Type Bessel Kami att of Poles 8 F i l t e r Type att of Poles 8 

Seta -34B Normalized 

Bang: 
[Times FN) 

Filter 
Frequency 
(Times FN 

Magl/Kag2 at Various Locations Before 
i t s Effects Cannot be Ignored 

Noise 
Equivalent 

Bandwidth 

Bang: 
[Times FN) 

Filter 
Frequency 
(Times FN 0.2 FN 0.4 FN 0.6 FN 0.8 FN 

Noise 
Equivalent 

Bandwidth 

0.002 0.0072 I I I I 0.021 

o.oo4 0.0145 I I I I 0.042 

0.006 0.0217 I I I I 0.062 

0.010 0.0362 I I I I 0.104 

0.020 0.0725 I I I 0.208 

0.030 0.1088 I I 0.313 

o.oto 0.1451 0.20 I 0.417 

0.050 0.1814 0.33 0.522 

0.060 

0.080 

0.100 

0.120 

o.ito 
0.160 

0.180 

0.200 

0.250 

0.300 
Magl/Mag2 = ratio minor resonance to major resonance 

FW = major resonance of transducer and mount combination 
I = any minor resonance can be ignored 



TABLE D.XI 
RANDOM STATIONARY DATA FH.TER CRITERIA 

Maximum Error i n |H(Ju.)l i « 5 t Over Data Range 

F i l t e r Type Butterwortn Dumber of P o l e i 8 

Data -3dB Normalized 

Range 

[rimes FN) 

F i l t e r 

Frequency 

(Times FN 

Hagl/Mag2 a t various Locations Before 
i t s Ef fec t s Cannot be Ignored 

Noise 

Equivalent 

Bandwidth 

Range 

[rimes FN) 

F i l t e r 

Frequency 

(Times FN 0 . 2 FN 0 . 4 FN 0 . 6 FN 0 . 8 FN 

Noise 

Equivalent 

Bandwidth 

0 .002 0.0024 I I I I 0 .007 

o.oo4 0.0048 I I I I I 0 .013 

0 .006 0.0072 I I I I 0 .020 

0 .010 0.0120 I I I I 0 .033 
1 

0-020 0.0240 I I I I 0 .066 

0.0360 I I I I O.IOO 

• j.oito 0.0480 I I I I 0 .133 

0.050 0.0601 I I I I 0.167 

! 0 .060 0 .0721 I 1 1 I 0 .200 

0 .080 0 .0961 o . l 4 I I I 0 .266 

O.IOO 0.1202 I I I 0.333 

0.120 0.1442 I I I 0 .400 

0.11(0 0.1682 0 . 4 1 I I 0 .466 

0 .160 0.1923 0 .14 r I 0.533 

0.180 0.2163 1 I 0 .600 

0 .200 o.24o4 0.60 I 0 .667 

0 .250 0.3005 I 0 .833 

0 .300 0.3606 0 .23 1.000 

Magl/Mag2 = ratio minor resonance to major resonance 
FN = major resonance of transducer and mount combination 

I = any minor resonance can be ignored 



TABLE D.XII 
RANDCH STATIONARY DATA FILTER CRITERIA 

Maximum Error in |H(dtu)i is 5< Over Data Range 

Filter Type Chebyahev .ldB Bomber of Poles 8 

Data -3dB Normalized 

Range 
[Times FN) 

Filter Magl/Hag2 at Various Locations Before Noise Range 
[Times FN) frequency 

(Times FN 

its Effects Cannot be Ignored Equivalent 
Bandwidth 

Range 
[Times FN) frequency 

(Times FN 0.2 FN 0.4 FN 0.6 FN 0.8 FN 
Equivalent 
Bandwidth 

0.002 0.0021 I I I I 0.005 

o.oo4 0.0042 I I I I 0.011 

O.0O6 0.0062 I I I I 0.017 

0.010 0.0104 I I I I 0.029 

0.020 0.0208 I I I I 0.058 

0030 0.0312 I I I I 0.087 

n.o4o 0.0416 I I I I 0.116 

0.050 0.0520 I I I I 0.146 

0.060 0.0624 I I I I 0.175 

o.oao 0.0833 I I I I 0.233 

0.100 0.1041 I I I I O.292 

0.120 0.1249 0.22 I I I 0.350 

o.i4o 0.1457 I I I 0.408 

0.160 0.1666 1 I I 0.467 

0.180 0.1874 I I I 0.525 

0.200 0.2082 I I I 0.584 

0.250 O.2603 0.15 I I 0.730 

0.300 0.3123 I I 0.875 J 
- • - - . - • • » • • f 
Magl/Mag2 = ratio minor resonance to major resonance 

Tti ~ major resonance of transducer and mount combination 
I =• any minor resonance can be ignored 
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APPENDIX E 

DETERMINISTIC DATA FILTER CRITERIA 

App l i ca t ion Example 

Figure E. l shows Che approximate t r a n s f e r function of a p a r t i c u l a r 

flush-mounted c i r c u l a r ~ d iaphragra p r e s s u r e t r a n s d u c e r . The frequency «»£ 

the major resonance (282,000 Hz) w i l l be denoted as FN. The 

a m p l i f i c a t i o n fac tor at resonance is approximately 4 6 : 1 . No minor 

resonances precede t h i s major r e sonance . Appendix D prov ides an example 

where minor resonances occur before the major resonance , 

Figure E. l i s t y p i c a l of many s i t u a t i o n s exper ienced in p r a c t i c e . A 

proper ly designed and op t ima l ly mounted t r ansduce r w i l l d i s p l a y only one 

major resonant frequency. Addi t iona l resonances a s s o c i a t e d with the 

t r ansduce r and i t s mounting should be designed to occur only above t h i s 

major resonance so tha t they do not degrade t r ansduce r performance. Once 

an instrument of t h i s type is c h a r a c t e r i s e d adequa te ly , spec i a l t r a n s fer 

funct ions a re not needed for each t e s t a p p l i c a t i o n . Nonstandard 

techniques of coupl ing the ins t rument to the environment which in t roduce 

system resonances belcw the t r a n s d u c e r ' s fundamental resonance do 

r e q u i r e c h a r a c t e r i 2 a t i o n of the t r ansduce r as i t w i l l be used . 

For the purpose of d i s c u s s i o n , assume i t i s des i r ed to acqu i r e 

d e t e r m i n i s t i c da t a up t o 0.018 FN (5000 Hz) to de f ine the b l a s t load ing 

of a s t r u c t u r e . The c l o s e s t data range in the des ign t a b l e s of t h i s 

appendix i s 0.02 FN. 

Locat ing t h i s valup in the l e f t column of the f i l t e r s e l e c t i o n 

t a b l e s of t h i s appendix (Tables £ .1 through E . X I I ) , i t i s found t ha t 

none of the two-pole f i l t e r s a re s u i t a b l e s ince no des ign c r i t e r i a a re 



l isted. This is because these f i l te rs are rv>t capable oE maintaining 

phase linearity within 5 degrees and amplitude response flat within 5 

percent over the data range while s t i l l accomplishing 68 dB attenuation 

by FN. All of the tabulated f i l te rs with a higher number '»f poles, 

however, are capable of maintaining errors within these max imiun bounds 

while providing adequate attenuation by FN. 

Since no minor resonances are present before the major resonance, 

these are not a design consideration. The minimum noise equivalent 

bandwidth (0.072 normalized value), and thus optimum f i l t e r , is a Com­

pote Butterworth with cutoff frequency at 0.0348 FN (9800 Hz). A 

Butterworth f i l te r with more than four poles becomes less satisfactory 

since the error in amplitude response is. minimized at the expense of a 

umiv nonlinear phase, resulting in a larger noise equivalent bandwidth. 

SuprJRP only an eight-pole Bessel f i l te r is available and it is 

desired to ascertain what compromise is involved in i t s selection. The 

Bessel f i l ter maintains a linear phase response, but to achieve a data 

range of 0,020 FN with less than a 5 percent error in amplitude response 

requires a cutoff frequency of 0.0513 FN (14,500 Hz). This results in a 

normalized noise equivalent bandwidth of 0.109 or 51 percent higher than 

that for the optimum four-pole Lutterworth. 
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1000 1000 100000 
Frequency (Hz) 

F igure E . l . Magnitude of t r a n s f e r funct ion of flush-mounted 
c i r cu l a r -d i aph ragm pressure t r ansduce r 
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TABLE E.I " 
DETERMINISTIC MIA FIKTER CSITEBtt 

NaxiBum Error i n ]«{${<•)] i s % and Maxima Phase 
Honl ineari ty ie. 5 Degrees Over Data Range 

F i l t e r Type B e s s e l number o f Po les 2 

Data 

Range 

(Times FK' 

-3dB 

F i l t e r 

-recjuency 

(Times FN) 

Magl/Mag2 a t Various Locations Before 
i t s Ef f ec t s Cannot be Ignored 

Normalized 

Noise 

Equivalent 

Bandwidth 

Data 

Range 

(Times FK' 

-3dB 

F i l t e r 

-recjuency 

(Times FN) 0 . 2 TO O.k FN 0 . 6 FN 0 . 8 FM 

Normalized 

Noise 

Equivalent 

Bandwidth 

0 .002 

O.OOU 

0.006 

0 .010 

o.oa 
0.030 

o.oto 
0.050 

G.060 

0 .080 

0.100 

0 .120 

o.ito 
0.160 

0.180 

0 .200 

0 .250 

0.300 

0.0050 

0.0100 

0.0150 

0.1(0 I 

o.to 
0 .18 

I 

0 .89 

0.1(0 

I 

I 

0 .70 

0 .012 

0 .023 

0 .035 

.-Ifegl/Mag2 * ratio minor resonance to major resonance 
PB = major resonance of transducer and mount combination 

I = any minor resonance can be ignored 
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TABLE E. II 
BEIQOaHISTIC »T» FIHER CKLTtBIA 

Maximo Error in \H(iv)\ is % and Maxima H»te 
•onlinearity it 5 Degrees Over Beta Range 

Filter Type Buttemorth Runber of Polei _2_ 

Bats -3dB Normalized 

Range 
(tiaee FM 

F i l t e r 
frequency 
(Maes FBi 

Magl/M«g2 a t Various locations Before 
i t s Effects Cannot be Ignored 

Noise 
Equivalent 
Bandwidth 

Range 
(tiaee FM 

F i l t e r 
frequency 
(Maes FBi 0.2 F» O.k FK 0.6 FN 0.8 FN 

Noise 
Equivalent 
Bandwidth 

0.002 0.003* I I I I o.oofc 
o.ooU 0.0069 0.33 I I I 0.015 

0.006 O.OKA 0.15 0.59 I I 0.023 

0.010 0.017l» 0.21 0.1(7 0.8U 0.039 

0. 120 

C.OJj 

o.oto 

0.050 

0.060 

0.080 

0.100 

0.120 

O.lltO 

0.160 

0.180 

0.200 

0.250 

0.300 
Magl/Mag2 • ratio minor resonance to oajor resonance 

FN • aajor reaonance of transducer and mount combination 
I • any «inor resonance can be ignored 
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TABLE E.III 
DETEWOXISTIC SUA TIlStR CRITERIA 

Maximum Error In |H(J(,)I la 5< and Maximum Pbafe 
Konlinearlty la 5 Degrees Over Data Bang* 

n i t e r Type Chebyshev .ldB lumber of Poles 2 

Data -3dB Normalized 

Sange 
(Times PS' 

n i t e r 
frequency 
(Times TH) 

Hagl/H»g2 at Varioua locations Before 
Ita Effects Cannot be Ignore! 

Ifoise 
Equivalent 
Bandwidth 

Sange 
(Times PS' 

n i t e r 
frequency 
(Times TH) 0.2 rs 0.4 w 0.6 m 0.8 IB 

Ifoise 
Equivalent 
Bandwidth 

0.002 0.0038 1 1 1 I 0.009 

o.ocrt 0.0076 0.32 1 1 I 0.017 

0.006 0.0111* 0.14 0.57 1 1 0.026 

0.010 0.0191 0.20 0.46 o.ei 0.0l»3 

O.OfO 

'.- oy 
o.oto 

0.050 

0.060 

0.080 

0.100 

0.120 

0.11(0 

0.160 

0.180 

0.200 

0.250 

0.300 1 Magl/Nag2 > ratio ainor resonance to major resonance 
IS = major resonance of transducer and mount combination 

I « any minor resonance can be ignored 



TABLE E.IV 
DBTBMUIISTIC DATA THJOH CRITERIA 

Maximum Error i n | H ( J 0 . ) J i » 5% and Maxiiium Ria ie 
Honl lnear i ty i » 5 Degrees Orer Data Range 

F i l t e r Type Besee l lfu*ber o f Po le s k 

Data -34B (formalized 

Range 

(Tires FN) 

P i l t e r 

Pi'eo.uency 
(TiMes IM) 

Magl/Mag2 a t Various Locations Before 
i t s E f f e c t s Cannot be Ignored 

l||i Range 

(Tires FN) 

P i l t e r 

Pi'eo.uency 
(TiMes IM) O.S FH 0.4 ra 0.6 FH 0.8 FN 

l||i 

i 0.00? 0.0050 I 1 I I 0.011 

O.OOll 0.0100 I 1 I I 0.021 

0.006 0.0150 I 1 I I 0.032 

O.OiO 0.0250 0 .32 1 I I 0.053 

v y a j 0 .0501 0.32 I I 0.106 

0.0752 0.32 0.98 0.l60 

o.oto 
0 .050 

0 .06c 

0 .080 

0 .100 

0 .120 

O.lltO 

0 .160 

O.IK) 

0 .800 

0 .250 

0 .300 
Hagl/*tog2 = ratio Minor resonance to »i»jor resonance 

FH * aajor reionance of transducer and mount coabination 
I * any ainor resonance can be Ignored 



TABLE E.V 
DETERMINISTIC DATA FILTER CRITERIA 

Maximum Error i n |H(ju.)l i « 5< and Maximum Phase 
Nonl inear i ty i s 5 Degrees Over Data Range 

F i l t e r Type Butterworth number o f Po les It 

Data -3dB formalized 

j Ttenge 
(Times FN 

F i l t e r 

rraquency 

(Times FN] 

Magl/Mag2 a t Various Locations Before 
i t a E f f e c t s Cannot be Ignored 

Noise 

Equivalent 

Bandvddtta 

j Ttenge 
(Times FN 

F i l t e r 

rraquency 

(Times FN] 0 . 2 FN 0 . 4 FN 0 . 6 FN 0 . 8 FN 

Noise 

Equivalent 

Bandvddtta 

1 o.on? 0.0034 I I I I 0 .007 

0 .004 O.OO69 I I I I 0 .014 

n.006 0.0104 I I I I 0 .022 

0 .010 
1 0.0174 I I I I 0 .036 

1 • . • • * ) 0.0348 0.1*3 I I I 0 .072 

'. V'' 0.0522 I I I 0 .109 

j 0 OV. 0 .0696 0 .43 I I 0 .145 

1 0.050 0.0870 0 . 1 8 0 .90 I 0 .181 

1 0 .060 o.io44 0 .43 I 0 .217 

1 0.080 0.1393 o.l4 0.43 0.290 

; 0 .100 

0 .120 

0 . l 4 0 

0 .160 

0 .180 

o.aoo 

0.250 

0.300 1 
Magl/Mag2 = ratio minor resonance to Major resonance 

FN = major resonance of transducer and mount combination 
I * any minor resonance can be ignored 



TABLE E.VI 
DETERMINISTIC DATA FILTER CRITERIA 

Maximum Error i n |H(jn)| i s 5jt and Maximum Phase 
Honl ineari ty i s 5 Degrees Over Data Range 

F i l t e r Type Chebyshev . ldB Dumber o f Poles ^ 

Data 

Range 

(Times FN, 

-3dB 
F i l t e r 

rrequency 
(Times FN] 

Magl/Hag2 a t Various Locations Before 
i t s Ef f ec t s Cannot be Ignored 

Normalized 

Hoise 

Equiva len t 

Bandwidth 

Data 

Range 

(Times FN, 

-3dB 
F i l t e r 

rrequency 
(Times FN] 0 . 2 FN O.U FN 0 . 6 FN 0 . 8 FN 

Normalized 

Hoise 

Equiva len t 

Bandwidth 

0 .002 

o.ooi* 

0.006 

0 .010 

0 .020 

0 .030 

o.oto 

0.050 

0 .060 

0 .080 

0 .100 

0 .120 

o-lk) 

0.160 

0 .180 

0 .200 

0 .250 

0 .300 

0.00*10 

0 .0081 

0.0122 

0.0204 

o.oto9 
0.0613 

0 .0818 

0.1022 

0.1227 

O.I636 

I 

I 

I 

I 

0.59 

0 . 1 1 

I 

I 

I 

I 

I 

I 

0 . 5 9 

0 . 2 3 

0 . 1 1 

I 

T 

I 

I 

I 

I 

I 

I 

0 .59 

0 .16 

I 

I 

I 

I 

I 

I 

I 

I 

I 

0 . 5 9 

0 .008 

0 .017 

0 .026 

O.0U3 

0 .086 

0 .129 

0 .172 

0 .215 

0 . 2 5 8 

0.3IA 

Magl/Mag2 = ratio minor resonance to major resonance 
FN = major resonance of transducer and mount combination 

I * any minor resonance can be ignored 
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TABLE E.VII 
DETKRMIITST CC DATA FII3ER CBITERIA 

Maximum Error i n |H(3u)| i » % and Maximum Hiase 
Nonl inear i ty i s 5 Degrees Over Data Range 

f i l t e r Type Beaael Number o f Poles 6 

Data 

Range 

(Times YS) 

-3dB 

F i l t e r 

frequency 

(Times KB] 

Magl/Mag2 a t Various l o c a t i o n s Before 
i t s E f f e c t s Cannot be Ignored 

normalised 

Noise 

Equivalent 

Bandwidth 

Data 

Range 

(Times YS) 

-3dB 

F i l t e r 

frequency 

(Times KB] 0 . 2 IB O.lt FN 0 . 6 IB 0 . 8 FN 

normalised 

Noise 

Equivalent 

Bandwidth 

0 .002 

o.ooU 

0.006 

0.010 

j o.oa; 
1 

• o.oiw 

! 0 .050 
I 

0.060 

0 .080 

0 ,100 

0 .120 

U.illO 

0 .150 

0 .180 

0 .200 

0 .250 

0 .300 

0.0051 

0.0102 

0 .0153 

0.0355 

0.0510 

O.0765 

0.1020 

0.1276 

0.1531 

I 

I 

I 

I 

I 

I 

r 
1 

1 

0 .32 

I 

I 

I 

I 

I 

I 

O.65 

0 .17 

I 

I 

I 

I 

I 

I 

I 

0.91* 

0 .32 

0 .011 

0 .021 

0 . 0 3 2 

O.05U 

0 .107 

0 .161 

0 .215 

0 .269 

0 .323 

. — 
Magl/Mag2 = ratio minor resonance to major resonance 

FN = major resonance of transducer and mount combination 
I - any minor resonance can be ignored 



TABLB E.VIII 
DETERMINISTIC DATA FILTER CRITERIA 

Maximum E r r o r i n |H(J<i>)| i « % and Maximum phase 
Nonlinearity i s 5 Degrees Over Data Range 

Filter Type Butterworth number of Poles fi 

Data 
Range 

(Times FN 

-3dB 
F i l t e r 

Frequency 
(Times FN! 

Magl/Hsg2 a t Various Locations Before 
i t s Effects Cannot be Ignored 

formalized 
Noise 

Equivalent 
Bandvidth 

Data 
Range 

(Times FN 

-3dB 
F i l t e r 

Frequency 
(Times FN! 0.2 FN 0.4 FN 0.6 FN 0.8 FN 

formalized 
Noise 

Equivalent 
Bandvidth 

0 .002 0.0036 I I I I 0.007 

O.OOU 0.0073 I I I I 0.015 

0.006 0.0110 I I I I 0.022 

0.010 0.0181* I I I I 0.038 

0.020 O.0369 I I I I 0.076 

0.030 0.0551* 0.88 I I I O.Uh 

0.01(0 0.0739 0.16 I I I 0.152 

0.050 O.0923 I I I 0.189 

0.060 0.1108 0.88 I I 0.227 

0.080 0.11(78 0.16 I I 0.303 

0.100 0.181(7 0.47 I 0.379 

0.120 0.2217 0.16 0.88 0.U55 
0.11)0 0.2586 0.35 0.531 

0.160 

0.180 

0.200 

0 .250 

0 .300 
Magl/Mag2 ~ ratio minor resonance to sajor resonance 

TS = major resonance of transducer and mount combination 
I * any minor resonance can be ignored 



TABLE E . U 
DETERMDHSTIC DATA FILTER CRITERIA 

Maxiaum Error i n |H(JIJ.)| 1« % »nd Maximum Tfaa.it 
Honl inear i ty i « 5 Degrees Over Data Range 

F i l t e r Type Cbebyshey . 1 dB number o f Polea 6 

Date -3dB formalized 

Range 

i(Times FN 

F i l t e r 

Frequency 

(Times FK̂  

Magl/Mag2 a t Various l o c a t i o n s Before 
i t s Ef f ec t s Cannot be Ignored 

Itoise 

Equivalent 

i a n d s i d t h 

Range 

i(Times FN 

F i l t e r 

Frequency 

(Times FK̂  0 . 2 FH O.k FK 0 . 6 FN 0 . 8 FM 

Itoise 

Equivalent 

i a n d s i d t h 

0 .002 O.00U7 I I I r 0.010 

O.WA 0.0095 I I I 1 0.020 

0 .006 0 .0143 I I I 1 0.030 

o. >ir 0.0239 I I I 1 0 .050 

0.0£\ 0.0U79 I I I 1 O.099 

• ' . ? ^ 0.0T18 I I • I 1 0.l!*9 
i o.oto 0.0958 0 .20 1 I 1 0.199 

0.050 0.1197 I I 1 0.2l»8 

0.060 O.1U37 I I 1 0 .298 

0 .080 0.1916 0.20 I 1 0 .398 

0 .100 0 .2395 0 .66 1 O.U97 

0.120 0.287 1* 0 .20 1 0.596 

O.lltO 0.3353 0.1*8 O.696 

0 .160 

0 .180 

0 .200 

0 .250 

0 .300 1 
Kagl/Mag2 = ratio minor resonance to aa^or resonance 

FN = major resonance of transducer and mount combination 
X = any minor resonance can be ignored 

http://Tfaa.it


TABU !:.X 
DETERMINISTIC DATA FILTER CRITERIA. 

Maximum Error i n JH(auO) i s 55f and Maximum Phase 
Konl ineari ty i » 5 Degrees Over Data Range 

F i l t e r Type B e s s e l Humber o f Po les 8 

Data 

Range 

(Times FN) 

-3dB 

F i l t e r 

frequency 

(Times FN) 

Hagl/Mag2 a t Various l o c a t i o n s Before 
i t « E f f e c t s Cannot be Ignored 

Ml 
Data 

Range 

(Times FN) 

-3dB 

F i l t e r 

frequency 

(Times FN) 0 . 2 FN O.U FN 0 . 6 FN 0 . 6 FN 

Ml 
0 .002 

o.ook 

0.006 

0.010 

0 .0?0 

0.030 

o.oto 

0.050 

0 .060 

0 .080 

0 .100 

0.120 

O.lllO 

0 .160 

0 .180 

0.200 

0 .250 

0 .300 

0 .0051 

0.0102 

O-OIS1* 

0.0256 

0.0513 

0.0770 

0.1027 

0 .126* 

O.15IH 

I 

I 

I 

I 

0 .13 

I 

I 

I 

I 

I 

I 

0 .13 

I 

I 

I 

I 

I 

I 

I 

0 . 5 1 

0 .13 

I 

I 

I 

I 

I 

I 

I 

I 

I 

0 . 0 1 1 

0 .022 

0 .033 

0.05"t 

0 .109 

0 .163 

0 .218 

0 .272 

0 .327 

Magl/Mag2 > ratio minor resonance to major resonance 
IS = major resonance of transducer and mount combination 

I = any minor resonance can be ignored 



TABLE E.XI 
DETERMIHISTIC DMA. FILTER CRITERIa 

Maximum Error In \n(io)\ i « 5% »nd Maximum Hisae 
Honl ineex i ty i » 5 Degrees Orer Data Bange 

F i l t e r Type Butteraortb lumber o f Pole* 6 

Data 

Range 

(Times FN) 

-34B 

H l t e r 

Prejueney 

(Times HI] 

Kagl/Mag2 a t Various Locations Before 
i t s E f f e c t i Cannot be Ignored 

normalized 

Noise 

Equivalent 

Bandwidth 

Data 

Range 

(Times FN) 

-34B 

H l t e r 

Prejueney 

(Times HI] 0 . 2 FN 0.1* IB 0 . 6 FH 0 . 8 I S 

normalized 

Noise 

Equivalent 

Bandwidth 

0 .002 

O.OOlt 

0 .006 

0.O10 

0 .020 

' n 030 

o.oUo 

0.050 

0 .060 

0 .080 

0 .100 

0 .120 

0 .140 

0 .160 

0 .130 

0 .200 

0 .250 

0 .300 

0.0039 

0.0079 

0 .0118 

0 .0197 

0 .0395 

0.0592 

0.0790 

0 .0988 

0 .1185 

0 .1581 

0 .1976 

0 .2371 

0.2766 

0.316a 

0.3557 

I 

I 

I 

I 

I 

I 

0 . 6 7 

0 . 1 1 

I 

I 

I 

I 

I 

I 

I 

I 

I 

0 .67 

0 . 1 1 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

0 . 6 7 

0 .20 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

0.67 

0 .26 

0 . 0 0 8 

0 .016 

0 .024 

o.oiio 

0 .081 

0 . 1 2 1 

0 . 1 6 1 

0 .202 

0 .242 

0 .323 

0 .404 

0.484 

0 .565 

0 .646 

0 .727 

Magl/H«g2 * ratio minor resonance to major reaonance 
FH = major resonance of transducer and mount combination 

I * any minor reaonance can be ignored 



TABLE E.XII 
DETERMINISTIC DATA FILTER CRITERIA 

Maximum Error i n |H(Jut}| i B % s n d Maximum Phase 
Nonl inear i ty i i 5 Degrees Over Data Range 

F i l t e r Type Chebyshev . ldB Number o f Polea B 

Data -3<JB formalized 

Range 

(Times FN 

V
 

V
 

to 

Magl/toag2 a t Various idea t ions bofore 
i t s Ef f ec t s Cannot be Ignored 

Noise 

Equivalent 

Bandwidth 

Range 

(Times FN 

V
 

V
 

to 0 . 2 FN O.lt FN 0 . 6 FN 0 . 8 FN 

Noise 

Equivalent 

Bandwidth 

0 . 0 0 2 0.0053 I I I I 0 . 0 1 1 

o.ooU 0.0x07 I I I I 0.022 

0 .006 0 .0161 I I I I 0 .033 

O.OiO 0.0269 I I I I 0 .055 

0 .020 0 .0538 I I I I 0 . 1 1 1 
1 

'"JO 0.0&07 I I I I 0.167 

o.oto 0.1076 0 . 9 2 I I I 0.222 

0 .050 0.13^5 I I I 0.278 

0 .060 O.161U I I 1 0.333 

0 .080 0.2152 0 .92 I I O.kkk 

o.xoo 0.2690 I I 0.555 

0 .120 0 .3228 0 . 9 2 I 0 .667 

o.ito O.3766 0 . 2 1 I 0.778 

0 .160 0.!(30i* 0 .92 0 .889 

0 .180 0.U8U2 0.30 1.000 

0.200 

0.250 

0 .300 
Magl/Mag2 = ratio minor resonance to major resonance 

TS = major resonance of transducer and mount combination 
I = any minor resonance can be ignored 
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