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ABSTRACT 

A study is made of a scale model in three dimensions of a guiding center 
plasma within the purview of gyroetastic (also known as finite gyroradius-near 
Ihe la pinch) magnetohydrodynamics. The (nonlinear) system sustains a particular 
symmetry called isorrhopy which permits the decoupling of fluid modes from drift 
modes. Isorrhopic equilibria are analyzed within the framework ol geometrical 
optics, lesulting in (local) dispersion relations and ray constants. A gennral 
schem" is developed to evolve an arbitrary linear perturbation of a screwpinch 
equilibrium as an invertible integral transform (over the complete set of 
generalized eigenfunctions defined naturally by the equilibrium.) Details of 
the structure of the function space and the associated spectra are elucidated. 
Features of the (global) dispersion relation owing to the presence of 
gyroelastic stabilization are revealed. An energy principle is developed to 
study the stability of the tubular screwpinch. 
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INTRODUCTION 

The theoretical model is a metaphor used as a tool to represent some aspect 
of reality. Vie analyze the model as surrogate to nature. Its succc * is gauged 
in its simplicity and its pertinence. If the :nodel is intractable I'ttle can be 
learned of it. if the model is inapplicable or irrelevant little can be leunied 
from i t. 

To assure simplicity we symmetrize; to assure relevance we choose a symmetr> 
which persists in accordance with physic*' law. The underlying symmetry dealt 
with in this work is permutation symmetry, a concept developed by Newcomb 2'~ ? 2 

who called it isorrhopy. 

The presence of a symmetry can be expressed by identifying its associated 
infinitesmal symmetry operation. An operation which leav#*s the action integral 
of a Lagrangian system unchanged is a symmetry operation. Noether's theorem 
states that every such symmetry operation irduces a conservalion law for a 
certain physical quantity; the quantity can be given one*- the Lagrangian is 
known- For example, translation symmetry gives rise to linear momentum 
conservation. To find the conserved quantity one has only to find a variation 
of the action which leaves the action integral invariant, but does not vanish at 
the limits of integration. The essential feature of the exchange invariant cr 
isorrhopic fluid system resides in the invariance of its action integral under 
symmetry operations called permutations. A permutation is a virtual 
displacement which leaves the solution at a fixed space-time point relevantly 
unaffected- The operation in effect exchanges the identity of neighboring fluid 
elements. Neighboring fluid point world lines are not uniquely identified in 
the isorrhopic fluid. 

Chapter I is devoted to a discussion of some unique features of isorrhopic 
gyroelastic systems. Gyroe las tic is the term I will use to denote the 
particular scaling regime to which attention is restricted in the present work. 
Cyroelastic scaling corresponds to what is often referred to in the literature 
as finite-gyro-radius scaling. However, here the key physical quantity is la 
fact not the size of the orbit of a charged particle in a magnetic field, but 
rather the angular momentum associated with its motion. It is this angular 
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momentum (density) which gives rise to gyroscopic and quastelastic forces in 
addition to the usual pressure related forces of standard AH). 

A rudimentary understanding of the nature of the gyroscopic~quasiela.ttic 
forces can be gleaned from a graphic though crude analogy. A spinning top fill 
tend to wobble if disturbed from its equilibrium slate. The wobble will tend lo 
occur at a higher frequency the larger the angular momentum of the top \\he 
faster it is spinning.) In analogy with a spring and ma*3, the angular momen.um 
can be cast in the role of an elasticity in determining the (wobble) frequency. 
In the gyroelastic fluid, angular momentum is considered a continuum properly. 
It is this angular momentum (density) which gives r*se to the property of 
quasielasticity. In the case of the top, the influence of the presence of 
angular momentum is to stabilize the motion of the syrlem. The top is prevented 
from falling o\er if its angular momentum is large enough. A similar effect 
exists in the gyroelastic fluid system. 

Considerable literature exists on the subject of finite gyr«"»radius effects 
in near theta-pinch or long-thin g e o m e t r y , 3 - s ' l i ' l 8 ~ , 7 ' 2 l ~ 2 2 , 2 f l " 3 4 - 3 B _ 3 9 Roberts 
and Taylor 2 8 were among the earliest researchers to recognize the stabilizing 
influence connected with the angular momentum of particle gyration in magnetized 
plasma. Rosenbluth and Simon 3 1 in a classic work developed the theory of low-0 
gyroscopic fluids with plasma flow. In the early 1970's there arose 
concurrently two approaches to the more general problem dealing with nonuniform 
magnetic field (long-thin geometry) and high-0: the Vlasov fluid model 
developed by Freidberg 3 - 5 and the theory of gyroscopic-quasielastic fluids 
developed by N e w c o m b 2 1 - a a . whereas the path used in each approach is 
substantively similar, the scenery along the way varies greatly. Certain 
results accessible to the Vlasov fluid m o d e l 2 7 , 3 8 derive also from the theory of 
gyroelastic systems. (An example is presented in Appendix II.) This study is 
an examination of the view at and beyond the periphery of the earlier work by 
Newcomb 2 2 as seen through the or ism of that approach. 

The starting point for the construction of the model is the Vlasov equation 
in the adopted scaling. The Lagrangian for the general scale model is 
developed, then systematically specialized to the isorrhopic case. The 
specialization is in essence an inilialization. A system once zsorr/ioptc will 
evolve so as to remain isorrhopic. The class of isorrfiopic Ittfl) systems contains 
equilibria as a subclass. A closed set of equations governing the behavior o f 

isorrhopic gyroelastic systems is presented. Transformation properties of these 
equations under changes of representation (transformations which continuously 
permute the identity of fluid elements) are reviewed. The theory is developed 
in fully nonlinear form. 

In chapter II the isorrfiopic configuration is examined in the geometrical 
optics limit. Ray constants and the local dispersion relation are revealed by a 
variational technique. A canonical theory of linear waves in the isorrfiopic 
gyroelastic system is developed. 
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In chapter III the nonlinear system is linearized. The linearized E*iler 
equation together with fixed boundary conditions then defines the eigensolution 
space for a chosen gyroelastic screwpinch equi1ibrium. The spectrum cf 
eigenvalues is generally composed of discrete spectra and conlinua which tou-h 
at points of accumulation. The Euler equation may become singular over ranges 
of the parameters which map the solution space. These ranges then define the 
continua. Strictly speaking, the singular solutions are not functions, but 
rather generalized functions or distributions. 

Distributions are linear Junctionals. Although not members of the Mtlbcrt 
space of possible motions of the equilibrium Ihey play an essential role in the 
construction of an invertible integral transform to evolve arbitrary 
perturbations that are possible motions. 

Once the integral theorem is expressed* some of the details of the spectra 
are elaborated. At this point it is shown that fixed boundary equilibria which 
are normally Suydam unstable in the non-gyroelasttc system seem to be 
stabiIizablc by gyroelastic effects. In particular, it is seen that no 
Kruskal-Shafranov instability behavior occurs when the eigenmode is corned ivc 
([he' i oity of perturbation equal to helicity of field lines ) near the surface 
of Li plasma. 

In chapter \\ the* boundary condition is generalized to allow fret- Loimdnry 
motions of the gyroetastic screwpinch. The resultant spectra are sluJtrd and 
compared with those of the fi*:ed boundary model. In the limit that the vacuum 
region becomes thin an interesting discrepancy between 'he fixed and free 
boundary models ariser. 

In chapter V the boundary condition is used to develop an energy principle 
wi th which to streamIine the study of the stabiIi ty and stabiIizabi11ty 
( through gyroelasticity effects ) of a more general screwpinch configuration. 
Whereas in previous chapters the equilibria were columnar, now the more general 
tubular case is treated. Stability criteria are devised and growth rates arc 
calculated for some typical systems. 

The present work deals with the isorrhopic case. There exists of course 
also the anisorrhopic case. Though the subject is avoided throughout most of 
what follows it is tempting to mention briefly the relationship between the 
cases. As indicated, isorrhopy is an initialization. One chooses a set of 
initial conditions which obtain identically in time. The question of the 
stability of this configuration to fluid perturbations is addressed in this 
work. However, the stabi 1 ity of the configuration to perturbations which 
violate the isorrhopy of the system are not considered. Such perturbations comt 
under the general heading of drift modes, which are beyond the scope of this 
analysis. Attention is restricter" to the incompressible helical motions of the 
isorrfiopic gyroelastic system. 
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NOTATION' 

We adopt a notation which is a slight modification of thai used by 
Newcomb 2 2. Vectors in the usual three t i^iensional space will be trt.'c! as an 
ordered pair of objects 

4* " = \mM[ * O,*, + O ^ * A»t 10.1) 
the first having two components, the second having one. Thjs >» strap I y a 
"hard-wiri'd" distinction between perpendicular and parallel with resyecl lo I In
direction ol the magnetic field, to I ones" order, say •,. The ir*>rispog.l ion of 
some common vector identities follows: I-» At3,^imjH and ••'*=(».B) :>e l«o 
three-vectors and let 

then 

|«,»i-|».fl( = »•» + AB 

|.'./J|*|».fl| = |«*S-*M . m-tT\ 

(0.2) 

(0.3.11 

(0.3.2) 

(0.3.3) 

(0.3.4) 
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( « - C - C - i l « ) l 3 ) = | ( « - » - ) e * + C(Ba-A») , -(Ba-Ab)-a[ 

V-ao - tf!-m + a-V6 
10.3.6) 

For three-v>c:.oi s A ( 1 ' and Bl" we write the tensor product 4 , 3 , • , J , as 

| a . , l | | b . B | = | ) ab.aS ; /tb./lfl | | 

Tiie unit two-tensor can be wri t ten as 

I 

!0.4) 

» » (OS) 

and the following identities with regard to it apply: 

a- I = /•• = a 

« • + •*«• = a-a I 

The antisymmetrK pai t of a two-tensor ab is 

(0.0) 

(07) 

a(ab) = a 6 - Q h = a-6* 
T » * * (0.8) 

from which derives the useful relation 

ab-c - cab = e'(«-b" 
(0.9) 

If two two-vector fields differ by the gradient of a scalar field K 

a - b = VK 
(0.10) 

then a and o will be said to be congrue.U 

a - » 
(0.11) 

Likewise, if two two-tensor fields satisfy 

V- (ab-crf) = VK 
(0.12) 

then they are said also to be congruent to one another, and the u difference 
congruent to zero 
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(0.13) 
There derives trim these last considerations that 

K ' ^ ° ,0..4.» 

(0.14.2) 

9T( -- 0 
(0.14.3) 

(0.11.4) 
The operator denoting total or convelive : line differentiation along a fluid 

two-trajectory is written D, so that 

DM = r(M.z:t) 

or, for an arbitrary function F(«.f) 

DF = btF 4- 9-W 

The operators D and V do not coat:: At and it can be easily shown thut 

[V.Z>] m TO - m = Vr-V 

and also that 

[V ,0] = ?*D - £W* = V »-V 

An addition, the following symbolt; are used throughout the text: 

• < 3 ) = \BT , fl| = magnetic field 

e* 3 > = |ff , <§j = electric field 

(0.15) 

I0.1C) 

(0.17.1) 

(0.17.2) 

(0.18.1) 

(0 18.2) 
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j<3) =|/ , J\ = electric current density 

V<3} = |r . I ( = /fuid teiocity 

T) = electric charge density 



CHAPTER 1 

I)( ^c rip I ion of fh( mod* t 

Thr Gyro* Instic Fluid 

The g. i d i ng center o I asma forms the basis (f. our modi-1 of a i»v r >*•', •»- t i< 
fluid. Since i intend to examine co1 I1sionless plasma behavior ! have taken th< 
\ Idscv equation to apply and neglected all transpr.t processes and pari i< 1* 
eorrelations. The gyroelastic ordering is en t inly characterised in (he 
following expression of the Vlasov equation: 

to -P--VJ 
m * 

+ (' (( - V + e{- 2 flr--V_ + - p-T'd + C-V J ) / 

+ t* (3,+ 2 a j + eSd )f = 0 
(1.1) 

where 

/ = /(i*.*|:)p.9|;0 ) 1 2 ) 

is the one particle distribution function. 

P ( 3» = |p.9l (1.3) 
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is the particle Ihree-moRjentum and « is a formal expansion {smalInessl 
parameter. The Viasov equation as written rn (1.1) dictates the ordering of 
qiant i t les as 

gyroradius 
i a perpendicular scale length 

3 -. * , . — gyroperiod 
' Qrt plasma flcu time *ralf 

i> _ ,•! . . £ » = gyroradius 
1 I. parallel scale length 

C - l . F ~ l* | = electric field 

Or - i , B ~ I | = magru lie field 

(1.4.1) 

(1 t.->> 

(l.l..)) 

II.1.1) 

(l.l.-.) 

Thv sit of equations governing the behavior of the gyroelaslir fluid is 
completed with Maxwell's equations which in the adopted notation are written as 

at (Br) + T V - a s r = o 

d.B + V-F = 0 

\0V-£ + e* \0d2S = lzr> 

v s - C* a, (BT-) = p.0i + e^ 0x 0a,e 

i 1 .?>. 1) 

( 1 . 5 . 2 ) 

(1.5..-)) 

(1.5.4) 
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v . ( f l r - ) = ^ + ^ M 0 x 0 a 1 < s ( 1 5 5 ) 

» • < * > + « « * - » ,1.5.6. 

Factors of E are included in (I.5.1)-(1.5.6) to indicate the relative ordering 
of terms. 

Essentially all the clevant physics necessary to derive an equation of 
motion for the gyroelaslic system is contained in equations H - I ) and 
(1.5.1)-{ J.5.6). There remains to derive from this system, in standard form. 
the law of conservation of momentum 

' (1.6.1) 

where *' 3 ) is the three-moinentum-densi ty 

and r ( 3' is the three-stress tensor 

It will prove expedient to separate / into two constituents respectively even 
and odd in p: 

s np) = (/(P) +/<-*)) ( ] 7 ) 

ztj-(p) = (/<p) -f(-p)) ( I 8 ) 

The presence of the factor E in (1.8) will be discussed in more detail below. 
Now write (1.1), the Vlasov equation, in the form 

MP)/(P) = O ( ] 9 ) 

where lH,p) is the Vlasov operator as indicated. Since }(p) and f{-p) both solve 
the Vlasov equation, two equivalent versions of (1.9) can be displayed as 

V{±p) f{zp) = 0 
* Ji-*»/ ( ] 1 Q ) 

Substitution of (1.7) and (1.8) in (1.10) gives 
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( M l ) 

F T the following calculation factors of t will be deleted for clarity. The sum 
and difference of the two equations represented by (I.It) give the useful 
re I at ionships 

+ e( ̂ •V;-fi 8,)f 

Retaining the relativistic form of the particle mass 

(I.U») 

define *' , ?' to be the total material three-momentum density 

t j i = iv-sj = yj dpdg )p.9i / t 

(l-M) 

where i denotes the species of particle. Now, to develop an expression oT Uie 
conservation of momentum for the gyroelastic system, begin with the definition: 

F<3> = \t.F\ a V / dpdq <d|+ i^l-l^.aj) (|P.9I />.<?:<>) 
* (1.15) 

It will turn out that the parallel component of this equation is reducible 
to a more or less obvious relation whereas the transverse component embodies the 
essent ial dynamical features unique to the gyroelast ic system. In the interest 
of completeness the parallel component is kept in the following analysis. 

Separating f into odd and even parts as prescribed above, equal on (1.15) 
becomes 
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(1-16) 

The sum and di f ference formulae (1.11) can now be used to reexpress the 
right-hand member of (1.16>, leavii.g the equation of n*ut.on in the form 

= V / ^ *, p<< | p.v;- « f ) / T + ( - e . V 2 /*••. V C . ^ ) / ; > 

^ / * d » 9 < ( e , + 2a,)/:+e.*/;) 
1 

= V J dp dq ,(( I „•?;- «a,)/; + ( ^.v p + J sr-.v,- jj-Br-a,)/;) 
(I.IV) 

Gor a function C which vanishes at the limits of integration, an integration 
by parts gives the result 

J dx dy «»-VC = -J dx dy (*v"-» + b-Vm)C 

( also valid with V replaced by V*.) Using this result and noting that the 
relativistic mass m depends on the particle momentum through (1.13) a short 
calculation recasts the right-hand member of (1.17) as 

f = Bj + Br- BT'J 

F = &} + Br' • I (1.19.1) 

where 77 is the electric charge density, J is the parallel electric current 
density and / is the electric two-current density. These sources of the 
electromagnetic fields are related to the distribution function as follows: 

T' = X ! ' » / * " » t̂ 
(1.19.2) 
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'-7! •./**£/; 

J = ̂  e \ dp dqi f* 

(1.19.3) 

(1.19.4) 

Maxwell's equations are now used to free the equation of motion of explicit 
reference to sources, in favor of fields. Evaluate *) using (1.5.3) to find 

En = X o ( -v - ( r r )+ Vj + e*v-r+ e / - ) 
(1.20) 

where (0.1.6) and (0.B) have been used. Ampere's law (1.5.4) is applied nexl to 
f<pre5s hi :is 

Br = -(-*& +Bd2{Br) ) - \0(dt{rB) + rv-e*) 
n.v>i> 

Add i ng Miesp express oni gi v?s 

*n + sy= x0(-v-(e*e*)+ T J - a,(re) + ea.c? ) 

- ' M ? • Bd(Br) ) 
!1.22) 

S i m i l a r l y , fir -J and <f̂ j are evaluated resu l t ing .n 

"*» (1.23) 
+fir'-J = x 0 ( -er ' -a ( E + e17.E+ 3 . - ) + -(flr-Vfl - 3 / ^ - ) 

Finally (1.5.5) is used to represent the parallel current density with the 
result 

-BT'J = - -'( V - ^ T ' T - j V ^ - - BrdzB ) + XoflT-a.e? 
M ° * (1.24) 

wher-: (0.4.6),(0.10) and (1.5.6) have been applied. 

Reintroducing the scaling factor £ into these latter expressions the 
ecualion of motion can be written in terms of field quantities as 
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f= £/**rt«*<e,*2 a,)/;+«•*/:> 

< - v ~ i ) + **<-*•</*(T-T-- T T) + h r r - f f i i 

+ 8| - V T ) - a,(i(,£-5)) + O(E-) 
1 A<o ' " 

F= y]/*d»,((8l+2a,)/:+«.v;) 

( v--(fl̂ T) + a - V ) + o<£*) 
"o ^0 (1.25) 

In these expressions the relative ordering of the terms involving field 
quantities is evident on the basis of (I.4.1)-(I.4.5). However, the reason for 
the i expansion of the distribution function consistent with the adopted 
ordering scheme has not yet been made apparent. Here a plausibility argument 
will suffice, lobe justified a posteriori. 

It is implicit in the ordering that guiding centers drift slowly with 
respect to the velocity of gyration of a particle. The electric drift 
two-velocity given by 

e 
,1.26) 

is clearly 0(c) on the basis of (1.4.4) and (1.4.5). The part of / 
antisymmetric in p must then have its lowest order- nonvimishing contribution at 
0(e). Take the formal representation of the distribution function as an 
asymptotic series of the form 

1 J« J ! (1.27.1) 
and 

e r = e r, + e3 /; + •*• (1.27.2) 
The fact that the successive terms in these series are smaller by a factor 

E 2 results from the choice of ordering in the Vlasov equation. This can be seen 
more clearly by the following: Adjust (1.12) as 

+ e! (£-V + e(- ̂ Br'-V + --Br'd + «-V ))r m m ' m i » C.28.1) 
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and 

fp-v;r ««*(«,+* «.+ «*, >r 

+ (5.V + e{- 2 BT'-V + ?-Br'd + B-VJ)f* 
'1.28.2) 

The operator P'^'m can be written also as 

(1.29) 
where • and *g are unit vectors in the two-momentum space. t'sing this 
abbreviation and substituting the representations of / given by (1.27.1} an*' 
(1.27.2) into the Vlasov equation in the form (1.28.1) gives to lowest order the 
result that 

a « / » = ° U.:lO> 
The lowest order contribution t o / is evidently gyrophase independent. Define 
this gyrophase independent component of / as 

In - g{*,z.otq;t) 
JO x* . f. / i i.3i) 

where a - pz/2. 

The ordering of terms in the equation of motion (1.25) is now complete. The 
moments appearing explicitly there are ordered as 

/ = V / dp dq&.ppg + ^ (Vf lp / j + o + 2 a:)Pf- )) 

F= Y, .( dpdqU'-V-qpr,, + (3 ( +2 at)99J + ! 2 ( 8 , ^ 3 , ) , / ; , ) 
1 (1.32) 

The standard form (1.6.1) of the equation of motion is apparent in (1.25) and 
(1.32). The following identifications can thus be made: Including the factors 
of c to specify the relative ordering, the components of the equation of motion 
are 

3,» + V-f + a T = 0 
' ~ * (1.33.1) 
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8.S + V - + V - 0 ( I . 33 . 2 ) 

where 

. = ] T j dp dq (pr,t + XorB) * 0{t*) 
(1.34.1) 

5 = Yj dpdq <<j9% + £* qr2i) + t* X0*BT' + Oil4) = S, + 0(e*) 
1 (1.34.2) 

'*ii?ir'T'- T T) + h r r - « i ) ) + o(f') 
* » 2 (1.34.3) 

(1.34.4) 

« = r = Y j dpdq 1~(pqr,J ~ - V T + 0<£*) 

" = E / * * y** + ** ? ^> - 4 + £* ( < C + ^ + otl,) 

= E/^^-J^ 0'^ 
V (1.34.5) 

The next task toward developing a fluid Lagrangian for the gyroelastic system is 
to evaluate the gyrophase dependent components of / in (1.27.1). and (1.27.2). 
This is done order by order, expressing successive corrections to / in terms of 
(gyrophase dependent) operators on g{a,q;x,z; t). First, to find /J, use (1.29) 
to express (1.28.2) at lowest order: 

3>r,=p-»' n . 3 5 ) 
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Here the gyrophase-independent function ft is defined as 

* = (- £?'- "".V- TiqaQ-d,))g = Lg 
(1.36) 

Since o and * are both independent of 0. noting that d$p = -p' and 
3jP* = -p" ~ p . find 

p-*"= -p*-» = djp-tt = fl.<P-») 
«^ «'" ' ,,.37) 

This equation can be integrated simply to give /" 

" U-38) 
Tiie constant of integration is zero since f~ must be odd in f-. 

A somewhat more tedious though straightforward calculation yields /* at next 
lowest order. The analogue to (1.30) is 

(1.39) 
Noting again tlr* comment proceeding (1.37) there results i" rom a revision of 
(1.191 that the 9-deiivative of /* is given by 

aef*2 = d/-{pp-p'p'):LLg) 
(1.40) 

Again, an integration can be performed on sight resulting in 

r2 * j<PP-P>'):*+ i 

where k = LLg. The constant o(' integration is i = Uo.q) a function independent 
of 0, not necessarily zero. 

The equation of motion is now expressed as a relation among electromagnetic 
field quant, ities and various moments of the lowest order gyrophase-independenl 
distribution function. Further simplification is afforded by performing the 
angular integrations indicated in ( 1,34.1)-(1.34.5). 

Define the operation of gyrophase—averaging as follows: 
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( F )a» - 9VroPhase average of F = ^ J dB F 

then it is obvuus thai 

/ dpdq F = Zn ( da do {F)at 

A Tew identities useful in carrying out the gyrophase tnlegrc1ion are 

(flW) a v = ( » ) 0 1 ^ = "Iff 

((P P - P'p'ht).,, = ($>P- P'P')„:ft = 0 

and f inally 

(»KP P - P'P* ))„„:* = 2 ^ * - o*l 7V It 

(1-42) 

(1-13) 

(1.11.1) 

(1.44.2) 

(1.14.)) 

(1.4 4) 

(1.44.5) 

Here g, H = Lg and Ar = LLg are independent of 0. Furthermore, ft is a symmetric 
two-tensor since 

a(*) = a(Ug) = l-L'g = 0 ( 

With these identities, a short calculation yields 

(Pf,)av = («?•*:'.„ = (PP)av-tff = oLg ( l M A ) 

and 

(flP/J)av = (flP \(P P -P*p*):*) a v + (ppi) o v = | ^ ( U - ̂ l - t ) 9 + loL 
(1.46.2) 

which, together with (1.34.1)-(1.34.5) and (1.33.1)-(1.33.2) comprise the 
elation of motion to lowest order. 
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Define the operation of performing the species sum and momentum inteerals as 

'£* = 2TT V* J da dq tfg ̂  

(1-4?) 
where J? is an operator. Adapting (1.46.1)-(1.46.2) and indicating th* 
gyrophase-averaged moments, 9 i 3 i and T* 3' in the format <1.34.1)-(I.34.a) can 
be represented as 

. = (•«* + * . ra )+<MV) ( i 4 8 i ) 

X = g + 0{i2) = V + 0(i*) 
* u (1.48.2) 

+ t'( "-ALL- - ILL) t W t - ( T V - T T ) t W r - E E ) * 0 | ( ' | 
0 (1.48.3) 

T= u= ( —' I - - V T ) + 0{t2) 
"» (1.48..) 

* • (1.48.5) 
where 3C appears due to the occurence of a constant of the gyrophase 
integration. Finally, the equation of motion for the gyroelastic fluid can by 
expressed in the concise form 

V-(< I ) + f )l = 0 + 0(t2) 
m 2fl° (1.49.., 

at lowest order. 

V 9 > + ?•(< — * > " ~B2r ) + dz{( - ^ > - „ - ) = u- + 0( 
1 771 LL. * 771 <CU.~ 

e*) 
M M ° "• - • (1.49.2) 
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at order t 1 (reiati'.e to lowest order) and 

a,C oL + x0*B) 
+ v-( ^ ( u - I ILL) + j£iwm- T T) + J ' i r r - * e) +.*;#) 

+ a ( -=* t - - V T ) = 0 + 0t<*> 
(I.-19.3) 

at order i z (relative to lowest order. ) 

The Isorrhopic State 

To this point in the analysis, no mention has been made of symmetry. The 
equation of motion outlined above is in fact applicable without qualification. 
However, a crucial juclure in the analysis has been reached. A unique 
opportunity to simplify matters has presented itself. 

The genera I gyroe last ic system may possess a certain symmetry raI|i*d 
isorrhopy. In the gyroelastic ordering a system is isorrhopic for alt time; the 
system once isorrhopic remains isorrhoptc naturally. Distortions of the network 
of contours due to motions of the isorrhopic gyroelastic fluid do not destroy 
the symmetry. This allows the decoupling of phenomena which involve 
perturbations of the distribution function along fluid contours from those which 
do not: drift type modes from fluid-type modes. (The question of stability 
against anisorrhopic perturbations will not be addressed in this study). 

In the following, I will specify tin conditions under which a gyroelastic 
system is isorrhopic. Then 1 wi1i proceed to show the system indeed remains so. 
Return for a moment to the inception of the present line of reasoning-the Vlasov 
equation in the form (1.12). Again factors of t will be deleted for clarity. 

To 1owest order,(1.12) portrayed in the current vernacular is 

e Z " ^ = ( 3 « + 2 dz+ eSdj9 
77i ~ ' m * " 

+ (--V + e{- 2 £r*.V + --Br'd + B-VJ)p-Lg 
771 771 * 771 * * 

(1.50) 

Gyrophase-average this equation according to the prescription given in (1.42). 
Resort to the definition of the operator L (1.36) to resolve the result into the 
form of the electric-drift kinetic equation 
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D, = aa„ V-r, + J ^ VS-Vg - 2 3 ( 9 - e ( « - r;.fir)a^ 

11.51) 
where 3 = d t + T-V IS closely related to the directional derivative along a 
magnetic field line and 0 = 8 + r,-V is the operator of time differentiation 
along an electric drift trajectory. 

Next define the quantity 

and convert its gradient 

o & + 

3"o "> 

w = - ma * -v 

by using Anpcrc's law (1.5.4) to evaluate Vb. The result IN then 

VP = TJB- JBT' 

(1.52) 

11.Ml 

(1.54) 
As it turns out. it is possible to specify a condition uo-iniJto that will 

insure that n and J will vanish to lowest order identically, if initially. I'll 
proceed under this presumption. to be justified presently. Hut first. 
differentiate I1 along an elcclric drift trajectory and with the help of 
Karaday's law (1.5.2) in the form 

dtB + rc-VB = - V-/F+ — -TO = -B V-r, 
(1.55) 

deduce Unit 

D P = -BD B + %) 
V0 ' m » 

= - - W r , + V-r,. -2- * -£, +L V-B-V -2 * * m m3c Br enc ^o 

- < * • • : • * » • ^ (1.56) 
For convenience, define the quantity y by 

»' m " ^ ...57, 
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and notice that (t.56) can be abbreviated as 

" M " - - ' ' (..58) 
where 

r m2efl* m*5 * m2 » »rV ? ' 
11.59) 

Now the quantity it<? plays a very important role in the theory of gyroclust ir 
systems. This is due to the remarkable fact that if #ff, J and rj vanish 
everywhere ab-initto. then they vanish identically in time. It should be 
emphasized here that by vanish everywhere is meant at lowest order in the 
gyroe last ic sealing. 

Now separate g according to the following prescription: 

» < « > - » • ( * > + » - < » > ( 1 6 0 ) 

where g*{q) = g*{-q) and g~{q) = -g~{-q\ are the even and odd parts of 9 
expressed as a function of parallel momentum. Multiply (1.5.2) by f 9. sum over 
species and integrate over momentum variables q and a. When g~ vanishes, there 
then result? that 

= y «. / * <* i<»*a, + "-if3-*,"),* 
1 (1.61) 

It is clear from this relation that if g~ . d g* and d 8 vanish the electric 
field parallel to the field lines then also vanishes: 

(9-. a^*. dxB) = 0 * <eJ - rj-flr) = 0 ( ] g a ) 

With this last item in mind, it is easily shown that the initialization 
consisting of the following conditions satisfies ^0. = 0: 

g- = 0 + 0{e2) 
(l.d3.l) 

7) = 0 +0(£-*) 
(1.63.2) 
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atB = o + o(t4) (1.63.3) 

6^ = 0 *0(i4) (1.63.4) 

V'B-Vg = 0 + 0{i4) 
* (1.63.5) 

For the moment, assume the system is enclosed by rigid and conducting 
boundaries. The electric field t is then perpendicular to the boundary there. 
From (1.58) and the initial conditions which assure * = 0 at ( = 0. there 
dcrivcs 

DP + yP V-9. = 0 
• (1.64) 

Integrate thus relation oier a crossection al constant i of the bounded syslen 
to f tnd 

DP j dx dy -r=- J dx dy V-r, = / d*-»; = - / d*-| = 0 
ft R SK 3H 

Since- yl3 > 0 this implies thai, at ( = 0 at least, 

DtP= 0 

so that 

V-r e = 0 

Furthermore, from I 1.51),(1.62),(1.63.1)-(1.63.5) and (1-67). at « = 0 

O.9 = 0 

(I.C5) 

(1-66) 

(1.67) 

(1.68) 
The commutator of Dm and d will be helpful in completing the proof. It is 

evaluated as follows: 

[/>..a»] = [a, + v*.a, + T" v3 = < V - V . > " v

 ( 1 . 6 9 ) 

but, since 
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9,T = |(a,(J9r) - rd,B) = i(3,r-V<? + TV-(r,B)) 

3,T = 1

g(dz(*.B) - V'(S - *l-Br) + V'(*',-BT) + BiV-r, + TTO-», 

3 ( T = 5(B9,», - r/?-(flr) - V(<S - »;•*•) + V f , * ' + V(Sr)*-», 

+ firV-r, - ^ T ^ - r , ) 

a,r = 3,r„ + T-Vr, - r,|v-(flr) - |v(flr).r; - Jp«(* - »;-Sr) 

a,T = a ^ - »,-VT - y - { s - r;-flr) 
(1-70) 

thus 

[/j,.aj = -|v(«s-r;.ft-)-v 
(1.71) 

and by (1.62) and (1.69) 

D . T ~ ° * 9 - (1.72) 
Now apply Df to (! .63.1)-(1.63.5) at < = 0. The maintenance of the 

condition specified as an initialization hinges on the following argument: 
First 

since Deg~ is odd in q and by (1.62) and (1.63.1)-(1.63.5); tnen 

D,n = 0 

by (1.63.1)-(1.63.5); then 

DedxB = dxDfi - | v ( c ? - r;-Sr)-fl = - a^OT-r,) =0 

by ( 1 . 6 2 ) , ( 1 . 6 7 ) and ( 1 . 7 2 ) ; thtr. 

o.a<ff = a^s - |v(<e - »;-Br)-v3 = o 

(1.73.1) 

(1.73.2) 

(1.73.3) 

(1.73.4) 
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by ( 1 . 6 2 ) , ( 1 . 6 8 ) and ( 1 . 7 2 ) ; and f i n a l l y 

De(V'B-Vg) = (VD tfi - Vrf-VB)-Vg + (TO^ - Vr,-V 9)-VB 

= -V'(B V-r,)-Vo = 0 

by (0.17.2) and (1.67). This is sufficient lo assure lhat al * = 0 

fl,(<g - r't-Br) = 0 

and as a finishing touch 

OJfg) = o 

(1.73.5) 

(1-74) 

(1.75) 
To summarize the argument: Choose at ( = 0 that o = 0. d p* = 0 and 

3 ti = 0. There results that (S - w'-Br) = 0. Further choose lhat at / = 0. 
5 V B-Vg - 0 so that y-o = 0 and V«r = 0 result. Then as a consequence of these 

choices, it happens thet D^g = 0. The argument is then iterated. By induction 

/?-'(»-. 1. 0XB. atg, Vfl-Vo) = 0 ( ] 7 6 ) 

for n / imp Iles 

Dn{ibg) - 0 

Since all physical quantities are represenlable as analyt.c functions of lime 
the initialization as specified and all its consequences are self preserving. 

Conditions (1.63.1)-(1.63.4) are satisfied trivially in the two-dimensional 
gyroelast ic system since d , r and fall vanish identical!} in that case. As 
was shown by Newcomb22 the isorrhopic condition in that limit reduces to 
(1.63.5) alone. Gyroelastic isorrhopy requires that (at constant z) to lowest 
order the magnetic field B and the distribution function g are constant along 
the same contours (see fig. 1.) 

Conditions (1.63.3) and (1.63.4) are introduced by the additional freedom 
allowing siral 1 variations in the z direction. These conditions state that 
isorrhopy requires B and g to '*e constant along magnetic field lines as well as 
ale. isorrhopes (the intersec'. ions of isorrhopic surfaces with a constant 
a-:.ane.) One concludes that in the three-dimensional isorrhopic gyroelastic 
s\ stem (1) the magnet ic fie.d t ines lie within surfaces of simul taneously 
constant B and g and {2y these surfaces move as a comoving network so as to 
preserve the isorrhopy of the configuration. 

In addition to B and o, any quantity depending solely on B and/or o (such as 
p , the mass density) is also constant on an isorrhopic surface. It is thus 
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expedient to represent any such quantity as a function of a single variable, say 
s, which labels isorrhopic surfaces. This is the representation I will choose: 
B and g are freely specified definite functions of s = s(x,z); s represents the 
comoving network of isorrhopic surfaces which evolves according to the dynamics 
of ihe system. The quantity s may have physical significance also; for example 
it may represent the volume contained within the (cltsed) isorrhopic surface. 

Condition (1.63.5) can be expressed deliberately as 

Vfl'Vo = Ba Vs'Vs = 0 
y •** (1.78) 

Let's revamp the equation of motion (1.49.I)-(1.49.3) now, using some more 
physicalSy suggestive symbols for the moments indicated by the symbols - > in 
the notation introduced with (1.47). Define the quantities 

K(s.z) = (2-£m) 

a2 

B{s.zW{s,z) = i—d) 

p,(s,z) = (-£) 
771 

pjs.z) = <£> 

Pm(s,2) = O (am)) 

(1.79.1) 

(1.79.2) 

(1.79.3) 

(1.79.4) 

(1.79.5) 

and notice that 
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^VT(T= V(^Vt f ) - VgVAT 

^.VVVf = ViVsK,^) + pVBV'K 

^ T « = VV (/<«£,) + ^ W i ( 

LvVA - = V W + LvOT'tf 
(1.80) 

With the help of the above definitions and (1.S0), the equation of Motion 
can be cast in the following form: 

M ° (1.81.1) 
at lowest order and 

3,5 + dti,, = 0 i " »r* (1.81.2) 
at order E (relative to lowest order) reveal no new information. The system 
has been constructed so that these relations are satisfied (identically.) 

pD v - Qd T - X Vs-Vir - Y V's-W's + V«r = 0 

at next order (e2 relative to lowest order) contains the essential dynamics of 
the isorrhopic gyroelastic system. In this last expression we have introduced 
the following symbols: 

P = Pm + ^ (1.82.1) 

Q = -V + P i - p„ 
M ° (1.82.2) 

(1.82.3) 
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(1.82.4) 

- QT* + prf - * f V s - r . + ^--A/rJ 
(1.82.5) 

The quantities X and K are called the gyroscopic and quasielastic force 
coefficients. The gyroscopic force is first order in the fluid velocity, 
F = X V's-Vr and has been called a reactive viscous force though unlike a 
viscous drag it is non-dissipative in nature. The net rate of work done by the 
action of the gyroscopic force in a region bounded by an isorrhope is given by 

2]dx dy AV's-Vr-r = jdx dy V-AVs + fdjtW's XY2 

- \dx dy (.W«Vs + AVs-Vs) = 0 , 
J ^ ' (1.83) 

The gyroscopic force does no net work; it arises as fluid motion distorts 
isorrhopes as a kind of isorrhope rigidity. The gyroscopic force is a 
consequence of the differential motion of segments of isorrhopes. 

The quasielastic force on the other hand depends on the instantaneous state 
of distortion of the comoving network of isorrhopic surfaces, F = rV's-W's. 
The network exhibits a kind of elasticity. 

A closed system of equations describing the behavior of isorrhopic 
gyroelastic fluids can now be assembled. By definition, the isorrliopic surfaces 
move with the fluid velocity; this is stated 

D s - 0 
(1.84) 

The flow field is incompressible; (the isorrhopic condition enforces 
incompressibi1i ty) 

V-r = 0 
(1.85) 

The parallel electric field vanishes identically due also to the isorrhopic 
condition, so (1.72) holds; differentiation along an electric drift trajectory 
commutes with differentiation along a field line 

V=V. (1.86) 
Self-consistency of the ordering scheme requires that the equation of motion at 
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lowest order and order tf (relative to lowest order), t1.31.1) and (l-Bt.2), be 
satisfied. The equation of motion at the next order (e* relative lo lowest 
order) completes the system: 

pDw - Qdr - X.Vs-Vr - YVsWs + vV = 0 

These are six nonlinear partial differential equations in six unknowns: 
r,r ,s and tc. The system is closed. The solution however is representation 
dependent, the fluid velocity in the isorrhopic gyroelastic system may be 
redefined. The velocity of a fluid element is indistinct in so far as all fluid 
elements on a given isorrhope are equivalent. Certain velocity fields which 
carry fluid points along isorrhopes may be superimposed on the comoving network 
without changing the character or form of the dynamics of the system. The 
resu11 ing veloci ty sum is called the representat ive velocily; the transformal ion 
is a change of representation. 

This representation dependence is familiar in the study of electromagnetic 
phenomena. The electric and magnetic fields are components of an entity which 
transform covariantly under l.orentz transformations. Electric and magnetic 
forces are representat ion dependent. Gyroscopic and quaslelastic forces are 
exemplars of magnetic-like and electric-like forces in this respect. 

Changes of representation leave the dynamical equations of the system 
invariant in form. The force coefficients transform as a single covariant 
entity under changes of representation as do the electric and magnetic fields 
under Lorentz transformations. The analogy, though not formal, is not entirely 
hypothetical. The change of representation is a form of local Lorentz 
transformation (applied in the tangent bundle of an isorrhopic manifold.) The 
generator of the group of such transformations is an object called a permutator. 

The permutator is a symmetry operator; it leaves invariant the action 
integral for the isorrhopic system. This is its quintessential feature. The 
next chapter will exair.tne the Lagrangian of the i sorrhopic gyroe I ast IC system 
and further detail some properties of the group of permutators. 
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CHAPTER 2 

The Action PrincipIe 

The Generalized Lagrccngian 

On the basis of the previous discussion of representation dependence, all 
subscipts referring to the particular representation in which the fluid 
velocity is the electric drift velocity are droppped. The generalized 
Lagrangian appropriate for the isorrhopic gyroelastic system is then given by 

tf = I (pr* - Xt-V's - Ws-Vs - QT-T) 
(3.1) 

There are several illuminating exercizes which can be carried out with the 
expression for the Lagrangian in hand. Foremost among these is to demonstrate 
(by a variational method) that the Euler-Lagrange equation which arises 
naturally as a consequence of the minimization of the associated action integral 
is the one previously derived by other means, namely (1.81.3). However, before 
a segue into the realm of the inscrutable a few words are in order on the 
variational notation I will use. 

There are two variational operators which will be convenient in various 
contexts: 6 and A. The first of these operators will be referred to as the 
Eulerian variation; the second will be referred to as the Lagrangian variation. 
The action of either operator is to denote the variation or small change in a 
quantity (that on which they act) caused by an infinitesmal virtual displacement 
of the system, {(JT.JZ.O- The Eulerian variation 6 is a fixed point variation: 
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it denotes the small change induced by ( at a fixed space—I ine point. The 
Lagrangian variation A is the small change induced by £ as observed from the 
vantage of the displaced fluid point. The two operators are related through 

A = 6 + #<V 
122) 

It will prove helpful to become familiar with a few common identities 
regarding the usage of these operators. For example: 

A» = * 

Ar = Dt 

As = 0 

(2.3.1) 

(2.3.2) 

(3.:l.:l) 

The virtual displacement does nol change the labeling of isorrhopes. It is 
required to be divergence less: 

V-{ = 0 I2..UI 
There is a certain analogy between the algebra of virtual displacements 

operators and time differentiation operators: 
d--o1 and A--D. With the further replacement (—•» the commutation 
relations for the two sets of operators are identical. For example 

[A.7] = AV - VA = - Vf V 

and 

[A.V] = AV - V A = - V f -V 

(C4.1) 

(24.2) 
correspond to (0.17.1) and (0.17.2). It should come as no surprise then, in 
view of (1.72), that 

AT = 3 t 
* ? <2-5) 

Applying (2.2) to these relations we can find easily that 

SM= 0 
(2.6.1) 
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* * (£-6.2) 

a S " " < V S (2.6.3) 

and 

<5T = a ^ - (-VT (2.6.-1) 
Now apply the variational method to the action integral J straightaway. Write 
the action integral 

J dx dy dz dt 2 
(2.7) 

using the generalized lagrangian (2.1). The Eulei—Lagrange equation results 
from the requirement that the variation AJ vanish: 

A3 = ) dx dy d-. dt A 2 
(2.8) 

(2-9) 

Calculate the terms in AJ using the above identities as follows: 

1 , 
^ j p r = p»-Ar = pvD( 

A 1- XvV's = 1- ( A r - V s + v - A W ) = '- X{D(-Vs + V s - V f - r ) 

A 1- nV's-V's) = J V s - A V s = yV' s -Vf -Vs 

A | QT-T = QT-AT = Qr-dJ 

The varied action integral can be expressed then as 

A3 = J dx dy dz dt {pHI( - 1- X{D(-Vs + Vs-Vf • r) - >'(Vs-V£-Vs) - Qr-d^) 
(2.10) 

An integration by parts may be carried out with the help of the identity 

I dx dy a-Ve-ft = f dx'-ab-e - j dx dy e-(V-ab) 
(2.U) 

The result can be arranged in the form 
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A3 = - j dx dy dz dt (pDr - JkV's-Vr - YVsWs - Qd r)-f 

+ / dx dy dz ^-(1, + / dx dy dt * ; • { ! , 

=(jr'-(Vsa?T's + i a ? T H • J dl dz J . 
(3-ia) 

where the subscriping of £ indicates (partial) differentialion with respect to 
the subscript t*o-vector. The boundary terms ^an be made to vanish by imposing 
side conditions limiting the class of admissible displacements. Choosing the 
boundary to coincide with an isorrhope and to be fixed these conditions are 
expressed as 

(•dx' = 0 

The minimization condition reduces to the vanishing of 

A3 = - J dx <hj dz dt (pDv - AV*s-Vr - Ws>Ws - Qd T}-£ 

for £ satisfying the .side conditions (2.13)» but otherwise arbitrary. 

<z.n> 

12.14) 

Now we arc prepared to check the Euler—Lagrange equation with the previously 
derived equation of motion: substituting the equation of motion (1.81.3) into 
(2.14) the variation of the action integral becomes 

A3 = J dx dy dz dt $-Vtc = - j dx dy dz dt **•$ + J dz dt f dx" •<$ = 0 
<2.lf>) 

The Lagrangian (2.1) reproduces the equation of motion. The scalar K containing 
the unknown constant of the gyrophase integration is seen to play the role of a 
Lagrange multiplier associated with the incompressibiIity constraint. 

There exist certain $ which do not satisfy the side conditions C;.13). but 
which can be employed to unveil constants of the fluid motion or induce 
conservation laws of one sort or another. These £ are symmetry operators. 
Consider for example an infinitesmal time translation f = -rr of the system 
where r is a time infinitesmal. The action of a virtual displacement of this 
sort on a quantity F can be written 

F(f-r) =F(t) -TdtF(t) = F + SF 
\4.lb) 

The correspondence (5 <=> -rdt is recognized (the time differential operator 
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serves as a generator or propagator). The Eulerian variation of the action 
integral is then 

63 Jdxdydzdt&e=jdxdydzdt ( -rd^) = - T J dx dy dx jt 11 

ia.iv) 
But, since 63 = AJ 

63 = } dx dy dz dl &t = J dx dy <£: dt {Sf - (•&) 

= ±3 + J dx dy dz dt JV-( - } dz dt / dx' -^ = ii 
(218) 

the expression (2.17) can be equated to (2.12). Substituting the syniwtry 
operator ( = -rr in the resulting equation then representing the difference* an 
differentials reveals the law of conservation of energy in the isorrhopic 
gyroe lastic sylem: 

/ dx dy dz Ue-jC9-v)lt - J dx dy dt (jr^r)/, = 0 

3, / dx dy {-1-(p^ + K(Vs)* + Qr2)) + ds ) dx dy QT-V = 0 

12.19) 

The time translation operation $ = -rr is representation dependent; the 
conservation law it induces reflects this fact. Return to this in a moment; 
first turn to the issue of permutation symmetry. 

As previously discussed, the permutator is the symmetry operator which is 
associated with exchange invartance, isrrhopy. Though the exact form of the* 
permutator is yet to be determined* we do know already that owing to its being a 
svmmetry operator, the permutator must leave the action integral invariant. 

It is essential that the permuted systems be relevantly indistinguishable. 
Any distinction concerning the identity of fluid elements must be irrelevant 
with regard to the dynamical evolution of the system. The Eulerian variation 6 
induced by a permutator f (applied to any quantity relevant to the action) must 
therefore vanish. 

Owing also to its being a symmetry operation, <" must induce a variation of 
the action integral which vanishes, so in addition to 
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os » - {-Vs a 0 

W« = 7'*s = 0 

AT = d^f - < . ? T = O 

or = l>< - f -V» 

12.201 

ind «J" - 0 . o 1 so <5J = AJ s 0 . 

A short c a i c u i a t ton employing the commit a t ion r e l a t i o n s 
rO.V ' l a - V r - V 

«.<M.I> 
and 

affirms thai the < oi r<-t t form for the perimitator it 

whi'ip uls) in an arbitrary function of s. The perinut<ttor »u <t %*-i«r f »** t <i 
whose integral curvrs are tsorrhopes. The pennut*»lor is tfce m f mi tr •<;«*» i 
generator of Uir- ^ oup of permutations; it permutes the identity of .Kjj,w » M 
fluid elements;. i'h*. group in a com tnuous group of infinite dimension <n»<*-
an entire function, namely w(s>» is necessary to spectf> ttw* generator, th' 
group of permutations is not a Lie group. 

Now that an expression of the form of the permutator ts known, the behavior 
of the system under changes of representation can be examined tn detail. The 
transformat ion 

, , , - = „ - { * . , - u ( 5 ) V*s j a 2. } ) 

evokes a change of representation. The calculations leading to the fotlo»im: 
results are straightforward and not dissimilar lo those first presented by 
Newcomb a l" a a with regard to the two-dimensional system. 

The generating function u{s) induces the transformation 

» - » * = » - uV*s 

A' - X- •- X - Zpu 

Two important invariants of the above transformation are 
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the gyroelasticity (gyroelastic modulus) which like any elasticity is a 
nonnegativc quantity, and 

r<"> = r - -' V s - r""' = r"» = r - , - V s 
Z" Z p ,2.25.2, 

the c anonical veIocity . 
Certain representations are distinguished by some unique feature and thus 

arc raised above the sea of anonymity with a name. For example the 
representation in which the gyroscopic force vanishes is called Ihe canonical 
represent at ion 

,Y = A'<°> = 0 . Y = ) ' i 0 ) = * , » = w<°> 4p 

Two representations re luted to one another through 

f = - A' . ?= Y . 9 = r - - V's 
i2:&\ 

are said to be dual to one another. The canonical represent at ion is its own 
duo I . 

The charac teristic representat ions are a pair of duals in wh x h the 
quaMe last it- force vanishes. For this pair of duals 

~ P (2.28) 
We will adhere to the notation introduced here for referring to these special 
represent at ions. 

Since f is a symmetry operation it can be shown to induce a conservation law 
tas previously time translation symmetry was used to derive the conservation law 
for energy)- Acting on (2.12) with f = f there results 

Ai = 0 = j dx dy dz *,•<!, + j dx dy dt JfT-<7, 

= - / ds w ( / dz flSI, -j dt (&\t ) 
(2.29) 
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f = / *t0)-dM . ? = / T-rfJT 
(3.30) 

Since i;(s) is a freely chosen (generating) function, the expression in 
parentheses in (2.29) vanishes for each s. The law of conservet ton of 
circulation in the isorrhopic gyroelastic system can then be put in differential 
form as 

a,(/*> - t.w) = o ( a 3 i ) 

In the- two-dimensional system ? ~ 0 and consequently p£ is a constant of 
the motion on each isorrhope. Since p is obviously a constant since Ds = 0 the 
circulation is a constant of the motion. 

Return to the discussion following (2.19) concerning the representation 
'it*pencil*wc of the constrval ion law induced by a t ime l runsl«»t ion S>PTO«' 11 \ 
opr i*iii ion. It is easily seen that accommodat ir.g the transformation 

* * S (2. 12) 

the I *iw of ronsrrwit ion of energy becomes 

a,H" + a i"„ = o 

H- = H + j ds CJ p& 
12.-S.i2) 

! H = T 1 W + / ds u Q? 
(2.33.3) 

The action of a change of representation on the law of conservation of energy is 
simply to add some multiple of the law of conservation of circulation. 
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Geometrical Opt its 

In the geometrical optics limit the study of linear waves in the isorrhopic 
gyroelastic medium is simplified by the local nature of the dispersion relation. 
The wave field is made up of locally plane waves which propagale according to 
local laws, ior the local condition to be valid* the medium must be uniform on 
the scale of a wavelength and unchanging during a period of oscillation of the 
wave. 

Beg in by wri ting the generalized Lagrangian in the characteristic 
representation(s) directly as 

(2.34) 

and in the symmetrized form 

y* = J T = 5(pr*-»- - QT-T) 

where ** and r~ are the characteristic representative velocities defined in 
(2.28). The equation of motion can likewise be symmetrized as 

pD'r* - <?atr + V, = 0 U , M ) 

where Dx is the operator of t ime di f ferent iat ion along a v* fluid trajectory. 
The simplicity of the symmetrized equation of motion here is the reason for the 
choice of representation. 

To study the behavior of linear waves in the geometrical optics limit the 
equation of motion is varied (linearized), then a certain ansatz is taken for $, 
the displacement or wave field, such that the conditions outlined above apply. 

Since the operation of Eulerian variation 6 and V commute, the following 
congruency holds: 

6(pD*v* - Qdyr) = - dV* = - V6tc ~ 0 (2.37) 

Furthermore, since 6 + («V = A, the variation of the equation of motion can be 
restated as the congruency 
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MpD'r* - Qdxr) - (•V{pD'v' - Qd^r) = - <57«: = - V<fcc ~ 0 

Taking account of the r e l a t i o n 

A3 T = 0 d t 

the linearized equation of motion can be seen to satisfy 

pD'D't - Qdxdx( - (-7(p0*r' - C^-r) ~ 0 

In curled form this congruency becomes the equation 

V-(pD'D't - Qdxdx( - (-VipD'V - QdxT))'= 0 

since, of course, V*V*6*c — 0. 

Now rhoose the ensatz for the displacement wave field to have the form 

4 = VCrfr") 

(2.38) 

(2.39) 

(2.40) 

(2.41) 

(2..|_'> 

where ^ is a rapidly oscillating phase and j& ts a slowly (in space) varying 
amplitude. To keep the sealing intact, take the phase to be f -- t/\t. (This 
assures that the wave oscillations obey the staled conditions for geoinelr ir.il 
optics to apply, yet they remain far slower than the gyromotion of single 
particles, so the medium can still be described accurately as gyroelastic.) 

Further define canonical wave variables as follows (note these variables are 
new and have no*hing whatever to do with variables these symbols have been used 
to designate in previous chapters-w is not a generating function): 

K — V<p = tuo-tuovevector 

i — d2ip = parallel wavevector 

a = - d(<p = frequency 

a — - Dip = — dtip - Vip-K = v - K-v = proper frequency 

along with the obvious specializations (see (2.28)) 

(7<°1 = -0'°>^ = a - K-r ( 0 ) = canonical proper frequency 

and 

a' = -Dtip = u - «•»* = characteristic proper frequencies 

(2.43) 

(2.44.1) 

(2.44.2) 
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Inserting the ansatz (2.43) into the linearized equation of motion (2.41) 
there results (to order 1/e2) the local characteristic eotiation (dispersion 
relation) in the form 

a*a- = (u - K-V*)(U - K-r') = -(4 + K-T)2 

P (2.45) 
The dispersion relation is quadratic in u and therefore is solved by two values 
of u, say CJ+ and u_ 

u = K-¥{0> ± 0 , 
* (2.46) 

Q2 = X (cVsl2 + ? (4 +K-T) 2 

4 P P (2.47) 

The solutions w restrict to two the possible canonical proper frequencies; call 
them o<°' 

a i 0 ) = u - ic-v{0) = ± a 
(2.48) 

Expressed as 

2) (j/ci|,CT(0') = (<7 ( 0 )- 5f (,.j's))(t(»lt £? ( c V s ] ) - § (4 + K - T ) 2 = 0 
Z" 2 P P (2.49) 

it is apparent that the di spersion relat ion (2.45) admiIs the sealing 

3) (A|/c.4|.Xo-"») = A%> (|K.4|,a»°>) = 0 ( a 5 Q ) 

so that 3) is homogeneous of degree 2. The dispersion relation is a homogeneous 
function of its arguments (Jc,4(,CT*°') due to the fact that the gyroelastic 
medium is nondispersive to high frequency waves. 

It can be shown that homogeneous functions 3) ()K,4|,<T) of degree n conform 
so as to satisfy 

ad 3) + K-d 2>+Ld,2) = n2) 
' ' l (2.51) 

This relation, known as Euler's theorem, can be used to eliminate d ,,, 3) from 
the expression for the total derivative of 2) with respect to wavevector. This 
accomplished, impose the restriction (2.48) to find 
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)wt,vt\ = ( a y >,at<7< ">)/„, . , . , , . , 

= * R I A ( ' • ' ' ' ) ' ' ' + - (t + *-T)T . ? (1 + *-T)( U ^p p p 
^ ^ H (2.52) 

From t h i s r e s u l t i t i s manifes t tha t 

(2.53) 

The quantity fk.fcf = \ic,l\/o*ot, the normal slowness (3-vector), is close Iy 
related to the usual phase velocity (same direction, reciprocal in magnitude). 
The vector \u,U\ = )v tV \ is closely related to the group velocity (in a local 
rest frame.) The resonance condition (2.53) states that a wave packet moves in 
resonance with its own wave fronts (as expected in a non-dispersive medium.) In 
other words, the ray trajector ies (space-t ime trajectories of velocity \w , l' {) 
lie wholly within the phase planes (space-time hyperplanes of constant f) when 
viewed in the local rest frame (in this case the frame moving with the fluid at 
the canonical representative velocity.) The ray constancy of ^ can be restated 
for a frame al rest relative to a fixed point as 

Dfy = (dt + ^-Vhc = {dt + r t 0 , - V + r^-V + \/R

tdz )<p 

= - « + r ( 0 ).« + r*-« + V*k = - ff(0)+ oi0)= 0 
(2.5-1) 

The general ray velocities )r*,VRj introduced here can also be recognized as the 
\K,LJ-space gradients of u. This circumstance will be used shortly to construct 
a canonical HamilIonian wave theory. First let's step back and take a look at 
the global picture thus far. 

The propagation of waves in a non-dispersive medium can be described with 
the use of an art i f ice called the ray surface or its dual counterpart, the 
normal slowness surface. Points on the ray surface are related in one-to-one 
correspondence with tangent planes of the normal slowness surface and 
vice-versa. Before proceeding to construct these surfaces a minor reorientation 
wi1 I prove helpful. 

As is clear from (2.52), ray trajectories remain within isorrhopic surfaces. 
The natural coordinate basis to which to refer a ray or normal slowness surface 
in the isorrhopic gyroelastic system is composed of local tangents to magnetic 
field lines and isorrhopes. 

To avoid confus ion as to which surfaces are be ing referred to in the 
following, let us agree to refer always to the comoving network of (nested) 
isorrhopic surfaces as the isorrhopic manifold M. , the configuration space of 
the gyroelastic system. Refer to the space-time ray surface as the ray conoid 
and its dual as the normal slowness conoid. 
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Choose the axes of an orthonormal basis (•..) in the tangent space of Ui at a 
points, 3HI&*), to be oriented (to lowest order) as follows: lei mf. be 
directed tangent to the local isorrhope, then performing an infimtesmal 
rotation 6u = T* bring • . into alignment with the local magnetic field line. 
In this (primed) coordinate system r = 0. Choose r ( 0* = 0 for simplicity and 
the dispersion relation (2.54) evaluates to 

X (K-VS)* + ? i'g = <a<°>)2 

4P P (2.55) 
where k' is the wavevector component along • .. This is the equation for the 
normal slowness surface in the space dual to 3M{fP), |V ,Jt' (-space at 5*. Waves 
passing through ,?> wi th wavevectors in a given direction will be moving with 
normal slowness magni tude corresponding to the point on the slowness surface 
selected by that direction. The normal slowness surface (in the space dual to 
3Mi?P)) is on elliptical cylinder whose axis passes through the origin in the 
direction # , (see figure 2.) 

Transforming the expressions for the ray velocities given in (5.52) to the 
primed frame it can be shown that 

P P (2.56) 
Since (2.53) must be satisfied and since no restriction is placed on («•• . ) , 
(r*-# ,) must vanish. The ray surface is therefore an ellipse in the x'-z' 
plane in 3U{5P) (see figure 3.) Waves passing through 3* moving with ray velocity 
in a given direction will be moving with ray velocity magnitude corresponding to 
the point on the ray surface selee ted by that direct ion. 

The actual shapes of these surfaces depend on 5*. As can be seen in figures 
2 and 3 the shapes are symmetrical. In the two-dimensional case dealt with by 
Newcomb 2 1 - 2 2 these surfaces become degenerate. On the ray surface, the plus and 
minus waves are represented by the two points at the ends of the ray ellipse. 
These points correspond to two lines on the normal slowness surface. The 
notation distinguishing between plus and minus waves simply refers to the two 
sides of the surfaces in the three-dimensional case, which is to say that there 
exist a continuum of dual characteristic pairs, not just one single pair. The ± 
distinction seems somewhat pleonastic in the three-dimensional case, and will 
henceforth be dropped. 

Geometrical optics can be systematized in Hamitonian formalism with the wave 
HamiI tonian function 

w ' l s (2.57) 

-43-



A short calculation yields the following canonical equations: 

dtJ€= iPz = V* 

dMJ€= - D"K 

d Jf= - D*k 
(2.58) 

where we've used (2.52) in the form 

| r * . l * | = 3 | c , t j U (2.59) 

and (2.43). Proceed to evaluate DK(i -r K'r) using the previously derived 
resu1ts 

D«T = 3 »'"» + (»" - r<°>)-VT + \*d T 
* ' * (2.60) 

a V's = VS-VT * (2.61) 

The calculation discloses 

D"(k + K-T) = 0 , 
(2.62) 

(/t + K - T ) is a ray constant, as was discovered of the wave phase (2.54) ifi. 

An obvious corollary to (2.62) is that the quantity (L + K - T ) vanishes 
everywhere along a ray trajectory if it vanishes anywhere along that ray 
trajectory. 

Ray trajectories remain always within isorrhopic surfaces, so s is also a 
ray constant 

D"s = 0 
(2.63) 

A slightly more involved though straightforward calculation reveals yet 
another ray constant: 

D^iK-Vs) = 0 , 
(2.64) 

The projection of the two-wavevector on the isorrhope (at^) is a ray constant. 
Using (2.62), (2.63) and (2.64) it can be shown that 

D"n= 0 , 
(2.65) 
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and 

EPV* = o 
(2.66) 

as well. By (2.65) the dispersion relation is a ray invariant; by (2.66) the z 
component of the ray velocity is a ray constant. 

To the set of canonical equations above, (2.58), should now be jdded 

a J€= - D*t = - 1 
u 

dfJf= iFu =DR(tc-vi0)) = 0 1 (2.67) 
A complete prescription for evolving the wave field is contained in (2.58) and 
(2.67). 

The curled linearized equation of motion (2.41) with the replacement (2.42) 
for the displacement field was used to derive the dispersion relation (2.48). 
The dispersion relation was in fact multiplied by the largest factor, the phase 
considered to be rapidly oscillating. The next largest term is a conservation 
1 aw: 

d,jv+ vl3)-riJi = o 
' •" (2.68) 

where the conserved quantity 

' (2.69) 
is the density of wave action (quanta) per unit mass. The flux of wave action 

•* i • i ( 2 7 0 ) 

is composed of wave action carried along at *.he ray velocity. 
Accordingly, the conclusion to be drawn is that under the conditions of 

geometr ical optics (outlined prev iously) wave act ion (quanta) can nei ther be 
emitted nor absorbed. A localized perturbation or wave packet behaves somewhat 
like a particle: initially propagating in the neighborhood of a particular ray 
trajectory, it will continue to be identified with that ray in perpetuity. 
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CHAPTER 3 

Motions Of A Cyroelastic Screwpinch 

The Equi libria 

In previous chapters some properties of a general gyroelastic system were 
considered. It was found that a particular class of initialization gives the 
gyroelastic system a self-preserving symmetry called isorrhopy. This symmetry 
was associated with certain so-called gyroscopic and quasielastic forces and was 
further asserted to cause drift modes of oscillation and fluid modes of 
oscillation to decouple one from another. The symmetry operator associated with 
isorrhopy. called a permutator, is the generator of a group of infinitesmal 
transformations called permutations; finite transformations called changes of 
representation are generated from these permutations. 

Transformation properties of the gyroscopic and quasielastic forces under 
changes of representation were reviewed i* being emphasized that the forces 
transform as components of a single covariant entity. This is the reason for 
the term gyroelastic. The isorrhopic gyroelastic system was then made the focus 
of attention and a closed system of equations describing its behavior was 
derived. 

Next it was asserted that a certain fluid Lagrangian would give rise to the 
same closed system of equations and by a standard variational technique this was 
shown to be the case. Symmetry operations were applied to the action integral 
and demonstrated to induce conservation laws. One such symmetry operation was a 
permutation of a time translated system. 

-46-



Following the specialization of the general nonlinear system to the 
isorrhopic case, an examination of wave propagation in the geometrical optics 
limit was undertaken. The view thus presented was one of a slowly developing 
nonlinear system supporting a rapidly oscillating, short wavelength, small 
amplitude wave field. To lowest order the wave field is found to behave 
acccrding to local conditions fixed by the configuration of the (isorrhopic 
gyroscopic> system. 

In this chapter the conf igure*. ion is specialized to a particular class of 
screwpinch equilibria for the purpose of studying linear global motions and 
stabi1ily of these equi1ibrla. The system is first Iinearized and the smal1 
amp!i Lude Lagrang ian is presented in the screwpinch-spec ialized coordinate 
system. The linearized equation of motion is found quite generally to have 
singularities over specific ranges of 'he parameters which map (he solution 
space called continua. The solutions in these continue are generalized 
functions also called distributions. 

Distributions are linear functionals. Although they are not members of the 
Hilbert space of possible motions of the equilibrium, they do play an essential 
role in constructing an invertible integral transform to evolve arbitr.uv 
perturbations of the equiIibrlum which are possible motions. 

To construct the screwpinch equiiibri" to be studied, take the isorrhopic 
surfaces to be circular cylinders, so that s = M2/2 where i is a two-vector 
directed from t io axis of symmetry. It follows that V's = M* . Further choose 
the velocity field to b<* represented as 

v = - 0(s) x* 

where Q(s) is (topologically) the fluid angular velocity on an isorrhope. It is 
evident that Q transforms under changes of representation according to 

0(s) -Q'(s) = 0 ( s ) + u ( s ) 

and that the system of isorrhopic surfaces does not deform as a result of the 
steady flow. The steady state hypothes is, d = 0, then requires that the 
equilibrium state .satisfy 

p r-Vr - X Vs-vV - Y Vs-VTs - Q dj + V/c = 0 

r-Vr - d v = 0 
x 

v-Vs = 0 
V-r = 0 

(3.3) 
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In view of (3.1), the equation of motion for the steady flov equilibrium 
assumes the form 

(po2 + m - r) V s - W s - Q a r + v* = o 
* (3.4) 

The quantity in parentheses in (3.4) is a representational invariant. It can be 
evaluated by noting that in the canonical representation (see (2.261) 

A-<"»= 0 . V « 8 » = * . •<<"= - Ql°>M-
4 P (3.5, 

so that 

(po2 + m - n = P(o(o>- ^*)(o , 0 > + *% = otrtr 
2 p * (:I.B> 

where the identification r' = - fl'** has been made (see (2.28).) Another useful 
representat ion is the nulI representalion, designated by a subsripi «ind 
defined by the condition 0. = 0. In the null representation it is found that 

* 0 = 2po<<» . > 0 = -pn-o- . » 0 = o ( t ? ) 

With this description of the equilibria, let us now turn to <tn anutysis of 
tne linearized system. The linearized equation of motion icrived previously is 
reproduced here as 

P D'D't - Q a a * - (.?(p o'»' - Q a T) + v* = o 
For convenience, represent the displacement ( in terms of its rontravartanl 
components a and 0 

a = (-Vs = (-x 

(*' 
(3.9) 

P = f-V8 = - -s !•»• 

(310) 
Using the identities (in the null representation, 
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M - Vs . ** = V's =•• - 2sV$ 

*, = » = 0 
1 

"• = 2s * 
*. = - * 
' (3.11) 

(where subscripting refers to partial differentiation with respert lo the 
subscript) the linearized equation of motion can be developed ns 

^M*S8M'*VK=0 
C3.I2.1) 

+ o o „ + t-aw„ + ; a . ) + *'W,f +

 2 { »,)> 

The symbol v has been introduced and is defined by 

T = - UMm 

I l.U.^> 

M.I.MI 

(3.U) 

In the gyroelastic system isorrhopy guarantees that T{$>) exists in the tangent 
space 3i<lJ>< and this is what inspires the choice (3.13). Also, since in 
equilibrium the isorrhopic surfaces are cylinders, u = 0. 

The displacement field £ is required to be divergence less V-f = 0, so there 
exists a homomorphism represented by 

' ' (3.U) 

where + is called the stream function. An identification with (3.10) reveals 
the association 
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+, = - 0 . V (3.15) 

Certain portions or the linear analysis that follows are more conveniently or 
succinctly cast in terms of the stream function, other portions will be done in 
terms of the displacement field or its components. It should be recognized that 
either representation Is entirely equivalent to the other. 

Curling the linearized equation of motion (3.12.1) to get rid of the 
gradient, there results the expression 

or equivalent1y 

./(2s/?.-a) =i/,\la.p) 

-/<-**,.-+.> ^ f i - ' v - M 

where../ is g M c n by an operator relation by 

.Jlx.y) = - p <x ( , + 2n ( 0 >jr [ 9 + n*cr.r9 (, - ^ilP,y, - Q*fryt) 

+ Q (xi2 + 2ux2t + v*xtt - Ziy! - v2y,) 

(3.16.1) 

(:1.I6.2> 

C).16.:i) 

The appropriate smalt amplitude Lagrangian for the lincdi r/ed system is 
given by 

+ n*'.r( - a* - 2oas + 2sa2)) 

where 

+ "%-' a* -200, +2sa*)) 

*=(Jsa*P(s))s 

Notice the auxi11iary £ satisfies the Euler equation 

dsyda ' da 

(3.17.1) 

(3.17.2) 

(3.18) 
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identically. 
The (small amplitude) action integral is then minimized by solutions of the 

(small amplitude) Euler equations 

dz{do/ * dt{dat' + ds{das' * d8{da, " da ' 

dz dpz' + dtdfit ds{dpj + dB{dfi, dfi ' 

(3.19.1) 

(3.19.2) 
A short calculation exposes the curled linear equation of motion (3.16.1) as no 
more than the sum of derivatives of these Euler equations for a and /?. The* 
identification made is 

{3.16.1) = d-{3.19.1) - d-{3.1<J.2) do as (3.19.3) 
Since the equilibrium structure is independent of \d,s.t) this partial 

differential equation in [s,Q,z,t) is separable and reducible to four second 
order ordir.ary di f U r»nt i a 1 equations. Each of three of these have constant 
coo f ficient s and are so Ived by complex exponentia Is. The fourth, the equation 
in s, will henceforth be referred to as the Euler equation (though it is of 
course only one of four.) 

The appropriate ansatz for the stream eigenfunction + is then a 
helical -harmonic complex exponential with an s-dependent amplitude: 

+Im> =*i;*(s) expUikz +77tf -«i;*r)) (3.20) 
Equivalent!y 

*<n) _ _' 0(n) x _ gin) J 

2s 

= < ^ ^ « , ( S ) * + ̂ ii^5)). **> exp{i{kZ +md -«i;»0) (3.21) 
is the form of the displacement. Any solution to the partial differential 
equation (3.16.2) (or (3.8)) for given boundary conditions and initial 
conditions, can be created by a superposition of eigensolutions of the form 
(3.20) (or (3.21).) The determination of a proper inner product on this 
solution space and related questions will be dealt with later. First we'll 
tackle the Euler equation itself, exploring some of the more intriguing 
cloisters of arcane mathematics along the way to an integral theorem. 
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Inserting (3.20) into (3.16.2) the linear equation of motion for the stream 
function amplitude assumes the form 

(ft,), =9* 
where the coefficient functions / and o are given by 

/ = 2s(p(u2 - 3rej0<0> + m*0*fT) - Q(k + nn) 2) 

and 

g = Jr<P(" 2 - 2m&i0) + m 2 n + m - Q{k + vm)z) 

+ ^ <p(-aifcfl,0> + m 2n*0-) - Q(2ktm + t^m 2)) as 

(3.22.1) 

(3.22.2) 

(3.22.:i) 

and where n ( 0 ,
t fi*, 0, i> and p are all functions of s specified by the 

particular equilibrium chosen. 

Detour for a moment back to the linear equation of motion in the form 
(3.12.1) and rewrite that equation for a mode of definite energy (dropping all 
attached subscripts and superscripts k, m, n for simplicity) as 

p( - cut - P*')tl +^'* +S3~*' + V«r = 0 
(3.23) 

or equivalently as 

*.,-''<*> = ° (3.Z4) 

Now follow the eclectic procedure outlined by Frieman and Rotenberg 6 for 
obtaining an energy integral: multiply (3.24) by $* (* indicates complex 
conjugate) and integrate over volume so that there results 

- J ds dB dz p ft-*,, = o * / ds dB dz p f*-f = - J ds dS dz ft.F(f) ( 

Noting that 

J ds dB dz ft-V/c = J ds dB dz (V-«cft - *V-f) = J dz f f t - d j r V = 0 

i t is seen tha t the re remains the r e l a t i o n 

u1 J ds dd dz p (1 •$ = J ds d6 dz ( o l d ' - 0 f 2 s ) 

<u*Af = W 
(3.27) 
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where N is a positive definite normalization. The relation (3.27) is a 
quadratic form in u which can be reexpressed in terms of the stream 
eigenfunction amplitude ^ as 

where 

+ bu + c = 0 

ds p (2s*f + -s 1?) 

I ds (2^ z(a V)n , 0>) + ^(% 2mpQi0) + (3npfi"") )) 
J * Us s 

(3.28.1) 

(3.28.2) 

(3.28.3) 

C 
r = J ds (2stlim2pil*a- - Q(k + mv)2) 

2 
+ ̂ ("-(^pd+d- - Q[k + mv)2) + (mzpQ*U- - Q{2iwk + wV)),)) 

C.i.2BA) 

It is ciear from (3.28. 1) that if f ) ( 0 ) = 0. u* is a real quant ity (If ( ] 1 0 > ' 0, 
u2 may be complex.) An integral theorem for the latter case (canon i cally 
rotating) is thus inherently more eomplicated than for the former case 
(canonically static). Notice that the canonical angular frequency Cl'0' is a 
representational invariant, so this choice is not arbitrary, but deliberate. 

Shear in the canonical velocity profile can cause He Imho 1tz-type 
instabilities and this can be seen to arise due to the presence of the 
derivative in the expession for the coeff icient b above. However, a 
sufficiently large value of the gyroelastic modulus (Q can stabilize such 
instabiIi t ies. 

The superposition of eigenmodes (the integral transform) can be accomplished 
by summation over the discrete spectra and integration over the continua for 
each K,m. Since all eigenvalues of the spectra for the static equilibria are 
confined to the real and imaginary axes, the task of finding them and including 
them in the integral transform in that case is simplified (over the rotating 
equilibrium.) Also, the static case admits to analysis by an energy principle, 
which will be presented in succeeding chapters. 

The next step towards an integral theorem is to choose a particular 
equilibrium to study in detail. The choice is made so as to avoid needless 
complexity ye* retaining as many nontrivial features of the general theory as 
possible. For example, since one object of the study is to examine the 
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stability of gyroelastic systems, we should pick an equi1ibrium with a non-zero 
gyroelastic modulus-preferably one which would be unstable in the absence of 
gyroelasticity. 

It has been shown previously (3.28.1) that 0 t 0 ) * 0 complicates the integral 
theorem. To avoid possible obfuscation of the central issue (for this exercize) 
therefore, choose the equilibrium without canonical rotation. Choose the 
material pressure to be isotropic, p s = p. and comparable to Bz so that the 
equilibrium has a high average {} (ratio of material to magnetic pressure.) 

It is well known that without gyroelast ici ly the Suydara cri t e n o n 1 9 , 3 5 

supplies a necessary condition for stability for the columnar pinch. In the 
notation used in this tome the Suydam criterion is given by 

as s as 
(3.29) 

According to this condition, if the axial current density is chosen to be 
uniform so that u is constant, a finite-;? pinch will b'j unstable: somewhere Q 
will be an increasing function of s. 

With these considerations in mind the following equilibria are chosen for 
closer scrutiny: 

The magnetic pressure is to be linear in s 

B 2(s) =fl§(7 -Pi1 - - ) ) ^By(s) s < s0 
so 

B2is) = Bj. s > s„ 
* ' 0 o (3.30) 

Let the variable s be scaled by s- so that the edge of the plasma is located at 
(new variable) s = 1. The material pressure is then determined to be 

(3.31) 
where fi is a parameter which can be varied over the range 0 < p < 1 and roughly 
signifies the average /S ratio of the equilibrium. The mass density p is 
constant 

P = P° (3.32) 
and the axial current density is also constant, J0, so that v is given by 

2B^( 1-fi( 1-s) ) - 2B0u(s) ( 3 3 3 ) 
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Furthermore, choose the gyroelastic modulus to be constant and the equilibrium 
to be static so that 

n*cr = (n< 0>) 2 - nf = - of 
1 ' » » (3.34) 

where the gyroeLas tic frequency is defined by 

Q2 = -p-, = constant 
3 4P% (3.35) 

Finally, choose an equilibrium in which there is no circulation so that 
n< 0 ) = o. 

The Euler equation (3.22.1) can now be written explicitly for this class of 
equilibrium, in non-dimensionalized form, as 

with the coefficient functions / and g given by 

f = 2s(u2 -Q2

g - (<cu+/)2) 

and 

and where the njojQd^mjejisj£naXized v a r i a b l e s are def ined as fo l lows: 

L . i/2 = i L • aJ> = ic V 

2 B„ ^J(2s) • '» V6PB ' ™ ° '" 
s k , a2 „ P Q2 

- ; ic = ,- ; o>2 = - , ; C)2 = -« 

(3.36.1) 

(3.36.2) 

(3.36.3) 

k0 „ 0 - u/0 

u 2 = 1-fi{l-s) 
(3.37) 

Equivalently, the Euler equation can be written as a second order ordinary 
differential equation for the radial component of £, £•• = £, by using the 
incompressibi 1 i ty constraint. The result, is 

% 
(/*A = 9$ (3.38.1) 

where the coefficient functions / and g (not the same as those given above) are 
given by 

/-**'<««-QJ-<**«>«> ( 3 3 8 a ) 
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and 

9 = (~){^ - Qj - <**«)*) + SE*rf» 
(3.38.3) 

The same normalization has been used here as above. 

The boundary condition appropriate for the fixed boundary system (plasma in 
contact with conducting wall) is that £ = 0 at the outer boundary and £ is 
bounded at the origin. The equivalent conditions for V a**e that y- must vanish 
both at the origin and at the boundary. 

Stripped naked of the trappings tethering it to its physical origin like 
tracks in the snow the problem now slips through the portcullis to abstraction 
on a mathematical odyssey whose object is the appointed encounter with an 
integral theorem. 

The Point Spectrzan 

The Euler equation for the equilibria chosen (referred to henceforth as the 
standard case) given by (3.36.1) is to be solved on the domain 0 < s « / with 
the boundary conditions i/{0) = f(1) — 0. All qufcjitities are suitably normalized 
according to (3.37) and the njoxmajjjsed. signifier is henceforth dropped. If the 
coefficient function / vanishes on the interval 0 < s < 1 the Euler equation is 
said to be singular and the point(s) at which this occurs is (are) called 
singular point(s). In the event that such points do exist, standard integration 
techniques fail and caution must be exercized to arrive at the correct solution. 

First, consider the case in which no internal singularities occur. The only 
singularity is then at the origin of coordinates s — 0. This point is a regular 
singular point and a series solution about it may be developed as follows: 
Rewrite the Euler equation (3.36.1) in the canonical form 

V<ss + '-p(s) 1>s + '-2 q(s) i> = 0 
(3.39) 

and take the form of the solution ^ to be representable by an infinite series of 
the form 

t = 0 (3.40) 
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Near the origin the coefficient functions / and g are given by the known series 

i=o <.i; ( 3 4 1 ) 

Substituting these series into the differential equation results in a recursion 
relation for the coefficients of the solution series T// . . The zeroth recursion 
relation, called the indicial equation, is given by 

r(r-l) + p.r + qn = 0 
^° ^° (3.42) 

The recursion relation can be developed by induction to give the i t h coefficient 

V* ~ ~(r+i)(r+i-1) + (r+i)p0 + qQ ( ; j ^ 

The coefficient function series p and q can be expressed in terms of the / 
and g series (3.36.2) as 

p = s f-f , q = - s2 2-
1 J (3.44) 

Some algorithms useful in computing the coefficients of the series p and q above 
are: The exponent series: 

( V a.x*)" = V c.x' 
i—l ' L I l 

i = 0 i = ° (3.45.1) 

c„ = a" ; c = nn • r — -1- y (in-t+i)a.c._. 

•-' (3.45.2) 

the quotient series: 
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E ^ .-
= - T c.*« 
a. L-, ' I] 0* 1' ~0 

1=0 

(3.46.1) 

where 

:' = "' - a" E C<-a< 
(3.46.2) 

and lastly the product series: 

< E a < x < ) ( E 6'xi) = E c'x* 
1 = 0 (3.47.1) i=0 i=0 

E a<6<-< 
i = 0 (3.47.2) 

The series representation of the solution developed about the regular 
singular point at s = 0 is convergent out to the nearest singularity in the 
complex s-plane. Once the solution is known in a neighborhood of the origin a 
standard numerical scheme can be employed to integrate the Euler equation 
repeatedly for various values of w. A shooting method is devised to direct the 
search for values of o (given values of K.m.jff.fl2) for which the eigenvalue 
equat ion 

r k n k n (3.4B) 
is satisfied. These values of u comprise the discrete or point spectra for the 
equi1ibrium. 

All succeeding discussions of spectra will be referred to a particular two 
dimensional space whose coordinates are the normalized axial wavevector or 
helicity K for abscissa and the eigenvalue related function 

\ = u* - n 2 , 
9 (3.49) 

for ordinate. In this space the point spectra are representable as curves or 
trajectories. Each value of K selects a spectrum of values of A (for given 

-58-



values of m and 0.) As K is varied continuously through a range of values, each 
point in a given spectrum traces out a curve connecting it with points in 
neighboring spectra labeled with the same radial and azimuthal mode numbers (see 
figs. 4,3.) 

Figure 5 depicts the solutions of the Euler equation for chosen values of /J 
and K. As the radial and azimuthal mode numbers increase the energy associated 
with the displacement becomes localized near a point s f f. Refer to this point as 
the annihilation point; the reason for the nomenclature will be clarified 
presently. Figure 6 graphs the level curves (at constant z) of a few of the 
eigensteamfunctions in figure 5. The motion of the fluid is tangent to these 
streamlines. 

Figure 4 shows the placement in K-k space of the eigenvalue trajectories 
corre-ponding to the three lowest eigenvalues for m=Z. Figure 8 is an 
enlargement of the area enclosed by the larger box in figure 4. The shaded 
regions in figure 4 correspond to the continua- the darker shading epresents 
the degenerace cont inua and the 1ighter shading represents the nc.i-degenerntc 
cont inua. 

For given values of 0 and tc a certain critical value A = X marks the lower 
limit of the continuum. For a range of values of A greater than XL, 
A < A < A , there exist one or more internal singularities of the Eultr 
equation. In the event that such singularities appear, the spectra are no 
longer discrete. If only one singularity occurs in the interval {0<s<7) for a 
given pair of values (tf-A) then there exists one and >nly one solution to the 
Euler equation (at that point in K-\ space.) If i. .re than one singularity 
occurs in the interval {0<s<7) then there exist a number of independent 
solutions to the Euler equation for that point in K-\ space-a number equal to 
the number of singularities. In this latter case, the generalized function 
space i =5 said to be degenerate, of dimension equal to the number of 
s ingular i ties. The shaded regions in f igures 4,8,13 correspond to these 
continua- the darker shading covers the degenerate continua and the lighter 
shading covers the non-degenerate continua. We will address certain questions 
concerning the structure of the point spectra first, then turn to an in depth 
examination of the continua. 

It is expedient to ascertain the dimension of the nonsingular function space 
and the distribution of eigenvalues in the point spectra. Such information can 
facilitate the search algorithm. It will be necessary to pieperly normalize the 
nonsingular eigenfunctions and this too will be done presently. 

First, to determine the dimension of the nonsingular eigenfunction space, 
examine the behavior of the eigenfunction in the vicinity of the continuum lower 
edge, say X — A, - <5A, and near the point s = s0 which becomes the singular 
point for A = A, + i5\. The number of zeroes of the eigenfunction in this 
neighborhood is closely related to the number of eigenfunctions with eigenvalue 
X < \ L - 6\. 
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Rewrite the Euler equation in the form 

<q3 (2sA(s)V,)s = (JAU) - *)+ 
(3.50) 

with 

A(S) s x - («u+;)a 

(3.51) 
To clarify the situation, consider three separate but contiguous ranges of <; 
Cull them cases 1,11 and III. 

Case I: 

Examine first the behavior of the Euler solutions near the point s0 where 

d ( s°>=° ,3.62.1, 
and 

A . ( S » ) = ° (3.52.2) 
so that 

? K (3.53) 
Such points exist-s. is necessarily positive by construction- only in a range of 
he I ici t ies 

Ae&r the continuum edge and near £ = {s — sQ) = 0 the Euler equation has the 
form 

*..+ f *. = p(- A P + I P > * = ° + °<£) 
e £ S<>PK 4S° (3.55) 

The i.idicial equation for the series solution ot f near t - 0 has the roots 

(3.56) 
where 
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(3.57) 
(and where s. is given by (3.53).) Solutions of (3.55) are of the form 

J X ' (3.5B) 

where J{0) is fini te. 
If 3J is negative, r is complex and (3.58) becomes infinitely oscill.itorv 

near a = 0. For the range of K (3.54) the entire range of values of J ,> 
negat i vc 

1 - | >3) > - 7 
* (3.59, 

This buin^ the case, thare are denumerably infinitely many zeroes of i, nr.tr the 
(singular) point s = s and as many point spectrum ci^enfunc-tions. The 
cont inuum I ower edge in the range of helicilies K (3.54) is s turn t , f 
occwnulat ion; &• i s ca I led an annihi I at ion point. As A decreases through t he 
curve of accumu I at ion two s ingular Hies (to the right and to the left of \ ) 
approach one another then touch and vanish. For A be low the cur\ <• of 
accumuIai ion Iherc cxi.4 a denumerably infinite set of eigenvalues A. 

F igure 7 shows the solut ions to «.he (reduced radial ) Ku lor equat .on for 
values oT K - \ chosen so that s. has the value .5. The annihilation point is 
most easily delected for low radial mode number in h ,;h fl equilibria (upper 
right hand corner of Tigure 7.) The larger plasma pressure thus lends to 
concentrate the displacement energy even for the lowest frequency mode:^ . 

Case I I: 

For the range of helicities 

\(i-B) 
(3.60) 

there appears n singularity at s = 0 near the continuum lower edge. Following 
the procedure out Iined above, the indie i al equat ion is again found to be so Ived 
by roots r given by (3.56) bu\ with 3) now given by 

3) = 1 + m4 + KV'(7-J3) + / 
x K / (3.61) 

For values of tc in the range (3.60) such that 
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* ' (3.62) 

2) i s again negat 1 ve and the con I inuum lower edge is again a run c of 
accumulation. For m = ; the rune of accianutat ton extends lo the right of e 
critical (lower bound) he IICily K (m = t} 

^ rum 
Kor m > 1 this i r 11 i c a I he I it i ty is lr.*s negat \\v . As I ur grr \. a lues of 
a^ i mil I ha I mode number m arc rons idered it is found t h<» t the cr11 M a I he I u i t \ 
approaches closer and c loser to the limit 

1 

* U > U 

Tin I T . i l l \ a 1 l ies of m c a u s e y t o be n e g a l i vc , <is «tl re-id". d e l e rmui* d 1 t h i - po i tit 
a l s o f u l l i i m w i t h i n t h e p u r \ lew of c a s e I . ) 

H e \ c n d ( t o t h e l e f t of J t h e c r i t i c a l h e l i r i U f o r a g i v e n m ' t n - n i r e .» 

f i n i t e number of e i g e n v a l u e s in t h e po i n t spec t rum a d j a i -enl t o .md t>e low t he 

t o u t inuum lower e d g e . 

C.isc 1 1 1 : 

\e\t es amine t he point K = -/ and the range of * ex tend i rig to its r : ght H. I h<-
siimc procedure f o I lowed in cases 1 and II, 11 is found that < he po i r:t * = -' i -
int 1uded in case I and is thus a pointof accumuI at ion. The beha\lor of ih* 
poInt spect ra in the vicinity of this point is quite unusuaI; so unusu.i 1. in 
f ne t . that the po i nt has been sque Iched from the slime of anon\tr. i t \ <md n.i i led 
to not oriety with the name h'ruskal-Shafranoi I imit . To la> bare some of the 
enigma of this point to scrutiny, transform the Kuler equation using the <Mange 
of variables 

s - 1 

I i.b-'i} 

Near t ~ 0* the Euler equa t ion is solved by 

* = a i/-) + 6 A ^ | 
<3.66) 

hyperbolic Bessel functions which are not oscillatory. However, in the limit as 
i approaches infinity, the solutions are again infinitely oscillatory. Within a 
range which is vanishingly small, yet nevertheless finite, to the right of 
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K — - 1 , a countably infinite number of eigenvalue trajectories impact the 
continuum lower edge. That each trajectory impacts at a different point is a 
corollary of a general theorem stated simply by Goedbloed and Sakanaka*. In the 
interest of completeness it is reproduced along with its proof below. Let ̂  
satisfy the seIf-adjoint equation 

< * . » . = * ,.,.67, 

w i t h b o u n d a r y ' o n d i t i o n s 

D>- f : n»- t h e func I i nn K l . ' . n l b \ 

<Kv=ft{~*.n).S) = 0 
I 1 i > ' i > 

»h ' •!'•• '. i t h e nuntx r of 7 ( T D C S of ( M i , . ' , in t h e i n t e r v a l 0 < - < / i l - " , n l H 
. - .tii . i.' r f . i^ mi ; f u n c t i o n of ( r a d i a l mode n u m b e r ) n. F o r f i x e d » i . s i K i f ^ i n 
/ i ' h n •- of ; IK- I - . i»enf un< t I on w i l l be l a b e l l e d by s u r e - e s s i ve I v h i g h e r \-ilu«-< -»f '• 

! 'h 'wr ' - r i . K ( » ^ . r i ) i s m o n o l o m c in y z f o r n o n s i n e u l a r r e g i o n s of t h e ^ u c t t n u n 
l ; » o : n ' spc t t r a i.n int e r u p t e d bv c o n t i n u a . ) Thur e i t h e r 

(.1.69.1 > 

P r o o f : S u p p o s e rt » ^ / , = 0 . t h e n we c o u l d a n a l y t i c a l l y c o n t i n u e H( u. ,n) in 
tin* fonipl'.'V ~ p i tine n e a r i; a s 

r i . 7 0 ) 

Choosing »* = a.'2 + i<52 so that (u 2 - i; 2) 2 < 0 we find a real zero of ^ for 
complex ~*. conlradicine the se I f-adjomtedness property (all eigenvalues v* are 
real.) Now fix H to the wall position s = f: x2 will be monotonic in n. 

Coro1 Iary ( a ): No s mgular (point) subspec trum elgenvalue trajectory CJ Z(*,n) 
for fixed n can intersect any other, since by intersecting, u2{K,n) ~ u2(<,n') 
which by the above theorem cannot happen. 

Corollary (b): At most one eigenvalue trajectory labelled with fixed n can 
intersect the continuum at any fixed K. 
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The point K - 0 atone remains uncharacteristic of the spectral properties 
unearthed so far. The point K = 0 is unique. A superficial inspection of the 
Euler equation (3-50) reveals the fact that when * vanishes if/ solves 

(A-r)(Us* s) s =*-*) 

Any V satisfying the boundary conditions satisfies the differential equation 
t r i * ; *i 1 I y if A = ' - On I y cne va I ue of \ is all owed. The en» i re spec I rum 
shrinks to a point and a m function in the Hi Ibert space (an> f ui*ct ion of % 
s«it i sf y ing t he boundary c-ondi t ions ) is an e igenf unc t ion The l«o-d intensions I 
< use is specified in this space at a single point! 

1 I rcina i ns to de I ermine the norma I i /at ion of the oomt spr< t rum 
<• men! unc t ions . The inner product can be w n t ten immed iate I\ in terms of the 
(11 < p I arcmrnt vert or as 

•M\> = J ds de it (u\)-(t\) ( i 7 J ) 

With t he complex exponent i al part su i tably normal i zed this re I at ion ran be 
rewrI11 en involving only the (vector ) amp 11tudes ({\ ) 

; r 

o o 
C1.7 i> 

where m^ and • are unit vectors in the radial and azimuths, directions. I sing 
(3.14), (3.73) can then be reexpressed in terms of iMs.A^) |fr(A ) 

/
* z 

o ^s 

11.74 > 

In addition. f{n) solves the differential equation (3,50) with boundar\ 
conditions (3.-18). Now write (3.50) for A = A and for A = A . where u and v' 
are not necessariIy integers (w is not necessarily an eigenvalue. ) MultipIy 
the two resulting ordinary differential equations each by the function solving 
the other; integrate the difference of the two equations over the s domain to 
get 
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ds (#iA„.)(2sA(\ 1,)* s(\ l,)) I -*(\„)(si(A„. )<(*,,. )),) 

'1*1 2 
(AtAJ - i<A„.))*(*„>*«*„.) 2s 

Now integrate the left member of (3.75) by parts and use the Tact that 

M A „ ) - i ( A „ . ) = A,. - A„ 

t o f i n d 

( 3 . 7 5 ) 

( i~b) 

I A. \,,) J rA ( ^ ( A , . ( ^ ( X J + j lf(X^ )|MA„)) 

Al low o n r v . i l u e oT V l o . i p p r o a c h t h e o t h e r , s a y 

A - A = &J 
I 1 7 H | 

rind express the relation (:J.77) for i* = n, an eigenvalue (i.e. insist the 
so Iution mee t t he boundary cond11ion. ) The result is 

j <t* (i-<(AJ + ™- f'lAJ) = - 2 M\„) *,(AJ ^(AJ/, 
n * s *» a A T 

The nornwil i z«il ion constant .V*n * is thus found to be 

.v(A„) = -2(A n - («+#)») fs(r.A„) I ^ C A j 

CI.79) 

(3.80) 

These are quantities calculated naturally by the algorithm which generates 
the eigenfunctions. The nonsingular functions are normalized by dividing them 
each by the square root of this constant. 
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The Continuum 

The Euler equation for the chosen class of equilibria (the standard case) has 
the self-adjoint form (3.50) reproduced here 

(3.81) 

Ms) = A - (KU{S)+1)* 

u2(s) = ; - ? < ? - * ) 

A = uz - n 2 

(3.8LJ) 

and all variables have been normalized as prescribed in (3.37). for values of 
A, n and 8 such that A does not vanish in the interval 0 < s < 1 the solution jt 
may be generated by simply integrating the ordinary differential equal ion 
(numerically) from s ~ 0* to $ = 1 as prescribed in the last section dealing 
with the point spectrum sigenfunctions. it was remarked there also that the set 
of eigenvalues (alues of A for which the fixed boundary condition (3.18) is 
satisfied) might be empty, finite or denumerably infinite depending on the 
choice of parameters K. m and 8. These sets were called point spectra 
associated with the given equilibrium. 

In the event that A(s) vanishes for a value or values of s in the range 
0 < b < 1 the Euler equation is said to be singular at the point(s) ^ where 

Ms ) = 0 

Whereas the Euler equation can be eaisily integrated in the nonsingular case 
by any of a number of standard (numerical) techniques, the singular case is a 
di fferent matter. In the neighborhood of the singular point(s) standard 
techniques fail miserably, preventing further integration. In this section a 
means is developed to overcome this difficulty and i1luminate the nature of the 
problem solved. 

It will prove helpful to recast (3.81) and the boundary conditions as an 
equivalent integral equat ion. It will also be expedient to make the 
sue sti tut ion 
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iKs.A) = s2 y(s,.\) 
(3.84) 

which transforms the Euler equation into 

(2sn+r*ys)s = - snimAs + *?)y 
<:}.85) 

The inner product has a particularly simple representation in terms of yt lhe 
singularityat the origin in V* is not present in y and the business of 
bookkeeping in the work ahead is simplified by this change of variables. These 
issues are to be weighed against the risk of confusion injected by the 
• ransformat ion. The uuthor begs the indulgence of the reader in this regard 

Integrale (3.85 J from the origin to some point s, then divide t he rcsuIt h\ 
s m + ' A( .s ) and integrate aga in- The s ingu lar point must be treated rare f H I ! \. .is 
f o I I ows : if at any st age in the course of the ca leu I at ion ( in teg ml i on ) .i 
quantity is to be divided by zero, a multiple of a de 11 ,\ function (.i 
d i st ribution with point support J must be added 

- - P - + u. 6{x) 
x x 

(M.Hfil 

Here J3 signifies C'auchy principle value (integral) and y. is to be determined. 
(:l .86 ) is a genera 1ized f unct ion which tdentifles a disiribulion. \ 
dist ribu tion is a 1inear funct ional, a mapping of functions into (possibI) 
complex) numbers. That is to say, given a function with certain nire 
properties, the distribution is a prescrption for returning a value. Strictly 
speaking (3.86) alone has no meaning-it must be used in concert with the process 
of integration to act on functions as a distribution. 

The integral equation for y(s) which results from the above procedure can be 
wriI ten then as 

s tt 

y(s) =-Jdf y{()9(() j < W ^ ) 

f 1 

where 

,(s) = -,-*'<! A. + f ) 

(3.87) 

(3.8B) 
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and the Heaviside step function 8 has been used. It is evident from (3.87) that 
the nonsingular eigenfunctions solve a homogeneous integral equation of the 
Fredholm type. The singular eigensolutions solve an inhomogeneous integral 
equation with one or more step-function-like inhomogeneities. The differential 
system is self-adjoint so the kernel in the integral system is symmetric, or 
eas ily symmetr i zable. 

Near the singularity the asymptotic form of the differential equation can be 
shown to be 

(ty ) = h{z)y 
' l (3.89) 

with the def inition 

t — s - sn 
0 (3.90) 

On cither sidc of the s ingu1ar i ty then two independent asymplotic solut ions have 
i he form 

y, = 2^ <v 
1 = 0 CJ.91) 

and 

1=°° 1 =ce 

y2 = in hi V a^1 + N' 6^' 
1 = 0 l = 0 (3.92) 

The Ku1er solut ion can thus be represented (asymptolteally ) near the s inguIar 
point by 

i/U) = aLy, + ^Ly2 = in Id V c\i' + V d\i 
1-0 \=0 

to the (immediate) left of the singular point and by 
(3.93) 

!,"(£) = a*y, + e a y 2 = In 1*1 J^, c ? £ ' + I ] d*E 

(3.94) 
to the (immediate) right of the singular point. 

That an invertible integral transform over the space of eigensolutions 
exists is entirely contingent on whether the eigensolutions have the properties 

-68-



of distributions. In particular, the inner product of a generalized 
(eigen)function with a function in the class of admissible motions of the 
system, i.e. in the Hilbert space, must be finite. This condition is 
sufficient to determine the behavior of the singular eigensolutions at the 
singularity in so far as the following conditions must obtain (with reference to 
(3.93) and (3.94)): 

cR - cL = 0 

There is a logarithmic singularity and a finite jump in y at the singular point. 
The beiiav ior of the der i vat ive of y (near the singular point) is thus 

limyt = c0?> - + fi (5(c) 
£*° £ (3.96) 

That (3.9:0) is the rase can be demonstrated by substituting y into the integral 
equation (3.B7) being careful to use y — y L to the left of the singularity, 
y = y R to the right of the singularity, (3.96) at the singularity and the 
boundary condition y{1) = 0. 

In the case that only one singularity appears in the interval 0 < s < 1. the 
value of /j. is determined so that the boundary condition is met simultaneously. 
The add i t i oriaI f reedom thus af forded in the construct ion of the eigenso Iut i on 
a I Iows any value of \ in the appropr iate range to serve equa1!y we 11 as an 
eigenvalue. Call this range of A the nondegenerate cont i nuum for reasons wh ich 
will become clear shor tly. 

The case in wh ich two or more s ingular i t ies appear in the interval 0 < s < 1 
is slightly more elaborate than the case in which only one appears. Since the 
boundary condition provides only one condition on the choice of the set of ju. 
(the size of the finite jumps in the eigensolution at the singular points) there 
then exists a degeneracy in the function space. More than one eigensolution 
corresponds to one e i genvalue. If there are two singular i t ies there are two 
values of fi. to be chosen so as to satisfy the boundary condition. The boundary 
condition becomes a linear relation in the two values . The number of 
singularities corresponds to the number of degrees of freedom in the choice of 
the fi. . The number of degrees of freedom in the choice of the fi is the 
degeneracy or d imens ionali ty of the funct ion subspace. 

Although any normalized basis spanning the (degenerate) function space 
suffices, an orthonormalized basis is most convenient for the purpose of 
generat ing m integral theorem. A procedure for accomplishing this 
orthonormalization serves also as a proof of the preceeding statement concerning 
the dimensionality of the subspace. The next section is devoted to the 
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description of an algorithm for generating the orthonormalized basis in the 
nondegenerate and in the degenerate continue. 

There are two roots of (3.83) for given values of (9, K and X. The roots are 
real and equal in the event that X = 0. This occurs along the curve of 
accumulation referred to previously. As X increases from zero the two roots 
separate- one decreases the other increases. To distinguish between the two 
roots refer to the decreasing root as occuring at s = s f and the increasing root 
as occuring at s — s,. 

It will be useful to construct solutions to (3.85) according to the 
following prescription: 

(a) If y has an expansion near a singular point s. 

y(s) = A i N a-is-s^3 

J =«. J=CO 

+ i9.(dn tssj ^ ^(s-s.)> + ^ b^s-sjn 

j = ° >=° (3.97) 

(b) and (3.97) holds on both sides of the singular point, then y wiI 1 be 
said to be regular at s.. 

b'uch solutions y are easily generated numerically by finding the 
coefficients a and 6. then determining the coefficients Ai and fl^ by the 
behavior of the numerical solution near the singular point. Having done this 
the integration is simply continued on the other side of the singularity. These 
regular solut ions are not e igensolut ions; they will be used to buiId 
e igenso1ut ions. 

With this prescription, proceed to construct the distinct solutions yQ, yf , 
y2 with the following properties: 

y0(0) = 1 ; y0 is regular at sfand s2 

y1{s<s1) = 0 ; 2/,(s,) = 1 \ y1 is regular at sz 

y2(s<s2) = 0 ; yz(s2) = 1 (3.98) 
If only one singularity falls within the interval 0 < s < 1 then only two 
distinct solutions, y0 and either yf or yz, are required. In what follows, 
solutions y will be identified by subscripts if they are regular; all solutions 
y are identified with the value of X used in their generation by y(s,X). 

The nondegenerate continuum stream eigensolutions are assembled as follows: 
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f(s,\) = s*(y0(s,A) + M A ) 9(s-s4) y((s,X)) = s^fs.X) 

where i = 1 t2 according as whether the singularity is decreasing or increasing 
with A as described above, and where 

(3.100) 
The degenerate continuum stream eigensolutions are constructed in similar 
manner: 

'iKs.A) = s2(y0(s,\) + '/uf(A) 0(s-s,) 3/,(s.X) + '^(A) 9(s-s2) j/2(s,A).t 

y ' (3.101) 
where the superscript t serves to distinguish the members of the basis set in 
the degenerate (generalized) function subspace. Also 

M * ". ('' X ) (3.102, 
is satisfied so that lif/(1 ,A) = 0 as required. Notice the choice of the values 
of the }i is not yet uniquely specified. The orthonormalization of the subspacc 
will provide this specification. 

The inner product (as described in (3.72)-{3.74)) can be expressed in terms 
of y using the identity 

f, = (f s v + ys)s2 

(3.103) 

ClKX),'>(A")) = J ds 2s"'+"3/s(s,X)'j/s(s,X') 
o 

(3.104) 
(the l superscript is superfluous in the nondegenerate continuum.) 
Differentiating (3.101) with respect to s it is easily established that 

'Vs(s,A) =y 0 j(s.*) + V,(<5(s-s,)3/,(s,X) +e(s-s,)3/,J(s.X)) 
+ V2(a(s-s2)v^(s,X) +6( s-s i)y i s(s,X)) ( 3 ^ 
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(The values of fx and s. are understood to depend on X.) This expression is to 
be substituted in (3.104) to determine the /J. so as to orthonormal ize the basis. 
The caleu 1 at ion is by no means trivial and success exacts close at tent ion. 
First consider the case X * X'. 

Propitious use of the differential equation (3.85) yields the relation 

6 
J ds 2sm+1 *j/s(s.A) l'ys[st\') 
a 

= ,-f^ri (A(X) ly,(s,\) 'y(s.y) - A(X') l'ys(s.A-) 'y(s.A)) /» 
( ' (3.L06) 

For intervals a < s < b in which no singularity of the integrand exists. Taking 
note of the facts that 

A(s ;,X) = 0 

A(s,(\'),X) = A(s;,.\) = X - X" 

(a.io?) 

(3.108) 

(for ease of notation introduce the abbreviation s.(/') = s' a straightforward 
though tedious calculation yields the result that the inne=- product (3.104) 
vanishes identically for A = A' as expected. The continuum eigensolutions for 
different A are mutually orthogonal. In fact, the inner product (3.104) is 
itself a generalized function (of A A') which defines a distribution with point 
support at A = A'; the inner product vanishes on the open set excluding the 
point A = A'. The strength of the distribution (the value of its mapping of the 
unit function), itself a function of \, is the quantity needed for normalizing 
the function space. [t is necessary there fore to evaluate the integral 

N{k;t.i')=) d\' j ds zs**> ' V s(s,A) '^(s.A-) 
x t o 

(3.109) 

According to the previous discussion, the integral n can be reduced to an 
integral over the restricted -ange A - <SA * V < A + iA where 6X is small, and 
fixed. Separate the integral over s into pieces which (respectively) include 
(exclude) singularities of the integrand. Clearly, the latter vanish for <5A 
chor=n small enough since the s integration produces only finite results. The 
only surviving contributions come from the neighborhood of the singular 
point(s): 
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A T ( A ; t . t ' ) = j d\' j ds 2s"*' 'ys{s,\) ' j / 5 ( s , X ' ) 
k-ay s r - J s 

\+8\ s.+ds 

+ / aV / ds 2s"+> >ys{s.\) »'y s(s.A') 
X-6K s„-6s ( 3 . 1 1 0 ) 

It is crucial to realize the limiting process intended in (3.110) is such as to 
insure, for all singular points, that 

Is - s'i < 16s./ 

so no matter what the value of 6\ chosen, the points s = st(A) and s = s (A*) 
are always included in the s integral. The only remaining contributions to .V 
can be written explicitly as follows: 

s,(\ + 6\) s t + &s, 

.,(»-)») d s 2 ,,-.., (s-s4)(s-s2) * 2
 ( 3

2 , l 2 > 

Here £?. . is the coefficient of the logarithmic series in y t , (3.98), at the j t h 

singulai point, (3.97). 
it is a result of the theory of singular integral equations a so known as 

the Poincare-Bertrand Theorem, that for <" = t/$ and in the limit as *, £->0: 

da 
T i t r i . (o-rHu-a) ( 3 n 3 ) 

according as <"->0(upper sign) or f->oo( lower sign). The integrals Are understood 
in the sense of Cauchy princ iple value integrals. Adapt ing th:s result to 
evaluate (3.112) it is found that 

Sm+1 
N(\H.L') =2^ 2VX(^ =- 7(5j f7T 2 + Vi, *'/*,) 

(3.114) 
In the nondegenerate continuum, (3.114) is simplified by taking Bfg = 0 and 
either BQZ = 0 or BQ1 = 0 according to whether the singular point is 
respectively decreasing or increasing with A. 
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In the nondegenerate continuum, the /* are determined immediately by the 
integration algorithm (3.1CM). Thus .V(A) can be evaluated directly using these 
values as 

tf,v ' (3.115) 
".Jie eigenso lut ions (3.99) are then normalized simply by dividing through by the 
square root of N{K). 

The degenerate continua subspace eigensolutions are orthonormalized by an 
only slightly more complicated calculation. Recall the ltiy are related linearly 
through (3.103). Any choice of '/*, an<i * M r determines *fi2 and ' i±2. This theT 
also spe<Mfies a basis set which spans the subspace. The idea is to choose so 
as to ortnonormalize the basis: this is accomplished by requiring both 

K ' l ' (3.117) 
where <5(t,t') is the Kronecker delta. The first of these requirements assures 
the subspace is orthogonal, the second orients the basis so that both elements 
have the same norm. Requirements (3.116) and (3.117) comprise an algebraic-
system in two unknowns whose solution results in the proper choices for l/i and 

- k, ± V(fe,fc,,-nfcf) 

k , = B 0 2 B , 2 ^ + YoY, 
k2 = (BfX*--)»1 + *? 
k3 = V%,C*B%ZWY% + Y% 

Y0 =y0{1,\) , )', = 3 / , ( > , X ) , : 2 = y2{1.\) 

A £ S " ' ^ V M _ , s J . m + , V X + / _ ( V X + n ( ( V X - O a - A : a ( ? n 8 ) " " w 

VX+7 
B 2 ^ ^ ^ V ^ " ' (VX-/)((VX+7)*-**(H?))»+' 

(3.118) 

Using these values the normalization constant (it is the same for both elements 
of the basis because of the chosen orientation) W(A) can be evaluated as 
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N(K)=2A(k

ff +n*iB2

0t(l - £ J) + | (V.^.A> )) 
13.1 19) 

The orthonormaiizat ion of the degenerate continuum subspace basis is 
essentially complete. There remains only to construct the eigensolutions with 
the prescription (3.101) using the values of lfit specified by |:i.ll8>. then 
divide the construct by the square root of A'(M- Figures 9-13 show some of the 
generalized eigenstreamfu.net ions. These figures show the inverse taneenl of 
some muI Iiple of the actual generalized funci ions. The multip1icnti\e f ac toi 
was chosen (aTter orthonormaiization) for ease of viewing. An interest>n 
feature of the orthogonalized degenerate solutions (see figs. 10-11) »: th<tt 
they are nearly equal (or equaI and of opposite sign) in the r** ? ions interior to 
and exterior to the singularities. There thus exist motions of the equilibrium 
nearly entirely contained within one of those regions. 

A romp 1 etc (ind orthonormai ized set of general ized functions h a w now tM-cn 
defined. Am of the possible motions of the gyroelastic screwpinch (am motion 
in the HUbcrt sp<ne) can be evolved by means of an invert iblr inlet: .w 
transform over the spare of functions elucidated above. 

Thf hit< yrril Tht or cm 

(liven an initial perturbation {(s,0,2,0) and its time derivative $[ >- .0 ,z ,0) , 
find the subsequent motion of the system. Since V-£ = 0. represent ( .t< 

and restrict attention to the study of the stream function •. 

Ci.liJO) 

First Four ier transform 4» and expand the resul t ing Four ler amp I I tude 11, 
e igenstreamfunct ions: 

" (3.121) 

For the present the sum over nonsingular subspectra arA integrals over relevant 
continua is represented symbolicalty by S. 

Next use the orthonormai ity of the Vtm(s^„) • Deal with a single mode of 
definite k and m. Prom this point on subscripts A: and m are to be understood 
attached to every V- The following orthonormaiity conditions apply: 
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/ ds (m- * ( s , A n ) V ( s . X . . ) + 2 ^ , < S , A n ) V , < s . X „ ) ) = <5(n.n ) 
o " 

(3.132) 

f o r h (A . ) members of the p o i n t s p e c t r u m ; 

r 

o 

f i , r A (X ' ( members of t h e nnni jegener t i t<• c o n t i n u e ; 

/ '^ I , ' ^ < - . A ) ' M *.A » + < S * * J s . \ ) ' ^ ( s . , \ " | ) = d(A-A Ml i . i ) 
'o 

(i . i^-n 

f rjr member> of t he d e g e n e r a t e c o n t i n u a . An e q u i \ a lent c t p r - s s i o n of t he 
or-1 hcitiorm.il i t v of the \£ c a n be o b i a i n e d by inlc>gr<it ni£ the set i.nd i c r . . ; I" p i i r h 
i n t he iibfi\ f i n n e r produc I i nt c g r a I s . There r e s u l t s 

( l.llir'i) 

for the nons i ni>u I <ir cigcnfunclions and analogous expressions for the singular 
eiuonfunc\ ions. 

Project (M-llil) onto an element of the complete set V-

l^.lMAJ) = ^ a(An.) (V(\).|KA„.)) = ^J a(An.) o(n.n) = a|AJ 
" "' I).lib) 

Likewise, expressions involving the singular functions can be constructed. 
(Closure can be established by an extension of this calculation.) 

Finally, proceed to write the entire expansion theorem in detail as 

+(s,e,z,0 = ~, V e'»» f dfc e1** 
4TT / i ^ 

«•( 

M V T K S . \ , ) (*••?) + / dA*(s,A) (lM) + / cfX ('̂ (s,X) Clr*,.?) + **(s,M («*,*)) 
" (3.127) 

where C, denotes the nondegenerate continuum and Cf denotes the (doubly) 

-76-

http://hcitiorm.il


drgen^rate continuum. The integral referred to as 3 m this expression is given 
as 

2* +•* 

0 * (3.I2B) 
Tfif i oup-df—untie is administered by simplv e\«lu<tt ing 

s • l 1 J O l 
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CHAPTER •/ 

Fr< ( Boundary L(ii/( r St riu tun 

Ttu \fu(/i\f t ohydrociynami ( Di>-( ont inu i ty 

Itii' I inear mot ions of an i sorrhopi c gyroe Iast ic equiIibrium with f i xed 
bound HI* i ps were character i zed in the precoed ing chapter - An invert ib I v mt enr <i I 
transform over the space of generalized e igenfunctions was d* •eloped to r\ol\<* 
iirb i t I'ary ( admi ss i b le ) per tur bat ions of the equi 1 i br ium. It was found t twit t lie 
presence of (unlform) gyroeIasticity in the fixed boundary system t ransI airs the 
spectra of eigenvalues. This effect one might juslifiabl; call gyroelastu 
stabilization. Consequently, the static (nonrotatmg) fixed boundary equilibria 
studied can be classified as being gyroelastically stabi1»zable; the parameter 
Qz, the so called gyroelastic frequency, need only be chosen large enough to 
stab i1ize the e igenmode corresponding to the lowest value of u s (see figure 14.) 
It was found that this lowest value of w s occurs for m = 1 and a value of 
helicity K between -//V<7-0) < K < -1. 

The free boundary system is much richer in spectral variation; it exhibits 
unique and intriguing properties which could hardly be predicted on the basis of 
the fixed boundary results alone. As the fixed boundary constraint is relaxed, 
the torpor of the placid spectral pond is shattered by an eruption from the 
proximity of the Kruskal-Shafrancv point. For free boundary modes it is found 
that the linear behavior (of the columnar screwpinch) for small vacuum gaps 
between plasma and wall is dominated by eigenmodes which have no spectral 
counterpart in the fixed boundary system. 
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In this chapter. the boundary condition* joining the isorrhopic $\roe lastu 
fluid to a surrounding vacuum arc- derived. It is through this calculation tha! 
ateess is eained to the g,! obal d i spers ion m a t ion for free boundary mot ions . 

The t ttsk is d<( omp I i shed with the aid of a malhemat it a I const rui t : .1 
buundars I aver who*** thirkness will be subsequently allowed to shrink tn ,m 
1 rif 1 n 1 l e-::L*i t rind whose < t ru< 1 ure is chos«*r. for < onve niriit e. first choose the 
boundary I nver to i/be> ttu equal irns of ord inurv maf>;i4*toh>drodw)airu> < I no 
p v r o e I ris t 1 ( 1 I \ . ) I.,il e r . t h e ef f e t I s nf f i n i t e t£\ r o e l a s t * 1 t \ w , i I be 
r e 1 ns t MI efl The e y r o e l a s t it o r d e r i n ^ w i l l b« imposed pr< ^••i»r \\ , b-.t n-n 11 • M«-
O l l t s » ' I . 

In 1 he .ib>en< r of f n n t* -.wigii I . t r -moiwri l u m - d e n s 11 \ e f f n t - • h*- *-«|u.it . o n - .•! 
o i ' l i n . u v niiiL'iie t t i lndrod- . riiimi' *< < <m be w r i t t e n a* f o l l o w * I ( o r t h«- mo-vn t . i- t ipt 

' .md.ir M 1 u < l o r not at 1 on J : r>]u 1 1 i b r 111m. f or< e ba l a m e , 

/*» = '/-
i. . In .11 1 ."' ' ' I ' { J U . l t I ' i l l o f I t l l l t l ' M l 

- IK>-( - <! /»» + /x<5» - <W/> 

' in unipri-s--- [ h i 1 1 I v t o u s t r<i l tit : 

V * = 0 
4 11 ' I 

O h m s lnw: 

6E = i i i { * » 

M a x w e l l ' s e q u a t i o n s : 

Vx<5» = n 61 - i"-26C 

V-(5» = 0 

Vxi5E = iu6B 

a n d F i n a l l y 

( I . I ) 

'4.S) 

(4.6) 

(4.?) 
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x0 (48) 

In standard manner. Fourier analyze the linear motion in d.z.t and deal only 
with a mode of definite m.k.x by using the ansat2 erp{i{mQ+kz-L:t )) for all first 
order quant itles. (The 1inearlzed equations then re late t he .imp I 1tudes of the 
1inearized quantities.) 1 will refer to the preceeding vec tor re I at ions (4.2), 
(4.4). (4.5) f.nd (4.7) by appending subscripts when only a certain component is 
referenced. For example, I will use (4.2) p to denote the 0-t-omponent of the 
equalion of mot ion. 

The equilibrium current is given by 

(-1.9) 
wlii're Hid 11 dt fs d 1 f f erent 1 at ion with respect to r. radius ( Subscr ipt s refer to 
components.) Stipulating •- then of course determines Vp also. 

The nat lira I boundary condition at the piasma-vacuum 1nterface for the 
i 1 near 1 zed s\ -stem is that the first order pressure be cont inuous across t he 
(perturbed) interface. For the free boundary system this can be written in the 
equivalent forms (set tiQ

 = \ 0 — ') 

A ( ^ + p ) = At^i2) 
A/C = A K 

L •' (4.10) 
Circumflex ( ~) will deno'e quantities in the vacuum and square brackets £ J 

surrounding a quantity will denote jumps in the quantity across the 
pLasma-vacuum interface. The Lagrangian variation operator A, defined in 
Chapter II. retains its original meaning here. 

Proceed by first calculating A K (the Lagrangian pressure variation inside 
the perturbed boundary. Then calculate the analogous quantity in the vacuum, 
outside the perturbed boundary. A K . Equating these quantities as in (4.10) will 
result in a relation between the radial component of the displacement and its 
derivative at the boundary : f r(a),f^(a) 

Expanding A K (from (4.10)) find 

AK = »•&• + Ap = Bt(SB2+ *rB;) + Be(SBe+ (rB'e) + Sp + (j,-

Since, in equilibrium, 
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14.1.2) 

(4 .11) can be expressed as 

A* = 6K - -f^A 

Now use ( 4 . 7 ) B . < 4 . ? ) a to write 69 as 

» = iBjk-H^u - r(liJ)-(r,e - « ; { r » s 

( • M I ) 

.tVd climiiialc ' <5p in (4.1:1) with ( 4 . 2 ) ; <5* is thus represented by 

+ ^ f i <5« , - « 5 ; A - « * * , > 

Next e l i m i n a t e <5j p with (4.5) , eliminate j with (4.9) and again use (4.7) to 
c I inn rial <• (the component s of) 69 in favor of (the component s of) &E ami i Is 
derivative. In the resulting expression, apply (4.4) to replace itff and finally 
replace (r$r)' using (4.3). There remains an epiphanous expression of A* in 
which the only infinitesmals appearing are the components of (: 

(4.16) 
All quantities in (4.16) are to be evaluated at r = a and as usual we use the 
symbol T to represent T = Be/Bt. 

It is significant to point out here that $ has previously not appeared in 
any calculation. That's alright. Don't fret. Eliminate it. The method 
follows along the lines of the preceeding calculation. Eliminate dp by taking 
the proper linear combination of the transverse components of the linearized 
equation of motion (4.2) f l J(4.2) . Systematically replace 6B and then 6t as in 
the calculation leading to (4.16). The result (evaluated at r = a) is 

k y + B2{k-nr£f-2 ZiB2^^-^)-
_ * a c z a a 

a C a * (4.17) 
where the quantity V is defined as 
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2 a 
(4.16) 

With (4.17) to express £ and neglecting all but the lowest order terms (in the 
gyroelastic ordering), (4.16) can he revamped to become 

m ** * n r s m n ~n T 

where p in the total (electromagnetic) mass density 

(119) 

jl.liO) 

Another useful result ' an be produced by su*,st i tut ing (4.17) for (, in (-1.:)). 
'ln lowest order . the result is the fumiliur 

(4.21) 

as expected in the gyroelastic ordering. 

Korgirig ahead, proceed to calculate AJC, the Lagrangian variatiori of the 
magnetic pressure in the vacuum. Maxwe11's equat ions must be solved in the 
(helically rippled) annular domain between the plasma and the wall. Once having 
found the fields in this region, A* can be evaluated as 

where BQ is the vacuum equilibrium field and SB solves the wave equation 

( v 2 - ^ a f ) d » = o 

in the vacuum, subject to the constraint 

V-<5» = 0 

(•i.aaj 

(4.23) 

(4.24) 

The system (4.23), (4.24) admits two classes of solution: (t) trios- in which the 
magnetic vector potential 6A is longitudinal, so that 6BZ = 0 and (2) those in 
which the vector potential is purely transverse so that 6Sg * 0. The wave field 
in the annular region is a linear combination of these solutions. 

Let 

P = Km(ar) + c0In(ar) 
(4.25.1) 
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and 

g=KJ«r) +£0/Jar) ( 4 2 5 2 ) 

where c„ * c.. A" and / are hyperbolic Bessel functions of ord<*r m and n 
sat isf ies 

c^ 

The vector potential fiA(J' is then given by 

where the quantities 6m and 6,4 are defined by 

and 

Defining the quantities 

m r ar e m r ar 

and 

km ~~ km 

14.261 

(4.27) 

(4.2H.I) 

(4.28. 2) 

(4.29.1) 

(4.23.3) 

the fixed point variation of the vacuum magnetic field amplitude can be 
expressed as 

(4.30) 

Maxwell's equations then yield the fixed point variation of the electric field 
**<*• as 

d£<3> = | (c,\6i\0\ + ̂  c,\SS.SS\) 
(4.31) 
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The coefficients cr, c „ , c. and c_. are to be determined so as to satisfy 
boundary conditions at both a,: exterior conducting (rigid) wall bounding the 
vacuum region, and at the helically deformed plasma-vacuum interface. 

Ai the conducting w a l l , r = a and it is required that 

(•l.:tt) 
and 

n'^xoE*3' = 0 

be satisfied. fl = • is a wnit normal tj the wa l l . A cursory examination of 
(•I.IIO) and (•!.:! I) reveals that 

0(na ) = fl'(na ) = 0 

satisfies (l.:i^) and (-1.^:1). This determines r and c so as to render 

eiar) =KJar) - h ^ ^ - \ I Jar) 
m w '•;.:if).l) 

Piar) =KJar) - f ^ /Jar) 
m w (4.3&.a) 

as the correct combinations of Bessel functions to be used. 
To get AA: , it is yet necessary to evaluate coef f ic ients c, and c 2 . Th i s can 

be done by integrating the equations whose linearized forms are given by (4.4) 
find (4.6) across a thin transition layer bounding the plasma at the 
plasma-vacuum interface. The result is the requirement that the normal magnetic 
field be continuous across the boundary 

L J (4.36) 
and the jump in tangential electric field (due to the motion of the boundary) be 
given by 

L J L J (4.37) 
These two equations are now varied to give relations which obtain at the actual 
(helically deformed) interface. From (4.36) there derives 

L J o L J (4.38) 
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and from (4 .37) f ind 

v O l = V . M ( 4 3 9 ) 

The perturbed surface normal is obtained by noting 

„ = - V<r-rfl-$r) = •r{-J+('r) + * ^ i ^ r ) + •,!*:(, = - 0 + An 
(4.40) 

Form the scalar product of (4.39) with the equilibrium magnetic field BQ, 
The requirement that the paralell electric field vanish within the plasma then 
gives the result 

B„6Be + B,6gt = - M^B^fl,] - Be[_Bj) 

Kur hermore, by (4.1*1), inside the plasma it is required that 

This in concert with (4.38) fJUftrantees that outside the interface 

I-1.-ID 

ll.U') 

(-1.43) 

Equations (4.41) and (4.43) form a simultaneous linear algebraic system in the 
coefficients c ( and c2 whose solution is 

^ ( £ e « " > ) 
(4.44) 

F i n a l l y , Aic can be w r i t t e n as 

(4.45) 
q r * " K aa a V (S ac 2 a 

Enforcing the gyroelastic ordering and also taking the limit kaw << 1 for 
simplicity, (4.45) reduces further to 

(4.46) 

where 

-85-



1 + (a-"" 
T = -

a (•1.47) 
Equating the expressions (4.19) and (4.16) as required by (4.10) (first 

order pressure balance) the ordinary magnetohydrodynamic dispersion relation 
(within the gyroelastie ordering, but without gyroelastic1tv) appears as 

T'L 

(4.4H) 

A/i = lie 

= t^<2 T « * ^ ) * - u-̂ ) -f2') 

77K Gyroclast'ic Sliding Dircont inui t y 

The condition (4.48) characterizes the discontinuity at the interface 
between an MHD fluid within the gyroelastic ordering and a vacuum. However, we 
wish lo general ize the cond i t ion to inc lude the effect o'. finite gyroe last icily. 
To accomplish this, it is necessary to determine the character of a general 
sliding discontinuity between two different isorrhopic gyroelastic fluids. The 
sliding discontinuity allows a relative sliding of mass and fluid on opposite 
sides, but not across the discontinuity. It coincides with an isorrhope. 

Once this task is completed, the trick will be to meld the two types of 
discontinuity into a single structure representing the transition layer between 
the gyroelastic medium and the vacuum. The result will be a global dispersion 
relation for motions of the free boundary gyroelastic screwpinch. 

Begin this part of the analysis by projecting the nonlinear equation of 
motion (2.36) in the characteristic representation onto a surface norma] n 

n = am + <*"• 
^ 2 (4.49) 

where • is parallel to the direction of Vs and ̂  is of order s relative to a. 
The result can be cast in the form 

p D±(n'V1f) - Q 3 (n-r) + n-V/c - p D±n*v:f - Q d n-T = 0 
* x (4.50) 

A discontinuity can be modeled mathematically as a limit. A region of finite 
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thickness, a transition layer in which continuous changes occur, is caused to 
shrink (the properties of adjoining regions being maintained throughout.) The 
limit of the process is a di scont inu i ty. Some quat ities interior to the 
transition layer remain bounded throughout the procedure, some do not. Let us 
signify that a variable remains bounded by 

F < oo 
(•»-51) 

In particular, it is evident thai the following quantities fit the description 
of quantities which remain bounded: 

s,D's,n,Vn,D*n,T,d n,d n < •» 
2 * (.1.52) 

We also requitr- that the zeroth order pressure be continuous across the 
discontinuity (sharp boundary effects will be discussed in Appendix II.( Noting 
also that owing to the isorrhopy of the configuration, II-T = 0, it can be shown 
from (-1.50) that the quantity 

H (•!.:-,:)) 
is also bounded in the transition layer. Since also Dlp - 0 and v"-*' = (7. 
(4.53) can be rewritten as 

C'(p(«.»')) + V-wc - /cV-n < oo 
(•l.ri-1) 

(within the transition layer.) As an immediate consequence of this, it follows 
that 

dt(p{n-vf)) + V-(»'pn-»' + nc) (4.55) 

r* differ only in their tangential components. Let n-¥t = u and integrate 
(4.55) across the transition layer to find 

-uTp] + uz\_p~\ + [K] = 0 
LfJ Lf J L J (4.56) 

The inescapable concusion is that K is continuous across the layer 

[K] = 0 
L J (4.57) 

This relation might be viewed as the gyroelastic generalization of (4.10), 
keeping in mind that the ic in the two cases are related, but not identical. The 
K in (4.57) is given by (1.83.5). To be more precise, K is given by (4.10) to 
lowest order (0(c0)); (1.83.5) gives the next lowest non-vanishing correction to 
K. It belongs to the mystique of the gyroelastic regime that perturbations to 
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both contributions to the pressure enter at the same order in the analysis of 
the boundary layer structure. 

Continue the calculation by projecting the equation of motion (£.36) onto an 
isorrhope, noting s ince 

C a v - <? V + v K ] = o ( 4 5 8 ) 

V>-[p D-r- - Q flkr] = - V.s-O] = - Ws-V[v] = 0 (_( ftg) 

Now vary a slate in which there exists such a sliding discontinuity and examine 
the behavlor of Ihe var1 at ion at the d i sconlinuity. S nice 14.59 ) ho Ids quite 
general Iy, it ho Ids in par t i cu1ar for the varled state and thus a I so for the 
(Lagrungian) var i at ion of Ihi slate: 

i(Vs-[(p D'v' - Q 3 S T ) ] ) = i[Vs-(p D'y' - Q 0yT)} = 0 

Milking use of the i d e n t i t i e s 

I V ' s = V s - W ; AV - VA = 0 : As = 0 
' (.1.B1) 

the l i n e a r i z e d jump c o n d i t i o n ean be expressed as 

[ V s - V f - ( p D'v' -Q axT)2 + [ V s - ( p D'D't - Q d^dj)] = 0 

Kor the case of the steady f'ow equilibrium considered in chapter III, making 
use of I he obvious condition 

«•[*] = 0 = Vs-[{] 
(4.62) can be reduced to the form 

(4.63) 

-€ r[p(u a+m^J- {crO(0))2) + B2((k-H^)2 - A:2)] 

+ [*>((c™n (0))2-™2o*) -s2(fc-^)2)] = o 
(4.64J 

where all quatities are to be evaluated at r = Q. 

Since £ r is continuous it is necessary only to distinguish £ on the two 
sides of the sliding discontinuity. Identify the £fi in (4.48) as occuring 
outside the discontinuity. ((4.21) is valid on both sides of the discontinuity; 
it can be used to eliminate £fl inside the discontinuity in favor of £ r and £ 'r . ) 
Finally then, using (4.64) in (4.48) the generalized boundary condition can be 
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written as a condition on the logarithmic derivative of £ at (immediately 
inside) the surface r = a. The result is 

A w 2(p-fmT— 2) -B2((fc-H7^)2(7-HnT)-A(A:-H^)) 
{JT = _ /£\ £ a a a 
*' a />(«*-m*Oj) -fl*(fr4»£)* . 

(4.65) 
The boundary condition is to be used as follows: integrate the Euler 

equation out to the plasma-vacuum interface and compute the logarithmic 
derivative of the Euler solution-its value coincides with that given by the 
relation (4.65) in the event that the value of CJ2 is an eigenvalue (and the 
solution is an eigensolution.) 

The trajectories thus traced in K-X space represent the global dispersion 
relation, for free boundary motions of the gyroelastic system. Figures 15 and 
16 show results of this calculation. In figure 1F> the vacuum gap is allowed to 
increase from zero producing a range of unstable modes near the 
Kruskal-ShafTanov point. In this case the speed of light has been taken to be 
negligibly large relative to the Alfven .rpeed. The fixed boundary (model) pinch 
(top pictures) appears to be gyroelasti M stabilizable only as a consequence 
of the fixed boundary model assumptions As 'he limit of a free boundary system 
(ie. for vanishingly small vacuum g. _ .'.< pinch is not stabilized. In the 
latter case the range of unstable modes shinks to a point at ic=-1. Figure 16 
shows that increasing the Alfven speed (relative to the speed of light) gives 
rise to (displacement current) effects which tend to decrease the growth rates 
of the unstable modes, though never actually stabilizing them. 



CHAPTER 5 

The Energy Pr inc ip I e 

The Co Ixrnmar Pinch 

The equation of motion describing linear motions of a gyroelastic screwpinch 
equ i1ibr turn was deri ved in chapter IJI from a smal1 ampli tude Lagrang ian. 
Minimizing the action integral 

53 = j dr r (ff2+ 9(2) = j dr *{(,(' ;r) = 0 

led to the Euler-Lagrange equation 

which can also be written as 

(rfVV -rg( = 0 

(5.1) 

(5.2) 

(5.3) 

To get an energy principle for the free boundary system, simply form the scalar 
product of (5.3) with ( ther integrate over the domain. After an integration by 
parts this procedure yields 
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J dr(rfVz + rg^) = | rfft 
o o 

The coefficient functions / and g are given by 

/ = pr*((? - n < ° » ) ~ ' - A - £ ( - + I> 2> 
m 4p£ p m r' ' 

and 

(5.4) 

(5.5) 

(5.6) 
The class of equilibria chosen previously consisted of the additional 

res Irictions: 

r" rt " (5.7) 

isotropic (material) pressure, 

<» , — j , = fl = cons£a7i( 4p* » (5.8) 
uniform gyroelastic frequency and 

(5-9) 
zero canonical (angular) velocity. The system is thus self adjoint. Lastly, 
the equiIibr ium was chosen to have a uni farm curr-r t dens i ty, With these 
provisos, the coefficient functions / and g can be expressed as 

and 

/ = r*(p((^-nJ)-3;(^ + t.)») 

(m*-f )(,»((•;)* - Of) - B*Ai + Tf)') - r(p(2)« - fiV^)*)' m 9 a m a m a m 

(5.10) 

(5.11) 
where uz(r) is the (normalized) profile of magnetic pressure Bz(r) (subscript 
indicates the variable is to be evaluated at the plasma-vacuum boundary r = a.) 
Substitute these last expressions into the energy principle (5.4); there then 
remains only to make use of the boundary condition deiived in chapter IV to 
complete the calculation. 
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The analysis of the boundary layer disclosed 

0 U < 1 ' (5.12) 
where 

o 2(p-tmT^) -S2((fc-tm^)2(/4mT)-2^r(fc+m?)) 

(5.13) 
Using A for the logarithmic derivative (of () and owing to the self adjointness 
of the system guaranteed by (5.9) it is possible to collect all terms involving 
uz (in (5.4).) Dividing through by the multiplier of uz leaves the energy 
principle in the anticipated form 

, _ imt.v) 

where numerator and denominator are given as 

a 
SW = \ dr r((pmzn* + B2

a(ku*n£)2)(r;!e2 + (m2-r)(2) - ^ V ' r f l 

and 

(5.14) 

a 

•I dr Hpir'C* + (m*-7)f*) - p'r(*) + a^|(po + mT %) 
o c 

(5.15) 

(5.16) 

Some general comments might be made here on the nature of the above result. 
First, it is clear that N, the normalization, is a positive definite quantity, 
as it must be. It follows that for instability {u2 < 0) the potential energy 
due to the presence of the perturbation (, W, must be negative. Furthermore, 
since the Euler solution minimizes the value of uz any trial function giving 
u2 < 0 proves the presence of instability and estimates an upper bound on the 
value of uz (for the fastest growing eigenmode.) 

Secondly, it can be seen from (5.15) that any amount of gyroelastic 
stabilization can be nullified by simply choosing a trial function such that 
(' = 0 and m = 1. Such a perturbation would be a reasonable choice as a trial 
function for estimating maximum growth rates. Before analyzing the stability of 
the columnar pinch, however, let us digress momentarily to generalize the 
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equilibrium slightly so as to include the tubular pinch. An analysis of the 
stability of the tubular pinch will then include the columnar pinch as a special 
case. 

The Tabular Pinch25 

Consider a gyroelastic system in which p = p n = p and the equilibrium 
condi tion 

P + 'f-fr (5.17) 
is satisfied. The geometry is as shown. Take the equilibrium configuration to 
obey 

B(a.) = B(a ) = B„ 1 » ' K '' o (5. IB) 
so that 

p(a.) = p(a_) = 0 , 
" ^ v e' (5.19) 

Allow an axial current density to flow in the central conductor as well as in 
the plasma so that the poloidal magnetic field Bg is given by 

Bs = Bsi
 J awi < r < a ( 

B

S = B

S i ^ +BBp S < r < a
e 

Ss = (Bei f +Bgp(ae)) -» 3fl„ c -• a c < r 
I? 

For convenience of notation, define the following quantities: 

rt = T(at) 

and 

T . T ( a ) - ̂ i 2j « BJL, 
B„ Bn 

(5.20) 

(5.21) 

(5.22) 
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By a calculation entirely equivalent to that leading to the boundary 
condition for the columnar pinch presented in chapter IV, it is found that the 
condition which must be satisfied at the inner vacuum-plasma interface is 

&K- = AK. 

where 

and 

^i = «,«?(- ^ M ( * V > ' - -2) - „J) 

(5.23) 

(5.24) 

(5.25) 

The logarithmic derivative of £ at r = a. is thus required (for £ an eigenmode) 
to sat i sfy 

u2(p-mK B-%) - B2A (k-tm-i )2( t-m\. )-3m-i (hm!-1)) 
t, _ _ 7_ / 'c °, a,. a,. 
f i °< p(o2-m2fi*) -Bf^-h/-') 2 

tti (5.26) 

7 < \ . = ^ « 00 
2m 1 ~ (?*) 

At the exterior plasma-vacuum interface the mate to (5.26) is given by 

U
2(P**TJ|) -B*B({k«fy)^1^e)-2^(k*Zf)) 

_̂e — — _ / g — e e__ \ 
(° a* p(u*-m*n*) -Bfa*!?-*)2 

where 

(5.27) 

(5.28) 
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(%*)2m + f 

' « T„ 

a ' (5.39) 
By following the procedure outlined previously for generating an energy 

principle for the columnar pinch in the form (5.14) the analogous relation for 
the tubular pinch can be formed. TLe result is 

where now the potential energy due to the presence of the perturbation is 
(5.30) 

a 
= / SW = J dr r {(pm2n2

g+ B2

0(hu-im^h)2)(r2r2+ (m2-1)^) - rB%kzu2-i2) 

+ off Jfl*(*«-«»5 + m T
e(^)') 

e e 

and the normalization is 
(5.31) 

• = fdr r(p(r2$'2+ (m2-1)(2) - p'r$2) 

+ a2(2{p +mtB-i) - o¥(».-»Afl-8) 
(5.32) 

The two functions u and h in (5.3i) describe the particular equilibrium profiles 
chosen as follows: the axial field is to be specified as 

B(r) = B0u 

In order to satisfy (5.18) and (5.19) u must obey 

u(a.) = u(o,) = 1 

and 

0 < u(r) < 1 ai * T < at 

The poloidal field is given by (5.20); this defines h as follows: 

(5.33) 

(5.34) 

(5.35) 
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Be = B^rh(r) a, < r < a, 
a° (5.36) 

The only requrements on h(r) are that 

A < 0 . ) = ' (5.37) 
and 

e l (5.38) 
Otherwise, the particular form of h is determined by the choice of axial current 
density profile (within the plasma.) 

Stability Of The Cyroelastic Screwpinch 

As discussed earlier in connect ion with the energy principle for the 
columnar pinch, gyroelastic stabilization can be completely nullified by 
choosing a rigid body displacement for a trial function, withm = 1. This is 
true for the tubular pinch as well. Consider the energy principle (5.30) for 
such a dispjacement to get an estimate of the maximum growth rate to which the 
unstable system will be prone. The perturbation potential energy, W, given by 
(5.31), can be represented for this trial function as 

<J drT*(-B*f)'t» 
T 2 

< * . • (5.36) 
where f 0 will be specified presently. 

Two questions arise immediately with regards to (5.39). First, can f . and 
f c differ? Second, can ( be constant and meet the boundary conditions? The 
second question can be dispensed with easily by choosing a trial function which 
meets the boundary conditions differing from constancy only in a thin region of 
thickness t near the boundary. The contribution to W from these regions can be 
made as small as is desired by choosing £ small. The boundary contributions 
remain unchanged. 
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In response to the first query, consider a trial function which is uniform 
on the domains ai < r < as-£ and as+£ < r < a e, but has a different value on the 
two domains, saj ^ and £ e. The result of substituting this trial function in 
(5.39) is a positive contribution at r = a of order i.'1. Clearly, the case 
f 0 = f. = fe is least stable. Therefore, choose £ — V. The energy principle 
i s then s imply 

- B%k2 J dr T V 

+ a2B2,{k2-m2T-^ + mT (k^)2) - a2B2Jk2-m2T-i - mXAk-h/-')2 

a2 « ;r—' • ' •— 

/' dr r2p' + a2

e(pe+ mT J > ) - a f ( p r m x j j ) 
(5.40) 

Now select an example. First examine the standard columnar pinch case dealt 
with (as a fixed boundary system) in chapter III. 

The standard columnar pinch is specified by 

p •• = Po 

u2 = 1 

1< = 0 (5.41) 
Applying (5.41) to (5.40) there results (withm= /) 

Po t + T 

'Poc (5.42) 

To find an estimate for the range of k for which instability occurs, set the 
right hand member of (5.42) to zero and solve for the two roots k± of the 
quadratic. These two roots bound the unstable range of k values (estimated by 
the chosen trial function.) It is thus estimated that modes with m = 1 and k in 
the range defined by 

rT <f<VO + 0* 
' 1 ± = ) 

(5.43) 
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are unstable. Clearly, as T p increases without limit the range shrinks to zero 
width about the Kruskal-Shafranov point 

te, _ 
T* (5.44) 

The estimate of maximum growth rate u2 occurs for the value of k minimizing 
(5.42) 

u (1 + T - | ) 
e ^ e 2 

(5.45) 

Eva lua t ing CJ2 the re r e s u l t s 

o n/* * W ? ' 
u 2 = P(lar 11 ^ ) 

"• B2 8 
7 + T ^ S (T + 1 - £) 

P«° (5.46) 
It is significant to notice that as T increases (LS the outer wall approaches 
the plasma-vacuum boundary) k approaches the Kruskal-Shafranov point and the 
maximum growth rate goes to 

lim a* = _ P X £ 
m Fr 2 

e0„C" 
P ° (5.47) 

Note that this growth rate is proportional to the parameter fi. 

CaselI 

Let us now turn to the tubular pinch. After an integration by parts (5.40) 
becomes 

a t 

2 B%kz j dr ru2 - B2

0k2(a2 - a\) 
a t 

+ a2Bz

0{k2-mzT-i + mTe(*rtmT-*)8) - a2Bf,{k2-m2T-i, - mX.(AHm^) 2) 
a2 * ^ 5 ^ ^ ^i 

i'* B2 

2 J dr rp + (afmTe + a$n\t)-g 
* < C (5.48) 

For simplicity, normalize Lhe variables as follows: take 



r2 a?. T 
a; » at r -

fca 
a T e e <5.49) 

. (5.50) 

and 1e t 

Def ine a by 
1 

J ate u 2 = a(f - s () 
(5.51) 

where 0 < a < 1. In terms of these variables, the energy principle for the 
tubular pinch, (5.48). assumes the form 

, OK2 + 6 K + c 
d 

(5.52) 
where 

a= 1 - (f-s4)(?-a) + T c + s.!A<-?) 
6 = 2T + 2ns.X. 

e ' t t 
c = rt - 1 +-ozsi{i+ki) 

P ° (5.53) 
Proceeding as before, estimate the minimum value of u2. The value of ic for 
which this occurs is 

b 
K" ~ 2a 

(5.54) 
so that u* is given by 

± % c - < V n r A ) \ + T, - f + n V ( A ( + f ) 
< = — J — = — ^ ^ - f l ^ 

F ° (5.55) 

For the tubular pinch w* is not necessarily negative; indeed there do exist 
stabilized cases for regions of the parameter space mapped by 7), T , X., a, s . 
and Of. 
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APPENDIX I 

The Poincare—Bert rand Theorem 

The Plemelj formulae are used in the following derivation. If 

for z not on the contour *?, then 

F+(T) - F-(r) = f(r) 

and 

or, equivalently 

and 

F*lT)+rlTymJi^daflir)(2-) 

^(r)= + i/(r) + - . f d a / ( , ) ( — } 

^)=-^W +if^/WR 

(Al.l) 

(A1.2) 

(A1.3) 

(A1.4) 

(A1.5) 

where the ± indicates a limit is to be taken as the point z (off the contour) 
approaches the point T (on the contour) from inside (outside) the contour. 
Inside and outside are understood as left and right respectively if ig is not 
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closed. This is equivalent to using the contours irS0 + ig* in the accompanying 
figure. If the singularity 2 is on the contour i3 is understood to be the 
contour t?° giving the principal part integral. 

Define the following functions: 

7 
*{z) = f ° duf° da ^(w) 

M (A1.6) 

and 

*U) = £ da — & d̂  <*(«) ,—. 
(A1 .7) 

It. can be shown that for z not on "S $(2) = +(2) since the singularity at T has 
been removed. By partial fractions we write 

+U) = |° db , — , |° do .f{u) < — . - .—.) ^fdu Mu.s) , — , 
(u-z) J (CT-2) (a-u) ' (v-z) 

Using the Plemclj formulae it can be shown that 

s ince 

doesn't * *>nd on the manner in whicn z approaches T. Also 

1 
T//*{U,T) + V"(U.T) = 2(<—r) f° (to ?(u) (u-o-)(o-7) 

Apply the Plemelj formulae (A1.4) and (A1.5) to (A1.8) thus ob t a in ing 

1 
++(<) = + T T # + ( T , T ) + «° cfcj ^ + ( < J , T ) 

and 

+-(t) = - 7rî "(T,T) + f i IT(<D,TI , ) 

(Al.H) 

(A1.9) 

(AL IO) 

(ALU) 

(A1.12) 

(A1.13) 

- A 1 . 2 -



Add (A1.12) and (A1.13) and use (Al .9) and ( A L U ) to cast the sum as 

+ + ( T ) + >T(T) = - 2TTV(T) + 2 f° duf° do y(u) 
(u-<j){o^r) 

From the Plemelj formulae and (A1.7) it is found additionally that 

(A1.14) 

(A1.15) 
Finally, recognize that since $(z) and "Hz) can be equated so also can the left 
hand sides of (A1.14) and (A1.15). The resul'. is the Poincare-Bertrand Theorem 

TTV(') = $° du&° do (p{u) . ^ . -&> do -1— f° du y{u) -!~ 
T r (<J-CT)(<7~T) 7 (o~r) r {o~o) 

No particular restriction has been placed on the contour & in the above. In 
general the contribution of each term on the right in (A1.16) will depend on the 
particular contour chosen. We have a particular contour in mind, however, for 
use in determining the normalization constants for the singular generalized 
functions of Chapter M I . The result is summarized in equation (3.113). 

A more modern form of the above theorem can be stated simply in terms of the 
6 d i str ibut ion as 

I d° t u~Z7\ = TT2(5(CJ-T) 
J l™U<") (A1.17) 

The advent of distribution theory was indeed an advance in mathematics. 
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APPENDIX II 

The Sharp Boundary Screwpinch 

Consider the case of a uniform plasma equilibrium with p(r) = p inside a 
t cans it ion Iayer near the edge of the piasma. In the trans i t ion layer the 
pressure is brought smoothly to zero and the fields adjust so as to assure 
pressure balance in the equilibrium state. in the absence of gyroelastic 
effects the boundary condition is that for an MHD discontinuity such as was 
discussed in Chapter IV, namely equation (4.4B). 

In the transition layer (in the sharp boundary model) there exist gradients 
in quantities such as p, p, B, K, M and Q so that in general the canonical 
velocity r1 °' and the ;.yroelastic modulus QJ do not vanish. Turner 3 8 uses the 
condition that the • • stress at either side of the transition layer balance. 
Consider an alternative view in which AK is to be determined near the outei edge 
of the trans i t ion 1ayer by integrat ing the Eulei eq>*at ion through the layer. 
Balancing the result with AK (the generalized pressure in the vacuum) wilt then 
provide a dispersion relation. (The result is at variance with Turner's 3 8 due 
to a nonnegligib le contribution to the balance of the *g*g stress.) Thus we 
allow for contributions to the stress balance arising due to the presence of the 
layer itself. This is analogous to allowing for the presence of surface tension 
in dealing wi th a soap f iIm bubble. 

The Euler equation is as given in Chapter III, equations (3.22.1)-(3.22.3). 
As the 1ayer i s imagined to grow thinner so that the smooth trans i t ion of 
quantities approaches discontinuous behavior, those quantities proportional to 
gradients become large, of order h~' where h is the layer thickness. Those 
quantities in this category are specifically n ( 0 ) , Q (thus (J) and Q'. 

Integrating the Euler equation across the transition layer there results the 
jump condition 
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D T I = (m2-1)a2{- 2m{t&lW) + m ^ p O + n " > ) ^ - a8(«*|>] ~ **[<?]) 
(A2.1) 

where 

a 

{pni">) =[\ dr p n ' " 
Q" A (A2.S) 

and 

a 
(pQ+Q-) = j-J dr pQ*Q~ 

(A2.3) 
Sliding discontinuities of the variety discussed in Chapter IV occurring on 

either side of the transition layer annihilate each other (in the absence of 
gyroe1asticity for r < a—h owing to the uniform pressure equilibrium chosen.) 
The so lut ion to the Eu ler equat ion f or r < a-h, is we 11 known (see Turner118 for 
example) and the dispersion relation which obtains is 

m(pw*- B V ) + B2(q2-k2) - B2{q2(lMnT)- k2- 2m- q - mT %) 

where 

+ {m2-l)(-2nu{pQi0)) +m2(pQ*n~))~ = 0 

a — k + m - ; q = k -tm • a i 

(A2.4) 

(A2.5) 
and T was defined in Chapter IV. 

There remains only to evaluate (pQ(0*) and (pQ+U~). For simplicity, choose 
0*n~ to vanish within the layer so that Q2 = {0(0))z. 

Choosing the gyrophase independent distribution function to be Maxwellian a 
short calculation yields the result 

< P n«">-a 2a'eB0W-fi0) ^ 

where 

Bs(r<a-h) 

~° (A2.7) 
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Using this expression in (A2.4) yields a dispersion relation in agreement with 
that of Pearl stein and Freidberg27. 
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