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ABSTRACT

With some simple modifications, the image-tube scanner at the 3 m
telescope at Lick Observatory can be used in a high time-resolution mode.
We have employed this apparatus te study the spectral changes which occur
during the pulse period in the optical pulsars HZ Herculis (1.2 s period)
and DQ Herculis (71 s period). In this thesis we describe the data
acquisition and develop the tools needed for the data analysis. We then
present the resuits of the observations.

In the case of HZ Herculis (Be;cules X-1).. our observations cover
the binary phase interval 0.18 to 0.26 and are concerned only with those
pulsations that have been shown (Middleditch and Nelson, 1976) to criginate
at the X-ray heated surface of the Roche lobe filling companion of the
neutron star. We find that these pulsations are distributed‘throughout
the optical continuum. Although the details of this distribution are

not precisely determined, our observations appear to agree at least
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qualitatively with the numerical results.df'other investigators. However,
the data are not consistent with the siuggestion of Davidsen, Margon, and
Middleditch (1975) that the puisatiqns_result from the strong modulation
of a small number of emission lines. Emission lines are seen, but are
not strongly modulated (<9%) and do not contribute significantly to the
observed pulsations.

The observations of DQ Herculis cover one full binary cycle, excluding
eclipse. We again find pulsations distributed throughout the continuum
with generally weak wavelength dependence. However, in this case the
emission line A4686 (He II) is more strongly modulated than the underlying
continuum and exhibits an unexpected effect: The pulse phasc increases
rapidly with increasing wavelength across the line. This effect can be
understoed in terms of a simple model in which the pulsations arise at the
inner edge of the accretion disk, excited by radiation which originates
at hot spots o: the white dwarf and which sweeps around the disk as the
degenerate star rotates. A similar model in which the pulsations arise
predominantly from the back half of the surface of the. disk, although more
difficult to make quantitative, appears in several respects to be more
prdmising. The evident relation between the phase shift across the emission
line and the so-called 360° phase shift through eclipse, discovered by

Warner et al. (1972) is also discussed.
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INTRODUCTION

The binary stars HZ Herculis and bQ Herculis are of considerable
astrophysical interest for a variety of reasons (to be descfibed below).
Of greatest concern here, however, is the fact that they are two of only
a small number of stars known to exhibit rapid, stable optical pulsations.
The mechanisms by which these stars pulsate, although presumably related
to stellar rotation in one and possibly both cases, are not precisely
known, and in fact are matters of some controversy (as we shall discuss).
The main motivation for the present work is that we can hope to gain
some insight into the pulsation mechanisms in these two objects by
studying in some detail the spectral changes which occur during the
pulse period.

To accomplish this purpose we need to monitor the star of interest
in a large number (say tens or hundreds) of separate wavelength channels.
However, since both stars are rather faint (about 14th magnitude) and
the pulsations much fainter still, any simple scheme in which the wave-
length channels are monitored in sequence (as, for example, with a series
of filters), is impractical: We cannot afford to lose the photons arriving
in all other chamnnels while we are counting those arriving in one particular
channel. 1In fact, the overall counting efficiency in such schemes is
inversely proportional to the widths of the individual channels, and
even for moderate wavelength resolution very low efficiency results.
VFortunately, an elegant solution to this problem is provided by the image
tube scanner (ITS) at the 3 m telescope at Lick Observatory. This device,

developed by J. Wampler and L. Robinson of the Observatory, enables one



2=

to monitor up to 2048 wavelength ch#nnels simultaneously, without missing
any photons in the process. Besidegrfhe encrmous gain in efficiency, the
simultaneity insures that any irregular variability in the star or in the
observing conditions is not incorrectly interpreted as different behavior
in differenf wavelength channels (as can happen with sequential monitor-
ing). Finally, the time-resolution required for ocu: observations is an
intrinsic, though not normally used, property of the ITS. In Chapter I
we describe this device and the modifications necessary for our particular
observationg.

The signals from the two optical pulsars that we are concerned with
are strictly periodic, so the discrete Fourier transform (DFT) is the
basic tool used in our data analysis. We find it useful, however, to
push the frequency resolution of the DFT beyond the nominal value of 'I'_1
(where T is the total observing time). A method for doing this is described
in the first part of Chapter II. Once we modify the DFT in this way, the
phase information contained in the Fourier coefficients becomes tfansparpﬂt
and turns out to be quite useful when applied to the observations.

The error analysis for our observations is made somewhat more
complicated than in the usual power spectrum analysis because we need
td take iﬂto account possible cofrelations in the noise from wavelength
channel tb wavelength channel, in addition to the more familiar (uncorre-
lated) noise due to counting statistics. Such correlations in fact turn
out to be important for the observations of DQ Her, though not for the
higher frequency HZ Her. In the second part of Chapter II we develop a
scheme for separating and evaluating these two distinct noise contributions.

This separation is statistical in nature and is based on the fact that



there is a large number of wavelength channels.

In Chapter III we develop the necessary background material for
the observations of HZ Her, provide the details of the observations, and
describe the results and conclusions. Except for the data acqujsition
and analysis described in Chapterc I and II, this chapter is self-contained.
A similar format is followed in Chapter IV for the observations of DQ Her.
Chapter III does not differ substantially in content from the paper,
"Measurement of the Spectrum of Optical Pulsations from HZ Herculis/
Hercules X-1," by J. E. Nelson, G. A. Chanan, and J. Middleditch (Ap.
J. 212, 215). Chapter IV is based on the paper, "Time-Resolved Spectro-
photometry of DQ Herculis: A Wavelength-Dependent Phase Shift in He II
A4686," by G. A. Chanan, J. E. Nelson, and B. Margon (submitted to Ap. J.).
The greater length of Chapter IV reflects the fact that .the interpretation
of the observations of DQ Her is more complicated than is the case for
HZ Her, and in this chapter some of the points in the corresponding paper
have been elaborated upon. The above papers have not been otherwise
referenced in this work.

In the Appendix we examine briefly the effects that amplitude
modulation can have on the measured phase of a periodic signal. Although
this issue is not directly related to our own data analysis, it arises

in the context of other, closely related observations of DQ Her.



CHAPTER I. DATA ACQUISITION

Introduction

The image-tube scanner (ITS) (Robinson and Wampler, 1972) at the
Lick Observatory 3 m telescope is a sensitiv. and linear detector which
enables one to count photons in a large number (2048) of individual
wavelength channels, The uniqueness and importance of the ITS stems
from the fact thzt it does not suffer from either of two major drawbacks,
one or the other of which plagues multichannel devices in general. The
dilemma in such devices is that usually one must éither: i} build,
maintain, and calibrate individually a very large number of detectors,
or ii) somehow sweep through all the channels with a single detector.
The latter approach avoids the great expense and cumbersomeness of the
former, but at the cost of a tremendous loss in sensitivity — all channels
other than the one being monitored at a given time are effectively dead.
The elegant solution of the ITS to the above problem is to use a phosphor
screen as a short-term storage element. The wavelength channels are then
scanned in sequence by a single detector, but since the phosphor decay
time is not short compared to the scan cycle time (the time required to
sweep the detector once through all channels) the detector counts effec-
tively simultaneously in all channels and no photons are lost.

In . the next section we will describe in some detail how the ITS
works. This will be followed by a description of the way in which the

ITS was modified for our own particular observations.
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Normal Spectrophotometry with the Image-Tube Scanner

Let us first outline the operation of the ITS; we will then go back
and fill in the details. A block diagram illustrating the scanner opera-
tion is shown in Fig. I-1. The image (spectrum) from a diffraction
spectrograph falls on the photocathode of the first of a chain of three
image tubes and is reproduced with an amplification of ~105 on the
phosphor of the final tube. The image persists here for a period of
several milliseconds, due to the finite decay time of the phosphor.

In a period of time comparable to the phosphor decay, the image is
scanned by a magneticélly controlled image dissector. Due to the combined
effects of the amplification and persistence of the phosphor, the proba-
bility of detecting one or lﬁore photons from the phosphor for each photo-
electron produced at the original photocathode is high, despite the fact
that each element of the image is only examined for a very small fraction
of the total counting time. Pulses {corresponding to individual detected
photons) from the output of the dissector trigger a discriminator-amplifier
and are then counted in a circulating memory. At the end of the total
integration peried (typically 104 to 106 cycles), the memory is read out
onto magnetic tape. The scanner operatiom is controlled by a PDP 8/I
computer.

In one cycle the scanner sweeps through 4096 individual channels,
each one corresponding to a different physical point on the image. This
image ﬂormally consists of two spectra (2048 channels each) — one of the
star of interest and one of the sky alone, so that the (often substantial)

background can be subtracted. The scanner dwells for 1 us in each channel;



the stepping rate is controlled by a 1 MHz crystal oscillator. During
each 1 ps dwell, individual pulses from the dissector are counted in a
4-bit scaler and, near the end of this interval, these counts are added
into the 24-bit, 4096-word circulating memory. There is a period of

150 us of dead time after each scan to allow for the fly-back of the

scan sweeps. The time for the entire scan cycle of star plus sky spectra
is thus about 4.4 ms.

In order to enhance the probability of counting a photon from the
phosphor given a photoelectron emitted from the photocathode, the scanner
is adjusted to have a high photon counting multiplicity. That is, each
photoelectron ultimately produces ~7 pulses at the output of the dissector.
Clearly this multiplicity affects the photon counting statistics; this
fact is taken into account in the statistical amalysis of Chapter IT.

For typical moderate wavelength resolution spectrograph parameters,
each channel of the ITS is ~1.2 R in width and the channels are contiguous,
so that a spectral range of about 2500 R is covered. The ITS is somewhat
over-resolved in this mode — the intrinsic wavelength resolution depends
on the width of the spectrograph slit but is typically several Angstroms
and hence several channels. The (non-linear) relation between wavelength,
A, and channel number, k, (the latter corresponding to position on the
phosphor screen) is not calculated in advance. It is determined by
recording spectra of emission line lamps and fitting A versus k for the
known emission features with a polynomial of sufficiently high degree —
usually a cubic — so that the resulting wavelength residuals are
acceptably small. The system response is calibrated by recording

spectra of well-known, usually featureless, standard stars.



The main problem with the ITS is that, after exposure to a given
light level, the phosphor glows (with a nonexponential tail) at a fraction
of a percent of that level for a very long time (~1/2 hour). In practice
this dr. 5 not create any serious difficulties, except that care must be
taken to plan the observing program so that faint objects are not observed
soon after bright ones.

The practical dynamic range of the ITS is quite wide — objects from
tenth to twenty-second magnitude can be studied. The faint limit is set
by the dark current (which is now comparable to the brightness of one
square arc second of the Mt., Hamilton night sky and thus cannot profit-
ably be reduced further). The bright 1imit is established by the above-
mentioned afterglow problem. The linearity of the system is very good;
standard stars of tenth magnitude are used routinely to calibrate the
faintest sources. When used as a photometer, the ITS is accurate to
about 10%. The sky subtraction is satisfactory. Cancellation of the
emission lines in the night sky (0 I A 5577 and several lines of Hg T ~
mostly due to scattering from sources in the city of San Jose) can be
achieved to about 1% accuracy. These features are not visible at all,
for example, in the sky-subtracted spectrum of DQ Her (Fig. IV-1), whereas
they were of about the same intensity as the most prouinent stellar features
in the raw (unsubtracted) spectrum. Of course there is an increase in
the noise level which cannot be avoided in the wavelength channels
corresponding to these sky features.

Further details of the operation of the ITS can be found in the

article by Robinson and Wampler (1972) cited above.



Time Resolved Spectrophotometry with the Image-Tube Scanner

In normal spectrophotometry the numbers of inéoming photons are
recorded as a function of wavelength; we will define time-resolved
spectrophotometry here as a process in which the numbers of incoming
photons are recorded as a function of wavelength and time. In this
section we will describe the modifications to the ITS that are required
in order to use it in a time-resolved mode; i.e., for time-resolved
spectrophotometry. Since, as described above, the ITS is an intrinsically
time-resolved device (the scan cycle period provides an internal clock]},
the necessary modifications are not extensive. However, two important
factors make the task nontrivial: i) the scan cycle period does not
provide a time base that is stable enough for our purposes, and ii) huge
amounts of data are involved.

The variability of the scanner time base is due to the fact that
the dead time for the flyback bhetween scans is not controlled by the
crystal oscillator, but rather by a 150 us one-shot (see Fig. I-1).

The periqd is thus essentially set by an RC decay time. We have adapted
our high-speed data recording system, normally used for simple fast
photometry tMiddleditch, 1975; Nelson, Chanan, and Peterson, 1978) to

get around this problem — we provided a stable and'accuraté external
time:base bf 10 ms (100 Hz) as described in the above papers and then
considered only a single ITS scan of the star within each 10 ms interval.
The recording system was shut down from the arrival of a given 10 ms
cldck’puléé until the beginning of the next full ITS star scan as signalled

by the rising (or falling) edge of the gate in Fig. I-1. Pulses from the



output of the discriminator-amplifier were then counted in one of two
4-bit scalers for 256 contiguous periods of 8 ps each, as timed by the
1 MHz ITS crystal oscillator. At the conclusion of the even-numbered

8 us intervals, the confents of the two 4-bit scalers were packed into
an 8-bit word and sent to a Kennedy 8232 buffered formatter. From here
they were written periodiéally onto nine-track magnetic tape with a
Kennedy 9000 synchronous tape transport.

The net effect of the above recording schere was to add (passively)
8 scanner channels together at a time so that a 256-point spectrum (each
point or channel corresponding to about 10 % in width) was recorded every
10 ms. Since the first word of each such spectrum also included tube
noise from between scans, only the remaining 255 points will be considered
from here on.

The scanner channels were added together both to cut down the data
rate (we ran at close to the limiting rate of the Kennedy recording system)
and to render the subsequent data analysis more tractable. The wavelength
resolution of the observations to be described in succeeding chapters is
determined, for the most part, by the intrinsic resolution of the scanner,
not by the number of scanner channels summed together in the above process.
By recording only one scan every 10 ms according to the above scheme, we
not only avoided the timing instability of the ITS; the data rate was
cut further by more than a factor of two, but with little or no loss of
information, due to the long decay time of the phosphor. Even with these
measures; the amount of data collected was enorﬁous. The observations
of HZ Her, for example, involved.about 109 bits of information and took

up several miles of magnetic tape.
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The interface between the scanner electronics of Fig. I-1 and our
data-recording system was essentially contained in two electronic modules:
i) a nine-track tape interface (13V-6950) normally used in our fast
photometry system, and ii) a supplemental control box (14X-4530-51).

These modules will not be described in further detail here; schematic
diagrams of both are on file at the Lawrence Berkeley Laboratory. The
recording system was connected to the ITS in parallel with the electronics
of Fig. I-1, so that tﬁe normal operation of the scanner was not interfered
with during our observations. Traditional 2048-channel sky-subtracted
spectra with long (~20 minute) integration times were thus recorded

during all of our time-resolved observations.

Because of the very high-speed capability of the time-resolved
system, we used it to observe briefly the well-known optical pulsar in
the Crab nebula. However, due to the fact that the phosphor decuy time
and the scan cycle time are not negligible compared to the very short
(~33 ms) pulse period of this object, it is difficult to interpret these
data and they will not be discussed in this work. These observations
were useful, though, in establishing that the time-resolved system worked
properly and in verifying that the phosphor decay time was of order 10 ms
and thus inconsequential on the much longer (2 1 s) timescales dealt with

in the observations described in succeeding chapters.
Note

In the time since the observations described below were made, the
ITS has been modified so that, except for very high frequency observations,

much of the time-resolved data recording scheme described above is rendered
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effectively obsolete. These modifications are: i) the flyback dead time
is now clocked precisely (128 us) by the 1 MHz oscillator, and ii) the
capacity of the PDP 8/I which runs the ITS has been eq]arged substantially.
The first modification eliminates the timing instability due to the one-
shot. The second modification enables the computer to record successive
short-integration (2 0.1 s) spectra (and have them written on magnetic
tape) without interfering with its normal task of controlling the scanner

operations.
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‘CHAPTER II. -DATA ANALYSIS

The Discrete Fourier Transform

Let us consider a time-series of data, dj (j =0,1,...,N-1), in
our case the numbers of photons arriving in N contiguous time bins each
of duration 1. The discrete Fourier transform (DFT), denoted A(&), is

defined for £ = 0,1,...,N-1 as
l 2mij/N
- -2mij
A(R) E dj e (I1.1)
3=0

(see, for example, Brigham, 1974). The DFT defined in this way has a
number of useful properties (described in detail in the above reference).
Perhaps the most important of these is the existence of a machine compu-
tation algorithm (Cooley and Tukey, 1965) which reduces the number of
computer operations needed to perform the transform from N2 to ZNlog2 N
when N is an integral power of 2, and results in an enormous savings of
time and money for large N.

We will not duplicate the usual analysis of the DFT here. However,
we have found it useful to generalize the DFT, and this will require some
discussion. There are two important motivations for this generalization:
i) the frequency fesolufidh of the DFT can be improved substantially
beyond the nominal value of ~T—1, where T = NT is the total observing
time, and ii) it is difficult to extract phase information from the DFT
ofvK. (II.1). These two matters are clearly related; if the frequency
of the signal is known only to within Af = t(ZT)_l, then the corresponding

uncertainty in the signal phase is A¢ = 2mAfT = *7. We will describe
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effectively obsolete. These modifications are: i) the flyback dead time
is now clocked precisely (128 us) by the 1 MHz osrillator, and ii) the
capacity of the PDP 8/I which runs the ITS has been enlarged substantially.
The first modification eliminates the timing instability due to the one-
shot. The second modification enables the computer to record successive
short-integration (2 0.1 s) spectra (and have them written on magnetic
tape) without interfering with its normal task of controlling the scanner

operations.
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CHAPTER II. DATA ANALYSIS

The Discrete Fourier Transform

Let us consider a time-series of data, dj G =0,1,...,N-1), in
our case the numbers of photons arriving in N contiguous time bins each
of duration 1. The discrete Fourier transform (DFT), denoted A(%), is

defined for £ = 0,1,...,N-1 as
e 2mije/N
= RRLES
A(R) Z dj e (11.1)
j=0

(see, for example, Brigham, 1974). The DFT defined in this way has a
number of useful properties (described in detail in the above reference).
Perhaps the most important of these is the existence of a machine compu-
tation algorithm (Cooley and Tukey, 1965) which reduces the number of
computer operations needed to perform the transform from N2 to 2N10g2N
when N is an integral power of 2, and results in an enormous savings of
time and money for large N.

We will not duplicate the usual analysis of the DFT here. However,
we have found it useful to generalize the DFT, and this will require some
discussion. There are two important motivations for this generalization:‘
i) the frequency resolution of the DFT can be improved sﬁbstantially
beyond the nominal value of ~T_1, where T = Nt is the total observing
time, and ii) it is difficult to extract phase information from the DET
of Eq. (I1I.1). These two matters are clearly related; if the frequency
of the signal is known only to within Af = t(ZT)-l, then the corresponding

uncertainty in the signal phase is Ad = 2TAfT = *w. We will describe



-13-

the appropriate generalization of the DFT below, first for a simple time-
series and thep for multichannel data. The multichannel analysis is no£
a trivial éxtension of the procedure for a simple time-series because

one needs to take into account the possibiiity of channel-to-channel

correlations in the noise,

Generalization for Simple Time-Series Data

For an arbitrary angular frequency w we defime A(w) by
iy < -ijut
Alw) = :z% @-d e (11.2)

where d denotes the average of the dj. Although the relation between this
definitiéﬁ and the DFT of ﬁq. (II.1) is evident, we shall not attempt to
motivate the choice of the precise form of Eq. (II.2) here in any detail.
In the following we shall only be interested in this function in a neigh-
borhood of a single frequency, which we shall denote by . Now let us
suppose that the data dj describe a sine wave of angular frequency @,

i.e., dj = Sj’ where (writing tj for jT)

Sj = o, cos(wotj + ¢0) (I1.3)

subject to the restrictions

<<
moT 1

(11.4)
No T >> 1

These conditions simply require that the sampling frequency is high
compared to the frequency of interest, and that the observations span

a large number of cycles of the signal. Under the conditions (II.4) it
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is easy to show that

Aw)) = kNa e1¢° (11.5)
and the signal amplitude and phase may be determined directly from A(mo),
provided that w is known in advance. (The extent to which the relation
[TI.5] departs from equality is not of direct concern to us here; it is
only meant to be suggestive. The actual uncertainties involved in the
situation of interest will be considered explicitly below.)

In general, of course, we do not know Wy in advance; we only have
an approximate idea from the location of the spikes in the power spectrum
(the absolute value squared of the DFT). Furthermore, the signal is
always superimposed upon (and frequently dominated by) a background of

noise counts. To be specific let us consider the case:

d, = s, +n, (11.6)

with the sj as in Eq. (II.3) and where the nj are noise counts given by
a Poisson distribution with standard deviation . 1In addition to the
assumptions (II.4), we shall assume that the signal-to-noise ratio in

the individual time bins in small in the sense:

ao 1
2
—0— << N b.)oT (11.7)

Under these conditions we can show that, in the vicinity of a spike in
the power spectrum, the best estimate for the signal angular frequency
w, is given by that value of w (call it ml) which maximizes lA(m)l, with
A(w) as in Eq. (I1.2). The best estimates for the signal amplitude and

phase, a, and ¢l respectively, are given, as suggested by the relation
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(11.5), by
Aw) = %Na o1 (11.8)

These estimates of the signal parameters are the best in the sense of
fitting the data by minimizing xz as a function of the signal frequency,
amplitude, and phase: It is straightforward (though tedious) to show
that the above values for o, $,, and w, differ from those which actually
minimize Xz(a,¢,m) by terms which, under the above conditions, are small
compared te the statistical uncertainties in these quantities, the latter
to be derived in the following. Note that while X* must be minimized
with respect to three parameters, the corresponding quantities in the
above procedure can be deduced by maximizing a function of only one
parameter.

It will be convenient at this poipt to separate A(w} into two parts,
As(w) and An(w), due to signal and noise respectively. By the linearity

of Eq. (II.2) we have, for any angular frequency w:

Aw) = A (W) +A (W) (11.9)
where
N1 . -iwtg
AS(N) = (Sj -s5) e 3
j=0
(I1.10)
N-1 _ -iwts
A (w) = (n,-n) e 3
n o J
j=0

Under the conditions (II.4) and (11.7), the dominant source of error in
the determination of the signal parameters from A(w,} is the contribution
to A(ml] of the term An(ml). We therefore need to investigate the

statistical behavior of this term.
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By treating the sum in Eq. (II1.10) as a random walk in the complex
plane, one can show that the real and imaginary parts of An(m) (for any w)
= given by two identical Gaussian distributions, independent of frequency,
centered about the origin. Let us define the power, p(w), at a given

angular frequency and the expectation value of the noise power p(w) as

) (A |

(I1.11)

P@) (|An(m)|2)

where the brackets denote ensemble averaging over the noise. From
Parseval's theorem (c.f. Brigham, 1974) and the frequency independence
of the distributions of the real and imaginary parts of Ah(m), it follows
immediately that p = ch, independent of w. However, in the case
(frequently enéountered in practice) of non-ideal statistics, the
expectation value of the.noise power may no longer be independent of
frequency. We can still salvage the amnalysis, though, by replacing the
theoretical value for p with an empirically determined lqcal average
(averaging over frequencies close to, but excluding, the frequency of
interest).

We define the normalized Fourier transform A'(w) as:

1

AW = A@WP? (11.12)

and similarly for A;Qn) and A;(w). The Gaussian distributions. of the
real and imaginary parts of A;(w) ‘then have méan squared deviations of %,
aﬁd,.in;the;absenéqhoﬁ,a signal (q°;=v0) the power is distributed with

. x:ag_egponential p;qpabili;y, [

e aeip) = e PP ap/p) ' (11.13)
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From the above argument and the linearity of the Fourier transferm
it follows directly that the uncertainties 8 and 8¢ in the amplitude

and phase of a signal determined according to the above procedure are

given by:
(601.)2 - Fal
2p(m!i
(11.14)
2 _ P
(6¢) = 2p(w!)

for p(w!)/f sufficiently large. The uncertainty 8w in the angular
frequency is more difficult to determine, but follows from the equivalent
procedure of minimizing XZ:
&
w2 = —2 (I1.15)
p(ml)'l’z

where T = Nt.

Generalization for Multichannel Data

Let us now consider our multichannel data, in particular the set
of complex numbers Ak(w), for a given angular frequency w, where
-k.=1,2,...,255 is the qayel’evngtrhuqhannel number. The Ak(mJ are calcu-
Ur.;att}q;fron;.l_irq,_ (;[“I.AG) : "i.t}}-(.dj -d) replaced by (djk-a'k), where the djk
::_;-g:pe._thq tifmev series data j.n 1:h',= ,kth v_:a_wele_ngth ’ch_annel. For want of a
bétter Vterih,: we shall 'I;Gfér to these numbers, for a given angular frequency,
.:as the Fourier coefficientg at that frequency. By the linearity of the

... Fourier transform, the coefficient A(w) for the broadband data dj
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(defined as the sum over k of the djk) is related to the individual

coefficients Ak(m) by

Aw) = ] AW (I1.16)
k

In all of our subsequent analysis we will determine the frequency
of interest by maximizing A(w) (as described in the previous section)
for the broadband data, not by determining the best frequency for each
individual wavelength channel. This procedure could conceivably result
. in some loss of information — one could imagine different wavelengths
being pulsed at different frequencies — but we shall not consider that
possibility here. The procedure does result, however, in a substantial
reduction of noise in the individual wavelength channels. There is one
additional matter of convention. When dealing with a particular frequency,
we will mot, in geﬁeral, be interested in the absolute phase of the signal.
It will be convenient, then, to subtract the broadband signal phase from
the phases in all the individual wavelength channels. According to this
convention the broadband signal phase will be zero, and the broadband
coefficient A(w) will be real and positive.

Clearly now, the amplitude and phase of the signal in each individual
waveiéngth channel are determined from the Ak(w) using Eq. (I1.8), exactly
-énaibgqﬁé‘fd tﬁéAsiﬁé1é¥éhéﬂnéi”%a§e”diséﬂssed‘in the ‘previous section.
AlL that ‘rémains is to détermine the appropriate normalization of the
fﬁktéfnaﬁd'heﬁéé?fﬁé‘uﬁééftéihties associated with the above individual
“inpi{tudes dnd phasés.

o “”‘Thé"&étéfﬁiﬁitioﬁ”bf'errdré (or noise) is,'at'léést in the case of

non-idedl statistics, somewhat complicated.  In the case of the noise
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determination for single-channel data, non-ideal statistics can be dealt
with simply, as described in the preceding section, by replacing the
theoretical value for the (ensemble} average noise power with an empirical
average over nearby frequencies. However, for multichannel data the
corresponding procedure does not work in general. The problem is that
one needs to take explicit account of possible correlations in the noise
between one wavelength channel and another. To make this point clearer
it will be convenient, in the following discussion, to divide sources of
noise into two types, I and II, according to whether the noise is uncorre-
lated or correlated, respectively, from channel to channel. To enable us
to discuss noise in general in a quantitative manner, we will define the
noise in any wavelength channel and at any frequency as the measured
Fourier coefficient for the corresponding wavelength and frequency when
there is no a priori reason to expect a signal at that frequency.

Type I noise includes contributions from counting statistics and,
in our case, possibly unknown sources of noise inherent in the ITS as well.
To the extent that type I noise is dominated by counting statistics, this
noise should be proportional to the square root of the number of photons
counted in any particular wavelength channel; howevef; we shall not find
it necessary to assume this ¥vn behavior in the procedure described below.
Type 1I noise, on the other hagd, is dominated by 9f£ec§s 1ike fluctuations
in the te}esgopé gﬁiding, sky transparency, and seeing, which are strongly
(we sﬁall assume‘JOD%) co;related from channel to channel, since the
wayeleng;h}Qggqueqce,gfjsugh}gffects'is in general weak or non-existent.
Because ?he‘qetdggfgct of spchuspurges of type II noise is to prevent

some fraction of photons (independent of wavelength) from being counted
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in a given time ihterval, we shall assume that this noise is directly
proportional to the number of photons counted in any given channel.
To distinguish between and separately measure these two types of

noise, we have devised the following procedure: For an arbitrary

‘ frequency in the range of interest, we calculate the entire set of 255
complex Fourier coefficients (one coefficient for each wavelength channnrl)
and repeat the calculation for each of a large number Nf of independent
frequencies nearby but excluding the frequency of interest. Each set

of 255 coefficients is then plotted in the complex plane, with the real
and imaginary axes rotated so that the broadband coefficient at the given
frequency lies along the positive real axis. An example of such an off-
frequency plot is shown for the DQ Her data in Fig. IV-3a (we can ignore
the normalization of the coefficients in this plot for the moment).

Now, since type II noise is assumed to affect all coefficients at a
given frequency in the same way, it will cause a displacement of all

the coefficients in the same direction {which must therefore be thé
direction of the broadbend coefficient, i.e. the real axis), and this
displacement will be proportional to the number of photons counted in
the wavelength channel associated with a given coefficient. It follows
that the imaginary parts of the Fourier coefficients are virtually
unaffected by sources of type I noise. The rms imaginary part of the

' Fourler coeff1c1ent in any given wavelength channel, averaged over the
Nf frequenc1es, thus g1ves a relatlvely pure measure of the type I or
Auncorrelated noise 1n that channel. 'Speéifically, denoting the rms

' imaginary part of the coefflclent for the ktR channel by Iy we shall

lnormallze the 255 coeff1c1ents according to:
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, A W)
Ak(m) = — (I1.17)
vz
analogous to Eq. (II.12). All the scatter plots in Figs. III-2 and IV-3
have been normalized in this way; the uncertainties associated with type I
noise in the reai andlimaginary of the coefficients in these figures are
given by t1/4/2Z. Note that nowhere in this normalization procedure is
it assumed that type I noise is defined by v/n statistics. This is
particularly iwportant for the observations under discussion in this
work as the (rather poorly known) value of the counting multiplicity of
the ITS is automatically taken into account.

To find the contribution of type II noise at the frequency of
interest, we analyze the broadband data (summed over wavelength) according
to the single-channel scheme defined in the preceding section. Again the
noise determination involves examining the fluctuations at frequencies
nearby but emeluding the frequency of interest. (This is particularly
important here since type II noise is essentially indistinguishable from
a broadband signal.) This broadband analysis, Eq. (II.16), and the
assumption that type II noise scales with the number of photons counted,
are sufficient to determine the type II noise contribution at the signal
frequency. The errors in the various quantities derived from the Fourier
coeff1c1ents are determlned from the comblned effects of type I and type
II noise. In flttlng a series of p01nts derlved from these coefficients
it must be remembered that type II noise affects ail the coefficients in
the same way. In general, the contribution due to the latter must

therefore be folded in after the fit has been made:
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We can see the effects of type II noise directly in Fig. IV-3a,
which is typi.al of the DQ Her data. Upanclose examination it is clear
that the centroid of this distribution of coefficients has been displaced
to the right. While this displacement is small, it would nonetheless
be extremely improbable in the absence of channel-to-channel correlations
in the noise. In general, in the DQ Her data, type II noise contributions
are small in the individual wavelength channels (although type II noise
dominates in the broadband) and in the HZ Her data, type II noise is
negligible. We could not have predicted this situation in advance,
although we would expect type II noise to become relatively more important
at lower frequencies (i.e. ~0.01 Hz) than at higher frequencies (i.e.
~1 Hz). This is due to the fact that the characteristie time scales
for the sources ofvtype II noise — variability in telescope guiding,
sky transparency, and seeing — tend to be rather long.

Loosely speaking, we can summarize the above discussion as follows:
Type I noise {in the absence of type II noise) causes the characteristic
1//Z scatter about the origin of the Fourier coefficients in plots like
Figs. III-3a and IV-3a. Type 1I noise then displaces the whole distri-
bution of coefficients in a given direction (evident in the latter figure

but not in the former, in which type II noise is negligible). Of course,
-,1n the usual broadband or 51ngle channel analy515 we are only concerned
. Wlth a 51ng1e coeff1c1ent and the d15t1nct10n between type I and type II

no1se cannot be made.
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CHAPTER ITI. TIME-RESOLVED SPECTROPHOTOMETRY OF HZ HERCULIS

Introduction

The eclipsing binary HZ Herculis/Hercules X-1 is unquestionably one
of the most important stellar objects in astrophysics in the 1970s. This
system contains # compact object — presumably a neutron star — that is a-
source of X-rays pulsed with a precisely defined period (1.238 s). .This
provides a clock which enables one to measure accurately the orbital
velocity of the X-ray source (169 km 5'1) and the projected radius of
the orbit (3.95x10! cm) (Tananbaum e al., 1972). The normal companion
star is of rather low intrinsic luminosity so that the effects of the
X-rays impinging upon this star are easily observed (Davidsen et al.,
1972; Forman, Jones, and Liller, 1972; Bahcall and Bahcall, 1972).

Weak optical pulsations from the system were discovered by Davidsen et

al. (1972) and investigated further by Middleditch and Nelson (1973} and

Groth (1974). Because the dimensions of the binary system are large -

compafe,d to the distﬁnce‘ light travels in one pulse period, the optical .

{and underlying X-ray) pulsatiuné provide a useful geometrical probe of

the system (Middleditch, 1975; Middleditch and Nelson, 1976 [hereafter MN]L

This probe_has'béén exploited by these lafter authors to make aﬁ accurate

‘determinagéqn;df;ihe,maé;”of:the.neutron star (1.30%0.14 Me)'
"TheabéhAQibfrof HZ Her/Her X-1 on a variety-of.timescales'at4§0th

X-ray and optical wavelengths is extraordinarily compli&a_tgd;gnc.l éi:, '

.complete description'isiﬁeyqnd'the scope of -this work. The X-tay
behavior is discussed .in.some detail by Giacconi et al.-(1973); 7t‘h_e,.,

optical behavior —on long timescales compared to the pulse fefibd:—-ﬁy
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Deeter et al. (1976). The optical pulsations have been studied and
described in depth by MN. Those points of MN which are most important

for the present work are summarized in the following three paragraphs.

We shall find it convenient below to use the name "HZ Her" to refer to
“the normal star alone and "Her X-1" to refer to the neutron star companion.
The word "pulsations' unless otherwise noted will imply op¢ieal pulsations:

(i) The pulsations are sinusoidal, have periods near but not
ideﬁtical to the period of the X-ray pulsar, and have amplitudes corre-
sponding to about 0.1~ 0.2% of the maximum visible light from the system
(in contrast to the strong modulation of the X-ray source [Tananbaum
et al., 1972; Doxsey et ql., 1973]). In MN and the present work the
X-ray pulse period is taken to be 1.2378175 s (Giacconi, 1975).

(ii) The pulsations are intermittent and strongly correlated with
the binary phase of the system (binary period = 1.700165 d [Giacconi et al.,
19731). They are shown to originate both at (or near) the Roche lobe filling
surface of Hz Her (region I: binary phase ¢ ~0.25, region II: ¢$~0.75)
and near the neutron star companion (region III: ¢~0.85). Only those
pulsations associated with the surface of HZ Her will be dealt with in
the present work.

(iii) Pulsations from the surface of HZ Her are the result of
a reprocessing of the incident X-ray energy in the atmosphere of the
'star, but the broadband observations of MN do not provide any insight
into the details of this reprocessing mechanism.  Basko and Sunyaev (1973)
have’ suggested -that the pulsations may be due to pulsing emission lines
which result from the recombination of X-ray ionized atoms in an optically

* thin region (see Crampton and Hutchings [1974] for a description of the
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[highly variable] emission features From this system). Detailed numerical
models of the interaction of the X-rays with the atmosphere of HZ Her
have been constructed by Alme and Wilson (1974) and by Anderson {1977).

A pulsing continuum is a general feature of these latter models, although

pulsing emission lines are not ruled out.

The present work concerns the wavelength distribution of the
optical pulsations, data which allows one, at least in principle, to
distinguish between the various possible pulsation mechanisms. Previous
experiments which addressed this question were carried out by Canizares
and McClintock (1975), who searched for pulsations in the most prominent
emission features, the N III -C III complex (centered near 4640 K) and
He II 24686, with negative results,z and by Moffett, Nather, and Vanden
Bout (1974) who obtained similar negative results in the A4640 complex
alone, TInterestingly, one run of Moffett et al.was simultaneous with
run 86 of MN in which broadband pulsations were seen. However, Davidsen,
Margon, and Middleditch (1975) (hereafter DMM), in more recent observations
using a 100 R interference filter, have reported the detection of such
pulsed emission lines (from region I). A total pulsed equivalent width
of ~2 & and a total pulsed fraction of greater than 25% was reported
for the He II and N III liﬁes combined. These features were further
reported to be pulsing in phase with the broadband signal, and it was

suggested that all of the optical pulsations may in fact be due to a

1The:absence of pulsations reported by Canizares and McClintock may
not be significant, since the binary phases during which pulsations
are most often present (cf. 'MN) were not covered in their observations.
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small number of such pulsed emission lines.

Our results are in disagreement with the'reported detection of
pulsed emission lines and with the resulting hypothesis of DMM. 1In
addition, é search of the literature has established that on at least
one occasion (JD 2441823.85 - 2441823.97) when relatively strong pulsations
were present (run 46 of MNj,simultaneous observations (Bopp et al., 1973)
showed no emission lines in the spectrum of HZ Her down to a limit of
0.25 R equivalent width. This provides independent evidence that the

pulsations are not due to a small number of prominent emission features.

Details of the Observations and Data Reduction

Spectra of HZ Her were recorded for a 3-hour period on 1 October
1975 beginning at JD 2442686.615, covering the binary phase interval
0.18-0.26. This night was selected because the optical pulsations w=2r:
predicted to be relatively strong on the basis of the data of MN, and
because both the binary and 35-day phases (the latter just prior to X-ray
turn-on) closely resembled those during which the reported detections of
pulsed emission lines were made by DMM. The observations were made with
the Lick Observatory 3 m teléscope and image tube scanner (ITS} (Robinson
and Wampler, 1972). As described in Chapter I, a 255-point digital
spectrum was recorded- every: 10 mé on~magnetic tape, with each point
spanning .a waveleﬁgth,interval of ~10 R. The spectra covered the region
3500-6000 K‘and were calibrated and normalized with He-Ne-Ar-Hg and
quartz lamps and a standard star. In a&dition to the time-resolved data,
higher resolution spectra. (20 minute integrations) using all 2048 scanner

channels .(~1 &-in width) were independently recorded. With the 4"
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slit used the ITS had a resolution (FWHM) of 8 &.

The higher resolution spectrum for the entire run is shown in Fig.
II1-1. Since the sky was not photometric for the entire run and the
transparency was not monitored continuously, the normalization, particu-
larly below 4000 A, mav not be precise. For reference, the shapes of
representative blackbody curves are also shown. HZ Her is not isothermal
at this binary phase, so detailed comparisons are not meaningful, but it
may be useful to note that the spectrum can be characterized as roughly
that of a blackbody with T~ 14000°K. The emission features A4640 and
A4686 are apparent, with equivalent widths of ~2.0 R and ~1.4 R respec-
tively, and these lines are essentially constant in strength throughout
the run. (It is possible that the feature N III AA4634 - 4641 is blended
with C IIT A4650 [see Crampton and Hutchings, 1974]; we do not have
sufficient resolution to distinguish these lines.) vThe prominent
absorption features HB and Hy have equivalent widths of ~6.8 & and
~5.6 R respectively, and also persist throughout the run.

The amplitude, phase, and frequéﬁcy of the broadband pulsations
were determined from the time-resolved data as described in Chapter II.
We found that the ratio of signal power to local power (the latter defined
as the power averaged over an ensemble of independent frequencies in a
region surrounding, but excluding, the frequency of interest) was 63.5,
corresponding to an 11 (=+/Z%§3.5) standard deviation effect. A portion
of the power spectrum for HZ Her is shown in Fig. III-2; the spike due
to the 1.2 s pulsations is clearly visible (though not completely
resolved in this figuré). The {linear) change in the frequency with

time was determined to be small (<10™° Hz s') and will not be considered
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further. The results of the broadband analysis are summarizgd in Table
III-1 and are consistent with the data and model described by MN.

The complex Fourier coefficients, Ak(m), k=1,2,...,255 were
calculated for the 255 individual wavelength channels from Eq. (II.8)
using the (angular) pulsation frequency determined from the broadband
analysis. The individual signal phases were also determined from these
coefficients according to Eq. (II.8). In the following, the individual
phases have been measured relative to the broadband phase (arbitrarily
chosen to be 0°); the broadband Fourier coefficient is thus real and
positive.

The 255 complex coefficients were normalized according to a procedure
similar to the one described in Chapter II, so that the uncertainties in
both the real and imaginary parts of the normalized coefficients Ai(m)
are given by ilfv%?. The situation here, however, turns out to be somewhat
simpler than in the general discussisn of Chapter II. As will be seen
below, type II noise — noise that is correlated from wavelength channel
to wavelength channel — is negligible in the HZ Her data. This is
presumably due to the fact that sources of noise which are strongly
correlated from channel to channel — fluctuations in seeing, transparency,
and telescope guiding — have power spectra that fall roughly as f_l and

" are.thus unimportantiatq;he relatively high‘frequepcy of HZ Her. We could
- not, howevef, have predicted this situation in advance.
We can.verifyvghat typéfil noise is indeed negligible by examining
sca;ﬁér plo?s of the_Ai&n):aF;frequenciesnhear but excluding the,fiequency
of interest. An-example of such an offrfrequeqcy distr;butian of coeffi~

-cients:is shown in Fig. III-3a.. In Chapter II it was noted'that type I
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TABLE III-1. Broadband pulsations of HZ Her.

Start of run JD 2442686.615
End of rum JD 2442686.743
Initial binary phase 0.180
Final binary phase 0.255
Power/local power* 63.5
Frequency*

Apparent 0.807895(5) Hz

At solar system barycenter 0.607932(5) Hz
Doppler velocity (relative to 1
HZ Her/Her X~1 center of mass)* -22(2) km s
Average pulsed fraction+ 2.0(2) x1073

Notes: Uncertainties (*10) in least significant digit(s)
indicated in parentheses.

Quantities with an astgrisk (*) have been calculated
using only the first 22° 10 ms data bins (~95% of data)
as a calculational convenience.

TPulsed fraction is defined here with respect to the
instantaneous light level, not the maximum light from
the star as used in MN. The pulsed fraction would be
30-40% lower according to the latter convention.
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noise causes scatter in the Ai(m) about the centroid of the distribution,

vhile type II noise causes a displacement of the centroid from the origin.

Figure ITI-3a is typical of the data near the frequency of interest in

that ;he displacement of the centroid is very small; it is in fact consistent

with what one would expect on the basis of the scatter of the points

(type I noise) alone. It follows that the effects of type II noise can

be neglected, a fact which we will find useful in the following paragraph.
To illustrate the connection between the distribution of the Ai(uﬂ

at the pulsation frequency of HZ Her and the wavplength distribution of

the pulsations, let us consider here two possible extreme cases for the

latter distribution. We shall assume, for simplicity, that each wavelength

channel contains an equal number of photons. If the entire broadband signal,

IA'[Z = 63.5, were to lie in a s{hgle wavelength channel, ko, then we would

have Ai &~ +/63.5x255 = 127 and the corresponding point in the scatter

plot wogld lie along the real axis accérding to our above phase convention,

with the remaining AL clustered about the origin. (The scaling law used

here follows from the fact that the squares of the normalizing constants

for the A; scale, in general, as the variances of the input distributions

and therefore, in the absence of type II noise, roughly as the number of

channels considered.) If, on the other'hand, the signal We;e equally

distributed among al]'wavelengths, thenuthe entire diﬁtribution of the Ai’

would be clustered about the ﬁbint \f€3T§77§5:3 0.5 on the real axis.

That is, the centroid of the distribution would be displaced from the

origin to this point.
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Results

The distribution of the complex Fourier.coefficients calculated at
the pulsation frequgncy of HZ Her is shown in Fig. III-3b. The most
evident characteristic is a 0.6 unit displacement of the centroid of the
distribution, suggestive of simple broadband pulsations of constant (wave-
length independent) pulsed fraction; no excess of pulsations at any wave-
length is apparent. To take account of the fact that the number of
detected photons per wavelength interval varied substantially over the
observed spectrum, we have subtracted the contribution of a constant pulsed
fraction of 0.2% from each coefficient and the resulting distribution is
shown in Fig. III-3c. The close similarity between Figs. III-3c and III-3a
shows that, at least qualitatively, a fixed pulsed fraction, independent
of wavelength, is a good description of the spectral distribution of the
signal.

Because of their special interest, the coefficients corresponding
to the emission features A4640 and A4686 are shown separately {uncorrected
for broadband contribution) in Fig., ITI-3d. It is clear that these
cqefficients do nof have large compoﬁents in the direction specified
by the broadband pulse phase (positive real axis) and therefore the
corresponding fgatures do mnot contribute significantly to the pbservedr

pulsations. We héﬁe derivéd upper limits (50% confidence) of 0.08 and 0.09
for the pulsed fractioﬁs at any phase fo? the features A4640 and 14686
respectively. :This‘correspondsltq a total pulsed equivalent width of ~0.3R,

an order of magnitude smallér than that reported by ﬁMM.
The foregoing aﬁalysis can be made more quantitative as follows.

The 255 points on a graph of pulsed fraction versus wavelength were fitted
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successfully with no assumed wave}ength dependence (X2 = 254.4, 254 degrees
of'f}éé&6mjt yieldiﬁg'a'méan pulééd'fi3ction £ of 2.0%x10"%. If 50 or
more waveiength channels had no signal present, an gnacceptably large x?
would have resulted; the signal must therefore have been present in at
least 200 of the wavelength channels. We also examined the hypothesis

that the pulsed fraction varies.linearly with wavelength, from'F(l— §) at
4000 & to .¥(1+ 8) at 6000 R. For this purpose we restricted the wavelength
channels coasidered to those longward of 4000 R (because of the normaliza-
tion problem noted above and the abundance of absorption features below
this wavelength) and e also excluded those channels corresponding to the
préminent absorption features HB, Hy, and H§; the remaining features in

the spectrum represent only a smalllperturbation of the continuum light
levels. We found an acceptable fit to this hypothesis (X2 = 184.7, 187
degrees of freedom), with § = 0.18+0.15, i.e., marginal evidence that

the fractional modulation is stronger in the red than in the biue. Note
that 8§=0.2 corresponds to the pulsed fraction increasing in direct
proportion to the wavelength. It is not clear what value one expects for

8 on theoretical grounds. The wavelength-dependence for the pulsed fraction
varies from model to model among fhe'Several numerical models considered
by Alme and Wilson (1974) (Table 3 of their paper), although it is in
geﬁeral weak (ISI < 0.1). Anderson's (1977) numerical model'is not carried
to the point of a quantiféfife';;édicfion for the pulsed fraction as a
Function of wéﬁeiéhgth, Buihip is nonetheless clear that‘his results imply
a positive'value.fﬁf §. 1iﬂAboth cases the prédictions appear to be consis-
tent with the cbservations.

In addition to the above, we considered two simple models to explain
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the pulsed amplitudes as a function of wavelength in the continuum.
Suppose that the pulsations are due to a small sinusoidal temperature
modulation (of amplitude AT) of a blackbody or thermal Bremmstrahlung
source of light (characterized by a temperature T) whose time-averaged
contribution is not necessarily the major component of light in the DC
vspectrum. If we denote the signal amplitude at wavelength A in photons

(per unit time) per unit wavelength interval by a({A), then we have

a) = o= [ E,0,D] AT (111.1)

where FU is the usual source intensity per unit frequency interval. The
DC spectrum, which may include substantial contributions of light which
have nothing to do with the pulsations, is ignored in this model. We
fitted the measured amplitudes (again excluding wavelengths below 4000 Y
and HB, Hy, and HS), corrected for detector response, to the above
hypothesis, using the well-known expressions for the intensities of both
plackbody and thermal Bremmstrahlung (free-free) sources. In the former
*2100 6. 51 the latter, T.. = 17000 */000

-1300 ff -5000
with an acceptable fit in each case. The blackbody hypothesis results

case we found Tbb = 7000 °K,
in a value of the temperature which is somewhat low compared to the color
’tempeiature of thé DC'épectfum. However, this does not necessarily mean
that the incident X-réy éneiéy is not thermalized in the atmosphere of
HZ Her — the observed pulsations may represent an average over several
thermal sources of différent temperatures. In fact, if the X-rays are
not thermalized (i.e. if fhélx-rayS‘deposit their energy at small optical
depths for the reprocessed radiation), then the weakness of the emission
features (DC or pulsed) in HZ Her may prove difficult to understand

(c.£f. Tarter and McKee, 1973).
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Discussion

Because of the strong disagreement between our results and those of
DMM, some further discussion is warranted. We first note that we have
attempted to reproduce these latter results using equipment and analysis
programs identical to those of DMM, but without success. Out of 10 nights
of observations in 1975, all at appropriate binary phases, no statistically
significant signals were seen through the narrow band interference filter
covering 4620 - 4720 R, although broadband pulsations were detected during
four of the rums.

Our results might seem to indicate that the reported pulsed emission
lines of DMM were transient events, whi;h, for example, could result from
the occasional presence of strongly pulsed soft X-rays. However, this
interpretation leaves unresolved the reported phase agreement between the
broadband and emission line pulsations of DMM. This phase agreement
(within the %20° experimental errors) is difficult to understand if the
broadband pulsations are in fact distributed throughout the continuum
(as our data indicates) and not simply due to other pulsing emission
features (for example, filled-in Balmer absorption lines, as has been

. suggested) This can be seen as fbllows- One can show on general grounds
(Avni .and Bahcall 1974) that 1f the atmosphere of HZ Her requ1res a finite
characteristic time T to}cooluafggr ngayiﬁgatlng, then the reprocessing
-efficiency (the ratio of the percentage optical modulation to the

. percentage X-ray modulatiqn)<will,be given by

-5

n o= (1+ wlt?) (111.2)

and there will be a corresponding phase shift (of the optical pulses
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relative to the X-ray pulses) of

A6 = -tan(wr) . (111.3)
where w is the angular frequency of the modulation, 5.08 rad s-l.
Equations (III.2} and (III.3) are true provided only that the atmosphere
responds linearly to the incoming radiation. Now the low level of
continuum pulsations from HZ Her can be understood if n = 0.04, allowing
for a geometrical factor of ~5 which arises from differing light travel
times over the surface of the star (see MN}. This implies a cooling
time of ~5 s, and a consequent phase lag of 88° with respect to the
incoming modulation, and is consistent with several theoretical values
for T in the range 1- 10 s (Basko and Sunyaev, 1973; Dahab, 1974; and
Alme and Wilson, 1974). On the other hand, the reported modulation in
the emission lines of DMM is 2 25%, which, again, allowing for the
geometrical factor of 5, implies n=1 and hence T £ 0.1 s, with a
resultant phase lag of £ 30°. In other words, instead of phase agreement,
one would expect pulsed emission lines of the strength reported by UMM
to have a phase 60° to 90° ahead of the phase of any continuum pulsations.
It should also be noted that the observations of DMM appear to
disagree with spectroscopic data of other observers. Although the Doppler
velocity and acceleration of the broadband signal of DMM establish that
.the observed pulsatlons come from the surface of HZ Her, Crampton and
Hutchlngs (1974) present spectroscoplc evidence which they feel suggests
that both the He II and N III emission lines originate near the compact
,obJect (Her X-l) rather than HZ Her. In addition, they detect N III
‘em1551on very near ec11pse, which is difficult to explain if this feature

originates from the heated surface of HZ Her. McClintock, Canizares,
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end Tarter (1975) have notedAthat one might'expe;t He 1I emission from

near the compact object ﬁy analegy withrother, more easily observed,

optical counterparts of binary X-rey sources. We note that if these.
features came from near Her X-1 and were strongly pulsed, one would

expect significant power at the éppropriate Doppler shifted frequency;
however in our data, the emission and absorpticn lines are not significantly
pulsed at any nearby frequency.g Additional data woﬁld be useful in
clarifying the origin of the emission from this system.

The low pulsed fraction which we detect in the N III and He II
emission ‘lines raises another interesting problem. If a strongly modulated
X-ray beam produces the emission lines in the upper atmosphere of HZ Her,
then the recombination times are sufficiently low3 that the lines should
appear ~20% pulsed in contrast to our upper limit of 9%. This disagree-
ment might be resolved in at least two ways. First, as noted above, the
emission lines may originate near Her X-1 (e.g., in an accretion disk)
instead of HZ Her. In this case, the expected pulsed fraction would
depend upon the geometry of the disk and could be quite low at this binmary
phase. Second, the X-rays producing the emission lines may not be strongly
pulsed. Shulman et ql. (1975) have reported a substantial flux of soft
1”X-rays w1th a low (5 20%) pulsed fractlon, and these soft X-rays should

vr‘be‘mostrlmpgrtantvln producing emission lines. However, these observatlons

zAs noted in the 1ntroduct10n, the broadband pulsations from the vicinity
of Her X1 are not typically seen at the biflary phase under consideration
-;here, but th1s does not preclude the poss1b111ty of pulsed lines from

‘near: Hér X-1" (since the equivalent width of the emission features is
'jwsmal )

3Accord1ng to the recombination coeff1c1ents and den51t1es given in DMM,
Tye IT ~10"°s and ™NIII ~10"%s at optical depth unity.
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introduce problems of their own: as noted by the authors, this soft
X-ray flux should excite emission lines whose strengths greatly exceed
those actually observed.

In summary, we have shown that the optical pulsations of HZ Her are
distributed throughout the optical continuumr Althougﬁ the de£ails of
this distribution are not precisely determinéd, our observations appear
to be at least qualitatively consistent with the numerical results of
other investigators. We find no evidence for pﬁlsed emission lines and,
on the basis of this experiment and the simult;ueous spectra and pulsation
data of JD 2441823 (discussed earlier), we can rule out the suggestion of
DMM that a few prominent emission features are responsible for the pulsa-
tions. The reported pulsed emission lines of DMM may have been transient
events, but their Doppler velocity and phase relative to the broalband
pulsations do not fit well with other observations. We feel that any

further investigations into the question of pulsed emission lines should

address these latter issues.
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CHAPTER 1V. TIME-RESOLVED SPECTROPHOTOMETRY OF DQ HERCULIS.

- Introduction

The nova DQ Herculis (1934) has béen an_Objeéf of coﬁsiderable renewed
interést in the last five years. In addition to being a prototype for the
classical novae, this star system is analogous in structure to the more
recently discovered X-ray binaries, especially Her X-1 (HZ Her), but with
a white dwarf replacing the neutron star of the latter (Lamb, 1974; Bath,
Evans, and Pringle, 1974). Also the remarkable behavior of the optical
pulsations from DQ Her near eclipse, the so-called 360° phase shift
discovered by Warner et al. (1972) (hereafter WPHN), undoubtedly provides
an important clue to understanding this system, although the interpretation
of this phenomenon (and, in fact, the interpretation of the optical
pulsations themselves) is still a matter of controversy.

The time-resolved spectrophotometric observations of the present
work (an investigation of the behavior of the pulsations as a function
of wavelength) represents an attempt to gain insight into the pulsation
mechanism in DQ Her. Katz (1975) has pointed out that such observations
might elucidate the structure of DQ Her.

In the following, after summarizing the background material on this
object, we shailipresent the resﬁltsnof our observations — most notably
the detection of pulsations in He II A4686 and an unexpected phase shift
(as a function of wavéléﬁgth) across this line. - We shall discuss Eriefly
some general impli¢afion;vof the simple fact of the emission line
pulsations and shail then present'a rather idealized geometrical model

which makes clear the comnection between the emission line phase shift
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and the eclipse-associated phase shift of WPHN. This model is based on
the idea that the pulsations, excited by hot spots on a rotating white
dwarf, arise either i) at the inner edge of the a:zcretion disk as
suggested by Katz (1975) and by Rees (1974), or ii) from the surface of
the disk — predominantly the back half of the surface — as suggested by
Herbst, Hesser, and Ostriker (1974). We shall also consider the implica-
tions of our results for a number of other models proposed for DQ Her and
noted below. Finally, an important distinction between our interpretation
of the eclipse-associated phase shift and Katz's (1975) interpretation of

the same phenomenon will be discussed.

Background

We shall begin with a summary of the relevant background material
on DQ Her and a brief description of the various models which have been
proposed for this system. )

DQ Her was observed to be an eclipsing binary with a period of 4h3§m
by Walker (1954). Greenstein and Kraft (1959) found velocity vgriations
in He II A4686 and members of the Balmer series indicative of orbital
motion with K ~ 150 km s~ . These authors also found that the above
He I line shows a classical rotational disturbance before and after
mid-eclipse; that is, the central wavelength of the emission line is
displaced sharply lqngwagg during ingress and sharply shortward during
egress. Thisreffegt proyides direct and convincing evidence for an
accretion disk in DQ Her and establishes that the A4686 emission originates
in the disk (an important cht for this work). The current view is that
the system consists of a_hqt white dwarf surrounded by an accretion disk

(the latter being responsible for most of the light from the system) and
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a dark companion star which overflows its Roche lobe (Kraft, 1959).
Optical pulsations from this’ Systém with an amplitude of a few
percent and a very stable period of about 71 s were discovered by Walker
(1956). The pulsations disappear near mid-eclipse; the duration of the

disappearance is not precisely known, but it is believed to be about
five cycles (WPHN). Herbst, Hesser, and Ostriker (1974), combining all
the pulsation data collected from 1954 to 1971, have established that
the pulsation period is highly stable, though steadily decreasing on a
timescale, ]P/ﬁl, of 2,64 x10° years. In other words, the clocking
mechanism in DQ Her drifts by only about 1 part in 10%Z.

In addition to the 71 s periodicity in the intensity of DQ Her, some
(rather marginal) evidence for a modulation of twice the period (142 s)
has been reported in both linear and circular polarization (Kemp et al.,
1974; Swedlund et al., 1974).

As mentioned in the Introduction, WPHN have discovered a surprising
aspect to the behavior of the pulsations near eclipse: OQOut of eclipse
the pulsation phase is roughly constant in time (though see Patterson et
al. [19771), as one would expect from a signal of constant frequency, but
near the onset of eclipse the phase begins to advance and continues to
do so until the pulsations disappear, by which point it has gained a
substantial fraction of a cycle. Near the end of eclipse, when the
pulsations reappear, the phasé appears retarded by a similar degree and
then advances until it reacheé the same cdnstant value it had prior to
eclipse. For historical reasons this effect is often referred to as
" a (positive) 360° phase shift; however, we shall instead adopt the
termiﬁblogy of Nather and Robinson (1974) and réfer to it below as the

' meclipse-associated phase shift."
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Both Walker (1958) and Kraft (1959) have attributed the 71 s pulsa-
tions to radical oscillations of the degenerate star. However, it is
difficult to explain the eclipse-associated phase shift in terms of this
mechanism and, as a result, several other models have been put forth.

WPHN have considered a model invelving a grazing eclipse of a white dwarf
oscillating in an 2 =2 mode, but the model is artificial and not entirely
successful. The model proposed by Nather and Robinson (1974) for both

UX Ursa Majoris and DQ Her involves a white dwarf oscillating in a
nonradial g-mode with £=2 and m = 2. 1In this case the pulsed radiation
is not observed directly but is reprocessed in a greatly extended optically
thick photosphere which is suspended by Kepleriam motion. The details of
how the white dwarf oscillations are coupled to the light curve, however,
remain poorly understood in this model.

Bath, Evans, and Pringle (1974) examine in some detail an oblique
magnetic rotator model consisting of a white dwarf rotating with é 142 s
period and possessing two hot spots due to accretion at the two magnetic
poles. The problem with this model (as its authors acknowledge and as
we shall explain below) is that the pulsation phase should decrease
during ingress, appear advanced as the eclipse ends, and then decre¢ =
again until it reaches its normal value (a phase shift of -360° in the
terminology of WPHN), exactly opposite to what is observed. Rees (1974)
points out, in a note added in proof to the above paper, that the correct
sign for this effect could be obtained if the pulsations were due to a
spot (or two spots) on the inner edge of the accretion disk, rather than
on the white dwarf itself; although such an inner edge effect predicts a

phase shift more rapid than that actually observed.




_42-

Lamb (1974) discusses an oblique rotator model similar to that of
Bath'et'al.(1§74), but ‘in Lamb's picture~£he'éclipse-associated phase
"shift is due essentially to an aftifact of the data-amalysis procedures:
Following a suggestion by WPHN, Lamb argues that the phase shifts during
ingress and egress are a consequence of fitting a sine wave .f decreasing
and increasing amplitude respectively with a constant amplitude sine
wave. However, we show in the Appendix of the current work that this
cannot be the case: Any‘(artificial) phase shift induced by the fitting
é:ocedures of WPHN must have been small, almost certainly less than 5°,
" and in addition, the sign of such a shift is not necessarily positive
.gas required by Lamb).

Herbst, Hesser, and Ostriker (1974) note that the 2 500 s duration
" of ingress and egress of the eclipse of the pulsating region (or, alterna-
tively, the duration of the phase advance during ingress and egress) from
the data of WPHN and the 150 km 5-1 radial velocities of Greenstein and
Kraft (1959) imply that the dimensions of the pulsating region are ~10'°
cm, an order of magnitude too large for a white dwarf. These authors
infer that the pulsations must therefore originate in the accretion disk,
and go on to suggest, independently, a model similar to that of Rees, in
which radiation from the white dwarf hot spots periodically excites the
back side of the disk (a region conceivably extending well beyond the
inner edge).

Katz (1975) also discusses the oblique rotator model, but suggests
a different mechanism for the eclipse-associated phase shift. In Katz's
picture, the pulsations arise from a reflection effect in which the
ultraviolet radiation from the rotating white dwarf is absorbed by and

reradiated from two distinct regions: i) matter fixed in configuration
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with respect to an inertial observer, e.g., the inner edge of the accretion
disk, and ii) matter fixed in the co~rotating frame, e.g., the companion
star. This gives rise to pulsations at two different frequencies (analo-
gous to solar and sidereal days), whose interference leads to the observed
phase shift at eclipse.

We shall discuss our results below in terms of a model based on the
three models — developed by Rees (1974}, Katz (1975), and Herbst, Hesser,
and Ostriker (1974) — which involve an oblique magnetic rotator and

reprocessing in the accretion disk.

Details of the Observations and Data Reduction

We recorded spectra of DQ Her for a 4.5 hour period on 1976 June 23,
beginning at JD 2442952.755 and covering very nearly one complete binary
cycle (binary phase interval 0.56 - 1.54). The observations were made
with the Lick Observatory 3 m telescope and image-tube scanner (ITS)
(Robinson and Wampler, 1972). As described in Chapter I, a 255-point
digital spectrum was recorded every 10 ms on magnetic tape, with each
point or channel spanning a wavelength interval of about 10 A. The total
wavelength band covered was 3600 - 6100 A. These 10 ms spectra were later
summed 200 at a time so that the resulting data consisted of a st%ing of
213 (=8192) contiguous 2s spectra of 255 wuvelength points each. 1In
addition to the time~resolved data, 13 higher resolution spectra (20 minute
integrations) using all 2048 scanner channels {(~1 R in width) were indepen-
dently and'simultaheouslyirecorded. We measured the width (FWHM) of the
prominent emission line features in the night sky to be 16 &, corresponding

to a resolution (o) of 7 R. However, the resolution of these sky features
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is determined by the full width (7") of the spectrograph aperture;

~ the resolution for stellar features is determined {for large apertures)
by the size of the seeing disk. We estimated this latter resolution (o)
to be 4 ﬂ, based on the observed disk size and a previous aperture
calibration. In addition, the orbital motion of DQ Her during our
observations caused (unremoved) wavelength shifts of up to *2 R, thus
jncreasing our effective resolution to o =5 &.

In addition to (and immediately preceding) the optical observations
under discussion here, we made a brief run on the object with the same
equipment, but at longer wavelengths, extending into the infrared:

6100 - 8600 R. The binary phase interval covered in this shorter run was
0.43 - 0.55. Unless otherwise stated, the results below apply only to
the longer run, covering the wavelength band 3600 - 6100 R.

In order to investigate the broadband 71 s signal from DQ Her, the
Qumber of photons in each 2 s spectrum were summed over wavelength to
give the broadband count rate as a function of time. The resulting
function was smoothed by fitting each 20 minute segment to a cubic
polynomial and then dividing out the polynomial. In order to eliminate
the grosses nonstatistical fluctuations in the count rate (the majority
of such excursions presumably resulting from telescope guiding variations),
the 4% of the points which were furthest from their expected values on the
basis of the ahove fit were deleted and replaced with their expected values.
This procedure substantially improved the signal-to-noise ratio. To avoid
the; complicating. effects of the eclipse-associagted phase shift and the

. rapid_intensity ﬁariation;during eclipse, all points during the ~40 minute

.. eclipse (for our-purposes from binary phase 0.92 to 1.08) were also

!



-45-

deleted. The broad band smoothing function described above was also used
to smooth the 255 individual wavelength sets. The 2 s spectra correspond-
ing to deleted broad band data points were likewise deleted and replaced
by the average 2 s spectrum. The pulsed fractions quoted below have,

of course, been corrected for such deletions.

The 2048-point spectrum for the binary cycle covered in our obser-
vations (excluding the eclipse) is shown in Fig. IV-1. The lines of the
Balmer series and of He 11.14686 are clearly visible in emission. Weaker
emission features of N III1-C III at about 14640, C IT A4267, and He I
A5875 are also present. The forbidden feature of {0 II] at A3727 is
evidence of the well-known nebula surrounding DQ Her (c.f. Greenstein
and Kraft, 1959). This nebula is largely irrelevant for the present work;
we are chiefly concerned here with the accretion disk., However, the
possible presence of a nebular component to emission lines which also
originate in the disk may represent a complication to the use of these
lines as a probe of conditions in the disk.

The continuum light from DQ Her is characterized by a notably flat
spectrum as is evident from Fig. IV-1. This flatness manifests itself
as peculiar U-B and B-V colors (c.f. Walker, 1956). Kraft (1959) has
suggested that this continuum shape can be explained as due to Bremsstrah-
lupg emission from an optically thin disk. However, a more recent view
is that the accretion disks of cataclysmic variables are, in general,

- optically thick .(Robinson, 1976b). The accretion disk model of Pringle
and Rees (1972}, althoughydiscussed in the context of the X-ray binaries,
is:applicable here. In this case the spectral flatness results from a

superposition of a-large number of blackbody curves of different
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temperatures corresponding to different radii>in the disk; one finds that
1/3

‘the spectrum is given approximately by F, « v/°, pdge effécts may change
the details of the continuum $pectrum, which is also somewhat sensitive

to the mass accretion rate, Such effects may explain why the continuum

in Fig. IV-1 slopes slightly toward the red, while a true v1/3 spectrum
would slope slightly toward the blue.

Our eclipse data (not shown) exhibit the rotational disturbance of
the He II line discussed by Creenstein and Kraft (1959), and show the
effect in the Balmer series as well. However, due to the long integration
times (~20 minutes) in our higher resolution spectra, it is difficult to
analyze this effect in a quantitative way. The data of Greenstein and
Kraft also suffer from insufficient time resolution. These authors
conclude on the basis of this effect that the (effective) disk velocity
exceeds 350 km 5-1, though by how much is not clear. We shall return to
the question of disk velocities from a different point of view later on.

The broadband data were Fourier transformed using a standard FFT
algorithm. A portion of the resulting power spectrum is shown in Fig.
IV-2; the spike due to the 71 s pulsations is clearly visible (though not
completely resolved in this figure). Lower frequency spikes may be due
to fluctuations in seeing and transparency, and to telescqpe guiding; it
is not clear that any given lower frequency spike is associated with
thé‘star itsélf”(éliﬁbﬁgh'fhé~sysfem is known to exhibit low frequency
/%iiciéffﬁéj; ‘The evident lack of poﬁér at the lowest frequencies is a

"result of the smoothing procedure described above.
; .“ﬁﬁé:prééisé”éﬁpfifuaé;apﬁigé and frequency of the broadband pulsations
were défermi;éh from thertihe-résolvgd data as described in Chapter IT.

We found that the ratio of signal power to local power (the latter defined
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as the power averaged over an ensemble of 100 independent frequencies in
a region surrounding, but excluding, the frequency of interest) was

27.4, corresponding to a 7 (=VZ2x27.4) standard deviation effect. It

is interesting to note that if our uncertainties resulted solely from
counting statistics, the observed modulation would have corresponded to
about a 40 standard deviation effect; clearly nonstatistical uncertainties
dominate the broadband data at this low frequency.

Our measured value for the pulsation frequency is 14.073(5) mHz,
consistent with the value 14.072 mHz, extrapolated to the epoch of our
observations from Eq. (6) (linear terms caly) of Herbst, Hesser, and
Ostriker (1974).4 The broadband phase used implicitly in the following
analysis was determined with respect to the latfer, more accurate, frequency.
Our value for the pulsed fraction is 0.9% +0.1%, consistent with the average
value seen by WPHN (as determined from Pigs. 2 and 5 of their paper),
though a factor of 2 lower than Walker's (1958, 1961) earlier observationms.
We note that long time-constant decays in the ITS phosphor might tend to
reduce the amplitude of the signal; however we have shown that we can
easily resolve the 1.24 s optical pulsations of HZ Her (a star of brightness
comparable to that of DQ Her) with the same equipment (c.f. Chapter III),
so any such smearing-out effects should be unimportant on the substantially
longer timescales dealt with in the present work.

‘The complex Foﬁrier coefficients, Ak (w), k=1,2,...,255, defined as
-in Chapter II, were.calculated for the 255 individual wavelength channels

from Eq. -(II.12), with the frequency of the signal again taken to be

4The barycentric correction is negligible at this low frequency.
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14.072-'wmHz. The individual signal phases were similarly determined from
these coefficients according to Eq. (I1.12). In the following the
individual phases have been measured, as usual, relative to the broadband
phase (arbitrarily chosen to be 0°); the broadband Fourier coefficient is
thus real and positive.

The 255 Fourier coefficients were then normalized according to the
procedure described in Chapter IY. The ensemble of frequencies used for
this purpose was the same as that used to determine the uncertainties in
the broadband analysis. For the observations of DQ Her, unlike those of
HZ Her, type II noise (noise that is strongly correlated from wavelength
channel to wavelength channel) was not found to be negligible compared
to the more familiar uncorrelated noise (type I). Since the differential
refraction in the atmosphere was small for these observations (an average
of 0."6 between the extreme ends of the observed spectrum), the star image
was subject to the same sources of type II noise in different wavelength
bands, and the assumption that type II noise was 100% correlated from
channel to channel is a reasonable one. We assumed in addition that
type II noise was directly proportional to the number of photons counted
in any given channel (see Chapter II}, though our final results are not
very sensitive to the exact behavior. We made no assumptions regarding
the counf-rate_depehdence of ‘type I noise.

531ﬁé varioﬁs distributions of normalized coefficients Ai(m) shown in
Fig. IV-S:ﬁave thusibeen ndimalizéd such that the uncertainties due to
tfbé—IfndiSe‘aloné}in.both'the real and imaginary parts of any given point
are +1/v/Z. The uncertainties associated with the phases and amplitudes

derived from these ciafficients in the following have been determined
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from the above uncertainties by the propagation of errors. The errors
due to type II noise have been folded in where appropriate. In general,
in this data type I noise dominates in the individual wavelength bands,
but, due to the stronger rate dependence of type I1I noise, the latter
dominates in the broadband data. We could not, however, have predicted

this situation in advance.
Results

The scatter plot of the 255 normalized Fourier coefficients at the
frequency of DQ Her is shown in Fig. IV-3b. As indicated above, the
orientation of the axes has been chosen according to our convention that
the broadband coefficient lies along the positive real axis (0° phase).
It is clear that,to first orde} and with respect to a typicai ensemble of
off-frequency coefficients (Fig. IV-3a), the entire on—freqﬁency distri-

Vbution has been displaced substantially to the right (in the direction of
the broadband signal), and consequently the optical pulsations in DQ Her
are distributedltﬁroughout the wavelenéth band 3600 - 6100 R. In the
following we shall examine the details of this distribution. We shall

irst consider continuum wavelength channels, containing little or no
light from emission lines, and second, channels involving substantial
emission line contrlbutlons. :

We determined the pulsatlon amplitude in each of the 211 continuum
channels by con51der1ng only the reaz part of the approprlate Fourier
coefflclent. In this way only 51gnals in phase with the net broadband
signal were cons1dered; such a restr1ct1on effect1ve1y filters out the

component of the noise orthogonal to the signal. In order to check that
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no loss of information resulted from this procedure, we examined the

deflned as:
E (Im A]'()2 (Iv-1)

where the summation index k runs over the wavelength channels considered.
The subscript added to sf indicates that this quantity is restricted to
components orthogonal to the broadband signal. We found sf = 101.8, which
falls within the range of values 105.5%10.3 expected on the basis of
statistical fluctuations (type I noise) alome. In other words, there is
no evidence for any variation of the signal'phase across the continuum.
We should emphasize here that the dﬁantity ef is useful in this statistical
test of the data, but its numeriee}vvalue is not a quantitatite measure of
any intrinsic property of the star. v

In the following we shall ve concerned both hith signal emplitude
and with pulsed fraction, f, the lattet defined by f=a/r, where r is
the average photon count rate and a is the signal amplitude in the same
units. In dealing with the signal amplitude (aj we must correct for the
wavelength dependent detector response: pulsed fraction (f), however,
is not affected by this response.

We obtained a good fit to the continuum data with the simple hypothesis
N that the pulsed fractlon was constant, 1ndependent of wavelength The value
k of X was 211 forithe 210 degrees of freedom and the mean pulsed fraction,
f was 0 92%'*0 12% When we assumed 1nstead that the pulsed fraction in
the contlnuum varled 11near1y w1th wavelength from f(1 8) at 3600 R to

f(l +6) at 6100 R then we found that the fractlonal modulation was
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marginally stronger in the blue than in the red: & = -0.077%0,054.

We also examined a simple model to explain the pulsation amplitudes
as a function of wavelength in the continuum. Suppose that the pulsationms
are due to a small sinusoidal temperature variation (amplitude AT) of a
blackbody or thermal Bremsstrahlung source of light (characterized by
temperature T), whose time-averaged contribution is not neeessarily the
major component of light in the DC spectrum. The amplitude of the pulsa-
tions at a given wavelength will then be'proportional to the difference
between i) the flux of photons of that wavelength from the source when

the temperature is T+ AT, and ii) the flux when the temperature is T.

We have:
ay « Z[iFo,m]ar (1v.2)
ar by Fu

where Fv is the usual source intensity per unit frequency interval. The
DC spectrum, which may include large contributions of light which have
nothing to do with the pulsations, is ignored in this model.

We fitted the measured signal amplitudes (corrected fer the detector
response) to the above hypothesis, using the well-known expressions for
the intensities of both blackbody and thermal Bremsstrahlung (free-free)
sources. In the former case we found Tbb = 7700 £ 600°K; in the latter
‘Tep = 19000 + 2000°K, ‘with an acbepf:{ﬁié fit ‘in“ém;:»ﬁ"cas.e'. For comparison,
" We note that Kraft (1959) has estimated (though with considerable uncer-

- tainty) that the témpefaturéé of the white dwarf and disk are 8x10%°K
and 2 x 10*°K,” respectively. Thus the "pulsation temperature" for the
free-free fit is perhaps typical of the system, but if the pulsations are

‘due to a single blackbody source, then this must be located in a relatively
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cold part :.of the system. .Of course, more "cbmplicaté’d models, e.g., a
- suparposition of -blackbody sources, analogous to the case of the DC .
spectrum, are also possible.

Our near infrared observations, near binary phase 0.5, establish
that the pulsatlons extend into the wavelength band 6100 - 8600 §. We
found a mean pﬁlsed fraction £ = 0,80%£0.19% in this region of the spectrum.
Due to the shorter duration of this run, the uncertainty in the slope of
the pulsed fraction versus wavelength is relatively large. When we assumed
that the pulsed fraction in the continuum varied linearly from _t:(l -§) at
6100 A to E(1+6) at 8600 R, we found § = -0.52 £0.28. Because there is
evidence that the pulsed fraction in DQ Her varies irregularly (Walker,
1958,1961; Nather and Warner, 1969), we have not combined this Jdata with
the optical data described above into a single fit. The only prominent'
emission feature in this long wavelength band is Ha; it does not show any
significant enhancement of the pulsation amplifude above the underlyiné
continuum.

The pulsation amplitudes in the 44 emission line channels were also
determined from the real parts of the appropriate Fourier coefficients,
ana;logous to the detarmination of the continuum amplitudes, except that
_ these coefficients were first corrected for the underlying contimunm by

) sul:_oFrac;t.‘ipg off ‘the Fourier :_;oefficient expected from the continuum alone
on the basis of the ‘two-parameter fit described above. The pulsed fractions
g ob_taiAneq;by t_hi§ ;E}j??iefi}l_.l"_e for the ten most prominent emission lines are
prie:sgnte_dnvi'n, Tﬂ?lﬁ;l"-‘l-' Errors in the pulsed fractions quoted include a
copt{iﬁixt;;.on from an mqertainty of 2% in estimating the level of the

underlying continuum. The errors are dominated by cuumting statistics
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TABLE IV-1. Pulsed fractions in emission features in DQ Her.

Pulsed Error
Species Wavelength fraction (%) (%)
[o 11] 3727 -1.4 2.8
Hg 3889 -0.9 3.4
He 3970 -0.9 1.8
HS . 4101 -0.4 0.9
C II 4267 +1.5 2.6
Hy 4340 -0.5 0.7
N III/C III ~4640 +2.5 0.9
He II 4686 +2.3 0.4
HB 4861 -0.6 0.4
He I 5875 -3.4 2.0

Notes: Pulsed fractions have been corrected for
contributions due to underlying continuum;
uncertainties include the effects of a 2% error
in estimating the level of this background.
Signals have been restricted to the components
in phase with broadband pulsations; as a
consequence negative pulsed fractions can result.
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and are thus larger in the weaker features and near the ends of the spectrum
as a result of low detector response and/or extinction in the earth's
atmoﬁpﬁere.

The results indicated in Table IV-1 are relatively simple: The line
He II A4686 and the N III-C III feature at A4640 are pulsed in consider-
:able excess of the underlying continuum, while pulsations in the Balmer
series are suppressed and, in fact, consistent with not being present at all.
The contrast between A4686 and HB is somewhat surprising, especially since
both our sensitivity to and the intrinsic strength of these two features
is comparable. This difference can be understood, however, in terms of
the difference in ionization potential between He II and H I. This point
will be discussed in more detail below.

Because of thé good statistics and strong signal in the 24686 line,
it is appropriate to examine the Fourier coefficients of this feature in-
more detail. These coefficients, corrected for the underlying continuum,
have been plotted in Fig. IV-3d. Again, as in Figs. IV-3a and 3b, the
axes have been rotated so that the broadband coefficient falls along the
positive real axis. Note that for the single emission line, there are
- five coefficients (numbered in order of increasing wavelength), correspond-
ing to the fact that in our data the wings of the line extend over about
-50 R, 6t 5 of the 10 R wavelength channels. This spread is due to the
combined effects of intrinsic (presumably rotational) line width and our
.efféctive resolution of o = 5 R. Unlike the continuum case, the scatter
in ;ﬁe iméginary part of these coefficients exceeds what one would expect
dn‘thevbasis of statistics, For this scatter, defined as in Eq. (IV.1),

- we findfsf = 11.1, wéll above the range 2.5t 1.6 expected on the basis of

statistics alone.
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In order to check that this excess scatter is a real effect, we
repeated the above procedure, calculating the Fouriér coefficients at a
different frequency for the same emission line. For this purpose we chose
a frequency of 8.348 mHz, corresponding to the large spike evident to the
left of the signal spike in the power spectrum of Fig. IV-2; this spike
is presumably due to noise. The five corrected coefficients of this
off-frequency analysis are shown in Fig. IV-3c; there is no evidence of
excess scatter in the imaginary direction (sf = 2.6). Note that the
continuum corrections which we have made involve only the real parts of
the Fourier coefficients and cannot contribute to the large value of the
scatter observed in the imaginary parts.

The excess scatter in the 14686 Fourier coefficients orthogonal to
the direction of the broadband signal is evidence for a phase variation
across the emission line. This can be seen more directly in Fig. IV-4a,
in which we have plotted the phase of the 71 s pulsations for each of the
five A4686 channels, with phase 0° defined by the phase of the continuum
pulsations. These phases (and their errors) are obtainable directly from
the (continuum corrected) complex coefficients plotted in Fig. IV-3d.
Figure IV-4a shows a striking and systematic effect: The pulsation phase
in A4686 increases rapidly with increasing wavelength across the emission
line. Furthermore, the He II line center is in phase with the continuum
pulsations. Wé‘can deécribe this effect equivalently by noting that in
the short waQeleﬁgth wing of the line the pulsations lag the continuum,
While iﬁ the idﬁg ﬁ;vei;ngth'wing the pulsations Zead the continuum.

" The pulse émpiitﬁdes in the five channels are shown in Fig. IV-4b.

Due to the phase variation across the line, these amplitudes have been
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calculated using both the real and imaginary parts of the appropriate
Fourier coefficients (unlike Table IV-1 or the analysis of the continudm
channels in which only the real parts were used). Because the interpre-
tation of the phase variation across the emission line is much more
transparent than the correspondiné-amplitude variation, we shall concen-
trate on the former in the discussion beigw. Before leaving Fig. IV-4b,
however, we should point out that we would have expected (and, unfortunately,
the simple geometrical models which we will coﬁsider below predict) the
pulsation amplitudes to be symmetric about the central wavelength, while

Fig. IV-4b indicates that the ''center of pulsations™ in the emission line

is displaced toward longer wavelengths. It is curious that Kraft (1959)

has suggested, on the basis of different evidence, that near eclipse the .
center of light of the accretion disk may be displaced similarly toward

the receding or red-shifted half of the disk. It seems likely that these
two displacements are related, although it is unclear why no asymmetry
corresponding to that of Fig. IV-4b is evident in the (DC) line profile,
which is centered, in our data, to within about 1 R of the true line center at
4686 R. We shall leave this matter unresolved here, although we note that
this lack of a corresponding asymmetry in the DC line profile may indicate
that the pulsed and DC components of 14686 do not have identical origins.

It is impoftant to state ﬁgre that due to the rather low (o :}5 K)
resélutioﬁ ofvouf spectra, one must be rather cautiéus about any quéntitative
’1nterpretat10n of Flgs. IV-4a and 4b. That is, for example, the fourth
wavelength b1n extendlng from 4692 ] ta 4702 &, also 1nc1udes substantial
‘contr1but10ns from photons whose true (as opposed to measured ) wavelengths

11e in the range corresponding to the third wavelength bin, 4682 R to 4692 k.
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However, even allowing for this potential resolution problem, the extent
of the emission line effect in A in the above figures suggests that
velocities substantiaily lérger than the orbital velocitirof the system
(150 km s-1 = 0.23 wavelength channels) are involved.s This indicates
that the effect, like the rdfational disturbance discussed earlier,
originates in the accretion disk. A somewhat less obvious but equaliy
important point is the following: It is difficult to explain fhe phase
variation across the line by any disk model which does not invoke a strong
front/back asymmetry in the disk. Perhaps the simplest way to build such
an asymmetry into a model for DQ Her is.to have the pulsations originate
at the inner edge of the disk; a second possibility is that, due to the
combined effects of the disk shape and orbital inclination, the back haif
of the disk surface is moré visible than the front half. We shall return
to these points helow, after a preliminary discussion involving some
physical implications of the existence of pulsations in He II as well as

their absence in H I.
Discussion

Physical Considerations

The difference noted above between the hydrogen and helium pulsation
strquths can be accounted for in terms of the discussion which follows.
© First, however, let us assume that the mechanism responsible for populating
the ﬁpper 1eveis of He 1I is electron captured onto He III (Kraft, 1959),

and similarly for hydrogen. For consistency we need to establish that

5'I’he line;ofisightjﬁefbcity of the system is about -20 km sl (Greenstein
and Kraft, 1959) and .consequently completely negligible here.

.
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the helium recombination time is short compared to 71 s, otherwise the
pulsations would be washed out and not observable. We take representative
values for tﬁe electron temperature and density in the disk from Kraft
(1959) to be T, = 2x 10°°K and n, = 3x10*? em”®, respectively. For this
temperature the coefficient for recombination onto the n=4 level of He II
{restricted to ions which subgequently decay to n=3) is G(He II A4686) =
1.2%x107*? cn’ s'l(Seaton, 1968). Thus we have for the recombination time
tHé = (or.ne)‘1 = 0.3 s, much smaller than 71 s, as required. Similarly for
HB we have a(HB) = 1.6x10™"" cm®s™! (Seaton, 1968), and ty = 2 s, also
<< 71 s; the lack of pulsations in HB cannot be due to temporal smearing-out
effects. (Robinson [1976b] has suggested that the disk electron density
may substantially exceed Kraft's {[1959] estimate; however, the conclusion
that the recombination times are much less than 71 s is not affected.)
From the above recombination times for helium, Kepler's law, and a white
dwarf mass of ~1.1 M9 (Robinson, 1976a), it follows that an ion of He III
in the accretion disk traverses a negligible fraction of its orbit around
the disk from the time it is created until it recombines and produces a
photen at A4686. We will therefqre be justified in treating the ionization
and recombination process (as we shall in the following section) as occurring
‘at a point.

';7}ﬂow if the emission lines are in_fact reéombinafion-driven and since

‘ ‘the fécdmbiﬁation times must be short, it_follcﬁs that in a given volume

_ eleﬁent of the disk the observed periodicity in the A4686 intensity

f'mysp.be due to a corresponding moduiation of tﬁe recombination rate,

T=mn, nﬁe I'vIIal-Vk;.‘II(T)' ~This in turn must be due' to a modulation of one

or more terms on the fight—hand side of this equation. However, the
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electron density, n_, appears in the hydrogen recombination rate as well,
and in addition, the temperature dependence of the coefficients for
recombination onto H II and He III is virtually the same EvT_%). Thus,
barring very large temperature variations, the most important modulation

of the three terms must be that of Mo T11° the number of alpha particles
per unit volume; otherwise the effect would show up to a similar degree

in the Balmer series as well. The modulation of this factor simply reflects

a corresponding modulation of the ratio n The lack of an

He 111/ PHe 11"
observed effect in hydrogen can then be understood if the hydrogen in the
pulsating region is largely or completely ionized throughout>the entire
71 s cycle. Recombination radiation will still be produced in the Balmer
series, but if ny II/nHI >> 1 at all times, then the rate of hydrogen
recombination will not vary appreciably over the pulse period. Due to
the large difference in ionization potential between He II (54.4 eV) and
H I (13.6 &V), this difference in the modulation of the hydrogen and helium
ion populations is not surprising. The idea that the emission line pulsa-
tions should therefore tend to show up in species with higher ionization
potential is supported by the significant pulsation excess in N III -
C IIT (see Table IV-1, page 53); these species have ionization potentials
of 47.4 eV and 47.9 eV respectively.

We note for the sake of completeness that the situation in the
Balmer series may be someWhat‘complicated due to the possibility of self-
abgorption of these lines in the disk (Kraft, 1959) and the presence of a
' hebﬁlar‘componént to these lines. However, since the Bélmer series do
show some evidence of rotational diéfurbanc; as well as substantial

' diminution during eclipse, the disk component of these lines cannot be
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negligible and it is unlikely that the above difference in the pulsations
of the hydrogen and helium emission lines reflects simply the difference
between conditions in the nebula and disk.

The oblique magnetic rotator model of DQ Her provides a natural
explanation for the periodic ionization of He II: At an arbitrary point
on the disk there is a flux of ultraviolet photons originating at the hot
spots around the magnetic poles of the white dwarf, and this flux varies
as the star rotates. At least the high-energy tail (and possibly more)
of this photon distribution is capable of ionizing He II. Bath, Evans,
and Pringle (1974) estimate the characteristic energy from these hot spots
at between 20 and 250 eV. One could imagine that a similar situation arises
in the case of nonradial oscillations (as in the model of Nather and
Robinson [1974]). If we suppose that these oscillations are accompanied
by a temperature variation, then the number of ionizing photons in the tail
of the (local) blackbody radiation from a given point on the surface of the
white dwarf will vary as the "temperature wave" propagates around the star,
with virtually the same effect as rotating hot spots. The details of the
interaction between the star and material in the disk could of course be
much more complex in either model.

In the oblique magnetic rotator model, there is no particular
significance to the relation between the temperature of the hot spots and
the mean surface temperature of fhe white dwarf. Letrus consider instead
thé.nonradial oscillator for a moment and suppose that the inferred modula-
tion of the helium ions dogsAindeed result, as suggested above, from a
moﬁuléﬁion of the tg@peréture over the surface of the white dwarf. It is

then interesting to ask how big a temperature variation is implied by the
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size of the emission line pulsations which we observe. Let us assume

that i) the photons which ionize He II to He III are produced as the
high-energy tails of blackbody radiation, and ii) the number of A4686
photons at any instant is directly proportional to the number of ionizing
photons from the white dwarf. Since the photoionization cross-section is
strongly peaked at the threshold of 54 eV, it will suffice here to consider
only photons of this energy (Ehvo). If Fvo(T) is the flux per unit
frequency interval of photons with energies near hvo from a blackbody

at temperature T, then we must have
= = (1Iv.3)

where f is the fractional modulation of the emission line and ZAT is
the temperature variation over the surface of the white dwarf. The
right-hand side of this equation is to be evaluated at E; the average
temperature of the surface. From the expression for the blackbody flux

at a given frequency we find

oF ' -1
“o 1 ) hvo -th/kT

T Fe T =\ e

\)0

2 (Iv.4)
kT

In the limit exp(hvo/kT) >> 1 this can be approximated as th/sz.
Using this latter expression, the measured value f =~ 0.02, and Kraft's
(1959) estimate of the mean white dwarf temperature, T = 8x 10"°K, we
find AT/?.“ 0.003. This number is surprisingly small, though in view of

the assumptions involved, the estimate is rather crude.
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Geometrical Considerations

We shall now consider a simple geometr: :al model, based on the obliqué
magnetic rotator model, whichrcﬁn account for the wavelength—dependenf'- o
phase shift of Pig. IV-4a and which illustrates the commection between this
effect and the eclipse-associated phase shift of waN. We shall assume
here that, as suggested by Katz (1975) and by Rees (1974), the pulsations
arise from a reflection (and reprocessing) of radiation from the white
dwarf hot spots off the back inner edge of the accretion disk. Such spots
presumably arise at.the magnetic poles from the inflow of matter along
magnetic field lines and should radiate in the far ultraviolet, based upon
a consideration of the accretion rate as deduced from the observed spin-up
(Bath, Evans, and Pringle, 1974). Note that the white dwarf, the particles
in the disk, and the binary system as a whole all rotate in the same sense:
That the white dwarf rotates in the same sense as the Keplerian orbits
in the disk follows from the fact that the period is observed to decrease,
presumably due to the accretion cof angular momentum. That the disk
rotates in the same sense as the binary follows from the sign of the
Coriolis force. We shall assume furthermore, for the sake of simplicity,
that the white dwarf spin and angular momentum vectors are very nearly
aligned; i.e., the white dwarf spin axis is approximately perpendicular
to the plane of the disk. Such an alignment is not improbable if tﬁgx

:'jneccreted angular momentum is appreciable (c.f. Bath, Evans, and Pringiéa~
} — o - s ) . ST . A B oo I R ] . . o

1974). The model is shown schematically in Fig. IV-5a. The sense of 'f
rotation of both the disk and white dwaff.is counterclockwise. For
purposes of illustration the UV radiation pattern of the white dwarf has

been idealized to a narrow beam whose axis of symmetry is located perpen-
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dicular to the spin axis of the white dwarf and we may, for convenience,
refer to this radiation as "beamed." .In reality one would expect a
dipole-1like radiatiop paftern with the magnetic axis at an arbitrary
non-zero angle to the spin axis. It will turn out, however, that we can
still develop this model without having to specify such details about
the systeﬁ. ‘ -

Now it is clear, upon inspection of Fig. IV-5a, that as the beam
from the white 4warf sweeps across the back inner edge of the disk, it
first illuminates receding material, then material traveling perpendicular
to the line of sight, and finally approaching material. Thus the red-
shifted photons will be advanced in phase; the blue-shifted photons,
retarded. This account§ qualitatively for the observed phase shift across
the He II emission line. Since there is no relation between wavelength
and velocity in the continuum, however, this effect is not observable
in the continuum, and the broadband pulsations observed at any single
wavelength represent an average over the entire back edge of the disk.
When the disk is seen out of eclipse the averége continuum phase is, by
symmetry, simply the phase at the center of the back edge (the mean phase
point of Fig. IV-5a). It is clear that the He II line center, produced
by material traveling perpendicular to the line of sight, will therefore
be in phase with the continuum pulsations.

We note here that the N III-C IIi emission near A4640 shows no
indication of a wavelength-dependent phase shift despite the clear excess
signal (see Table IV-1,'§g. 53) evident in the wavelength interval
4620 - 4660 &. The poorer, statistics in this feature relative to the

Sfrongef line at A4686 are probably not adequate to explain the absence
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of this effect.r However, since this feature is not a true line, but
rather a blend of several lines of both N III and C III,G there is no
weil—definedjrelation between -wavelength and velocity for these fhotons.
As a consequence, we.cannot expect to see the wavelength-dependgnt phase
shift (which depends critically upon the wavelength-velocity relation)
across this feature.
We can see the connection between the wavelength-dependent phase
shift and the eclipse-associated phase shift as follows. We noted above
that out of eclipse the continuum phase is defined by the mean phase point,
located at the center of the back edge of the disk in Fig. IV-5a. However,
when the system begins to move into eclipse a new effect manifests itself
in the continuum: As the dark companion moves across the disk (from the
" left in Fig. IV-5b) it first obscures that portion of the disk edge
which is retarded in phase. As a result the mean phase point moves in
the direction of advanced phase (to the right in Fig. IV-5b). The phase
of the broadband signal thus abruptly begins to advance and continues to
do so until the eclipse is total and the pulsations disappear. Similarly,
as the system emerges from eclipse, the retarded side of the disk edge is
revealed first. The signal phase thus appears retarded, but it catches
up to its expected value as the inﬁer edge emerges and the mean phase
pointvreturns_to the center. ... | ‘
Noﬁ;it is clear that if the pulsations arose instead at the surface
of the white dwarf, as in the model of Bath, Bvans,:and Pringle (1974),

the sign of the wavelength-dependent.phase shift would disagree with the

6See McClintock, Canizares, and Tarter (1975) for a discussion of this
feature in the-optical: counteérparts of several X-ray sources.
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observations (i.e. the phase would decrease with increasing wavelength)
because the velocity of the visible surface of the white dwarf is reversed
from the velocity of the inner edge of the disk (see Fig. IV-5a). An
analogous situation obviously arises in the case of the eclipse-associated
phase shift as well.

We can make the inner edge model quantitative by means of the
discussion which follows. First, hbwever, we note that the characteristic
dimensions of the binary system are less than 1011 cm (Kraft, 1959) and
consequently we shall assﬁme that any phase, delays resulting from light
travel times can be neglected to first order (71 light seconds = 2.1 ><1012
cm). In addition, although the details of the way in which the disk edge
is excited as a function of time will depend upon the shape of the illum-
inating beam, we can (by the linearity of the Fourier transform) still
calculate the relevant properties of the 71 s Fourier component of the
reprocessed radiation if we assume a simple beam whose intensity varies
sinusoidally with azimuth.

Now let i) be the angle from the center of the back inner edge of the
disk to an arbitrary point on this edge as measured from the white dwarf
(see Fig. IV-5a) so that the line of sight of the observer is located in
the P=0 plane. The angle 1 is related to the wavelength, A, of an
_emission line photon from the edge by:

YO = sin_l(l—oz—l) : (1V.5)
, B,
- -where B .is the magnitude:of the velocity -(divided by the speed of light).
at the disk edge, and Ao-is the wavelength at the emissiun line center.

In a wavelength interval extending from A to A, the amplitude and phase
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of the signal will be proportional to the magnitude and equal to the

complex phase, respectively, of:the complex number IB()\I,J\Z), defined by
A

. 2
IO 2,) =‘f

A
1

e-im\b()\) w(ll.l()\)) l % |1-d)\ r1V.6)

“where m=1 if the disk is illuminated by a single beam and m=2 if there
are two identical beams diametrically opposed. Note that in the case

m= 2, the true rotation period of the star is 142 s, twice -that of the
resulting ﬁulsations, while for m=1 thg rotation and pulsation periods
are equal. The factor w({§) in the integrand is an aligulal" weighting
function which représents the fall-off in émissign line strength with
- angle due to variafion in fisé (where n and & are uqit vectors normal
to fhe emitting surface element and toward the observer, respéc‘:tivgly) A
and possibly due to effects of -thé disk shape as well.

We have fitted the five phase points in Fig. fV—4a us'ing Eq. (IV.6)

‘with w(y) = cosy (the results are not very sénsitive to the precise form
of w() ) and minimizing x% as a function of- B. 1In brder to take.éccount
of the resolution of the ITS, the integrand in this equation was first
convolved with é Gaussian distribution with g = 5 X. For the case m=1
we obtain an acceptable fit ()(2 = 5.7, four degrees of freedom) for a
velocity of 900 %500 km s'_l. For the case m=2 we again obtain an
acceptable fit (X2 = 1.7), this time for a velolci.tyr of 2000 % 300 km s-l'.
'I:he m=2 fit gives a pulsation amplitude profile (éorresponding to Fig.
-lIV-'-4b) that is substantially broader than observed: (this point will be

discusséd further below); the m=1 fit gives a reasonable profile. 1In

-the m=2 case there is a secondary minimum of )(2 ()(2 = 0.5) corresponding -
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to a velocity of 120i§8 kit s”'. Our present view is that this latter

solution is essentially an accident and is not physically meaningful;
in any event it results in an amplitude profile that is much too narrow.
Higher resolution observations should clarify this particular issue.

For reference we write Kepler's law for the velocities in the disk

() e
v = 3640 km s (1v-7)

Ty

as:

where M is the mass of the white dwarf and T, is the distance (in units
of 10° cm) from the center of the white dwarf to an arbitrary point in
-the plane of the disk. The mass of the white dwarf has been estimated

at ~1.1 Mé with a probable error of *30% (Robinson, 1976a), the inner and
outer-disk radii at ~3 x 10° cm (Bath, Fvans, and Pringle, 1974) and

-~25x 107 cn (Kraft, 1959), respectively; the estimates of both of these
radii (particularly the fbrmerj are also subject to considerable uncertainty.
According to these estimates, we have velocities of 2200 km s~ ! and 760
km s”! at the inner and outer disk edges, respectively. The data are
thus consistent with an origin near the inner edge of the disk for the
wavelength-dependent phase shift of Fig. IV-4a.

We can make the discussion of the eclipse-associated phase shift ‘
quantitative és’in the case of the wavelength-dependent phase shift. In
exact analogy to the above, the broadbéﬁd signal amplitude and phase
during ingresa are derivable from the integral

I("’Vmax) = j

_ -m/2

e ™ y(yyay (1v.8)
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hhe;g the upper cutéff, wmax <Aﬂ[2) results fgom,the eclipsing 1limb of

the companion (assumed to be a knife-edge) and m and w(y) are defined

as before. The signal amplitude and phase during ingress are shown as

a function of —sin(wmax) for the case m=2 in Fig. IV-6; we have again
used w(P) = cosyP as the weighting function. Different choices for w(y)
affect the shapes of these curves somewhat, but not the overall qualitative
features (exﬁept that the pulsations vanish out of eclipse for w(y) = 1).
Note that since the velocity components of the white dwarf and companion
perpendicular to the line of sight are nearly constant during the eclipse,
the horizpntalAscgle in Fig. IV-6 is nearly, though not exactly, propor-
ticnal to. time. The behavior of these functions during egress is symmet-
rical, except of course the sign of the phase shifi is reversed. For

the case m=1 the two curves are similar, the major difference being that
i} the amplifude does not rise at first but is monotonically decreasing,
and ii)lthe phase shift only goés to 90°, not 180°. Unfortunately the
iﬁterpretation of the effect is complicated in practice by the fact that
as tﬁé eélipsé proceeds the signal becomes weak and the phase consequently
is difficult to determine. As a result, the original data of WPHN are
insﬁfficient to determine the value of m on the basis of this effect.
More recent data (ﬁatterson et al., 1977) are similarly ambiguous.

.- -Despite-the simplicity of the inner edge model and its quantitative
success within the context 'of the wavelength-dependent phase shift, there
are several reasons for believing that the pulsating region actually
.eitends.over thé entire Supfaée of the disk. In this .model (based on
3 i?suggestion by Herbst}{HeSSer,>and Ostriker [1974] and diséussed below)

thefpulsations from the back half of thé disk surface (the half further
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from the observer) dominate over those from the front half. There need
not actually be a (detectable) inner edge to the disk, but the net effect
of this proposed front/back surface asymmetry is at least qualitatively
the same as if the pulsations did originate at an inner disk edge.

The arguments in favor of pulsations from the disk surface are as
follows:

i) The onset of the eclipse-associated phase shift (see Fig. 4 of
WPHN) is roughly coincident with the onset of the.eclipse itself (see
Fig. 10 of Walker, 1956; Fig. 7 of Walker, 1958) at binary phase ~0.9.
While the location of ‘the inner edge is highly uncertain, it nonetheless
seems unlikely that it is close enough to the outér edge to account for
the phase shift beginning close to the time the dark companion first
contacts the disk. .

ii) Kraft!'s (1959) observation that the onset of rotational
disturbance is alsd foughly coincident with the onset of eclipse, and
Greenstein and Kraft's (1959) estimate of the size of the rotational
broadening (~700 km 5-1) similarly indicate that at least the DC component
of the A4686 emission extends over the entire digk.

iii) As noted above, the pulsation amplitude profile of the A4686
line (éorresponding‘to Fig. IV-4b) predicted on the 5asis of the inmer
edge model (Eq. IV.6) and the best-~-fit values of m=2 and 2000 km s"1
for thé velocity, is subeantially broader than observed. In other words,
we detect too little signal in the shorte;t and longest wavélength bins
of Fig. IV-4b. One possible interpretation of this fact is that lower
velocity, larger radius regions of the disk also contribute to the
emission line pulsations, and consequently enhance the signal near the

centrél wavelengths of the line.
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Let us now consider the disk surface (ignoring the inper edge).
A simple scale height argumeut shows that this surfaueiwilllnot be flat
"but rather slightly concave; the disk thickness should increase with
increasing radius, r, as rg/ (Novikov and: Thorne 1572). As a result
of this curvature, all points on the disk surface can see the wh1te dwarf,
and can thus be excited by radiation or1g1nat1ng at the surface of the
dwarf. Furthermore, due to the combined effects of_the disk shape and
8 t11t (orbltal 1nc11nat10n), the angle between the- normal and the observer
will vary over the surface so that the back half of the dlsk surface w111
be more visible than the front half. This can therefore provide the
. froht/back'asymmetry necessary for both theVWavelehgth-dependent and
:eclipse—aS§qciated phase shifts. If we aceeptAthat theupuisations;do
indeed involve the disk surface, then we should try to understand the
rather high veloeities which result fromﬂthevpne;parametef.fits (above).
There are two possible explanations for this: i) fhe pulsed emission
line cohtributions from the disk may be weighted toward the inner regions.
of the disk eurface. ii) If there are»substantial-éontfibutions from the
front side of the disk sutface,'these will tend, in the h} 2 case, tc
. diminish the magnitude of the wavelength-dependent phaeeishift, which in
turn will tend to raise.the effective'velocity as defihed'hy Egs. (IV.S)
and. (IV.6). In view of this'latter possibility,'oue Shouldvperhaps not

take too 11tera11y the best f1t value of th-= veloc1ty “of 2000 km s -1 for

the m_-z' case.

’_1hpiih&£{6ﬁsi¥6r VariousiMbde1s

:Let us summarize here the 1mp11cat10ns of our observatlons for the

various models, other than. the inner- edge and surface models described
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above, which have beep proposed to account for the optical pulsations in
DQ Her. Recali that the observationé of the.eclipge-associated phase
shift by WPHN provfded the original argument against the pulsations being
due to simpié radial oscillations of the white dwarf. The wavelength-
dependent ﬁhase shift described here clearly strengthens this case; only
rotation or "pseudo-rotztion" (non-rédial oscillations) can produce the
azimufhal variation ¢ vphaser :éésary to exﬁlain both phase skifts.
Similarly Lamb's =~ i} explanation of the eclipse-associated phase shift
as arising from amp;litude modulation cannot account for the wavelength-
dependent phase shift, and consequently also can be ruled out. (See the
Appendix which follows for a further comment on Lamb's model.) The
original model of WPHN, with the white dwarf oscillating in an £=2,
m=0 mode is likewise incapable of explaining the wavelength-dependent
phase shift. The long-standing objection to the model of Bath, Evans,
and Pringle (1974) — that it predicts the wrong sign for the eclipse-
associated phase shift — is also strengthened by our observations. This
nodel predicts the wrong sign for the wavelength-dependent phase shift
as well.

Our observations also have several interesting implications for the
_ model of Nather and Robinson (1974), in which the pulsations originate
ét or near the outside of an optically thick photosphere suspended by
Keplerian motion. The siga of the wavelength-dependent phase shift shows
directly that the non-radial oscillations of the white dwarf, which are
assumed to excite the pulsations in this model, must propagate around
the star in the direction opposite the sense of rotation of the above

'Képlerian orbits. A similar conclusion can be drawn from the sign of
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the eclipse-associated phase shift. (These conclusions follow from the
same argumént used earlier to show that the model of Baths, Evans, and
Pfingle [1974] predicts the wrong sign for both phase shifts.) Although
the Nather and Robinson model»can thus account, in principle, for the sign
of the ravelength-dependent phase shift, it is difficult to understand how
the A4686 emission line, excited from below, can get outlpf the photosphere
in thié:model; In addition, it is doubtful that this model can produc:
sufficiently high Doppler velocities to accouﬁt for the extent (in A) of
‘the emis;ion line effect shown in Figs. IV-4a and 4b. ' We nbte however
that our resolution prodﬁceﬁ some additional broadeniﬁg beyond that
produced in the disk; higher resolution observations would be of interest
"in this regard.

We shbuf& point out here that, although we have the above objections
to the specific non-radial oscillator modelyof Nather and Robinson, there
is no reason (other_than the often éited argument that only stellar
rotation can provide the required frequency stability in DQ Her), that

.non;radial oscillations cannot replace the rotating hot spots in the
inner edge and di;k surface models which we have described above. Such
non-radial oscillator‘models may in fact be appropriate in the case of
UX Ursa Majoris. . Nather and Robinson (1974) have observed an eclipse-
associated phase shift in this object similar to the one in DQ Her but
of opposite sign, and their data show in addition that the frequency
stability of the pulsations in UX UMa is less than in DQ Her by 6 or 7
orde;é of magnitude. .

| .Finally, we note that although the inner edge model which we have

discussed in the preceding section is based in part upon the original
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suggestion by Katz (1975) that the pulsations originate at the inner edge
of the accretion disk, Katz's interpretation of the eclipse-associated
phase shift is quite different from the one we have presented above.

In fact, our observations appear to rule out Katz's interpretation, as
can be seen by the following argument: In Katz's picture, the eclipse-
associated phase shift is due essentially to an interference between

i) pulsations of angular frequency wy that are reprocessed from the inner
edge of the disk, and ii) pulsations of angular frequency we that are
reprocessed from matter corotating with the binary.

Since the white dwarf rotates in the same sense as does the binary
system as a whole, it follows that wy-w, = 2, where Q is the angular
frequency of the orbital motion. In order that the interference effect
between these two frequencies lead to a phase advance (a positive rather
than a negative phase shift), Katz is forced to identify the dominant
source of the ohserved pulsations (angular frequency mo) with the lower
frequency signal — the one originating in the corotating matter, i.e.
wc =W, Consequently he predicts a weak, possibly not directly observable,
signal at the higher frequency (the so-called upper orbital sideband)
associated with the disk. In other words, if the angular frequency of
the sideband is W, then W = Wy = uh-fﬂ. However, our observations show
that the dominant signal is from the disk .and thus Wy = Wys contrary to
Katz.7 A weak orbital sideband is still possible, but it must arise from
the corotating matter and consequently he lower in frequency than the

observed signal: w_= w_ = - .
bse signal s L = W,

There is no evidence for a signal at w_+§ in our data, either in the
broadband (for which we find a fractional moculation of 0.12%£0.12%) or
in the 14686 line (for which we find a fractional modulation of 0.2%+0.4%).
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APPENDIX: PHASE SHIFT CAUSED BY FITTING A SINE
WAVE OF TIME-VARYING AMPLITUDE WITH A

CONSTANT AMPLITUDE SINE WAVE

Lamb (1974), elaborating on a suggestion by WPHN, has noted that the
systematic decrease in the pulsation anplitude of DQ Her during ingress
(and similarly the systematic increase during egress) may lead to an
apparent or artificial phase shift as the result of fitting the data to
a constant amplitude sine wave. This raises the possibility (in Lamb's
view) that the eclipse-associated phase shift in DQ Her may be due, at
least in part, to an artifact of the data analysis procedures used by
WPHN. However, we will show in this Appendix that this cannot be the
case; the data reduction described by WPHN could not in fact have had
any substantial effect on the measured phase.

In both of the above papers, the authors sketch an argument (based
upon the idealized procedure of forcing the extrema of the fitting function
to coincide with the extrema of the observed light curve) which suggests
that i) the sign of this artificial phase shift agrees with the sign of
the eclipse-associated phase shift observed in DQ Her, and ii) the magnitude
of the effect is large; i.e., apparent phase shifts-of up to 90° can occur.
Herg we treat the more realistic procedure (and the one actually used by
WPHN to analyze their data) of fitting the observed light curve in a
least squares sense, still to a constant amplitude sine wavé, but using
'all points an& not just those at the extrema. We find that artificial
phase shifts still occur, but that i) the sign of the effect cannot be
predicted'in genera;, and ii) the magnitude of the effect is small, even

for amplitudes.which are relatively rapidly varying.
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Suppose that the signal we want to fit is given by
f(t) = A(t) cos(wt + ¢°) (A.1)

where A(t) is the time-varying amplitude and w, the angular frequency,
is known. Let the duration of the observation be T and let us require,
for simplicity, that the observation spans an integral number, n, of
cycles, i.e., WT = 2Zm. We choose for our fitting function the constant
amplitude sine wave:

g(t) = a cos(wt + ¢) (A.2)

and minimize the integral

T
I1(a,0) = ][f(t)-g(t)]2 dt (A.3)
4]

with respect to the two parameters a and ¢. One can show that the phase

which accomplishes this minimization (the measured phase) will be given

by:
1[T A(t) cos(wt + ¢ )sin wt dt
tand % (A.4)
fo A(t) cos(ut +¢ )Jcos wt dt
and the apparent phase shift § is given by
§ = ¢-¢° . (A.5)

Now in the absence of a specific model we cannot calculate §
explicitly, but «e can still get an idea of the size of the apparent
phase shift by assuming some representative forms for A(t):

i)} Suppose that the amplitude decreases exponentially with time,

A) = aeBE B>0 . (A.6)
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Then we can show after some manipulation that

-8 B
. 5 S tand < o= (A.7)

and tan8 ranges over all values betwcen these limits as ¢0 ranges over
all angles.

ii) Suppose that the amplitude decreases linearly with time, i.e.,

A(t) = a(l-Bt), 0<PBT<1. (A.8)
We find:
- By < tams < By (A.9)
where
2 2 1-%
< _ BTy _ B
Y = [(1 5 ) 4m2] (A.10)

and again tand ranges over all values between these limits as ¢0 ranges
over all angles.

The above results show that the sign of the apparent phase shift
depends on ¢0, the true phase of the signal. Thus, contrary to the
suggestion of WPHN and Lamb (1974), a decreasing arplitude does not
always result in a positive apparent phase shift. Furthermore, the
apparent phase shift is in general quite small: If the pulsation ampli-
tude falls exponentially by a factor of <e in one cycle, or linearly

~to:zero in>2 -cycles; the above equations show that {tan§| < 0.09.
o Siﬁée}the'fi;tingiintervals’of WPHN were 5 cycles in length, any apparent
:7§ﬁé§é*5hifis in their measurements on DQ Her must have been negligibly

small.
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el
FIGURE CAPTIONS

Block diagram of the image-tube scanner (ITS), reprinted from
Robinson and Wampler (1972). The minor modifications necessary
to use the ITS in a high time-resolution mode (described in

text) have not been indicated.

Spectrum of HZ Her, integrated from binary phase 0.18 to
0.26. Normalization is uncertain below A4000. Emission
features of N III and He II, Balmer absorption Iiﬁes, and
nig:me®ky lines (0 I A5577 and several lines of Hg I) are
indicated. For reference, shapes of blackbody curves in an
appropriate temperature range (arbitrary normalizations) are

also shown.

A portion of the power spectrum of HZ Her. The spike

corresponding to the 1.2 s pulsations is indicated.

{a) Normalized Fourier coefficients (see text) at an
arbitrary frequency for each of the 255 wavelength channels
(~10 R in width) for HZ Her. No signal is present; scatter
is due to statistics. The probabilityrof a point falling
within the inner circle is % and in about half of such samples
one point should fall outside the outer circle.

(b) Normalized coefficients at the HZ Her frequency, broad-
band pulse phase adjusted to be 0°. The distribution resembles
that of (a) but shifted to the right, characteristic of a
signal distributed uniformly throughout the spectrum.

(c) Same as (b) but the contribution of a 0.2% pulsed
fraction has been subtracted from each coefficient. Comparison
with (a) shows that essentially all of the signal can be
accounted for in this manner.-

(d) Same as (b) but showing only those coefficients corre-
sponding to emission features discussed in the text: the He II
line (which falls in the two indicated channels) and the N III
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complex (which falls in the remaining four). These coefficients
do not have large components in the direction specified by the
broadband pulse phase (positive real axis); corresponding
features consequently do not contribute substantially to the

observed pulsatious.

Spectrum of DQ Her, integrated over one binary cycle, excluding
eclipse. Emission lines are identified; Greek letters indicate

the Balmer series.

A portion of the power spectrum of DQ Her. The spike corre-
sponding to the 71 s pulsations is indicated. The evident
lack of power at the lowest frequencies is due to the smoothing

procedure described in text.

(a) Normalized Fourier coefficients for 255 wavelength
channels at an arbitrary frequency near that of DQ Her.

The scatter is due to statistics. The small displacement of
the centroid of the distribution along the positive real axis
is due to systematic effects such as fluctuations in telescope
guiding, etc.

~ (b) Same as (a) but at the frequency of DQ Her. Broadband
pulse phase is adjusted to be 0°. The large displacement of
the centroid of the distribution to the right shows that the
pulsations are distributed throughout the spectrum.

(c) Coefficients for the 5 channels of He II A4686 at a
frequency corresponding to a noise spike in the power spectrum.
Coefficients have been corrected for contribution due to the
underlying continuum. Numbers increase with increasing wave-
length across the line. There is no evidence of excess
scatter in the imaginary direction.

(d) Sade as (c) but at fhe frequency of DQ Her. Points show
excess scatter in the imaginary direction, which is evidence

of a phase variation across the emission line.
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(a) The wavelength-dependent phase shift in DQ Her:

Pulsation phase across He 14686, corrected for contribution
due to the underlying continuum. Vertical arrow indicates
true line center. Red-shifted photons Zead the continuum
(phase 0°), blue-shifted photons Zag the continuum. Because
of the rather low resolution of the ITS, one must use care in
any quantitative analysis of this figure (see text).

(b) Pulsation amplitude across He II A4686 corrected as in (a).
Due to the phase shift across the line, these amplitudes are
not restricted (as is usually the case)} to the components in
phase with the broadband signal. The enhancement of the
pulsations at longer wavelengths within the line is not under-~
stood; there is no corresponding asymmetry in the DC line
profile. As in (a), the wavelength resolution of the ITS

complicates any quantitative analysis of this figure.

(a) A schematic model for the origin of the wavelength-
dependent phase shift in DQ Her. As the white dwarf rotates
(in the same direction as the disk), radiation from the hot
spots first excites the material in the disk traveling away
from the observer, then perpendicular to the line of sight,
finally towards the observer; red-shifted protons are advanced
in phase, blue-shifted phctons are retarded. This effect does
not show up in the continvum; continuum phase is defined by
the mean phase point at the center of the back edge.

(b} A schematic model for the origin of the eclipse-associated
phase shift in DQ Her. As the dark companion moves across the
disk during ingress, it first obscures regions of retarded
pulsation phase in the disk. Mean phase point moves to the
right and the continuum pulsation phase advances. The apposite
effect occurs during egress. In actuality, the phase begins to
advance at about the time the dark companion first contacts
the disk.
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The eclipse-associated phase shift in DQ Her: Theoretical
curves for pulsation amplitude and phase during ingress,
according to Eq. (IV.8), with m=2 and w(y) = cosy. In the
case m=1, the phase shift only goes to 90°. Horizontal scale
is approximately proportional to time. Curves during egress
are reversed left to right and have the opposite sign for the
phase.
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