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#### Abstract



The two-dimensional steady-state distribution of lower hybrid waves is governed by the complex modified Korteweg-deVries equation, $v_{\tau}+v_{\xi \varepsilon \xi} \xi+\left(\left.i v\right|^{2} v\right)_{\xi}=0$, where $v$ is proportional to the electric field and $\xi$ and $\tau$ are two spatial coordinates. The equation is studied numerically. Two types of sohtary waves can arise. One is a constant phase pulse, whereas the other is an envelope solitary wave. These solitary waves are not salitons. The accurrence of the constant phase pulses points to the possibility of internal reflections due to scattering off ponderomotive density fluctuations. This necessitates solving the equation as a boundary value problem. With typical fields for lower hybrid heating of a tokamak, it is found that large reflections can occur ciose to the edge of the plasma.


## I. INTRODUCTION

In typical lower hybrid heating schemes, lower hybrid waves are launched at the wall of a tokamak by an array of waveguides, and must propagate into the center of the plasma in order to heat it. Because of the high fields required, nonlinear effects on the propagation are important. Ehic problem was first tackled by Morales and Lee ${ }^{1}$ who considered the two-dimensional steady-state propagation of one of the two lower hybrid rays in a homogeneous plasma. By considering the balance between thermal dispersion and the self-modulation due to the ponderomotive force they derived what has become to be known as the complex modified Korteweg-deVries (CMKDV) equation.

This equation is not analytically soluble. In this paper we study the CMKDV equation numerically, and determine the consequences of our results for lower hybrid heating.

The plan of this paper is as follows: Section II explains the origin of the CMKDV equation, and its relation to the modified Korteweg-deVries (MKDV) equation and other soluble equations. In Sec. III we present the known constants of the motion for the CMKDV equation. There are only a finite number of these indicating that it is not analytically soluble. We consider in Sec. IV the evolution of pulses numerically, and show that a pulse can break up into two types of solitary waves, constant phase pulses or envelope pulses. We examine the properties of these two types of solitary pulses in more detail in Secs. $V$ and $V_{i}$ and show how they are related to the solitons of the MKDV equation. In Sec. VII we examine the results of Sec. IV in the light of Secs. V and VI and make some general remarks about the evolution of pulses. Because of the appearance of constant phase pulses, which indicates that nonlinear reflection is occurring, we consider the CMKDV equation as a boundary valie problem ( $\mathrm{Sec} . \mathrm{VIII}$ ), which we solve numerically. Section IX applies our results to the problem of lower hybrid heating of a tokamak.

## II. THE CMKDV EQUATION

The two-dimensional steady-state propagation of a single lower hybrid ray in a homogeneous plasma is governed by ${ }^{1}$

$$
\begin{equation*}
v_{r^{\prime}}^{\prime}+v^{\prime} \xi^{\prime} \xi^{\prime} \xi^{\prime}+\left\{\left|v^{\prime}\right|^{2} v^{\prime}\right\}_{\xi^{\prime}}=0, \tag{1}
\end{equation*}
$$

where subseripts denote differentiation and

$$
\begin{gather*}
v^{\prime}=\left(\frac{\varepsilon_{0}}{4 n_{0}\left(T_{e}+T_{i}\right)}\right)^{1 / 2} \tilde{E}_{x}^{*},  \tag{2}\\
\xi^{\prime}=(x-g z) / A,  \tag{3}\\
r^{\prime}=x /\left(2 K_{\perp} A\right) \tag{4}
\end{gather*}
$$

and $E_{x}(x, z, t)=\operatorname{Re}\left[\tilde{E}_{x}(x, z) \exp (-i \omega t)\right], x$ and $z$ are the coordinates perpendicular and parallel to the magnetic field, $g=\left(-K_{1} / K_{11}\right)^{1 / 2}$. The components of the cold plasma dielectric tensor are given as $K_{\perp}=1+\omega_{p e}^{2} / \Omega_{e}^{2}-\omega_{p i}^{2} / \omega^{2}, K_{i l}=1-\omega_{p f}^{2} / \omega^{2}$ where $\Omega_{e}$ is the electron gyrofrequency and $\omega_{p j}$ are the electron $(j=e)$ and ion $(j=i)$ plasma frequencies. The coefficient $A$ is due to thermal dispersion and is given by $A^{2}=3 \lambda_{D_{e}}^{2}\left[1-\frac{1}{3}\left(\omega_{p e} / \Omega_{e}\right)^{2}+\frac{1}{4}\left(\omega_{p e} / \Omega_{e}\right)^{4}+\left(T_{i} / T_{e}\right)\left(\omega_{p l} / \omega\right)^{4}\right]$. For convenience we will introduce an additional scaling of the variables,

$$
\begin{equation*}
v=\lambda v^{\prime}, \xi=\lambda^{-1} \xi, \tau=\lambda^{-3} \tau^{\prime} . \tag{5}
\end{equation*}
$$

Equation (I) is invariant under this scaling and so reads

$$
v_{T}+v_{\xi \xi \xi}+\left(|v|^{2} v\right)_{\xi}=0 .
$$

the complex modified Korteweg-deVries (CMKDV) equation. This transformation is useful, since we can pick $\lambda$ in such a way that the representative scale length in $\xi$ is unity. Two other transformations which leave (6) invariant are

$$
\begin{equation*}
v \rightarrow v^{*}, v \rightarrow v \exp \left(i \theta_{0}\right) \tag{7}
\end{equation*}
$$

where $\theta_{0}$ is a constant.

The physical meaning of the terms in (6) are as follows: If only the first term were present the solution would be $v(\tau, \xi)=\nu(\xi)$. This describes the propagation of the lower hybrid waves along the right-going ray $\langle x=g z$, and is an accurate description in the linear long-wavelength limit $(v \rightarrow$ $0, \partial / \partial \xi \rightarrow 0$ ). The second term causes the lower hybrid waves to disperse due to thermal effects. The third term causes self-modulation and arises because the plasma density is reduced in the region of finite $v$ by an amount proportional to the square of the electric field, and 50 the propagation characteristics of the waves are altered.

We note that (6) describes the nonlinear evolution of plasma waves in other frequency ranges. ${ }^{2}$ More generally the CMKDV equation describes the steady-state [time dependence $\sim$ $\exp (-i \omega t)$ ) two-dimensional ( $x$ and $z$ ) propagation of electrostatic waves in a homogeneous anisotropic medium which is invariant to the transformation, $x \rightarrow-x, z \rightarrow-z$, and whose dielectric tensor depends on the square of the electric field. The medium must be non-dissipative and must support propagating electrcstatic waves. The relative signs of the nonlinear and dispersive terms in (6) may differ, which would lead to important differences in the solution.

Equation (6) is closely related to the modified Korteweg-deVries (MKDV) equation

$$
\begin{equation*}
v_{\tau}+v_{\xi \xi \xi}+\kappa|v|^{2} v_{\xi}=0, \tag{8}
\end{equation*}
$$

where $k$ is a positive constans. The importance of this equation lies in the fact that it is soluble by the inverse scattering method ${ }^{3,4}$ (see Appendix). The solution generally consists of several solitons together with some radiation. As $\tau \rightarrow \infty$, the radiation decays due to the action of the dispersive term in ( 6 ), leaving just the solitons. The distinguishing property of the solitons is that apart from a shift in their position and phase they are unaltered by collisions with other solitons or with the radiation. To see the relation between (6) and (8) we write (6) in two other ways,

$$
\begin{equation*}
\nu_{\tau}+v_{\xi \xi \xi}+3\left\{\left.v\right|^{2} v_{\xi}=2 i \mid v \|^{2} v \partial_{\xi},\right. \tag{9}
\end{equation*}
$$

where $\theta=\arg (v)$, and

$$
\begin{equation*}
v_{\tau}+v_{\xi \xi \xi}+|v|^{2} v_{\xi}=-v\left|v^{2}\right|_{\xi} . \tag{10}
\end{equation*}
$$

Thus in two limits the CMKDV equation reduces to the MKDV equation: Firstly if the phase variation of $v$ is small, i.e. $\theta_{\xi}<(\log \mid v)_{\xi}$, then the right hand side of (9) may be neglected, giving (8) with $k=3$. On the other hand if the phase variation of $v$ is large, i.e. $\theta_{\xi} \geqslant(\log |v|)_{\xi}$, then the right hand side of (10) may be neglected giving (8) with $\kappa=1$. Note that the relative strengths of the nonlinear terms are different in these two limits.

These two limits have been recognized by others. Morales and Lee ${ }^{1}$ considered the case when $v$ is real (a special case of slow phase variation) in which case (6) becomes the real modified Korteweg-deVries (RMKDV) equation. However the definition of $v$ shows that it is generally complex. Furthermore it may be shown. ${ }^{5}$ that the case where $\boldsymbol{v}$ is purely real is inapplicable to the
problem of excitation of lowar hybrid rays from a source. This may be understood from the following considerations. The energy density of lower hybrid waves is proportional to $\left|\tilde{E}_{x}\left(k_{x}\right)\right|^{2}$, and the group velocity of the right-going ray is proportional to $1 / k_{\boldsymbol{z}}$. Therefore the power flow of a spectral component of the wave is proportional to $\left.\mathfrak{b v}(k)\right|^{2} / k$, where $k$ is the Fourier-transform variable conjugate with $\xi$. If $v$ is purely real, there will be no net power flow, because $|v(k)|=|\mathcal{X}(-k)|$ If we impose the condition that all the spectral components of $v$ carry power into the plasma at $\tau=0$, then we require that $v(0, k<0)=0$, or ${ }^{5}$

$$
\begin{align*}
u(c, \xi) & =F^{-1}\{u(k) F[w(\xi) ; \xi, k] ; \xi, k\} \\
& =\frac{1}{2} w(\xi)+\frac{1}{2 \pi i} \oint_{-\infty}^{\omega^{\prime}} \frac{w\left(\xi^{\prime}\right)}{\xi^{\prime}-\xi} d \xi^{\prime}, \tag{II}
\end{align*}
$$

where $F$ is the Fourier-transform operator and $u$ is the unit step function.
The limit of rapid phase variation was treated by Newell and Kaup. ${ }^{6}$ Making the following changes of variables, $u(\tau, \xi)=\sqrt{6} u(\eta, \zeta) \exp \left[i\left(k_{0} \xi+k_{0}^{3} \tau\right)\right], \zeta=\xi+3 k_{0}^{2} \tau, \eta=3 k_{0} \tau$, in (6) they obtained

$$
\begin{equation*}
u_{\eta}+i u_{\zeta \zeta}+2 i|u|^{2} u+u_{\zeta \zeta \zeta} \mid\left(3 k_{0}\right)+2\left\{|u|^{2} u\right)_{\zeta} / k_{0}=0 \tag{12}
\end{equation*}
$$

In the limit of $\mid u_{\zeta}\left(u \mid \ll k_{0}\right.$, (12) reduces to the nonlinear Schrödinger (NLS) equation,

$$
\begin{equation*}
u_{\eta}+i u_{\zeta \zeta}+2 i|u|^{2} u=0 . \tag{13}
\end{equation*}
$$

which, like the MKDV equation, is soluble by the inverse scattering method and has envelope solitons. Making the same transformation on the MKDV equation gives the Hirota equation ${ }^{7}$ which also reduces to the NLS equation in the limit of large $\boldsymbol{k}_{0}$.

## III. CONSTANTS OF THE MOTION

The conserved quantities for a nonlinear evolution equation are closely related to the existence of an inverse scattering transform for the equation. In particular, all the equations soluble by the inverse scattering method (e.g. the MKDV equation) have an infinite number of conserved quantities. For the CMKDV equation we have only been able to find four constants of the motion, indicating that the equation is not soluble by inverse scattering.

In writing down these constants of the motion we assume that $v$ and all its derivatives converge to 0 sufficiently rapidiy as $|\xi| \rightarrow \infty$ that all the integrals we give here are convergent.

The simplest of the constants of motion is

$$
I_{1}=\int_{-\infty}^{\infty} v(\tau, \xi) d \xi=\text { const. }
$$

This is constant since the second two terms in the CMKDV equation are a perfect derivative. The physical interpretation of (14) is that the electric field is derivable from a potential (which is the case since the waves are electrostatic). The constant is then proportional to the potential difference between $\xi=-\infty$ and $\xi=\infty$.

Other constants of the motion may be derived from the Lagrangian density for the CMKDV equation. By a straightforward generalization of the Lagrangian density for the RMKDV equation ${ }^{3}$ we obtain

$$
\begin{equation*}
L=\frac{1}{2}\left(\phi_{1 \xi} \bar{\phi}_{1 \tau}+\bar{\phi}_{1 \xi} \phi_{1 \tau}+\phi_{1 \xi}^{2} \bar{\phi}_{1 \xi}^{2}\right)+\phi_{1 \xi} \bar{\phi}_{2 \xi}+\bar{\phi}_{1 \xi} \phi_{2 \xi}+\phi_{2} \bar{\phi}_{2}, \tag{15}
\end{equation*}
$$

where $\bar{\phi}_{1}=\phi_{1}^{*}$ and $v=\phi_{1 \xi}$. The conserved densities are then $-D=\phi_{i \xi} \partial L / \partial \phi_{i \tau}=|v|^{2}$ and $H=L$ $-\phi_{i \tau} \partial L / \partial \phi_{i \tau}=\frac{1}{2}|v|^{4}+v^{*} v_{\xi \xi}+v v_{\xi}^{*} \xi+\left|v_{\xi}\right|^{2}$. Thus we have

$$
\begin{equation*}
J_{2}=\left.\int_{-\infty}^{\infty} \frac{1}{2}|u i \tau, \xi\rangle\right|^{2} d \xi=\text { const. } \tag{16}
\end{equation*}
$$

and

$$
I_{3}=\int_{-\infty}^{\infty} \frac{1}{2}|v(\tau, \xi)|^{4}-\left|v_{\xi}(\tau, \xi)\right|^{2} d \xi=\text { const. }
$$

where, in deriving (17), we have integrated the middle terms in $H$ by parts. The physical meaning of (16) is that the forces on the plasma at $\tau=\tau_{1}$ equal those at $\tau=\tau_{2}$, where the forces are given by integrating the Maxwell stress tensor, which is proportional to the square of the electric field. From (16) and (17) we can derive "Newton's first law" for the CMKDV equation, i.e. $d \bar{\xi} / d \tau$ $\frac{3}{2} I_{3} / I_{2}=$ const., where the center of gravity, $\bar{\xi}$, is defined by

$$
\begin{equation*}
\bar{\xi}=\frac{\int_{-\infty}^{\infty} \frac{\xi \frac{1}{2}|v|^{2} d \xi}{\int_{-\infty}^{\infty}} . . . . \frac{1}{2}|v|^{2} d \xi}{} . \tag{18}
\end{equation*}
$$

The fourth and last constant of the motion we have found is a statement of the conservation of physical power flow, i.e. the power entering at $\tau=\tau_{1}$ equals that leaving at $\tau=\tau_{2}$, or

$$
\begin{equation*}
i_{4}=\int_{-\infty}^{\infty}|v(\tau, k)|^{2} / k d k=\text { const. } \tag{19}
\end{equation*}
$$

[Recall that the power flow is proportional to $|v(k)|^{2} / k$.] In (19) the principle part may be taken if the integrand is divergent at $k=0$. In real space (19) can be written as

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(q^{*} q_{\xi}-q q q^{*}\right) d \xi=\text { const. }, \tag{20}
\end{equation*}
$$

where $v=q_{\xi}$. Equation (20) is irue for any equation of the form

$$
\begin{equation*}
\left.g_{\tau}+q_{\xi} \xi \xi+1 G(q)\right)^{2} q_{\xi}=0, \tag{21}
\end{equation*}
$$

where $G$ is any operator. For the CMKDV equation we have $G(q)=q \xi=v$, while for the MKDV equation we have $G(q)=q=v$. Note that $(20)$ is convergent if $q \xi=0$ as $|k| \rightarrow \infty$. We do not require that $q \rightarrow 0$. Thus (20) holds for the CMKDV equation even if $t_{1} \neq 0$.

In a periodic system, such as is used for the numerical integration, we may replace the definition of $l_{1,2,3}$ by integrals over one period. The definition of $I_{1}$ becomes a sum over Fourier modes. However $I_{4}$ is only conserved if $g$ (the integral of $u$ is also periodic, which implies that $I_{1}=$ 0 . (This means there will be no $k=0$ contribution to the Fourier sum.)

## IV. NUMERICAL RESULTS

In order to understand the behavior of the CMKDV equation we examine the solutions numerically for initial conditions,

$$
\begin{equation*}
v(T=0, \xi)=A \operatorname{sech}(\xi) \exp \left(i k_{0} \xi\right) . \tag{22}
\end{equation*}
$$

(Recall that $\tau$, although treated as a time-like coordinate is really a spatial coordinate. Thus the "initial" conditions are in fact the boundary conditions at some constant $\boldsymbol{x}$ surface in the plasma.) Taking the width of the envelope in (22) to be unity is not a restriction since we can use (5) to extend our results to cover any width of the initial envelope.

The numerical integration is carried out in Fourier space. The representation in real space is used only for computing the nonlinear term in the CMKDV equation and for displaying the results. The parameters used in t'. e numerical integration which are shown in the figure captions are: $n$, the number of grid points in $\xi ; \delta \tau$ the stepsize in $\tau$; $L$, the length of the system in $\xi$ (periodic baundary
conditions are used). Only the $n / 2$ lowest Fourier modes are retained in order to prevent aliasing when computing the nonlinear term.

To gauge the accuracy of the integration, we check how well the constants of motion are conserved. $I_{1}$ is automatically conserved by the numerical scheme. $I_{4}$ is not conserved for these initial conditions since the system is periodic in $\xi$ and $I_{1} \neq 0$. So we give just $\delta_{2}$ and $\delta_{3}$, where $\delta_{2}=$ $U_{2}(\tau)-I_{0}(0) U_{2}(0)$ and $\delta_{3}=U_{3}(\tau)-I_{3}(0) U I_{3}(0)$ where the definition of $I_{3}$ is the same as that of $J_{3}$ (17) except that it has a plus sign instead of a minus sign.

Figure I shows the evolution for $A=3, k_{0}=1$. The bulk of the energy ends up in two constant phase solitary pulses which travel to the right. (Note that the real and imaginary parts of $v$ are proportional to one another.) These constant phase pulses have also been found by Kuehl. ${ }^{8}$

In Fig. 2 we show the evolution for $A=5, k_{0}=3$. In this case most of the energy ends up in two en-elope solitary pulses, the caller one having a small positive velocity and the shorter one a negative velocity. In the next sections we will examine the behavior of these two types of solitary pulses in greater detail.

## V. CONSTANT PHASE PULSES

Since for the constant phase pulses $\theta_{\xi}$ is 0 , ( 9 ) reduces to the MKDV equation with $k=3$. For this equation the solitary pulses are solitons, whose general form is given by (A.13). Of these the class for which $\theta_{\xi}=0$ is exact are those with $k=0$ so that the general form of the constant phase pulses is

$$
\begin{equation*}
v=\sqrt{2} a \operatorname{sech}\left[a\left(\xi-\xi_{0}-a^{2} \tau\right)\right] \exp \left(i \theta_{0}\right) . \tag{23}
\end{equation*}
$$

These constant phase pulses do not behave as solitons in the CMKDV equation. The reason for this is that if we collide two such pulses with different values of the phase, $\theta_{0}$, then $\theta_{\xi}$ will be nonzero during the collision. Figure 3 shows the results of such a collision. After the collision the phases of the pulses have changed, their heights have changed and some radiation is produced. ("Radiation" is used in the sense of inverse scattering theory to mean that part of the solution which is not associated with the solitary waves.) For comparison we have also shown the same collision in the MKDV equation (with $\kappa=3$ ); here the pulses (solitons in this case) have passed through ore
another with no change in their height or phase.

The collision in the CMKDV equation results in the phases of the pulses being approximately interchanged. This is shown in more detail in Fig. 4, where we have plotted the final phases of the pulses as a function of the initial difference in phases, $\Delta \theta$. The ratio of initial heights is 2 , the same as in Fig. 3. The approximate phase interchange occurs for collisions with $\Delta \theta \approx \frac{3}{4} \pi$.

We also measured the velocities of the puises after collisons as a function of the initial phase difference, $\Delta \theta$, and again with the initial ratio of height being 2 (initial ratio of velocities $=4$ ). We find the faster (i.e. taller) pulse always speeds up, while the slower one slows down. The sum of the final velocities is approximately the same as the sum of the initial velocities (to within 5\%). No change in the velocities occurs for $\Delta \theta=0$ and $\pi$ (as expected since the CMKDV equation reduces to the MKDV equation in these cases). The maximum change in the velocities occurs for $\boldsymbol{\Delta} \boldsymbol{\theta}=$ $0.8 \pi$, for which the fast pulse speeds up by $18 \%$, while the slow pulse becomes lost in the radiation (this is due to the fact that we integrate the equation with periodic boundary conditions so the radiation never dies away). For $\Delta \theta<\frac{1}{4} \pi$, the changes in the velocities are small, less than $1 \%$ of the initial velocity of the faster pulse.

## VI. ENVELOPE PULSES

In this section we examine the envelope pulses observed in Fig. 2 in more detail. We let the pulses have the form,

$$
\begin{equation*}
v(T, \xi)=V(\zeta) \exp \left[i\left(k_{0} \xi-\omega_{0} \tau\right)\right], \tag{24}
\end{equation*}
$$

where $\zeta=\xi-c \tau$ and $k_{0}, \omega_{0}$ and $c$ are real, but $V$ is complex. This form allows a phase variation with phase velocity, $\omega_{0} / k_{0}$, different from $c$, but requires that any local features in the phase of $v$ travel at the pulse velocity, $c$.

Since, by assumption, $V$ forms a pulse, we have $V(|\zeta| \rightarrow \infty) \rightarrow 0$. In this limit the nonlinear term in the CMKDV equation maj be neglected. Supposing that $V(\zeta \rightarrow-\infty) \sim \exp (a \zeta)$, where $a$ is real and positive, we find that $V(\zeta \rightarrow \infty) \sim \exp (-a \zeta)$. The frequency and velocity of the pulse may then be found in terms of $k_{0}$ and $a$,

$$
\begin{equation*}
\omega_{0}=k_{0}\left(3 a^{2}-k_{0}^{2}\right), c=a^{2}-3 k_{0}^{2} . \tag{25}
\end{equation*}
$$

Substituting (24) into the CMKDV equation then gives

$$
\begin{equation*}
\left(V_{\zeta \zeta}+|V|^{2} V-a^{2} v_{\zeta}+i k_{0}\left(3 V_{\zeta \zeta}+|V|^{2} V-3 a^{2} V\right)=0\right. \tag{26}
\end{equation*}
$$

Two limits of this equation are easily treated. If $k_{0}=0$ then $V=\sqrt{2} a \operatorname{sech}(a \zeta)$. This gives the constant phase pulse (23) we studied in Sec. V. If $k_{0} \rightarrow \infty$, then $V=\sqrt{6} a \operatorname{sech}(a \zeta)$ or

$$
\begin{equation*}
v=\sqrt{6} a \operatorname{sech}\left\{a\left[\xi-\left(a^{2}-3 k_{0}^{2}\right) \tau\right]\right\} \exp \left\{i\left[k_{0} \xi-k_{0}\left(3 a^{2}-k_{0}^{2}\right) \tau\right]\right\} . \tag{27}
\end{equation*}
$$

[In both these cases we have omitted a possible shift of the $\xi$ origin and a phase factor $\exp \left(i \theta_{0}\right)$.] Equation (27) is identical to the soliton solution for the MKDV equation (A 13). If we compare (27) with the soliton of the NLS equation ( 13 ), $u=a \operatorname{sech}(a 5) \exp \left(-i a^{2} \eta\right)$ or undoing the transformation that gave (12)

$$
\begin{equation*}
v=\sqrt{6} a \operatorname{sech}\left\{a\left\{\xi+3 k_{0}^{2} r\right)\right] \exp \left\{i\left[k_{0} \xi-k_{0}\left(3 a^{2}-k_{0}^{2}\right) \tau\right]\right\}, \tag{28}
\end{equation*}
$$

we see that there is a difference of $a^{2}$ in the pulse velocities.
A way from the limits $k_{0}=0$ and $k_{0} \rightarrow \infty$, we can perform perturbation analyses on (26). For small $k_{0}$ we may attempt to develop a series expansion for $V$ in $k_{0}$. Without loss of generality we take $a=1$ [this may be achieved by use of the scaling invariance of the CMKDV equation (5)] Expanding $V$ as $V_{0}+V_{1}+\ldots$, with $V_{n}=\mathcal{O}\left(\varepsilon_{0}^{n}\right)$ and $V_{0}=\sqrt{2} \operatorname{sech}(\zeta)$, we find

$$
\begin{equation*}
V_{1 r \zeta}+\left|V_{1}\right|^{2} V_{1}-V_{1}=4 \sqrt{2} i k_{0} f^{\zeta} \operatorname{sech}^{3}(\zeta) d \zeta=C(\zeta) \tag{29}
\end{equation*}
$$

Now $C(\infty)-C(-\infty)=2 \sqrt{2} \pi i k_{0}$, so that either $C(\infty)$ or $C(-\infty)$ or both are nonzero (for $k_{0} \neq 0$ ). Supposing $C(\infty)$ to be nonzero and assuming $V_{1} \rightarrow 0$ as $\zeta \rightarrow \infty$, we may write $V_{1 \zeta \zeta}-V_{1}=C(\infty)$ for $\zeta$ sufficiently large. But this gives $V_{1} \rightarrow-C(\infty)$ as $\zeta \rightarrow \infty$. Thus $V_{1}$ must be nonzero at either $\pm \infty$, and so $V$ cannot form a pulse for small (but finite) $k_{0}$.

For large $k_{0}$ we develop an asymptotic series for $V$ in $\varepsilon \equiv a / k_{0}$. Although (26) is an irregular perturbation problem (for $\varepsilon \rightarrow 0$ ), we are only interested in the regular solutions which are close to the solution for $\varepsilon=0$. Thus we write (26) as

$$
\begin{equation*}
\left.\left\langle 3 V_{\zeta \zeta}+\right| V\right|^{2} V-3 a^{2} v_{n}=i \varepsilon a^{-1}\left[\left.\left\langle V_{\zeta \zeta}+\right| V\right|^{2} V-a^{2} v_{\zeta}\right]_{n-1} \tag{30}
\end{equation*}
$$

where subscripts $n$ and $n-1$ denote the orders of the terms, and $V=V_{0}+V_{1}+V_{2}+\ldots$, witi $V_{n}=$ $O\left(\varepsilon^{n}\right)$ and $\nu_{0}=\sqrt{6} a \operatorname{sech}(a \zeta)$. We then find that

$$
\begin{equation*}
V=\sqrt{6} a \operatorname{sech}(a \zeta)\left\{1+i \varepsilon \tanh (a \zeta)+\frac{1}{3} \varepsilon^{2}\left[\left[\tanh ^{2}(a \zeta)-\frac{1}{2}\right]+i O\left(\varepsilon^{3}\right)+O\left(\varepsilon^{4}\right)\right\} .\right. \tag{31}
\end{equation*}
$$

From this we obtain

$$
\begin{gather*}
|V|=\sqrt{6} a \operatorname{sech}(a y)\left\{1+\frac{1}{6} \varepsilon^{2}\left[5 \tanh ^{2}(a \zeta)-1\right] * O\left(\varepsilon^{4}\right\},\right.  \tag{32}\\
\arg (V)=\varepsilon \tanh (a \zeta)+O\left(\varepsilon^{3}\right), \tag{33}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty}|V| d \zeta=\sqrt{6} \pi\left[1+\frac{1}{4} \varepsilon^{2}+O\left(\varepsilon^{4}\right)\right] . \tag{34}
\end{equation*}
$$

For finite $k_{0}$ we resort to numerically integrating (26). For $0<\left|k_{0}\right| a \mid \leqslant 0.5$ no pulse is formed. For other values of $k_{0}$ a pulse is obtained. Fig. 5 shows the result for $k_{0} / a=0.5$ and 2 . For $k_{0} / a=0.5$, the puise does not come back down to zero very well. Nevertheless we have integrated the CMKDV equation with this pulse (cutoff at its minimum) as an initial condition and we find that it is indeed stationary for a long time (at least till $a^{3} \tau \sim 50$ ). If a pulse is formed ther from the symmetries of (26) it has the property, $V(-\zeta)=V^{*}(\zeta)$ [with appropriate choce of origin and on multiplication by an appropriate constant, exp(it $\left.\theta_{0}\right)$ I. Also shown in Fig. 5(c and. d) is the asymptotic pulse shape for $\varepsilon=\frac{1}{2}$ as -iven by (32) and (33). The agreement between this and the pulse obtained numerically is quite good. In Fig. 6 we plot the pulse area, $\int_{-\infty}^{\infty}|W| d \zeta$, comparing the analytical (34) and numerical results. Again the agreement is quite good for $k_{0} / a \not \approx 2$. Note that the area for 5 mall $k_{0}$ is considerably larger than the area for the constant phase puises ( $k_{0}=0$ ).

## VII. EVOLUTION OF A PULSE

We are now in a position to have some analytic understanding of the evolution of a pulse of the form considered in Sec. IV (22). There are two properties of the CMKDV equation that distinguish it from the MKDV equation. Firstly as we saw in Sec. II the relative strength of the nonlinear term is different in the limits of slow and rapid phase variation. Thus the solitary waves in these two limits have different areas. The otiier distinguishing property is that, unlike the MKDV equation, there is not a continuous transition between the constant phase pulses and the
envelope pulses. (In the MKDV equation the limit $k_{0} \rightarrow 0$ gives the constant phase pulses.) Thus it is of interest to determine how the CMKDV equation does make the transition from one type of pulse to the other.

Let us begin by considering the limit where $k_{0}$ is large, but $A$ is finite. In this limit the equation approximately reduces to the MKDV equation (with $x=1$ ), and so the solution is given by the inverse scattering method (see Appendix). The initial pulse breaks up into $N$ solitons where $A / \sqrt{6}=N+\varepsilon,-\frac{1}{2}<\varepsilon \leq \frac{1}{2}$. In the appendix we identify the two "time" scales on which the pulse evolves, a self-focussing time scale, $\tau_{s}$, the time required for the relative phases of two solitons to change by $\pi$ and a filamentation time scale, $\boldsymbol{r}_{f}$, the time for two solitons to pass through each other. (Again remember that $\tau$, although treated like time, is in fact a spatial coordinate.) Using (A 37) and (A 38) we obtain $\tau_{s}=\frac{2}{3} \pi /\left(k_{0} A^{2}\right)<\tau_{f}=3 \sqrt{6} A^{-3}$. The approximation of the CMKDV equation by the NLS equation only describes phenomena on the former (very short) time scale [in (13) $\eta=3 k_{0} \tau$ ], and so does not predict filamentation for these initial conditions [see (27) and (28)].

Suppose we keep $k_{0}$ large but allow $A$ to be comparable to $k_{0}$. Since the initial pulse has a smooth envelope variation, its early evolution is described by the MKDV equation. Tine tallest soliton present in the initial puise has an inverse width $a_{N} \approx 2 A / \sqrt{6}$ (for $A>1$ ). Thus the most rapid variation of the enveiope will be over a distance of $a_{N}^{-1}$. However, since $A$ is $O\left(k_{0}\right), a_{N}$ is $\boldsymbol{O}\left(k_{0}\right)$ and the assumption that the envelope of $v$ is slowly varying compared with the phase is false at some later time, when the tallest soliton emerges. We expect the MKDV solitons to turn into the envelope pulses with finite $a / k_{0}$ that were studied in the previous section. Taking $a$ for the envelope pulses to be the same as the inverse widths $a_{j}$ given by the inverse scattering method, we see that when $A \gtrsim \sqrt{6} k_{0}$ the tallest envelope pulse would have $k_{0} / a<0.5$. However we saw in Sec. VI that there are no envelope pulses in this range of $k_{0} / a$. Furthermore the envelope pulse with $k_{0} / a=0.5$ has an envelope area which is more than twice the area of a constant phase puise (see Fig. 6). This suggests that, if $A$ is increased, the tallest envelope pulse should break up into two or three constant phase pulses. In Fig. 7 we see this happening. Recall that for $A=5, k_{0}=3$ we obtained two 3nvelope pulses (Fig. 2). Here (Fig. 7) $A$ has been increased by 1 to 6 . Now the tallest of the envelope pulses breaks up into three constant phase pulses. From this we determine that a more accurate condition for the appearance of constiant phase pulses is $A \geq 2 k_{0}$. Put another way, the break-up into constant phase pulses occurs when the equation sees sufficent area over a distance where the phase is roughly constant.

With A sufficiently large only constant phase pulses appear. We studied the interaction of these pulses in Sec. $V$. If $A \geqslant k_{0}$ the phases of neighboring pulses are close together. Thus the initial evolution is governed by the MKDV equation with $\alpha=8$. The effect of the finite $\theta_{\xi}$ in ( 9 ) is to cause the phases of the pulses to be interchanged on collision (see Fig. 4). This ensures that only smali angle collisions take place subsequently, and the overall features of the solution are approximately given by the MKDV equation. In particular the time scale for filamentation is given by $\tau_{f}=\sqrt{2} A^{-3}$. Self-focussing does not take place with constant phase pulses.

Figure 8 shows schematically how the initial conditions (22) break up into solitary pulses. For $k_{0}$ small there are $N$ constant phase pulses where $N-\frac{1}{2}<A 1 \sqrt{2}<N+\frac{1}{2}$. For $k_{0}$ large there are $N$ envelope pulses where $N-\frac{1}{2}<A 1 \sqrt{6}<N+\frac{1}{2}$. The transition from having all envelope pulses to all constant phase pulses occurs in a wedge shaped region as shown. For the MKDV equation this figure would just consist of horizontal lines at $A(k / 6)^{1 / 2}=N-\frac{1}{2}$.

We expect Fig. 8 to qualitatively apply to more general initial conditions. If the initial conditions are the product of an envelope, $|v|$, which has a single maximum, and a phase factor with an approximately linearly increasing phase, then $A$, the verical axis in Fig. 8, would be regarded as some rneasure of the area of $|\nu|$ whereas $k_{0}$, the horizontal axis, would give a measure of the number of wavelengths over the width of $|\nu|$

As an example consider the excitation of lower hybrid waves by an array of $M$ waveguides phased $0, \pi, 0, \pi, \ldots$ Take the total width of the array to be $\Delta \xi$ and the normalized field to be a constant, $v_{0}$. Then $k_{0}$ corresponds to $M$ and $A$ corresponds to $v_{0} \Delta \xi / \pi$. We obtain constant phase pulses if $\left(A \geq \frac{1}{2} \sqrt{2}\right)$

$$
\begin{equation*}
v_{0} \Delta \xi \gtrsim \frac{1}{2} \sqrt{2} \pi, \tag{35}
\end{equation*}
$$

and $\left(A \gtrsim 2 k_{0}\right)$

$$
\begin{equation*}
v_{0} \Delta \xi / M \approx 2 \pi . \tag{36}
\end{equation*}
$$

If this last condition is not met we obtain envelope pulses if $\left(A \geq \frac{1}{2} \sqrt{6}\right)$

$$
\begin{equation*}
v_{0} \Delta \xi \gtrsim \frac{1}{2} \sqrt{6} \pi \tag{37}
\end{equation*}
$$

To estimate the time scales of the evolution of this initial condition we use (A37) and (A 38) with B
$=v_{0} / \sqrt{2}$ for constant phase pulses and $v_{0} / \sqrt{6}$ for envelope puises and with $k_{0}=\pi M / \Delta \xi$. Thus the filamentation time for constant phase pulses is

$$
\begin{equation*}
\tau_{f}=\sqrt{2} v_{0}^{-3} . \tag{38}
\end{equation*}
$$

The filamentation time for envelope pulses is greater by a factor of $3^{3 / 2}$, while the self-modulation time for these pulses is

$$
\begin{equation*}
\tau_{s}=\frac{2}{3} \Delta \xi\left(M v_{0}^{2}\right) . \tag{39}
\end{equation*}
$$

## VIII. THE BOUNDARY VALUE PROBLEM

Up till now we have been regarding $r$ as a time-like coordinate, and we have been solving the CMKDV equation as an initial value problem [with $\mathcal{v} \tau=0, \xi$ ) imposed]. However $\tau$ is in fact a spatial coordinate, proportional to $x$, the distance into the plasma. Thus we should really solve the CMKDV equation as a boundary value problem in a slab $0<\tau<\tau \boldsymbol{r}$. The boundary value problen would be equivalent to the initial value problem if we could be sure that all the components of $\nu$ travel in the $+\tau$ direction. Let us examine this possibility. The direction of propagation of a wave may be defined in terms of its power flow which in this case is $\mid\left\langle\left.(k)\right|^{2} / k\right.$. Thus only the positive $k$ components travel in the $+\tau$ direction and so the initial value problem is physically correct only if there are no negative $k$ components to $v$. However if we begin at $\tau=0$ with no negative $k$ components [i.e. with $v$ satisfying (11)], the equation, being nonlinear, will generate negative $k$ components at finite $r$. This is easy to see in the case where the initial amplitude is large enough to give constant phase puises (see Fig. 8), since these pulses have equal positive and negative power flows. Therefore when treating the physical problem we should solve the CMKDV equation as a boundary value problem. To be more precise we should only impose the incident wave at $\boldsymbol{T}=0, v(\tau$ $=0, k>0$ ). At the far boundary of the plasma, $\tau=\tau_{1}$, we specify a radiation condition that there is no reflected wave, $V\left(\tau_{j}, k<0\right)=0$. We shall try to find the transmitted wave at $\tau_{j}, v\left(\tau_{i}, k>0\right.$ ) and the reflected wave at $\tau=0, \nu(0, k<0)$. (Even if there were a metallic boundary at $\tau=\tau_{1}$ we would still impose a radiation condition. The reflection caused by a metal wall converts the wave to the other resonance cone, while the CMKDV equation describes the waves in a single resonance cone only. The reflection caused by the nonlinearity causes both $k_{x}$ and $k_{k}$ to change signs so that the reflected wave is still in the original resonance cone)

We do not know whether this boundary value problem is well posed. However we have attempted its numerical solution. We define the positive and negative power flows,

$$
P_{ \pm}(\tau)=\int_{0}^{ \pm \infty} \mid\left\langle\left.\langle\tau, k)\right|^{2}\right| k d k .
$$

We first pick uf $=0, k<0$ (we will describe how in a moment) and soma small convergence parameter, $\varepsilon$. An iteration is then performed with the following steps: impose $v(0, k>0)$; integrate the equation $10 \tau=\tau_{1}$; if $P_{-}\left(\tau_{1}\right) \leq \varepsilon P_{+}\left(\tau_{1}\right)$, stop the iteration; set $\left.\mathcal{U}_{1}, k<0\right)=0$; i.ategrate the CMKDV equation backwards to $T=0$; go to the beginning of the iteration. We perform this procedure beginning at $\tau_{1}=0$ with $v(0, k<0)=0$, and increasing $\tau_{1}$ by $\delta_{\tau}$ after the convergence criterion is met. We use $v(\tau=0, k<0)$ for $\tau_{1}=\tau_{1}-\delta \tau$ as the initial guess for $v(\tau=0, k<0)$ for $\tau_{1}=\tau_{1}$.

When solving the boundary value problem in this way, we choose

$$
\begin{equation*}
w(\tau=0, k>0)=A \pi u\left(k-k_{0}\right)\left(k-k_{0}\right) \exp \left[-\left(k-k_{0}\right)^{2} / 4\right], \tag{41}
\end{equation*}
$$

where $k_{0} \geq 0$. In real space we have

$$
\begin{equation*}
v\left(r=0, \xi \|_{k}>0=A[1+\xi Z(\xi)] \exp \left(i k_{0} \xi\right)\right. \tag{42}
\end{equation*}
$$

where $Z$ is the plasma dispersion function. $[Z$ is defined, for real $\xi$, by (11) where $w(\xi)=$ $\left.2 \sqrt{\pi} i \exp \left(-\xi^{2}\right) \cdot\right]$ We define the reflectivity, $R$, by

$$
\begin{equation*}
R=P_{-}(0) / P_{+}(0) \tag{43}
\end{equation*}
$$

Figure 9 shows $R$ as a function of the system width, $\tau_{j}$, for various $A$ and $k_{0}$. The largest reflectivity occurs when solving the CMKDV equation as an initial value problem would have given constant phase pulses $\left(A=3,4\right.$ and $\left.k_{0}=0\right)$. The values of $r_{1}$ at which the reflection first becomes appreciable in these two cases are given by the filamentation time (38). The oscillations in $R$ for $A=4$ and $k_{0}=1$ suggest the presence of some sort of interference.

The crosses in the plots for $A=4$ and $k_{0}=0,1$ show where our numerical procedure ceased to converge. There are two possible explanations for this. Firstly it may be that an answer exists but that the numerical procedure does not find it. The second possibility is that there is no answer, i.e. the CMKDV equation as a boundary value problem is ill-posed. In this case the most likely
explanation is that the steady-state assumption, under which the CMKDV equation was derived, is false. In other words, even though the source at $\tau=0$ is at a constant frequency and is on for an infinitely long time the field in the plasma never reaches a steady state.

## IX. DISCUSSION

We pursue the example introduced in Sec. VII, but now we give the results in more convenient terms in order to apply them to lower hybrid heating. At whatever position in the plasma we take to be the $x$ origin we impose

$$
\begin{equation*}
\tilde{E}_{x}(x=0, z)=E_{x 0} \exp (i \pi x / \delta z) u\left(x+\frac{1}{2} \Delta z\right) u\left(-z+\frac{1}{2} \Delta z\right), \tag{44}
\end{equation*}
$$

where $\Delta z=M \delta z$. This models the excitation by $M$ alternately phased waveguides each with width $\delta z$, the total width of the array being $\Delta z$. For simplicity we take $T_{i} \propto T_{e}, \omega_{p e}^{2}<\Omega_{e}^{2}$. We then have $\xi=(x-g z) /\left(\sqrt{3} \lambda_{D_{e}}\right), \tau=x /\left(2 \sqrt{3} \lambda_{D_{e}}\right), v=\tilde{E}_{i}^{*}\left(4 n_{0} T_{e} / \varepsilon_{0}\right)^{1 / 2}$. We define the following quantities: $\Delta x=g \Delta x$, the width of the lower hybrid ray in the $x$ direction; $E_{x 0}=g E_{x 0}$, the parallel electric field at $x=0 ; \alpha=E_{z 0} \delta z / T_{e}$, the ratio of the potential across a single waveguide to the electron temperature; $\beta=\frac{1}{4} \varepsilon_{0} E_{x 0}^{2} /\left(n_{0} T_{e}\right)$, the ratio of the electric to plasma energy densities. The conditions under which constant phase pulses are predicted for the inital value problem are, from (35) and (36),

$$
\begin{equation*}
M \alpha \gtrsim \sqrt{6} \pi, \alpha \not 2 \sqrt{3} \pi . \tag{45}
\end{equation*}
$$

The condition for envelope pulses is (37)

$$
\begin{equation*}
M \alpha \gtrsim 3 \sqrt{2} \pi . \tag{46}
\end{equation*}
$$

The filamentation scale distance for constant phase pulses is [see (38)]

$$
\begin{equation*}
x_{f} \approx 4 \sqrt{6}\left(T_{e} / E_{x 0}\right) A^{-1} \tag{47}
\end{equation*}
$$

The self-focussing distance for envelope pulses is [see (39)]

$$
\begin{equation*}
x_{s} \approx \frac{4}{3} \Delta x /(M B) \tag{48}
\end{equation*}
$$

We showed in Sec. VIII that it is incorrect to solve the problem as an initial value problem.

However the results of the inital value problem will only differ greatiy from those of the correct boundary value problem if the reflection is appreciable. For this to be so we need that the constant phase pulses be predicted by the initial value problem (45) and that the thickness of the plasma, $\boldsymbol{x}_{\mathbf{i}}$, exceed the filamentation distance, $x_{f}$ (47).

We illustrate these results with two examples. Take $n_{0}=10^{13} \mathrm{~cm}^{-3}, T_{e}=1 \mathrm{keV}, E_{x 0}=10$ $\mathrm{kV} / \mathrm{cm}, \delta z=2.5 \mathrm{~cm}, M=4, g=\frac{1}{40}$. This is representative of the central plasma conditions and fields for lower hybrid heating in present-day tokamaks. We then have $\Delta z=10 \mathrm{~cm}, \Delta x=2.5 \mathrm{~mm}$, $E_{z 0}=250 \mathrm{~V} / \mathrm{cm}, \alpha=0.625, M \alpha=2.5, \beta=1.4 \times 10^{-3}$. Thus pulses of neither sort are formed. The ponderomotive force does not have a strong effect on the propagation.

As a second example consider $\pi_{0}=5 \times 10^{11} \mathrm{~cm}^{-3}, T_{e}=25 \mathrm{eV}, E_{x 0}=4 \mathrm{kV} / \mathrm{cm}, 8 \mathrm{z}=2.5$ $\mathrm{cm}, M=4, g=\frac{1}{10}$. This could represent the plasma conditions close to the edge of a present-day tokamak or conditions encountered in a smaller laboratory-scale experiment. In this case we have $\Delta x=10 \mathrm{~cm}, \Delta x=1 \mathrm{~cm}, E_{z 0}=400 \mathrm{~V} / \mathrm{cm}, \alpha=40, M \alpha=160, \beta=0.18$. Now the conditions for constant phase pulses, (45), are satisfied, and that $x_{f}=4 \mathrm{~mm}$. If we are considering the propagation of lower hybrid waves through the inhomogeneous outer region of the plasma then, provided the gradient scale length exceeds $x_{f}$, we expect strong nonlinear reflection to occur.

Let us review the assumptions made in deriving the CMKDV equation, and see how they effect this conclusion. The first of the assumptions is that the plasma is homogeneous. However, the region of interest in a tokamak is close to the edge where the plasma is inhomogeneous. A simple estimate of the validity of the assumption of homogeneity is that the gradient scale length exceeds the filamentation length (which is also one of the conditions for reflections to be important). A nalytic studies of the nonlinear propagation of lower hybrid waves in an inhomogeneous plasma as described by the NLS equation (witil an audiatioñal term desiriting the inhomogenety) have been carried out by Leclert et al. ${ }^{9}$ They find an increase in the soliton threshold from the homogeneous result. Numerical work has been carried out on the CMKDV equation with inhomogeneity by Sanuki and Ogino. ${ }^{10}$ However, they do not recognise the phenomenon of nonlinear reflection. More work on this aspect of the problem is required.

The second assumption is that the system is two-dimensional. The addition of a third dimension to the NLS equation describing lower hybrid wave propagation rendered the solitons unstable. ${ }^{11,12}$ Inclusion of the third dimension, $y$, to lowest order in the CMKDV equation gives
the complex modified Kadomstev-Petviashvili equation,

$$
\begin{equation*}
v_{\tau}+\int^{\xi} v_{\eta \eta \eta} d \xi+v_{\xi \xi \xi}+\left(|l|^{2} v_{\xi}=0 .\right. \tag{19}
\end{equation*}
$$

 to be important in our case since the interaction length in $x, x_{f}$, is 50 much smaller than the typical $y$ dimension (~ 10 cm ).

The final assumption is that the system is in steady state. We suggested that perhaps this assumption is false for the CMKDV equation as a boundary value problem. However nonlinear reflection will probably still occur, even though the plasma does not reach a steady state. A similar result was obtained by Morales ${ }^{13}$ who considered the nonlinear coupling of waves to the plasma edge. In this case steady state was not achieved. (The nonlinear reflection discussed by Morales ${ }^{13}$ has a different physical origin from that discussed here. In his work the reflection was due to the waves changing the position of the cutoff where $\omega=\omega_{p e}$. Our reflection is due to scattering off the ponderomotive density fluctuations and so could not occur in his system which allowed no $z$ modulation of the field.) If we allow the electric field to have a slow time dependence [multipying the $\exp (-i \omega t)$ dependence already included] then to lowest order we obtain a two-dimensional generalization of the NLS equation,

$$
\begin{equation*}
i v_{\sigma}+f^{k} v_{\tau} d \xi+v_{\xi \xi}+|v|^{2} v=0, \tag{50}
\end{equation*}
$$

where $\sigma=\lambda^{-2} \sigma^{\prime}$ and $\sigma^{\prime}=t /\left[K_{n} \partial\left(K_{\perp} \mid K_{\mathrm{H}}\right) / \partial \omega\right]$.
In summary, we have studied the propagation of lower hybrid waves as described by the CMKDV equation. When treated as an initial value problem in $x$, two types of solitary waves are found, one which has a constant phase, while the other is an envelope pulse. These pulses are not solitons. There is not a continuous transition from one type to the other. When constant phase pulses are produced, it means that reflection is occurring and the problem should be solved as a boundary value problem. Applying these results to RF heating of a tokamak we find that the effect of the ponderomotive force can be to cause strong reflection of the lower hybrid waves close to the edge of a tokamak type plasma. Before a definitive answer can be given as to the magnitude of this effect the problem needs to be examined further allowing for the effects of inhomogeneity and a time dependence for the fields.

## ACKNOWLEGDEMENTS

We wish to thank J. D. Meiss and N. R. Pereira for making available their program for solving nonlinear evolution equations. One of us (FYFC) would like to thank the members of the Theoretical Physics Group of Lawrence Berkeley Laboratory for their hospitality.

This work was supported by U.S. Department of Energy under Contracts EY-76-C-02-3073 and EG-77-G-01-4107, the National Science Foundation under Grant ENG 77-00340, and the U.S. Air Force under Grant A FOSR 77-332. 1.

## APPENDIX. INVEKSE SCATTERING METHOD FOR THE MKDV EQUATION

In this appendix we briefly review the solution of the MKDV equation (8) by the inverse scattering method. We will find it cenyenient to rescale $v$, by $v=(6 / \kappa)^{1 / 2} q$, so that the MKDV equation reads,

$$
\begin{equation*}
q_{\tau}+q_{\xi} \xi \xi+6 q q^{2} q_{\xi}=0 . \tag{A1}
\end{equation*}
$$

In the course of outlining the solution for the MKDV equation, we will point out the modifications necessary for obtaining solutions to the NLS equation,

$$
\begin{equation*}
q_{\tau}+i q_{\xi} \xi+2 i q q^{2} q=0 \tag{A2}
\end{equation*}
$$

## 1. Direct Scattering Problem

The MKDV equation is one of the class of equations covered by the methods of Ablowitz et al. ${ }^{4}$ The scattering problem is the same as that for the NLS equation, which was introduced by Zakharov and Shabat, ${ }^{14}$.

$$
\begin{align*}
& \psi_{1 \xi}+i \lambda \psi_{1}=q \psi_{2},  \tag{A3}\\
& \psi_{2 \xi}-i \lambda \psi_{2}=q^{*} \psi_{1} . \tag{A4}
\end{align*}
$$

These equations will be recognized as those for a backward wave oscillator. It will be assumed that $q \rightarrow 0$ as $|E| \rightarrow \infty$. Equations (A 3) and (A4) are solved for $q=\xi, 7=0, \xi$ ) and with boundary conditions

$$
\begin{equation*}
\psi_{1} \rightarrow \exp (-i \lambda \xi) . \psi_{2} \rightarrow 0, \text { for } \xi \rightarrow-\infty . \tag{A5}
\end{equation*}
$$

Solving (A 3) and (A4) gives

$$
\begin{equation*}
\psi_{1} \rightarrow \alpha(\lambda) \exp (-i \lambda \xi), \psi_{2} \rightarrow \beta(\lambda) \exp (i \lambda \xi), \text { for } \xi \rightarrow \infty . \tag{A6}
\end{equation*}
$$

The complete scattering data, from which $q$ may be reconstructed, consists of the incident and reflected wave amplitudes, $\alpha(\lambda)$ and $\beta(\lambda)$, for $\lambda$ real, and the residues, $\mu_{j}=\beta\left(\lambda_{j}\right) /[\partial \alpha(\lambda) / \partial \lambda] \lambda_{j}$, for all $\lambda=\lambda_{j}$ such that $\alpha\left(\lambda_{j}\right)=0$ and $\operatorname{Im}\left(\lambda_{j}\right)>0$. The data for $\lambda$ real gives the "radiation" part of the
solution, while the data at the ciistrete eigenvalues, $\lambda_{j}$, gives the sollton part. When determining the discrete scattering data numerically, the following relation is useful for determining the residues, $\mu_{j}: 15$

$$
\begin{equation*}
[\partial \alpha(\lambda) / \partial \lambda]_{\lambda_{j}}=-\left[2 i / \beta\left(\lambda_{j}\right)\right] \int_{-}^{\infty} \psi_{1} \psi_{2} d \xi . \tag{A7}
\end{equation*}
$$

$\left[\right.$ Note that $\psi_{1,2}(|\xi| \rightarrow \infty) \rightarrow 0$, for $\left.\lambda=\lambda_{j}\right]$
In what follows we shall neglect the radiation. This is equivalent to setting $\beta(\lambda)=0$ for real $\lambda$. We can deterinine the error in doing this, by comparing $\int_{-\infty}^{\infty} \frac{1}{2}|g|^{2} d \xi$ for the initial conditions and for the solitons. In the case where $\beta(\lambda)=0$ for rea! $\lambda, \alpha(\lambda)$ is given by ${ }^{14}$

$$
\begin{equation*}
\boldsymbol{a}(\lambda)=\Pi_{j}\left(\lambda-\lambda_{j}\right) /\left(\lambda-\lambda_{j}^{*}\right), \tag{A8}
\end{equation*}
$$

where the product is over all the discrete eigenvalues.

The time evolution of $q$ is reflected in the tirr.. evolution of $\mu_{j}\left(\lambda_{j}\right.$ is independent of time). From Ref. 4 we have

$$
\begin{equation*}
\mu_{j}(\tau)=\mu_{j}(\tau=0) \exp \left(i \Omega_{j} \tau\right), \tag{A9}
\end{equation*}
$$

where $\Omega_{j}=8 \lambda_{j}^{3}$ for the MKDV equation, and $-4 \lambda_{j}^{2}$ for the NLS equation.

## 2. The $\mathbf{N}$-Soliton Solution

Assuming that there are $N$ roots of $\alpha(\lambda)$ in the upper half $\lambda$ plane, and that the radiation may be neglected, the solution for both the MKDV and NLS equations then reads

$$
q=-2 P_{f} H_{j k} M_{k},
$$

where

$$
\begin{gather*}
P_{j}=\exp \left(-i \lambda_{j}^{*} \xi\right), M_{j}=i \mu_{j}^{*}(\tau) P_{j}, \\
H=\left[I+G^{*} \cdot G\right]^{-1}, G_{j k}=\mu_{j}(\tau) \exp \left[i\left(\lambda_{j}-\lambda_{k}^{*}\right) \xi\right]\left(\lambda_{j}-\lambda_{k}^{*}\right) \tag{A12}
\end{gather*}
$$

(Summation over the repeated indices from 1 :o $N$ is implied.)

If there is only one discrete eigenvalue $\lambda_{j}$, we obtain the one soliton solution,

$$
q=a_{j} \operatorname{sech}\left[a_{j}\left(\xi-\xi_{j}-c_{j} \tau\right)\right] \exp \left[i\left(k_{j} \xi-\omega_{j} \tau+\theta_{j}\right)\right] .
$$

where

$$
\begin{gather*}
2 \lambda_{j}=-k_{j}+i a_{j}, \omega_{j}=\operatorname{Re}\left(\Omega_{j}\right), c_{j}=-\operatorname{Im}\left(\Omega_{j}\right) / a_{j},  \tag{A14}\\
a_{j} \xi_{j}=\log \left[\mid \mu_{j}(0) \forall a_{j}\right], \theta_{j}=-\arg \left[\mu_{j}(0)\right]-\frac{1}{2} \pi . \tag{A15}
\end{gather*}
$$

(Here $a_{j}$ and $k_{j}$ are real.) Thus for the MKDV equation we have

$$
\begin{equation*}
\omega_{j}=k_{j}\left(3 a_{j}^{2}-k_{j}^{2}\right), \quad c_{j}=a_{j}^{2}-3 k_{j}^{2}, \tag{A16}
\end{equation*}
$$

while for the NLS equation we have

$$
\begin{equation*}
\omega_{j}=a_{j}^{2}-k_{j}^{2}, c_{j}=-2 k_{j} . \tag{A17}
\end{equation*}
$$

In the case where there are several solitons, as long as their velocities, $c_{j}$, are all different, the solitons will eventually all separate, and the asymptotic solution for $|\boldsymbol{r}| \rightarrow \infty$ will be the (algebraic) sum of the individual solitons. The only eifect in a given soliton of the additional solitons at $|\boldsymbol{\tau}| \rightarrow \infty$ is to alter the position and phase of that soliton. If we order the eigenvalues such that $\boldsymbol{c}_{\boldsymbol{j}}<\boldsymbol{c}_{\boldsymbol{j}+1}$ for $0 \leq j<N$, then for $\tau \rightarrow \pm \infty$ (A15) becomes ${ }^{14}$

$$
\begin{gather*}
a_{j} \xi_{j}=\log \left(\frac{\left|\mu_{j}(0)\right|}{a_{j}}\right)+2 \sum_{p \geqslant j} \log \left|\frac{\lambda_{j}-\lambda_{p}}{\lambda_{j}-\lambda_{p}^{*}}\right|,  \tag{A18}\\
\theta_{j}=-\arg \left[\mu_{j}(0)\right]-\frac{\pi}{2}-2 \sum_{p \geqslant j} \arg \left(\frac{\lambda_{j}-\lambda_{p}}{\lambda_{j}-\lambda_{p}^{*}}\right) . \tag{A19}
\end{gather*}
$$

If some of the solitons have the same velocity, then they form a coupled soliton solution called a breather. For the NLS equation this happens when two or more solitons have eigenvalues with the same real part. For the MKDV equation the simplest breather solution consists of two solitons with eigenvalues satisfying $\lambda_{2}=-\lambda_{1}^{*} .{ }^{15}$ The transition betwe.a: a two-soliton breather and the two uncoupled solitons occurs when two eigenvalues coalesce. In this case the $\boldsymbol{N}$-soliton solution is no longer valid since $\mu$ is divergent. However it is possible to find the solution in this case by taking the limit as two eigenvalues come together. If we substitute

$$
\begin{equation*}
2 \lambda_{1,2}=i a-k \pm \varepsilon, \mu_{1,2}\langle 0\rangle=-i a \pm a^{2} / \varepsilon, \tag{A20}
\end{equation*}
$$

into (A10) and then take the limit $\varepsilon \rightarrow 0$, we obtain for the MKDV equation

$$
\begin{equation*}
v=2 a \frac{1-6 i k a^{2} r-a\left(\zeta-2 a^{2} \tau\right) \tanh (a \zeta)}{\cosh (a \zeta)+\left[a^{2}\left(\zeta-2 a^{2} \tau\right)^{2}+\left(6 k a^{2} r\right)^{2}\right] \operatorname{sech}(a \zeta)} \exp [i(k \xi-a \cdot)], \tag{A21}
\end{equation*}
$$

where $\zeta=\xi-c \tau$, and $c$ and $\omega$ are given by (A 16). For $\tau \rightarrow \infty,\langle A 21$ ) becomes

$$
\begin{equation*}
v \rightarrow-\exp [i(k \xi-\omega \tau)] \Sigma_{ \pm} \pm \exp \left[ \pm i \tan ^{-1}(3 k / a)\right] a \operatorname{sech}\left\{a \zeta \pm \log \left[4 a^{2}\left(9 k^{2}+a^{2}\right)^{1 / 2} \tau\right]\right\} \tag{A22}
\end{equation*}
$$

This consists of two equal solitons moving apart with relative velocity 2/(ar).

## 3. Properties of the Zakharov-Shabat Eigenvalue Problem

There are no discrete eigenvalues if ${ }^{4}$

$$
\begin{equation*}
\int_{-\infty}^{\infty}|f| d \xi<0.904, \tag{A23}
\end{equation*}
$$

where $I_{0}(2 \times 0.904)=2$ and $I_{0}$ is a modified Bessel function.
All eigenvalues must satisfy

$$
\begin{equation*}
\operatorname{Im}(\lambda)<\max (|q|) . \tag{A24}
\end{equation*}
$$

This states that the tallest soliton will be less than twice the maximum height of the initial pulse. We give the proof of this result for the generalized Zakharov-Shabat probiem considered by Ablowitz et al. ${ }^{4}$ for which (A4) reads

$$
\begin{equation*}
\psi_{2 \xi}-i \lambda \psi_{2}=r \psi_{1} . \tag{A25}
\end{equation*}
$$

We multiply (A 3) by $\psi_{1}^{*}$ and (A25) by $-|\rho|^{2} \psi_{2}^{*}$, where $\rho$ is a complex number (independent of $\xi$ ). Adding the resulting equations, integrating them from $\xi=-\infty$ to $\infty$, solving for $\lambda$ and taking the imaginary part gives

$$
\begin{equation*}
\operatorname{Im}(\lambda)=\frac{-\int_{-\infty}^{\infty} \operatorname{Re}\left(q \psi_{1}^{*} \psi_{2}-|\rho|^{2} r \psi_{1} \psi_{2}^{*}\right) d \xi}{\left.\int_{-\infty}^{\infty} \psi_{1}\right|^{2}+\left|\rho \psi_{2}\right|^{2} d \xi} \tag{A26}
\end{equation*}
$$

[In deriving this we have used eg. $\int_{-\infty}^{\infty} \operatorname{Re}\left(\psi_{1}^{*} \psi_{1} \xi\right) d \xi=0$.] Working now with the numerator of (A26) we have

$$
\text { Numerator } \left.=-\int_{-=}^{*} \operatorname{Re} \mid\left[(q \mid \rho)-(\rho r)^{*}\right] \psi_{1}^{*} \rho \psi_{2}\right\} d \xi
$$

$$
\begin{align*}
& \left.\leq \int_{-\infty}^{\infty} K g \mid \rho\right)-(\rho r)^{*}| | \psi_{1}| | \rho \psi_{2} \mid d \xi \\
& \left.\leq \max [K q \mid \rho)-(\rho r)^{*} \mid\right] \int_{-\infty}^{\infty}\left|\psi_{1}\right|\left|\rho \psi_{2}\right| d \xi \\
& \left.\left.\leq \frac{1}{2} \max [|g| \rho)-(\rho r)^{*} \right\rvert\,\right]\left.\int_{-\infty}^{\infty} \psi_{1}\right|^{2}+\left|\rho \psi_{2}\right|^{2} d \xi \tag{A27}
\end{align*}
$$

[the last inequality coming from $\left(W_{1}\left|-\left|\rho \psi_{2}\right|\right)^{2} \geq 0\right]$. Since $\rho$ is arbitrary we can perform a minimization over $\rho$ to give

$$
\begin{equation*}
\operatorname{Im}(\lambda)<\frac{1}{2} \min _{\rho}\left\{\max _{\xi}\left[[g \mid \rho)-(\rho r)^{*} \mid\right]\right\} . \tag{A28}
\end{equation*}
$$

(Without loss of generality we may restrict $\rho$ to the positive real numbers.) For our problem $r=-q^{*}$. The minimization over $\rho$ gives $\rho=1$, from which (A24) follows.

If $q=Q \exp \left[i\left(k_{0} \xi+\theta_{0}\right)\right]$, then the eigenvalues are the same as for $q=Q$ except that they all have real parts decreased by $\frac{1}{2} k_{0}$. The values of $\mu_{j}$ are all multiplied by $\exp \left(i \theta_{0}\right)$. This enables us to consider only real $q$ (as far as solving the eigenvalue problem goes), and still be able to generalize the results to cover the case where $q$ is the product of a real function and $\exp \left[i\left(k_{0} \xi+\theta_{0}\right)\right]$.

For $q$ real we begin by noting ${ }^{4}$ that either $\lambda_{j}$ is pure imaginary, or if $\lambda_{j}$ is complex, then there is another eigenvalue equal to $-\lambda_{j}^{*}$. (We shall call such a pair of eigenvalues a "complex pair.") Only in rather restrictive cases can statements be made as to the number and type of eigenvalues we will have. If $\boldsymbol{q}$ is antisymmetric, then the eigenvalues will always occur in complex pairs. ${ }^{\text {I6 }}$ If $\boldsymbol{q}$ is non-negative, then it may be shown ${ }^{16}$ that the condition $\int_{-\infty}^{\infty} q d \xi=\left(N-\frac{1}{2}\right) \pi$ ( $N$ an integer) corresponds to the threshold for a soliton with $\lambda=0$. The term "threshold" may be misleading here. A simple example will show why. Suppose $q=1$ for $L<|\xi|<2 L$, and $q=0$ otherwise. Let us consider what eigenvalues we have as we increase $L$ from 0 . At $L=\frac{1}{4} \pi$ we reach the threshold for a single soliton ( $\lambda=0$ ), in accordance with the threshold condition. At $L=0.3126 \pi$ a complex pair of eigenvalues appear ( $\lambda= \pm 0.9542$ ). This complex pair coalesces on the imaginary axis at $L=$ $0.6932 \pi$ and $\lambda=0.2077 i$ [see (A2I)]. The first eigenvalue is then at $\lambda=0.4641 i$. The doublr: eigenvalue then splits in two again, one eigenvalue going up the imaginary axis and the other going down. At $L=\frac{3}{4} \pi$, when $\int_{-\infty}^{\infty} q d \xi=\frac{3}{2} \pi$, and hence at the "threshold" for a soliton, the lowest eigenvalue disappears at $\lambda=0$. However the number of eigenvalues, $N$, is given by

$$
\begin{equation*}
\left(N-\frac{1}{2}\right) \pi<\int_{-\infty}^{\infty} q d \xi \leq\left(N+\frac{1}{2}\right) \pi, \tag{A29}
\end{equation*}
$$

if the following conditions are satisfied: $q$ is non-negative; there exists a continuous transformation from a $q$ satisfying (A23), when there will be no eigenvalues, to the given $q$, such that the intermediate $q$ 's are all non-negative, and, while $q$ is changing, all the eigenvalues appear at $\boldsymbol{\lambda}=0$. and none disappear. It is thought that these conditions are met if $q$ has a single maximum. (In that case suitable transformations are either increasing the height of $q$, or increasing the width of $q$, while keeping the shape of $q$ constant.)

## 4. Special Initial Conditions

We end by giving the eigen:"alues for our model initiai conditions (22). Writing these in teams of $q$ we have

$$
\begin{equation*}
q(r=0, \xi)=B \operatorname{sech}(\xi) \exp \left(i k_{0} \xi\right), \tag{A30}
\end{equation*}
$$

where $B=A(\kappa / 6)^{1 / 2}$. In this case the Zakharov-Shabat equations may be solved exactly in terms of hypergeometric furctions. ${ }^{17}$ The number of solitons is $N$, where $B=N+\varepsilon$, with $-\frac{1}{2}<\varepsilon \leq \frac{1}{2}$. The eigenvalues are

$$
\lambda_{j}=i_{2} a_{j}-\frac{1}{2} k_{j}=i\left(\varepsilon-\frac{1}{2}+j\right)-\frac{1}{2} k_{0}, \text { for } j=1,2, \ldots N .
$$

Tecause of the symmetry of $q(\tau=0)$ in $\xi$ we have

$$
\begin{equation*}
\beta\left(\lambda_{j}\right)=(-1)^{N-j+1} \tag{A32}
\end{equation*}
$$

The amount of radiation is then given by

$$
\begin{align*}
\int_{-\infty}^{\infty} \frac{1}{2}\left|q_{\text {radiation }}\right|^{2} d \xi & =\int_{-\infty}^{\infty} \frac{1}{2}|q(\tau=0)|^{2} d \xi-\int_{-\infty}^{\infty} \frac{1}{2}\left|l_{\text {soliton }}(-\rightarrow \infty)\right|^{2} d \xi \\
& =B^{2}-2 \Sigma_{j} \operatorname{Im}\left(\lambda_{j}\right)=\varepsilon^{2} \leq \frac{1}{4} . \tag{A33}
\end{align*}
$$

Thus for $B$ large the radiation is small compared with the soliton part of the solution. In particular, if $B$ is an integer, $N$, then there is no radiation (since $\varepsilon=0$ ). The sech pulse then represents an exact $N$-soliton collision. In this case the residues are found from (A8) and (A 32) to be

$$
\begin{equation*}
\mu_{j}=-i N \Pi_{p<j}\left(N^{2}-p^{2}\right) / p^{2} . \tag{A34}
\end{equation*}
$$

From (A 18) and (A 19) the positions and phases of the solitons at $r \rightarrow \infty$ are

$$
\begin{gather*}
a_{j} \xi_{j}=-\log (N)+\Sigma_{p<j} \log \left[4\left(4 p^{2}-1\right)\left(\left(N^{2}-p^{2}\right)\right]\right.  \tag{A35}\\
\theta_{j}=0 \tag{A.36}
\end{gather*}
$$

If we are not interested in the precise $N$-soliton solution for finite $\tau$ (A 10) we may still identify the important time scales on which the solution evolves using the soliton velocities and frequencies (A 16). We define two time scales: a filamentation time scale, $\boldsymbol{\tau}_{\boldsymbol{f}}$, or the time it takes for two typical solitons to separate from one another; and a self-focussing time scale, $\tau_{s}$, or the time for the relative phases of two typical solitons to change by $\pi$. For definiteness we take the two "typical" solitons to be the tallest one (index $N$ ) and the half tallest one (index $\frac{1}{2} N$; assume $N$ is even). Assuming $B \gg 1$, we have

$$
\begin{gather*}
\tau_{f}=\left(a_{N}^{-1}+a_{N / 2}^{-1} k c_{N}-c_{N / 2}\right)^{-1} \approx \frac{1}{2} B^{-3}  \tag{A37}\\
\tau_{s}=\pi\left(\omega_{N}-\omega_{N / 2}\right)^{-1} \approx \pi\left(9 k_{0} B^{2}\right)^{-1} \tag{1.38}
\end{gather*}
$$

Loosely speaking (A 37) and (A 38) give the times we have to wait to see the first effects of filamentation and self-focussing. We should not confuse $\boldsymbol{\tau}_{\boldsymbol{f}}$ with the time it takes for all the solitons to separate, which is a time of order unity for these initial conditions.
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## Figure Captions

Fig. 1. The results of numerically integrating the CMKDV equation. The initial condition is given by (22) with $A=3$ and $k_{0}=1$. The figure shows $v$ at (a) $\tau=0,(b) \tau=0.5$, $(c) \tau=2$. The solid line gives $|\mu|$, the long dashes $\operatorname{Re}(v)$, and the short dashes $\operatorname{lm}(y)$. The numerical integration was performed with $L=40, n=2^{8}, \delta \tau=5 \times 10^{-4}$. At $\tau=2$ the errors are $\delta_{2}=3 \times 10^{-4}, \delta_{3}=4 \times$ $10^{-4}$.

Fig. 2. The same as Fig. 1 , except $A=5, k_{0}=3$, and $\delta \tau=2 \times 10^{-4}$. (a) $\tau=0$, (b) $\tau=0.2$, (c) $\tau=$ 0.6. $\left(\delta_{2}=2 \times 10^{-4}, \delta_{3}=10^{-4} \mathrm{at} \tau=0.6\right.$.)

Fig. 3. The collision of two constant phase pulses of the form (23). The taller one has $a=\sqrt{2}, \theta_{0}=$ $0, \xi_{0}=-7$. The shorter one has $a=1 / \sqrt{2}, \theta_{0}=\frac{1}{2} \pi, \xi_{0}=7$. The integration is performed in a frame moving with velocity $I \frac{1}{4}$, the mean (initial) velocity of the pulses. Fig. 3 (b) shows the result of the collision for the CMKDV equation, (c) the result for the MKDV equation. $\left[L=30, \pi=2^{7}\right.$, $\boldsymbol{\delta}^{T}$ $\left.=2 \times 10^{-3} . \ln (b) \delta_{2}=5 \times 10^{-5}, \delta_{3}=5 \times 10^{-5} . \operatorname{In}(c) \delta_{2}=4 \times 10^{-5}, \delta_{3}=10^{-4}.\right]$

Fig. 4. Phases of two constant phase pulses before and after their collision as a function of the initial difference of phase between them, $\Delta \theta$. The ratio of heights was initially 2 . Subscripts 1 and 2 refer to the taller and shorter pulses respectively. Subscripts $i$ and $f$ refer to the initial and final phases.

Fig. 5. Envelope pulses for $k_{0} / a=0.5\left[(\mathrm{a})\right.$ and (b)] and $k_{0} / a=2[(\mathrm{c})$ and (d)]. The solid line shows the results of integrating (26) numerically. The dashed lines in (c) and (d) gives the asymptotic expressions (32) and (33). A constant has been added to the asymptotic result in (c), so that it can be distinguished from the numerical result. The jaggedness in the numerical results on the right in (d) arises because (26) was integrated numerically from left to right, and, due to numerical error, a growing solution is being picked up on the right.

Fig. 6. The area $\int_{-\infty}^{\infty}|V| d \xi$ of envelope pulses as a function of $k_{0} / a$. The solid line gives the numerical result. The dashed line the asymptotic result from (34). The area of the constant phase pulses is shown by the arrow.

Fig. 7. The same as Fig. 2, except $A=6, k_{0}=3$, and $\delta \tau=2 \times 10^{-4}$. (a) $\tau=0.2$, (b) $\tau=0.6$, (c) $\tau$ $=0.8 .\left(\delta_{2}=4 \times 10^{-3}, \delta_{3}=5 \times 10^{-3}\right.$ at $\tau=0.8$.

Fig. B. Schematic showing the numbers and types of solitary puises produced when the initial conditions are given by (22). The cross-hatched region shows where a mixture of constant phase and envelope pulses are produced. The left boundary of this region is the dividing line between 1 and 0 envelope pulses and the right boundary is the dividing line between $I$ and 0 constant phase pulses. This figure is oniy intended to give a rough jdea of what pulses are produced. All dividing lines which have been drawn as straight should in fact be curved. In particular the horizontal lines should curve up towards the cross-hatched region.

Fig. 9. The reflectivity, $R$, as a function of $r_{1}$ when the boundary condition is given by $\langle 41\rangle$ with: (a) $A=2, k_{D}=0$; (b) $A=3, k_{0}=0 ;$ (c) $A=4, k_{0}=0 ;$ (d) $A=4, k_{0}=1$. The crosses show where the numerical scheme for solving the boundary value problem ceased to converge. 《 $L=40, n$ $=2^{8}, \delta \tau=10^{-3}, \varepsilon=28$.
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