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CALIBRATION OF A NEUTRON LOG IN PARTIALLY SATURATED MEDIA,

PART II: ERROR ANALYSIS*

J. R Hearst, P. W. Kasameyer, and L. A. Dreiling
Lawrence Livermore National Laboratory

Livernore, California
ABSTRACT

We have studied four scurces of error (uncertainty) in water content
obtained from neutron logs calibrated in partially saturated media for holes
up to 3 m. Tor this calibration we built a special facility and developed an
algorithm for a commercial epithermal neutron log that obtains water content
from count rate, bulk density, and gap between the neutron sonde and the bore-
hole wall. 1In our study we found errors in the facility itself: finite
length of the cells making up the facility, inhomogeneous and nonrepre-
sentative material within the cells, gaps between the cells, inappropriate
borehole shape, and approximation of a large horehole by a flat face. The
algorithm containad errors due to the calibration and lack of fit, while the
field measurements included uncertainties in the count rate (caused by statis-
tics and a short time constant), gap, and density. Finally, there can be
inhomogeneity in the material surrounding the borehole. Under normal field
conditions the hole-size-corrected water content obtained from such neutron
logs can have an uncertainty as large as 15% of its value. Primary causes are
uncertainty in gap (correctable by measuring at both ends of the sonde),
uncertainty in count (reducible by averaging over depth), and lack of fit. We

intend to (1)} increase the thickness of the sonde's shielding to

*Work performed under the auspices of the U.S. Department of Energy by the
Lawrence Livermore National Laboratory under contract No. W-7405-ENG-48.
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eliminate hole-gize effect as well as (2) correct for uncertainties in gap and
count. Then we believe we can reduce the uncertainty in the hydrogen index to

the larger of 0.02 or 8% of its value, most of which is systematic.
INTRODUCTION

T meet our needs for determining the hydrogen index in suppert of the
Lawrence Livermoce Wational Laboratory (LINL) Nuclear Testing Program at the
Jevada Test Site (NT$), we nave calibrated an epithermal neutron log for
partially saturated media aml large boles. Epithermal neutron logs are used
because compensatcd thermal neutron logs are marginally useful (Allen et al.,
1972) in the presence of boron and gadolinium. These two thermal neutron
absoroers, boron and gadolinium, are unusually common at NTS; their quantity

yaries with position (Diment, 1Y59).

Careful examination of the calibration procedure and use of the logging
sonde in the field has resulted in a set of estimates of systematic and random
errors in water content. Many of these sources of error are common to all
nuclear-log calibration procedures but have not, to our knowledge, been
adaressed in the literature, Therefore, our results should be of interest to

those involved in this field.

We nave performed our own calibration of a service-company lagging system
brcause we need to be able to predict the influence of formation water content
on the effects of underyround nuclear explosions. Therefore, we need to esti-~
mate total water content--bound as well as free, If we consiuer water content
to ve represented by the hydroyen index IH (defined as hydrogen per unit
volume compared to that in fresh water), then we need to know IH within 0.02

or 10% of its value (whichever is larger).

Also, our holes and formations are unusual. Most of the holes we log are
large~~from 1.5 to 3 m in diameter--and dry. The holc walls are often quite

rough, with severe washouts.

Because porosity is often very high and water saturations very low, con-
ventional neutron-log calibrations, made in saturated media, require us to
make larde corrections for density (Segisman and Liu, 1971). 1In addition,

there are no service-company 1tiibrations fer 1- or 2-m diam holes, and those
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used for 30- to 50-cm diam dry holes result in implausible water contents when

standard logs are run in our holas.

To meet our special needs and conditions, we built our own calibration
fFacility at NTS (Hearst, 1979). Called the Hydrogen Content Test Facility
(HCTF), the primary purpose of the calibration structure was to simulate large
(1.5 to 3-m diam), dry holes. Furthermore, it was designed to have a range
of bulk density and water content that spanned the range expected to be of
interest to LINL programs. We used such a range of densities because (1) the
calculated density correction to the service-company calibrations might not
apply to our case, and (2) there are no published measurements of the effect
2f density. Construction of this facility allowed us to introduce gaps
oetween the logging sonde and the borehole wall; it also permitted us to per-
form some crude small-hole (30-cm diam) calibrations. Figure 1 is a photo-

graph of the HCTF.

puring the past two years we have expanded and improved this facility,
using it to calibrate two different sondes. The first sonde was a standard
service~company epithermal-neutron sonde with shielding added to attempt Lo
2liminate the effect of the borehole size. The second was a sonde desiqned

aspecially for our large horeholes.

We have fitted ncw interpolation algorithms depending on bulk density,
water content, and gap to the data from each of these sondes. Each sonde was
calibrated in water-filled and dry boreholes, and the standard sonde was cali~
orated in both large and small holes. We used an algorithm having few enough
parameters to permit some statistical analysis of the accuracy of estimation
of water content between the calibration points. This report is an account of

the calibration and error analvsis in the improved HCTF.

THE IMPROVED CALIBRATION FACILITY

The current facility is made up of 12 sets of cells arranged in paral-
lelepipeds, each set consisting of 15 aluminum cells. Bach set contains a

different combination of water content and density, as shown in Table 1,

Figure 2 shows a sketch of the layout of three sets of the cells. 1In

this illustration we demonstrate how two sizes of dry holes can be simulated.



FIG, 1. The LINL Hydrogen Content Test Facility at the Nevada Test Site, Call sets are on
aither side of renter aisle. (Workhenrh not present during use of the facility.)
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FIG, 2. Sketch of three of the 12
parallelepipeds, which were designed to
calibrate neutron logs.

A sonda can be placed on the face of the center cell of a set to approximate a
large hole or inside the space left by removing the inner cell to approximate
a small hole. The face of a set of cells is intended to simulate an infinite-
diam hole. We expected that there would be enough shielding on the sonde to
prevent neutrons from entering the sonde anywhere but at its front face,
maxing this arrangement a good simulation of our large-diam holes. Figure 3

is a photograph of an actual sonde (with no shield) in place on a cell face.

It is also possible to simulate two sizes of wet holes at the HCTF. We
approximated a large, water-filled hole by cutting a piece of l.3-m diam
casing in half longitudinally and welding a plate across the diam. A thin,
aluminum plate was placed across a slot at the center of this latter plate.
The assembly was situated so the aluminum plate hore against the center of the
face of a set of cells. This half-piece of casing was then filled with water
and used to simulate the large water-filled hole. For a small, water-filled
hole we replaced one of the center cells with a water-filled cell and put the

sonde in that cell, forced against one wall.



FIG, 3. Detail of a set of cells with a sonde {unshielded) in place on a flat
face.



Sets of cells were used rather than kanks with boreholes for two rea~
sons. First, it wo:1d be very difficult to £ill a large volume with a
controlled, partialiy saturated mixture because a vibrator large enough to
vibrate many tonnes was unavailable to pack the fill material. Second, the
amount of material required to surround a 2- or 3-m borehole with a thick
layer of material of carefully controlled water content and density would be

prohivitively expensive.

The cells contain sand, active alumina, tabular alumina, glass marbles,
and water. The filling method and detailed discussion of the contents of each
cell is discussed in Hearst (1979). The correction for the nominal density
and water content of each cell to account for the 3-mm thick aluminum cell
walls is indicated in Table 1. Because the cells sometimes bulge, there are

gaps of up to 5 mm between some parts of some of the cells.

Pigure 4 is a cross plot of density and water content (IH) of the 12

sets of cells. The particular values of density and water content were chosen
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FIG. 4. Values of Aensitv and water content in the 12 cells. The triangle
cshows plausible field values.



Table 1,

Contents of the 12 sets of cells in the HCTF.

2
Bulk density, g/er

Companent Water content (Yol frac.)a S
Free Error for Breor for
Faint 1 1 Water Mean Hean 0.3-cn gap Hlean Hean  §,3-cm gap
1 Dry ackive - w0, 0. 0,815 + 0.011 0.8 0.02
alumina
2 Tabular - om0 0. 200+ 0,03 200 004
alupina
b Tabular sad no 0. 0, 268 40,00 .63 0.05
alunina
1 Partly saturated - o G130 4 0,003 0,12 0.502 0.52 + 0.0l 0.9 0,02
active alunina
S5 Partly saturated sand om0 0132+ 0.004  0.126 0,002 Lg+80 18 0.0
® active alupina
b Glass sand yes 0033 40.000 010 0.002 L3+000 .; 0.05
nacbles
7 Saturated -~ w03 +0.003 0.3 0,007 L2+0.000 L2 0.0
active aluming
8 Sand - yes 03 +0.001 0,308 0.006 L0020 0,04
9 Tahular - oyes 03340000 0387 0.007 2,38 + 0,004 2,58 105
aluming
10 Active sand  yes 0,500+ 0,002 0,48 0,01 L+ 001 LB 0,04
aluming
i Active - yes 450006 0T 0.015 L0 LS g.03
aluming
12 None - yes 1,000 0.9 0.02 1,000 L.o7 0,02

darrected for aluinue.



to span the region of plausible field values of porosity less than 60% and

grain dencity between 2.8 and 2.65 g/cc. The error bars arise primarily from

uncertainty (taken as 3 mm) in the size of the gaps between the cells.

INTERPOLATION ALGORITHMS

Our objective is to obtain a method of estimating the hydrogen index IH
from the density (u), count rate (NN), and gap between the sonde and

porehole wall (G). 1In this section we discuss ways in which such anr algorithm
could be developed and how the systematic and fluctuating errors from the

algorithm could be evaluated.

We presume there exists an exact functional relationship by which IH
could pe calculated from p, G, and the average count rate NN that would be

measured if the sonde were to sense a homogeneous medium for a long time:
I =F(pr N_,G} « (1)

For a given measurement with the sonde, we have observed values indicated by

the subseript k

;=0 o+

Pk 4] ep '
N.o= +e
T
G =

% G+ EG )

where we assume that the errors e are zero-mean independent random variables

N

IH is estimated £rom measurements by use of a postulalted functional rela-

tionship that we write as H; i.e.,

with standard deviations Qp' g,, and 0g When the log is run in a hole,

IH = H(pk'NNk'Gk) {2

where the symool "A" indicates the estimate of a parameter. The uncertainty
in any measurement of IH 1s a random variable given by
at=1 -1 .

If there are systematic er-ars in the estimate, resulting, for example, from

an incorrect chaice of function, AI will not he zerc-mean.

[N=]



Assuming that the observation errors are small enough, we can write a
first-order approximation [er the error in the estimate:
A= L= T = HIDNLG) = FpNG) ¥ ¢I{data) , 3)

where
o il it
8T(data) = (~—) e + (——*)e + (—~)e ,
/e aNN/ N 3G/ G

With our assumptions, the mean of &1 (data) is zero, and the variance is

aiven hv

2
' (%2)2 5 . )

This can be calculated no matter how H is determined. Most published log

2
2 ol 2 dH \2 2
o (Aata) = (-—) N+ (“*—) T
ap 0 oN N
N N

calihrations use only a form of HH/BNN eN to estimate the uncertainty in IH,
a procedure that indicates the repeatahility of the measurements hut ignores

the systematic error, (H-F),

Both the mature of tha systematic error and our ability to estimate it
depend on the method used to ohtain the algorithm. If the function F could be
derived correctly (and used without a calihration}, then the only source of
error wonld he fI{Aata), which is easilv evaluated. However, because we do
not know F, we must calibrate. The count rate response is measured {or &
numher (m) of sets of IH’ p, and G. Postpaning discussion of the error in
our knowledge of the values of these variables in the calibrator, we assume
that our measured count rates NN(i) differ from the correct couit rates

o, L. .
NN(l) hy an additive random variahle:

) a . , .
Mot = N (i) + e(d) for i= 1,m,

where the calibrator properties are related to Ng (i) hy
T () = Fp (i), N0t 6] ()
§0 = Epry oy, ' ’

The eli) are assumed to be zero-mean, independent random variapbles with stan-
dard deviation o{ij.
To indicate that the calibration algarithm is hased on thesc measured

court rates, we write

10



T = Hlp

H Gk‘%) !

k'NNk'
where the symbols in front of the slash indicate the measurements in the bore-
hole and the symbol after the slash represents the vector of calibretion
measurements [NN(i)]. Again, assuming small errors and separating the
systematic error into two terms,

i = %H - 1, = olleal) + SI(Eit] + oI (data) (6)

Tae first term,

.
N L
oI {cal] 121 [a\: (ire(ly} , M

is a zero-mean, random variable whose variance is calculated from the differ-

ances in repeats of the calibration measurements,

The second term,
. = Q -
fY(fit) = H(p,NN,G/fﬁ) - Flp,NN,G) ' {9

is a [ixed bias resulting from the choice of the algorithm. Whenever param-
aters based on a particular set of calibration measurements ace used, the
sI{cal) 15 a fixed bias. The eguation for UZ(Cal) is used only to

astimate how large that fixed bias could be.

The nature of these errors depends on how the form of the algorithm is
chosen. Three curve~fitting methods are discussed here: {1) Using least~
square methods to estimate parameters of a function known to have the correst
form; (2) Using least-square methods to estimate parameters of arbitrarily

chosen functions, and (3) drawing a curve by "eye".

If the functional form is known to be correct, then §I(fit) = 0.
However, a systematic error persists because of uncertainties in the measure-
ment of the calipration data points. Its properties can be derived from the
least-squares theory. The uncertainty d8I(cal) for a given set of parameters
is unknown and varies with the independent variables (p.IH,G). It is

usually smallest close to the calibration points. The variance of 4I(cal},

11
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¢tcaly, can be caleulated. IU decreases inversely with the ramber of
degrees of freedom, or with th: excess of independent calibration points over
the number of parameters. Consequently, including enough parameters to
descrive the physics conmpletely--and thereby making oI (fit) = 0--might make

ddical) unacceptably large.

if the form of the algovithm is chosen arbitracily, ¢I(cal) behaves as
deserived in the previous paragraph.  Tn acdition, ther~ is an unknown bias,
GTHELE) from the inability of the function in the algorithm (H) to reprerent
the real physics in F. Goodness-of-fit tests, which compare the residuals at
the calivration points to d1(cal), can determine if there is a poor £it. It
{5 possible, in principle, to estimate the sum of the squares of the bias at
the calibration points from such a test but very difficalt to estimate it for

regions betwesn calibration points.

It is very difficult to assess «I(fiv) and ¢I(cal) resulting when
calibration curves are drawn "by eye". Consejuently, one rarely sees discus-

sions of the pussinility of systewatic ercors when this type of fit is made.
OUR ALGORLITHM

We developed an alyorithm for IH as a Lfunction of NN, ¢y and G hy
usinyg method (2). Exact forms have been developed for N:.l a5 a functiun of
smedium propetcies such as cransport and scattering mean Etee l-aths, loge-
rithiic energy decrement per collision, or d.ffusion co~tficiant (Tittle,
1461; Kozievnikov, 1963}. But we have found no solution chat predicts L in i
terms of density and water content alone. We developed and investigated
soyeral such Forms with some pasis in n2utron physics, restricting ourselves

to five parameters to minimize calibration uncertainty.

The forms we studied represented the count rate as the dapendent variable

50 that tiie yoodness-of-fit was evaluated by comparing the residuals of the

count rate tc the measurement uncertainty. Although all Eorms we used failed
this test, we eventually chose one giving the smallest sum of residus . This
was done For a few cases {e.g., large hole; dry; small hole, wet), an then
the same form was applied to all the vases. Recognizing that the form does
not adequately describe the physics, we must estimate &I(fit) by other

means. Our justification for using this form is given in the Appendix.

12




The fupction finally chosen for zero-gap data was

L+ azp) exp(a3IH) +oa (10)

g
& plausible correction term for gap G was then included:

l+aSG I” for dry holes
g =1 = ;
y = 1n Nw al(l + a2p)exp(a31”) + 3, %
l+aSG(l—IH) for wet holes (11)

Point No. 1 (IH = 1), ¢ = 0.89) was not used in the fitting procedure
because its count rate is less than that for point No. 2. 'This decrease is
caused ny 1 reduclion in scattering at very low density and water conteit, and
while it makes physical sense {HearsL, 1979), it wou.1 require extra para-

meters to fits We wore, therefore, left with 11 calibration points.

The computer code "ZXSSQB" (IMSL, 197B) was used to determine the non-
linear least-sguares fit of the data in the following manner. First, the
logarithm of the measured counts (in API units) was taken, and the coeffi-

cients (al' a5 2y a4) were determined by fitting Eq. 10 to the

3
zero-gap data alone. Second, the fifth roefficient was determined alone by

using the previously decermined {z . a,, 3,) coefficients, fitting

LA L
Eg. 1l to all of the data. These 3 coefficients are given in Table 2 for
two sizes of sondes in dry and wet holes, both large and small. A sample Set

of APT counts is given in Table 3.

The relationship above must be solved Eor water content by a root-finder
or iterati'e technigue since it cannot be inverted for non-zero value ol gap.
Plots of typical algorithms of count rate vs water content for various values

of density and gap are given in Figs. 5 (e-e).

The algorithms in Fig. 5 have a shape consistent with those from service
companies (Tittman, et al., 1966). Their curves are always plotted at 100%
saturation. For comparison, curves eguivalent to l00% saturation in a

material of matrix density of 2.65 are shown as dashed lines in Figs. 5 (a-ej.

ERROR ANALYSIS

There are four sources of error (or uncertainty) in the water cont nt

calculated by applying the algoritim to the output of a neutron log.

13



Table 2. Cosfficients of the algorithm for one spali sonde and the big-hole
sonde, including estinated error in the measured count.

2
Sonde  fole  Wet or '
s sie Ay ed L Y 4 ’ g exp
sall  big  dry 50 PG PN 1 S I N 51 S Bk 1475 00
small  big  diy yé5 LIS 047 L0l ST 0,250 22 x 109
small  big et 0 FICRP S 0N S 0P AR 10 B N Y7 7.6 « 104
small  big wet yes 31,4981 -0.09938 -1,35L0 39,5744 -0,0333 1,37 « 1073
bl sl dy 10 FURE I 07 R B I 3t BN 157 x 13
sl osnall  dry yes 2580 0GOS <2618 b9 01006 49 x 10
snall  snall  wet o 0 088 S RWD 008 AL 0
snall  smail  wet yés LT LT L SENS <0081 354 x 104

big  blg gy builein B8 <009 L6648 0.0 5.0 x 10

big big owet  milein 42500 LM LIS 491 01448 16t

Note: Small sonde is Mo. 193, Coelfizients for the cther small sondes are similar,




Table 1. Set of calibration data for one small sonde and the big-hole sonde.

Sonde
size

Hole
size

Wet or

dry

Shield

)

2

3

Counts per second for point No.

small
small
small
small
small
big

big

big
big
small
small
small
big
big

dry
vet
dry
wet
vet
dry

wet

yes
yes
yes
yes

no

built~in

built~in

253
9
408
155
1
M
W

11
381
665
512
420
0
1y

B2
kPl
G61
389
45
257
302

|
]
7
2%
18
17
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(1) Imperfections in the measuvrements: these arise from statistical
uncertainti«s in the count rate and from other uncertaintiess in the

output of the sondes.

{2} Imperfections in the algorithm: these arise because the algorithm is

not a good description of the phenomena of neutron logging.

{3) Imperfections in the test facility: these arise because the HCTF is
not really a borehgle but rather o set of aluminum cells in a

building.

.

Imperfections in the world: these arise because the calibration
assumes that the borehole is surrounded by an infinite, isotropic,

homnogeneous medium, and it is not.

The sources of uncertainty are outlined in Table 4.

TMPERFECTIONS IN THE MEASUREMENTS

Brror caused by imperfections in the measurements, both in the field

[9I(data)] and in the calibration facility ioI(cal)lv can be evaluated.

8
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Table 4. Summarv of the sources of uncertainty at the HCTF,

Fluctuating
R, or
Saurce of Uncertainty He systematic Comments
THPRREECTIONS TN THE
NEASURENENTS
Sonde-wall gap 4 F Use sonde with two gap indicators,
Bulk fensity § F Has small effect,
Counting statistics 15 P Average over long times (20 s},
Count uncertainty in
calihrator 15 § Cannot eliminate, but small.
TMPERFECTIONS TN THE
ALGORITHM
Bias in algorithm 9 § Cannot eliminate, not necessarily small,
IMPERFECTIONS IN THE
FCILITY
Nonuniformity of cells § I5 apparently neqligible,
Variation with height § May be important.
Floor of calibrator S Cannot eliminate, Quite small for large
holes, possibly exists for small holes.
{iaps between cells 8 Cannot eliminate, probably small,
GaE between water-filled ' o
cell and others § Redesiqn small, wet calibration if needed.
Sguareness of small hole § Redesign small, wet calibration if needed.
Flat face of big "hole" 8 Add shielding to sonde, or apply a corraction.
Alunina instead of silica § Cannot elininate, but probahly unimpactant,
IMPERFECTIONS IN THE WORLD
Nonuniformi'ug of medium , o
surrounding horehole 19,20 ¥ Recognize nonunifornity and caleulate a

correction,




Since the final algorithm for IH is not written analytically, the partial

derivatives iu Egs. 4 and ¢ must be evaluate? indirectly from

¥y = y(u,IH,G/NN) , (12)

where y represents the natural logarithm of NN. For example,

! b ]
Kl _i'l(ﬂ) S N )4 {13)
g Ay \ui HY/E)[“ ap )

Three uncertainties contribute to the variances of oI(data) and &I (cal):

sonde-wall gap, density, and count.
TNCURTAINTY IN THE SONDE-WALL GAP

an Jncertalnty in the gap gives cise to the gé term in Eq. 4. The
:mali-nol2 sonde, which has a proximity indicator only at its upper end, can
sace Large uncertainties [f it is not parallel to the wall. We have studied a
simitar sonde (a density sonde) with two indicators and found that for a rough
hole the difference between the gap seen by the upper indicator and the
averadge gap can have i mean &G as large a3 0.3 cm., This in turn can lead

to uncertainties of as much as 10% in IH (at I} = 0.9), certainly unac-

1
ceptably large from a single source of error. We will reduce this problem by
using a oig-hole sonde with two gap indicators, which should reduce the

uncertainty to less than 0.1 cm.
UWCERTAINTY IN THE DENSITY

We require bulk density, and, therefore, the output of a density log, to
obtain iH fram £g. l0. e have found that the density logs we use can be in
error by as much as 5% under normal circumstances. However, when this value,
(or u’p = 0,05 y) is used in Eg. 4, it makes only a small contribution

to nztdata).

UNCERTAINTY IN THE COUNT

The count Nq is Poisson-distributed, 50 one would expect that
B
VN = Nq' However , NN is recorded in API units, obtained by multiplying

tng true count rate N& L+ a congtant that we shall call M. Therefore,
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! 2 . . L
N = MNV' and that part of Jy attributed to counting statistics

iz MNN. In addition, there i§ sone experimental error caused by nonrepeat-
ability of placement of the sonde against the borehole wall. We have chosen
to include this term in ui . We have estimated it from data taken in the
calibrator by finding the gean square residual of the count for repeated
setups at each calibration point. If the logarithm of this residual is
plntted as a function of IH and ¢, no systematic variation is found.

Therefore, we assume that the residual oi(exp) is a constant, and thus,

2 2 2
uNN(epr = NN uy(exp) . (14)

2 . . -
Note that GY {exp) is yiven in Table 2. Combining these two terms, then

22
T =} + A
T My Ny L fe) (15)

If tne count is averaged over one time constant of the system, the
variance is inversely proportional to that time constant. The time constant
for our lngs is 2 or 3 5. (It is 103 s in the calibrator, effectively elimi-
nating that source of uncertainty.] If & value of M appropriate to 2 s is
used in Bg. 15, with 7, % g = Or uncertainties of 10 to 15% are
seen in toe IH {at values of U.l to T 4) for the big-hole dry case and 8 to
12% (for values up to 0.4) for the small-hole unshielded case--the standard
o1l field situation. Since the siope of the algorithms is most shallow at
large IH' the uncertainty is greatest at large IH. Evidently the count
rate in some other service-company systems is much greater than in this one,

greatly reducing this source of uncertainty (Tittman, ot al., 1966).

If, however, wo average over 20 s, the effect is reduced to about 4% of
the value. HNormal logying speed is about 9 m/min for this type of log, so
taking a cunning average over 3 m is a plausible solution to the time constant
problem. (We have chosen 3 m as our normal averaging distance for this and

other logs.)

Che properties of the sonde's detector and electronics can change with
time. Field calibration must be used and noted to be sure that these changes
are dealt with in data reduction. OQur procedure is to monitor the constant M

required to convert from count rate to API units.
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An illustration of the uncertainties can be seen by plotting various
estimates of f1 as functions of IH' Figure 6 shows two sets of data for
each case. The solid line is the calculated value of g(cal), the bias
caused by measurement errors in the calibrator. The dashed line shows
gz(cal) + cz(data) for a realistic field case, with up = 0.04,

g~ = 0.12 cm, and a time constant of 20 5. We will use these dashed lines

as an estimate of uncertainty caused by imperfections in the measurements.

[MPERFECTIONS IN THE ALGORITHM

After wo it our aigorithm to the data in the various cases, we made an
. . A B
F-test in "y" space to compare the residuals IH - IH to the differences
amony repeat measurements.  In all cases, lack of fit was shown, and therc-

fore, ~U{fit) is not zero.

One source ol pias can be seen in Bg. 11, where the bulk density appears

Jily as a coefficiont of exp\a31”), and a. is negative. Consequently,

3
at large IH the density effect becomes very small. Therefore, Eg. ll is
anavla to reproduce all of the effect of density on NN that is seen in the

caslurator at I” = 0. 3b.

Another source of wlias arises because point No. L was wot included in the

fit, and the NN was not tequired to go to zero at IH =p =0,

Tue wias that results from using inappropriate fitting functions is
Jdufficult to evaluate. We used two approac’ - o determine bias: one esti-
nated it near the calioration points and the othr  estimated Lt elsewhere,
Tue bias at the calibration points is estim-we ! from the sum of the residuals

it 3 calibration paint

1 A , . .
T - z 1
£ 2 (-1 = Y [breeit + srtead) + onidata)] (16)
) )
wnere the sum is taken at a single calibration point over all j cases (e.g.¢
viy hole, dry; small hole, wet), and &I{data) is the measurement error in

tae caliprator.

3ince the measurement ercrors for the different cases are reasonably

assuwned to be independent, the last two terms do not add constructively. The

22



0.2 T T T \

{a) Small sonde, shielded
big hole, dry

{b} Small hole, shielded, dry

{c} Smali hole, unshielded wet

Uncertainty in hydragen index

0.2 ] A T T 1

0.1+ / -{ {d] Big hole sande, dry

(e] Big hole sonde, wet

[ 1
a 0.2 04 06 0.8 1.0

Hydrogan index

FIG, A. Uncertainty in the water content calculated from the algorithms.
Densitv is 7 g/ce, gap 7.5 mm. Solid line is O(cal) nnlv. Dashen line
includes densitv nncertainty of 4%, gap uncertainty of 1,2 mm, and a 20 s time
annstant,
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werayr residual 15 then approximately tne average bias For the p—IW point
represented by that calioration point. Fiqure 7 shows the average residual
for 10 zero-gap casez. In the plausible ragion (the triangle) the magnitude
9 the nias is never more than U.02; the shape of the bias function seems
similar for all cases. The algorithm tends to overestimate IH for IH up

to anout 0.2 and underestimate it petween about 0.2 and and 0.5,

Another way to estimate the bias betwoen calibration points is to fit the

calibration data vy a completely ditferent method. The potential misfit bias

N ,
AN
Y
N 80
H.00 N 0.030
N
25 ~ b
~
N
~
010017 A
N
N
~
N
»+0.004 N
e N
£ 20k 00020 N =
z N
; G-Q026
& N
0 AN
(o] ~
///
7 «¢-0.008
//
15— e:0.0N - ~?
P
~
‘/
Py
~
rd
- ®-0.024
-
e
”~
+0.005 | | |
0 Y 0.4 06 038 10

Hydragen index

FI5. 7. Mean values nf residual between calculated and true Iy, where the
moar is taken over all measurement cases at each calibration point. This can
he intarpreted as the hiar.
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is at least as large as the difference between two equally plausible fitting
nethods. Figures 8 {a-b) demonstrate the difference between our algorithm and
a surface drawn through the zero-gap calibration points by a geostatistical
method called "Kriging® for two different cases (see, for example,

Delnomme, 1378). H®riging is an interpolation method that determines the best
linearized unbiased estimator of a surface [in this case IH = U(D’NN”

that nas been sampled at a finite number of irregularly spaced points. Since

we have no a priori reason to assume that the Kriged surface is a better or

worse estimate than our algorithm, we use the difference between them as u

|

Density (gi’cm3)

Hydrogen index (i}

PTG, Ba. Contours of Aifference hetween Iy calcvlated from our algorithm and
Erom the qenstatistical method known as Krigina. Big sonde, big hole, dry.
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F1G. B!'. Cortours of difference hetween Iy calculated from nur algorithm and
from the qeaostatickical method known as Kriging., Small sonde, zmall hole, wet,

measure of how large the bias could be using either of them. &s can be seen
in Fig. 8, the absolute difference in the plausible region rarely exceeds
0.025, and usually 1s less than 0.02. This raises our confidence in the use

of our algorithm.




IMPEIFECTIONG IN THE TEST FACILITY
NONUNIFORMITY

Consideranle effort was erpended to assure the uniformity of the contents
of each measurement cell. Nonetheless, perfect uniformity carnot be guaran-
teed. Furthermore, the cells bulge, and congsequently the sonde is not in
perfect contact with the cell over its entire length. Finally, there can be a
few deqrees of rotation of the sonde about its axis beiween readings on the
cells. These phenomena give rise to variations of no more than 2% at a given

2
vlace and werg used to calculate o7 (i),

The normal calibration measurements for the bdig-hole case were made with
the sonde centered on the cell., Some measurements were made with the sonde
30 ¢m higher. When this was done, in some cases the count rate changed vnough
ty alter the calculated I“ by as much 3z 0.02. However, che direction of
th» change varied appparently randomly, and the mecan over all of the cell sets
was less than 0.00d5. One can imagine many possible causes for such changes,
but we have not been able to identify amy specific causes. We did not include
these variations in data points in the big-hole calibration and therefore did

not include the variatinn in oz(i).

4s a test of the importance of the variability with position, we fit
Ey. 9 to the count rates representing the most different numbers of counts at
the high and normal positions for each set of cells. dhen this was done, the
result satisfied an P-test in "y" space. In addition, rhe result implies that
the scatter in the data is enough to account for all of the scatter about the
[itted curve and that while [(fit} may be eliminated, y(cal} has become

much larger.

A calculation of v{cal) like that shown in Fig. 6 indicates that this
is indeed the case. When these extreme data are used to calculate the total
uncertainty, only ¢(cal) and g(data) are needed. A curve like the dashed
iine in Fig. 6 shows this total uncertainty, which becomes as much as 11% of

IH when both the high and normal data are included in the fit,
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FLCOR OF THE BUTLDING

One possible cause of the variation with height is th: floor of the
building. The cells in the test facility are 2-m high and rest on a concrete
{loor. On2 would cxpoct that neutrons reflected from the floor would have an
effect on tne dat2 and, indeed, they do. We tested the effect of the distance
from the floor in the hig-hole qeometry by varying that distance with the
front of the sonde touching a cell (the normal arrangement) and also with the
back of tne sonde touching a cell. The effect was large in the latter case.
In the former, =5 discussed above, the mean effect was very small, and so the

variation cannot »e attributed to orly height from the floor.

In the small-hole configuration, the mean of the effect of height over
all dota points was less than its overall standard deviation, but the mean was
larger and the count rate always decreased when the sonde was raised. There-
fore, the effect appear: to be real with a maximum of perhaps as much as
0.025. Conseyuently, all the data used in the small hole were taken at the
nigher calibration point to minimize the floor effcct. (We are, however,
unahle to prove the effect has been ¢liminated, since there is no way of rais-

iny the sonde farther and still obtsining a calibration.)

GAPS BITWEEN THE CELLS

n gap of 0.3 cm surrounding each cell would increase the cell area by 2
factor of 1.02 and thus dectease the apparent density and water content by a
factor of 0.98., This would then decrease the water content in a set of cells
Uy about 2% of its value--if there were a gap that large, totally surrounding
all cells. However, the sonde is always pressed tightly against the face of a
single cell whose density and water content are well-krown, so the apparent
density and water content ace influenced primarily by those of the single
cell. Moreover, the cells are always touching une another at ome point [usu-
ally the center) so that while gaps of this size can, in fact, be seen betwcen
cells, they are by no means uniform. It [s therefore probable that the effect
of these gaps is less than a tenth of the maximum possible value or less than

0.7% of the water content.
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A gap between a cell full of water that is used to simulate a water-
filled hole and thc other cells in the array can give rise to another source
of error. It will cause an increase in count rate and, therefore, a decrease
in apparent water content. If we assume that the increase is the same as that
caused by a similar gap between sonde and borehole in a dry, small-hole
configuration, we find that the matimum count rate change is 250 API units for
a 0.6-cm Jap. The gap between a water-filled cell and others is not likely to

be more than 0,3 cm (and usually much less), so we assume 125 API units.

This can give rice to substantial errors at high water content, hut at
values below a volume fraction of 0.35 the error is less than 10% of the

valde. This is again a maximum possible error and is not likely to occur :-

attribute this to the gap. Because removing point No. 8 data from thosa czl:-
prations greatly improved the fits, point No. 8 was not used in the wet,
small-hole fits. 1In the big-hole case the water container was constructed to
minimize this gap and eliminate i. at the point of contact between the sonde
and the cell it touches. Wo large residuals were observed. [t is therefore
reasonable to believe that except in the case of the small-hole set, the

effact is neyligible.

HOLE SHAPE

The small holes in the calibration facility are, of course, square. The
logying service company that supplied the loduing sonde has its own calibra-
tion facility with round holes., The company has published "limestone"
calibrations of API units vs water content plus a chatt for converting these
to sandstone eguivalents. Because sandstone is the closest to our silica-
alumina mix, we chose a number of values of sandstone porosity, including
thoce corresponding to the actual values surrounding the 30-cm holes in the
company's test pits. We then used the conversion chart to change the
sandstone values tq their limestone equivalents. Next we looked up the number
of API units on the company's limestone calibration curves for 30~cm holes,
water~filled and dry, to compare those values to our "saturated" calibration

curves. Qur results are shown in Figs. 9 (a-b).
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We found that in the dry-hole case agreement was very good at the values
ol IH eguivalent to the company's data points, but our algorithm gives an
I” greater by 0.02 than the company's at low water content. In the wet-hole
case, agreement is good at low water content, but our algorithm overestimates
IH at the data points by 0.04--evidently because we have water in parts of

the hole where in a round hole there would be rack.

There are, of course, other reasons besides the shape of the hole for
these differences. For example, we had to use a jack to urge the sonde
against the face of the hole, and the company did not. Furthermore, the

company used only two data points from 30-cm holes; otherwise, its curves are
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extrapolated from data in smaller holes. Finally, the calibrations were made
years apart with different sondes. Given these sources of differences, we can
conclude that the square hole i3 not a major source of error for dry hces.
However, if this calibration is to be used routinely in wet holes, there
should be further study to see if a "hole-shape" correction should be applied

in the wet-hole case.

The flat face of the calibration Eacility is intended to simulate a very
large (2- to 3-m diam) hole. 'Two experiments were performed to test whether
this simulation is satisfactory. In the first, a concrete block 3-m square
and 0.5~m thick was placed in the aisle behind the sonde and moved various
distances from it to test the effect of the back of a hole. With no shield on
the sonde the change in apparent IH varied from as much as 0.2 at 1 m to as
much as 0,005 at 3 m, The change was a function of the water content of the
cell on which the sonde was placed. With a shielded sonde the effect vanished

for all distances more than 1.25 m--the smallest hole we expect to use.
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FIG. 10. Mock 2 m-diam hole for hole-size effects test, The working part of
the hig-hole sonde i5 shown on the test cell. One side bhas extra shielding.
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The effect with the big-hole sonde was 0.03, presumably reduced by its
thick shield. It is oLviously necessary to apply a correction For this
hole-size effect. Further experiments showed that if 7.5 cm of shielding were
added to the sides of the big-hole sonde, the effect was eliminated for holes
of 2-m diam or greater. As a result of this experiment we have decided to use

only the hig-hole sonde, with added shielding, in big holes,
MATERIALS

Most of the materials at the Nevada Te.t Site are silicates, although
there is some dolomite. Specifically, the material used in the HCTF is either
silica or alumina. Silicon and aluminum have similar, but not identical, neu-
tron transport properties. We therefore used Monte Carlo calculations similar
to those used in our original studies (Hearst, 1974) to learn the effect of
different materials. At most comhinations of density and water content stu-
died, the change in apparent IH is less than 0.01, At one value it might be
as much as 0.03, but this is likely an artifact of the statistics
of the specific Monte Carlo calculation. This difference in materials is, of
course, one of the diffecrences between our calibration and the contractor's,

and its effect is included in the section on hole shape.

In summary, the most important imperfections in the calibration facility
are the floor and the shape of the nole, and they produce uncertainties of
unknown size for some cascs. Hole size and shape effects wiil be reduced by

shielding, especially to the big-hole sonde.

llowever, there are fluctuations in the measurements at different heights
that cannot be attributed to specific imperfections. If their effect persists
wnen the shielding is added to the big-hole sonde, these effects will have to

2
pe included in the differences used to calculate ¢"(i).
IMPERFECTIONS IN THE WORLD
The discussion above has assumed the medium outside the hole to be
homogensous and isotropic. Usually it is not. We can approximate an

inhomogeneous or anisotropic situation by assuming: (1) the medium consists

of two materials, and {2) the path from source to detector is made up of these
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materials in series or in parallel. 1In the development of the algorithm

(Appendix) we let

NN =Cexpl-r/a ) (17)
and

Mg T Vi )exp w([H) . (18)
I[ n materials, each having a thickness that is a fraction f.1 of the total,

are in series, then

n o rf,
- i )
”N = C exp {—?:1 . /V(pi) exp W(THi)] . {19}

Pfoin parallel, with an angular extent fA1 of the total anguiar extent,

C‘
N ;-EJ exp [frfi/v[pi) exp W(IHi)] (20!

Wn calculated the apparent water content from NN for series and
parallal cases for n = 2 and compared it to the mean water content. We did a
series of calculations for mean values of 0.1, 0.2, 0.3 and upwards, letting

vary from 10 to 90% of the mean and £. vary from 0.1 to 0.9. We cal-

I
199

tlated 1 1
ct e - from IHl' r

lower than the mean and always lower (or parallel than series. As an example,

1
X and the mean. The apparent water is always

for equal volumes of 1, = 0.1 and qu = 0.3, the mean is 0.2. The

Hl
apparent water for series is C.186 and for parallel 0.169. Some typical

curves are shown in Fig. 11,

We have concluded that this is an uncertainty that is plausible in a
medium made up of a matrix with boulders that are drier than the matrix and

wight give errors as large as 0.025.
DATA REDUCTION PROCEDURE

After a neutron log has been run, it is digitized--either in the field or
from the paper lag. The 1og is normally recorded in API units, because the

comvany's environmental calibrator gives a conversion from counts to API units
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at three values of count, and this accounts for day-to-day vaciations in the
10g9ging system. The gap record and a density log are also digitized. All
three digital records are smoothed to give a 20-s running average of each of
the three variables. (Depth is adjusted as required.} Then a root-finder
with constants a-ag appropriate to the specific sonde is used to find

IH Erom NH' g, and G. (Bach sonde must be calibrated separately.)

Because our users demand a log of weight-fraction water, all values of I
are divided by the appropriate value of ¢, to give a final log of weight-

fraction water vs depth.

Figure 12 shows an original log and the corresponding final log. The
latter is compared to sample data., These samples were obtained with a Hunt
sidewall sampler mounted on the drill string. They were first heated to
105 ¢, and the weight loss measured, then heated to 700 C and the evolved
hydrogen measured. This procedure obtained the total weight-fracticn water (or

water equivalent if bound hydrogen is not all in the form of water).

There is some doubt that these sample data represent the true water con-
tent it is observed by the log. First, the sidewall sampler often simply
scr 5 the wall of the large-diam hole rather than going into the wall;

..wise, it penetrates only about 8 cm. This means that the sample can
easily be contaminated with drilling fluid to a much greater extent than the
volume seen by the log, Also, because the hole is so large, it is quite

likely that the sample is taken from a different part of the hole than the
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e 0550l 1o or o eway foom tnee Dogged point. [noallavium, water content
Cutt vaty markedly over a neter or two hovizontally, and often bouiders are

present.

The log shown was obtained with the smal) sonde {with its inadequate
shield), and we have not yet developed a satisfactory hole-size correction,
3o it is likely that at a weight-fraction water or 0.125, the weight fractions
are low by about 0.03. (See discussion of hole-size effects above.) Because
there i5 only one gap-measuring wheel on that sande, a large gap uncertainty

5till exists.

e 1oy appears ta agree with the lowest values of the sampled water
content.  This type of ayreement is typical of our comparisons of logs and
sample data. We think that this tracxing of the low values occurs because
driiling fluid invasion gives spuriously high sample water contents near the
uorchole. Wo have consideravle evidence that fluid invasion does indeed take

piace and affects the density near the borehole (learst, et al, 1968).

We have found a substantial lack of correlation between neutron-1o9
readings and sample data in alluvium and tuff (Hearst, 1974b). However, we
nave not at this writing been able to demonstrate the connection between this
information and the lack of agreement between water contents calculated from
our algorithm and the sample data. Arother possibility that cannot be
dismiszsed is that the neutron log--with our methad of data reduction--is, in

fact, d4reless for determining water content at the NTS.

ST

Thepe are man; sources of uncertainty in the estimate of water content
from a ncutron loy. We oelieve we have minimized the effects of imperfections
in the calibration facility by design of the facility and compensation in the
calibration algorithm. (Tt should be realized that the circuitry in the ordi-
nary nedtron log panel is such &1 algorithm.} Some imperfections in the mea-

surement, such as hole size, can be corrected also.

Inhomogeneity in the wotld produces uncertainties that cannot be elimi=
nated. The log analyst may be able to estimate its effect, and, since he

xnows its direction, he may be able to compensate for it.
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The romaining sourcrs--in nur =ase lack of fit in tne algoritbhm and
uncertainty in both gap and count--cannot be eliminated, only recognized. If
wie sum the bias shown in Pigs. 7 or 8, and the effect of measurement uncer-
Lainty snown in Fig. 6, we find tne tntal uncertainty to be the larger of 8%
of the hydrogen index or 0.02 for the big-hole sonde (at values up to 0.5) for
plausible values of uncertainties in gap and count. If we take into account
the effects of dilfecences in measurement height, the total uncertainty with a
smabl sonde can incrvease up to L1k, We have not tested this with a big-hole

snnde,

work remains to be done. The big-hola sonde must be recalibrated after
shinlding has been added. At that time we will be able to learn il the vari-
ationn of counk with position on the cells are significant. If so, these
variutinns must be included in the uncertainty of the final calibration of the

01 J-hnle sonde,
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APPENDIX

We can justifv the form that we chose as follows: The diffusion of
neatronps is governed by the Boltzmann eguation (describing the conservation of
neutrons). Under simplifving assumptions (e.g., no neytron capture) the
stationary-state Bnltzmann equation can he reduced to either the single-
velocitv elementary diffusion equation or the age equation (Morrison and Feld,
1953). We can further simplifv the conditions for the age equation, and
consider a point source of Q neutrons per second of energy EO in a
homoganeous, hvdrogenous, slowing-down medium that is infinite. In this case
the snlution of the age equation at some radial position r from the source is
apnroximated hy

q{r,B|) = €0 exp Er/\*l(E ﬂ {Morriscn and Feld, 1953) (21

0 2 n
an.
.n tr(EO’E'

1
The "slewing—down deasike” q(r,EOi represents the rate at which neutrans

fin unit volume and unit logarithaic energy €) pass through the energy

’

0 0
“he neatron until it is captured or thermalized (and therefore no longer

F_=E /e, and Xtr is the transport mean free path for scattering

availakle to an epithermal Aetector).

The neutron density function (neut'nns/cma) for neutrons of a given

energv E, velocitv v, and scattering mean free path xsc is

(E)

n(r,E) = = qlr,B) (22)
v (E)

ueyd

since neutrons of enerqy £ make v/hqc collisions per unit time and lose

on the average the logarithmic energy F per collision. The neutron count

rate at enerqv E and radius r from the source can he approximated by

Neutrons ) Const. '
NN — = n(r,B) 4mr" v(E) = —5—= e ('r“u) _ 23]

44

(The solution to the diffusion equation €nr a point source can be approximated

hv a similar expression with Xtr replaced by “Atrxa' where Aa

is the absorption cross section.) With increasing water content, ‘he average

3o



logarithmic energy loss per collision ! increases, while Atr and Asc
decrease. However, o decreases much more rapidly than Asc' s the
coeflficient of the expanential Is a slowly varying function of water content.
Wa have chosen to approximate it by a constant. If we also assume NW is

indeg2ndent of energy, we have

NN = Const. exp (— r/ktr ) . (24)

Koztevnikov's (1963) calculated curves of the slowing-down length Lq Vs
porosity sugyest an exponential decrexse of L with increasing porosity and,
therefore, water content (assuming 100+ saturation). We now arbitrarily
assume tnat Arr * L_ and can be represented bv an equation of the form

. = glr 1
A = Vi) Pxp[:w(t”)] ) (25)

waere v} and w(I”) are functions of bulk density and hydrogen index,

regpectively. Taking logarithms to simplify the final equation results in
'n N, = 7 4 Yin | 2
tnuy =T Vi exp[\N(IH)] . (26)

rial [unctions for Viy) and w(rq) were chosen by visually inspecting the

piotted calibration data.

At this polnt 1t is necessary that we remind ourselves of the idealized
nature of this equation. We pave not considered neutron capture or inelastic
scattering., We have assumed radial neutron flow in an infinite, homogenous,
isctropic medium; we have assumed energy independence, and finally, we have

assumed a perfectly absorbing detector.
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NNK

NOMENCLATURE

Coafficients ootained by Eitting zero-gap data.

Coefficient of tne gap term in the fit.

A constant.

rrors in tne measurement of gap, count, and density,
respectively.

One of the errors in m measurements of count rate in a
calibration set.

Initial neutron enerdy and that energy divided by 2.7183
2.7183 (e}

Fractions of material of different water content in a
mixture.

"Prue" form of function describing water content in terms
of count rate, density, and gap.

Gap betwzen sonde and borchole wall.

Observed value of gap in a borehole.

One of m measurements of gap in a calioration set.

Fitted form of function describing water content in terms
of count rate, density, and gap.

Index of measurements in a calibration set.

ilydrogen index: Hydrogen content per unit volume
compared to that In fresh water.

gstimated value of IH.

Tndax of calibrations under different borehole or sonde
configurations.

Jdeutron "slowing-down length."

Number of points in a calibration set (1l normally).

Conversion factor from counts/s to API units.

Number of neutrons of energy E at radius r per cubic cm.

Neutron count rate in API units.

Neutron count rate in counts/s.

True neutron count rate for one of the m calibration sets.

Observed neutron count rate in one of the m calibration
sets.

Observed neutron count rate in a borehole.
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v (£)
LATR AT
”'(I‘.x) ,'\‘J(IH)

> et

rI(cal)

I (data)

cTlLt)

jJeutron count rate that would be observed during a very
long count in an infinite homogeneous medium.

vector ol the NN(i).

Rate at which neutrons pass througn energy B at vadius ¢
(the slowing-down density).

Neutron source strength (neutrons/s).

Radius from the neutron source.

Arbitrary function.

Neutron velocity.

Functions of the density.

Functions of the hydrogen index.

Logarithm of X, the neutron count rates.

gstimate of y.

iero-mean, random variaple descrining the uncertainty in
I” caused by measurepent uncertainties in the cali-
bration.

Tero-mean, random variable descrihing the uncertainty in

IH caused oy measurement uncertainties in the
vborehale,

ncertainty in IH caused by bias in the calibration.

Total uncertainty in I”: I{cal) + I(data) + I(fit).

logar ithn of neutron cnergy.

Absorption, scattering, and transport mean free path.

Logarithmic energy loss per collision.

Bulk density.

Jdbserved value of bulk density in a borehole.

one of m measurements of bulk density in a calibration
set.

variance of e(i), the errors of measured count rate in

the calibration.

Variances of errors in the gap, count rate, and density in
a borehole.

part of variance in NN not caused by statistical
fluctuations.

part of variance of 1n (NN) not caused by statistical

Eluctuations.
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