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ABSTRACT 

A numerical model has been developed to solve 
three-dimensional laminar flow in enclosures. The 
model is based on a three-dimensional strongly implicit 
procedure (SIP). In simple cases of natural convection 
due to differential side heating, numerical results at 
low and moderate Rayleigh numbers agree with results 
appearing in the literature. Although the model 
requires a moderate amount of computer storage, compu­
tation times are relatively fast. The simple case of 
heating a cubical room by a uniform floor or ceiling 
hP.at. system with a vertical wall exposed to a uniformly 
cooled surface is also investigated. 

INTRODUCTION 
', 

The strongly implicit· procedure (SIP), first 
developed by Stone [1], 1 has been used predominantly 
to ~alculate two-dimensional viscous flow problems. 
Bozeman and Dalton [2] used SIP to calculate two­
dimensional viscous flow in a cavity and obtained 
stable solutions up to Reynolds number = 1000. Jacobs 
[3] has obtained stable flow solutions at high Reynolds 
numbers with an SIP-upwind differencing scheme. The 
flow over a circular cylinder was calculated by Lin 
et al. [4] with SIP, an ADIP· (alternating directi9n 
implicit procedure), and an upwind differenCing scheme. 
Computation times and accuracy with known experimental 
results were compared; SIP was found to give accurate 
res~lts in less computation time than the other two 
met~ods. Pepper and Harris [5,6] calculated natural 
conyection in clo3cd container!: with an alternating 
SIP and obtained solutions up to Rayleigh numbers 
"-'10 6

• 

1 ~bers in brackets designate References at end of 
paper. 

Application of SIP to three-dimensional problems 
has been limited. The three-dimensional algorithms 
were initially developed by Weinstein et al. [7] to 
calculate multiphase reservoir flow problems. How­
ever, three-dimensional STP has been used by Long and 
Pepper [8] and Pepper and Kern [9] to calculate time­
dependent mesoscale transport of· concentration. 

Three-dimensional problems are considerably more 
difficult to solve than two-dimensional problems 
because the number of unknown transport terms to be 
solved is increased, and because a more complicated 
set of boundary constraints (Ozoe et al. [10]) must 
be used. Numerical instability artd time and memury 
requirements are also more severe. The SIP method 
appears to be a reliable computational scheme which 
can alleviate some of these restrictions. 

Natural convection problems have been success­
fully analyzed by several investigators with three­
dimensional numerical techniques. Aziz and Hellums 
[11] used a three-dimensional ADIP with a Crank­
Nicolson procedure to calculate natural convection in 
an enclosure with heating from below. Solutions were 
obtained with the vorticity-vector potential equations 
and with the three-dimensional equations of motion. 
Best results were obtained with the vorticity-vector 
potential form of the governing equations. Williams 
[12] used Dufort-Franke! differencing to solve the 
equations of motion for free convection in an annular 
space and obtained satisfactory results, but signifi­
cant amounts of computation time were required. Holst 
and A:67. [n] r.alc:ulated tran!;ient natural convection 
in porous media with ADIP and SOR (successive over­
relaxation) procedures to solve the set of vorticity­
vector potential equations. Higher heat tr.ansfer 
rates occurred across porous media in three-dimensional 
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motion than in two-dimensional motion. Lipps [14) has 
als9 calculated three-dimensional Benard convection 
based on the numerical method used by Williams [12). 

Mallinson and de Vahl Davis [15] calculated three­
dimensional laminar natural convection in an enclosure 
with ADIP coupled with a false transient procedure to 
convert the steady state vector potential equations to 
parabolic form. This procedure created a marching 
solution equivalent to a single iterative procedure 
for the vector potential equations. Mallinson and de 
Vah;l Davis [15) found the vorticity-vector potential 
form of the governing equations to be best suited for 
cal.culating three-dimensional free convective flow in 
an enclosure. Ozoe et al. [10) used ADIP to calculate 
the. three-dimensional vorticity-vector potential equa­
tio:ns for natural convection with heating from below 
in .a cubical box, a long channel, and the region 
bet;ween infinite, horizontal plates. Numerical results 
agreed with experimental results. Ozoe et al. [10] 
also obtained realistic results for natural convection 
in 1a long inclined rectangular hox heated from below. 

i ADIP is normally used to calculate three­
dimensional equations. However, ADIP requires a 
sp~itting of the time step along with a triple sweep 
of the solution domain to obtain the .three-dimensional 
values of one field variable. Although only a tri­
diagonal is solved per sweep, the solution"time 
increases significantly as the number of equations 
increases. SIP solves the unknown variables without 
requiring a splitting of the time step and yet still 
solves the three-dimensional implicit form of the 
equation with efficient matrix solution algorithms. 
In many instances, SIP has been found to be more accu­
rate and less time consuming_ than ADIP (Stone et al. 
[ 1] and Lin et al. [ 4] ) . 

To assess the computational model, several simple 
test cases are analyzed for three-dimensional, laminar, 
natural convection in an enclosed fluid with constant 
properties. Differential side heating is used with 
on~ vertical wall heated and the opposite wall cooled. 
Th~ top, bottom, and remaining side vertical walls are 
insulated. The temperature gradients created by these 
boundary conditi~ns influence buoyancy, which causes 
th~ fluid to rotate. 

A simple case of interest in comfort heating is 
also analyzed: heating of a cubical room by a uniform 
floor or ceiling "radiant" heat system. The system is 
modeled by assuming that a vertical wall is exposed to 
a cooled surface at constant temperature. Interior 
side and rear walls are insulated. In one case, the 
floor is heated at constant temperature (e.g., by a 
hydronic system with inlaid pipes, or by an electrical 
system with imbedded heating cables), and the ceiling 
is· insulated. For the other case, the inverse system 
is assumed with the ceiling heated and the floor insu­
lated. The question of which system produces more 
comfortable air temperatures and uniform air patterns 
mi~imizing drafts is briefly examined. 

LiOVEI<NlNG EQUATIONS 

The equations of motion ·for laminar natural con­
vection in an enclosure can be written in nondimen­
sional form [10,15) as 

at:i aT = 'Vx (t:i.><U) - PrRa ('Vx8g) + ~·r'V 2 i:i (1) 

(2) 

ae 2 a:r = -'V· (ue) + 'V e (3) 

-+ 
where w is the vorticity vector, ¥is the vector 

-+ 
potential, 8-+is the temperature, U is the velocity 
vector, and g is the gravitational vector. 

1 

The equation set is written in divergence form 
in order to permit the velocity-vorticity produots to 
be evaluated at the same point (conserving vorticity 
in a local sense). Bozeman and Dalton [2) found that 
the divergence form of the two-dimensional vorticity 
transport equation gave more reliable results with SIP 
than with the convective form. ' 

Equations (1) through (3) are based on the premise 
that 'V·U·= ~· In ~ctualitx, equation (2) can be re­
written as w = -'V 2 ~ + 'V('V·~). Assuming incompressi­
bility, the vector potential in the exact solution is 
solenoidal.-+ However, since the numerical solution is 
inexact, 'V•U will have some nonzero value. However, 
Aziz and Hellums [11] found that 'V('V·~) for a 
10 x 10 x 10 mesh was negligible compared to 'V 2~. In 
an effort to numerically determine how wel~ dive!gence 
is satisfied within the computational doma1n, 'V•U was 
calculated throughout the enclosure. 2 Maximum values 
did not exceed 10- 2 for cases where 10~ ~ Ra ~ 10 5

• 

To enhance the rate of transient convergence, 
equations (1) and (2) are altered to the following 
form [15): 

Pr at:i - 'Vx ct:ixih Clw dT - - PrRa ('Vx8g) + Pr'V2t:i 

1 ai¥ 'V2~ + (;'j 
('t~ ;r:r = 

ae -+ 
+ 'V28 dT = -'V• cue) 

(4) 

(5) 

(6) 

where the transient term in equation (1) is premulti­
plied by (Pr/aw) and a fictitious transient term added 
to equation (2). Parameters Uw and OW are set equal 
for 0.050 and 1.0, respectively. Altnough the true 
transient solutions are lost, the solutions behave 
similarly to the transient nature of the flow. ·At 
long periods of time, the transient terms become 
insignificant and the true steady-state solution is 
obtained. 

The vorticity vector and the vector potential can 
be written in terms of three-dimensional components as 

(7) 

Subscripts 1, 2, and 3 denote values in the X, ~. and 
Z planes, respectively. The three-dimensional ~egion 
is confined by the planes X = 0,1, Y = 0,1, and -Z = 0,1 
as shown in Figure 1. 

X I 
I 

z I 
I 
I . 

,..L--------
/ 

.,..,"" 
/ ..,. 

Fig. 1 Three-dimensional solution domain 

2 A fourth order three-dimensional cubic spline tech­
nique was used to calculate the first order gradients 
(Rubin et al. [19]). 
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The boundary conditions subject to solution of 
equations (4) through (6) are given in Table 1. 
Formulation of the boundary conditions are discussed 
by Hirasaki and Hellums [17], Mallinson and de Vahl 
D'avis [15], and Aziz and Hellums [11]. Finite differ­
ence approximations to the boundary condition relation 
for ¥ and 6 are based on three point central difference 
approximations and imaginary points outside the solu­
tion domain. Vorticity boundary conditions are 
approximated by assuming vorticity to vary linearly 
with wall distance (Gosman et al. [18]). In order to 
ephance stabilization of the computation, the wall 
vorticity values are weight-averaged with both old and 
new values such tha.t 

-on+l -on I +*I w = (1-y) w wall + yw wall (8) 

where w* is calculated from the most recent vorticity 
boundary condition relation and y is the weight­
averaged coefficient. Best results were obtained with 
y,= 0.6, as in Reference [2]. 

Table 1.· Boundary conditions 

X = 0,1 y = 0,1 z = 0,1 

WI 0 
a•'!', a•'l', - avr -w-

W2 
a•'l'. 

0 
a•'l', 

- axr - azz-

W3 
a•'l', a•'!', 0 ax• av• 

'1'·, a'l', - 0 0 0 ax--
··--· 

'1'2 0 a'l'. 
aT= 0 0 

'!', 0 0 a'!', - o w-

T (side 1,0 aT = 0 aT = 0 
heating) av az 

J 

aT 
T (heating aT aT _ 

0 
T = 1-, az = o 

from above, 
ax = o,o ~-

aT 
below) az = o, T = 1 

NUMERICAL METHOD 
I 

SIP requires the equations of motion to be sepa­
rated into discrete finite differences by forward-in­
time, centered-in-space approximations for the deriva­
tive terms. This discretization creates a sparse 
matrix banded by seven diagonal elements. SIP alters 
this matrix into a series of upper and lower matrices, 
which can be solved efficiently by Gaussian elimination 
techniques. The discretized form of equation (4) for 
the w1 compont:'!nt vnrt.i c.ity is written as 

n+l 
wl .. 

Pr. 1,J ,k 

n 
- II\ 

AT 
ilj lk 

v~ . wn+l ~ . wn+1 
11)+111< 1i '+1 k- 11)-1,k 1. ·-1 k 

I) I 11) > 

W n+1 
ilj lk+1wl. . k 1 11) 1 + 

2AY 

n+1 
- w. · k 1w1 11 ) 1 - ''k1 1,), -

2AZ 

+ 

U. . wn - U. . uP 
1,J+11k 2 .. 1 k 11)-1,k 2 .. 1 k 11)+ 1 1,)- > 

2AY 
U. . wn - U. . wn 

11) lk+1 3 .. k+1 1,) lk-1 3 .. k-1 
+ __________ 1~1)~1~~~--------~1~·~)~·~~ 

2AZ 

ce~ . - e~ . 
11)+111< 1,)-11k) 

26Y - RaPr 

~
wn+1 _2wn+1 +wn+1 

1.1'k 1. 'k 1.1'1< + p 1+ Ill 11)1 1- Ill 
r flX2 

wn+1 _2wn+1 +wn+1 
1. '11< 1. 'k 1. '1k 11)+ 1 1,) I 11)- 1 

Ay2 + 

wn+1 -Zwn+l +wn+l J 
1· . k 1 1 · . k 1· . k 1 + 11)1 + 1,]1 1,)1 -

l:J.Z2 
(9) 

Similar relations can be written for the w2, w3, ¥1-3· 
and 6 equations. The advection terms in equation (9) 
have been written in conservative form to ensu~e con­
servation of vorticity in the finite difference form 
as well as in the differential form. A finite' differ­
ence molecule for equation (9) is shown in Figure 2. 
Equation (9) can be rewritten as 

D uf1+1 + E. . J!+1 + 8 u/!+1 

i,jlk li-11jlk 11)11< li+lljlk i,j,k lilj-l,k 

+ H. . wn+l + z'. . Jl+1 s J!+l 
1,Jik 1. . 1 k 11)1k 1. . k 1 + ilj,k 1. . k 1 liJ+. l,JI- 11)1 + 

+ E. . wn+1 
1,)11< 1. . k 

l,J 1 

n 
qilj ,k 

Fig. 2 Computational grid molecule 

(10) 

Coefficients Di,j,k• Fi,j,k• Bi,j,k. Hi,j,k• Zi,j,k• 
Si j k• and Ei j k and their subsequent values :for the 
re~aining equatihns in the set are defined in Table 2. 
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Table 2. Coefficients of [M] 

Wl W2 W3 '1'1. '1'2. '!', T 

. D. -Pr/l1X 2 - ui-1,i ,k _ .fL _ ui-1,i,k _ _..!2._ - 1/t.x• 
ui-1,j,k 1 

1 - 26X - K'l'f" 26X 6X2 26X 6X2 

F. -Pr/6X2 ui+1,i,k _ .fL ui+1,i ,k _ _12_ 
- 1/6X2 ¥1 - 6xT 1 26X t.x• 26X 6X2 

B. - \,j-1 1k - Pr/6Y 2 Pr 
- t,y2 

_ vi,j-1,k _ ...f!:.. - 1/6Y2 vi,j-1
1
k 1 

- 26Y - XYT 1 26Y 26Y 6Y2 

vi,i+1 1k _ .!!:_ Pr ~=_.!2._ - 1/6Y2 vi.+1k 1 
H. - KY.,- ~-w 1 26Y t.Y• 6Y2 

z: 
_ wi,Lk-1 _ .fL - wi,Lk+1 _ _..!2._ Pr 

1 26Z t.z• 
2t.z t.z• - t.z• 

s. wi,Lk+1 _ .f!:... ~ Pr Pr 
z - w - t.z• 1 2t.z t.z• 

Pr 2Pr 2Pr 2Pr 
Ei y + t.x• + t.Y• + t.z• 

Equation (10) can be rewritten in matrix form as 

[M]{q,} = {q} (11) 

where [M] is the sparse coefficient matrix containing 
seven diagonals, {q,} is the column matrix of unknown 
values of vorticity, vector potentials, or temperature. 
{q} is the column matri.x of explicitly known values 
evaluated at the nth time step. The coefficients of 
{q} are shown in Table 3. 

W2 

·w, 

'1', 

e 

Table 3. Coefficients of {q} 

Pr 
4>i,j,kawf:.T.+ 

U · · 1 kw2 - U • · 1 kw2 
l,J+ • i,j+Lk l,J- ' i,j-l,k 

26Y 

w1 .. 
l,J ,k 

ui,j,k+1w3 .. 1:+
1 

- ui i k 1w3 
1.)

1 
I. 

1 
- i,j,k-1 

26Z 

e. · 1 k - e. · n 
+ PrRa 1, J + , 26Y 1, J -

V. 1 · kw1 - V. 1 · kw1 
l+ ,), i+l,j,k l- ,J, i-l,j,k 

26X 

vi,J",k+lw~ - v .. k 1w3 
· 1,J.k+l ',J • - · i,Lk-1 

26Z 

e. 1 · k - e. 1 · k 
P R 

1+ ,) • 1- ,] , 
r a 26X 

w. · w - 1~· 1 · kw1 
l+l,J,k li+l,j,k 1- .), i-l,j,k 

26X 

w. . kw2 - w. . 1 kw2 
l,J+l, i,j+l,k l,J- J i,j-l,k 

+ 2AY 

+ <Pi,j ,1< 
a 6T 

5 . 

.~ 
a 6T 

s 

- 1/t.z• 
_ \,Lk-1 __ 1_ 

26Z t.z• 

- 1/t.z2 wi,Lk+1 __ 1_ 
2t.z t.z• 

1 2 + ?. 2 1 2 2 2 
a

5 
6T + 6xT 7iY2 + w M + W + t.v• + t.z• 

In order to efficiently solve matrix [M], 
equation (9) is altered by adding additional terms 
similar to the procedure used in two-dimensional SIP. 
This alteration allows matrix [M] to be factored into 
lower and upper matrices, [Ld] and [Ud], which!require 
less computer storage and calculation time when solved 
by elimination techniques. Equation (9) is reWritten 
as 

I 

D. j k~' 1 . k + B .. k~i ' 1 k + z .. k~ 1, ' 1- ,J' 1,J' ,J- ' 1,J' i,j ,k-1 

+ B' j k~' j k + F' ' k~i 1 ' k + H' ' k~ ' ' 1 k 1,' 1,' 1,J, + ,J, .1,J, 1,J+' 

+ 51 j k~' j k 1 + c. j k[~i 1 · 1 k-a (-~. · k ' ' 1, J + 1, • + ,J- ' 1 l,J' 

+ ~. 1 ' k + ~ ' . k) ] + G. · [ ~ · · 1+ ,J, 1,J-1, 1,J,k l.-1,J+1,k 

- a1 c -~ · · k • ~ · 1 · k • ~ · · 1 k> l l.,J, l.- ,J, l.,J+' 

+ Ai j k[~ .• l · k 1- a2(-4J. · k • ~- 1 · k + <1>. • k 1)] 
J J lT J)J - l,J, 1+ tlJ l,J, -

+ w' . [~ a2(-~. · k + ~i-1,j ,k + ~i.j,k+1)] i,J,k i-1,j,k+1 1 ,J' 

• r'. · k l~i · 1 k 1 a3(-~. · k + ~- . 1 k + ~- . k 1)] 1,J, ,J+ ' - l. ,J' l.,J+ ' l. ,J' -

+ P .. k(~ .. 1 k 1 l.,J, 1,J- '+ - a3(-~. · k + ~- · 1 k + 1 ,J' l. ,J- ' ~i,j ,k+1)] 

(12) 

The first seven terms on the ieft-hand si4e of 
equation (12) are the original coefficients of, 
equation (9); the remaining terms, Ci j,k, Gi J. k, 

' t ' ' , Ai j k· Wi j k• Ti j k• and Pi · k are coeffic~ents 
associated·' with the additional '~ew unknown va luP.S 
4li+l,j-l,k, 4li-l,j+l,k· 4li+l,j,~-l· 4li,j+l k-1; and 
$i,j-l,k+l; respect1vely. The 1nfluence of these new 
terms is reduced by subtracting nearly equal terms 
(in parentheses) adjacent to the new variables." The 
parameters a1, az, and a3 are iteration values which 

- 4 -



. ' 

vary between 0 < ai < 1 to account for large varia­
tidns in ~i,j k or variable grid spacing. A cyclic 
set of ten vaiues for Ui was used based on the proce­
dure described by Weinstein et al. [7]. 

Equation (12) can be written in matrix notation 
as 

[M'] {~} = {q} (13) 

[M'] now contains 13 diagonal coefficients. Factor­
izing [M'] into the product of upper and lower matrices 
creates two matrices each containing four nonzero 
diagonal elements.· Figure 3 shows the original seven­
diagonal matrix, and Figure 4 shows the altered matrix 
with the [Ud] and [Ld] matrices. 

(M'j : 

E F H 
0 E F H 

0 ~..: .... .... ............. ..... 
......... ' ..... 

B ........ .... ..... ..... 
.... ' ..... .... ..... , ......... .... <P 

' .............. ..... 
..... ............... .... 

' ..... ..... .......... 
' ..... ' .......... .... ..... ......... z ..... ,,, 

..... ..... .... .......... .... ..... ..... ..... ..... ..... ' ..... ' ' 
Fig. 3 Original seven-diagonal 

where 

' ' ' ' ' ' ' " ' ' ' ' ' (1) ', , , " ', , Cnl 
" ' " ' " \12J ' 

' ' " ' ', (ll' ' 
" ' ' ' l ' 

" " ' ' ' (10) ' 
' ' " ', ~9) -, ', 

" ' " " (8) ' " 
" ' ' (71 ' " ' ,, ",,, 

" " ' (6) . ' ' ' 
'- '- (S) '- ' ' ' 

(2) Ai,j,k 

(3) bi,j,k 

(4) ci,j,k 

(5) ci,j,k 

= q 

matrix [M] 

l 7l di,j,k"i,j,k 

( 8) di,j,kfi,j,k 

(9) Gi ,j,k 

(10) di,j ,kKi,j,k 

(11) Wi_j,k 

(12) r;_,j,k 

" (4) " ' " ' ' 
', (3) " ' " ' ' 

(6) dl.,J.,k (13) p 
i ,j ,k 

(2) " " ,, ' ' ' 

'o) " "'"' '" ' '' ' ', ' ' ' ', 

[M'] [Ld] [Ud] -

Fig. 4 Altered coefficient of [M'] 

The three-dimensional SIP algorithms are based on 
the [Ld] and [Ud] diagonal terms and are given as 

ai,j,k ~ zi,j,k/(1 • ~28i,j,k-1 • alfi,j,k:1l 

.bi,j,k 8i,j,k/(1 • a2gi,j-1,k • a1~i.j-1,k) 
J 

ci,j,k = 0i,j,k/(1 • a2gi-1,j,k + a1fi-l,j,k) 

Ai,j,k = ai,j
1
kei,j·,k·1 

ci,j,k bi,j,kei,jw1,k 

Gi,j,k ~ ci,j,kfi-1,j,k 

Pl,j,k • bi,j,kgi,j-1,k 

di,j,k • Bi,j,k + a2(Ai,j,k+W~,j,k) + a3(Tl,j,k+Pi,j,~) 
• a2(Ci,j,k+Gi,j,k) - ci,j,k8 i-1,j,k- bi,j,kfi,j-1,k 

I 

ci,j,k'" (Fi,j,k - a2Ailj,k-a1ci,j,k)/di,j,k 

fi,j,k'" (Hi,j,k- a3T~,j,k-a1Gi,j,k)/di,j,k 

&i,j,k'" (Si,j,k- a2w~,j,k-a3pi,j,k)/di,j,k 

? ' 

(14) 

To reduce roundoff errors, the unknown 
are solved in residual form such that 

E 
,~,lJ+l V!llues 'l'l.,J 'k 

[M']{~~n+l} = {R} (15) 

wherj {R} = {q} - [M]{q} as given in equation (12) and 
~~n+ = ~n+l - ~n. Equation (15) can be rewritten as 

[M']{~~n+l} = [Ld] [Ud]{~~n+l} {R} (16) 

If [Ud]{~~n+l} = {V}, equation (16) becomes 

[Ld.l {V} = {R} (17) 
I 

At node point i,j,k, equations (16) and (17) ca~ be 
written as 

and 

- n 
vi,j,k = (Ri,j,k- ci,j,kvi,j,k-1 

- b· · kv. · 1 k - C· · kv. 1 · k)/d· · k (ls) l.,J, l.,J-' l.,J, 1.- ,J, l.,J, 

~~n+l i,j ,k 
-n+l n+l 
Vi,j,k- Ci,j,k~~i+l,j,k 

n+l n+l 
fi,j,k~h.j+l,k gi,j,k~~i.j,k+l (l 9) 

n+l . n+l Once ~~i j k 1.s solved, ~i j k can be found. An 
alternate set of algorithms can be written for"odd­
numbered time steps (or iterations) similar to ~he 
procedure outlined by Pepper and Harris [6] and 
Weinstein et al. [7]. In some instances an alt~rnating 
sequence may accelerate convergence and maintain sta­
bility of the solution by creating overall symmetry in 
[M']. In this study, the use of an alternating · 
sequence did not enhance the solution time or accuracy; 
results shown in this analysis are based on the single 
cot algorithms as JH"e!>euted here. lrt comparing the 
accuracy of SIP with ADIP, Weinstein et al. [7] found 
that single precision SIP solutions were comparable to 
double precision ADIP solutions; that SIP was less 
sensitive to rounding errors than ADIP; and that 
although SIP required larger iteration time than ADIP, 
fewer iterations were needed to converge the solution. 
Similar studies made by Lin et al. [4] and Pepper and 
Harris [6] support these observations. 

RESULTS 

Side Heating 

A series of five simple tests·was conducted with 
one vertical side wall heated and the opposite verti­
cal side wall cooled. The Rayleigh numbers were 
limited 'to 10 3 S Ra -::; 2.5 x 10 5 in order to keep 
computation time to a reasonable level (as well as 
minimize instability). For low to moderate Rayleigh 
numbers, steady state results are generally of 
interest. Solutions beyond Ra ~ 10 6 become unsteady 
and oscillatory (particularly at low Pr), and require 
more accurate numerical techniques (Fromm [20]). 
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Steady state results for w2 , ~2 , and 6 are shown 
in Figures 5-7 for Rayleigh numbers 10 3 , 10 4 , and lOs, 
respectively. Contours are drawn in the lateral (Y) 
plane midway through the enclosure. The aspect ratio 
is l(X) : l(Y):l(Z), and the Prandtl number is equal to 
10. At low to moderate Rayleigh numbers (10 4 < Ra 
< lOs), the effect of varying Prandtl number on heat 

transfer rates and flow patterns is minimal. For 
Ra ~lOs, changes in Prandtl number dramatically alter 
temperature flux (and axial flow patterns, [15]). 
Pr = 10 was chosen in order to compare with results 
obtained in References [10] and [15] and would be ex­
pected to be compatible with results obtained for 
Pr > 1, providing Ra < lOs. The two-dimensional planar 
recirculation patterns are similar to two-dimensional 
patterns obtained in References [11] and [15]. 3 

Figure 8 shows steady state results for Ra = 10 4 

and Ra = 3 x 10 4 with the aspect ratio altered to 
1:2:1. The mesh spacing was altered to 11 x 21 x 11. 
The effect of increasing the longitudinal aspect ratio 
results in an increase in the strength of the flow; 
i.e., the maximum ~2 ·value increases as the aspect 
ratio is increased; similar effects occur with increas­
ing Rayleigh number (Figures Sa and 8b). 

Figure 9 shows steady state results for Ra = 

2. 5 x lOs for aspect ratio 1:1:1 with Pr =. 10 and 
Pr = 0.71. The structure of the three-dimensional 
flow becomes complicated due to the occurrence of 
secondary flow. The difference in flow patterns in 
Figures 9a and 9b indicate that a decrease in Pr leads 
to an increase in advective activity. Flow patterns 
ohtained at Pr = 100 were nearly identical to results 
at· Pr = 10 and supports the observation made in 
Reference [15] tha~ the flow becomes invariant for 
Pr ? 10, coupled with a decrease in inertial effects. 

Solutions obtained for lOs $ Ra $ 2.5 x lOs 
required approximately three times as much computation 
ti~e as the solution for Ra = 10 4 • Solutions attempted 
for Ra ~ 10 6 could not be achieved. This appears to be 
due to the inability of the finite difference mesh to 
adequately resolve flow variables and the inability of 
the coefficient matrix to maintain diagonal dominance 
(m'esh Reynolds number S 2) with central difference 
op1erators. Techniques resembling central difference 
accuracy but with "upwind difference" stability are 
discussed by Jacobs (3], Dennis and Walsh [21], and 
Kiphards and Cr·aue (22], and can be implemented wj.th­
out difficulty. However, care must be taken to assure 
th~t the solutions are not overly damped; i.e., the 
pseudo-diffusion effect does not lead to physically 
unrelated solutions (8]. 

··---~.::·::::::::::::::::::::::::::::::: .. --~::~ .. -· ... 
·········-····················· 

~---... _ .. --·····-·············-·····················\, 
\\ l .. ---··························-.... 

' ~ ~~~:~:-;~~~~ 
l.b·:·:::::::::::;::::~:::::~::::~::~:::::.::···· ... 

Bottom or Top Heating - Side Cooling 

The case of bottom heating versus top heating with 
one vertical wall cooled (remaining walls insulated) is 
portrayed in steady state w2 , ~2 , and 6 contours in the 
Y = 0.5 plane in Figures 10 and 11, respective l y. 
Results are given for Ra = 10 4 and lOs. Vertical 
heating generally results in a stable stratification 
of temperature with very light recirculation ('2 ). In 
many instances, the flow field must be perturbed before 
a substantial horizontal (lateral) temperature 'gradient 
is created (enhancing recirculation). The cooled 
vertical side wall in this case acts as a temperature 
sink, creating a significant horizontal temperature 
gradient near the wall, resembling actual room heating 
conditions encountered in buildings . 1 

Figure 10 appears to exhibit more comfortable 
(uniform) heat distribution with less circulation 
(minimizing drafts) than Figure 11. However, conclu­
sions drawn from these results at low Rayleigh numbers 
cannot be assumed to hold for environmental heating 
.in general. Inability of the numerical method to 
solve environmental heating problems where 10 6 S Ra 
S 10 12 severely limits qualitative decisions to be 
made with regards to heating location. Likewise, 
decisions as to how the space inside ~he enclosure is 
to be used must also be considered . 

The effect of increased heating is shown in 
Figure 12 with the Rayleigh number plotted as a func­
tion of the Nusselt number. Since the differencing 
scheme limited Rayleigh numbers to Ra $ 10 6

, the 
Nusselt number was calculated by the relation (at any 
value of Y) 

1 

Nu = ~~~ I dZ 
o wall 

(20) 

The average value was obtained by calculating a6/ax 
at X = 0,1 and computing the Nusselt number at both 
surfaces in the Y = O.S plane and averaging the 
results . 4 At low Rayleigh numbers, the boundary layer 
is thick relative to the mesh size, so that su~ficient 
accuracy is possible by assuming only conduction and 
omitting convective flux. Equation (20) was thus 
solved with a three-point forward difference for a6; ax 
and Simpson's rule for the integration. Aziz and 
Hellums [11] state that two-, three-, and four , point 
noncon5Rrving differences for a6;ax caused a m~ximum 
variation in Nusselt number of about 10% (less at 
steady state conditions). At higher Rayleigh numbers, 
the heat flux would more accurately be evaluated from 
a conservative balance. ! 

Fig. 5 W2, tJ!2, aiiCl 0 values for Ra = 10 3 ; Y- 0.5 

An effective visualization technique is the plotting 
of particle tracks in three-dimensional space (15] . 
However such methods generally requ1re excessive 
.computation time. 

4 
For the case of comfort heating in a cubical room, 
a6;ax is evaluated at X = 1 only, since a ll other 
walls are ~ ssumPrl ~rliRhatic. 
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(Remaining walls insulated) 
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CONCLUSIONS 

The numerical solution of three-dimensional, 
laminar natural convection in an enclo·sure has been 
obtained with the· strongly implicit procedure (SIP). 
The governing equations of motion were altered to the 
vorticity-vector potential equation set. A false 
transient technique was used to enhance the convergence 
rate of the transient nature of the flow to steady 
state conditions'. Although computer storage require­
ments are moderate, computation times are fast (usually 
faster than alternating direction implicit procedures). 
The general nature of SIP permits a wide range of 
problems to be solved with only minor alterations to 
the SIP algorithm. 

Two-dimensio~al planar contours of flow variables 
obtained by SIP for the simple case of laminar natural 
convection due to differential side heating are similar 
to published results. SIP was also used to test the 
effectiveness of heating an enclosure from either below 
or above with an adjacent vertical side wall cooled. 

Results are inconclusive as to which form of heating 
is better since high Rayleigh number flows could not 
be obtained with the present differencing ·scheme. 

At Rayleigh numbers on the order of 106 and higher, 
the centered differencing pattern used in SIP is un­
able to resolve the flow structure adequately without 
excessively fine mesh spacing (and subsequently small 
time step increment). If coarse mesh spacing is used, 
the solutions quickly become oscillatory and diverge. 
This is due to a loss of dfagonal dominance in the 
matrix structure. Rewriting the equation set in a 
unidirectional discretization pattern would restore 
stability but reduce accuracy (with pseudo-diffusion). 
Higher order recursion relations, coupled with the SIP 
matrix algorithms, could conceivably allow higher 
Rayleigh number flows to be simulated. 
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NOMENCLATURE 

A 

B. 

c 

D 

E 

F 

G 

+ 
g 

H 

A 

i,j 'k 

L 

[M] 
[M'] 

p 

q 

R 

s 

T 

t 

T' 
jj 

u 

coefficient for n+l 
<Pi+l,j,k-1 

coefficient for n+l 
<Pi,j-l,k 

coefficient for n+l 
<Pi+l,j-l,k 

coefficient for <P~+l . 
1-l,J,k 

coefficient for n+l · <P. . k 1 ,J' 

coefficient for <Pn+l 
i+l,j,k 

coefficient for <P~+l . 
1-l,J+l,k 

acceleration of gravity, + g (z) g 

coefficient for q,n+l 
i,j+l,k 

unit vect·or in direction of coordinate axis 

distance between sides 

seven diagonal matrix of B,D,E,F,H,S,Z 

altered sparse matrix with 13 diagonals 

coefficient for cp~+~ 1,]-l,k+l 

coefficient for <P~ . k 
1' J' 

residual, {R} = [M']{Vq,n+l} 

coefficient for q,n+l i,j,k+l 

tempP.rature 

time 

coefficient for cp~+~ 
1' J +1' k-1 

velocity vector 

nondimensional velocity component in the 
x direction, U = uL/a 

u = velocity component in the x direction 

V nondimensional velocity component in the 
y direction, V = vL/a 

v = velocity component in the y direction 

{V} column matrix, tvJ = [Ud]{~q,n+l} 
W' ff. . f ,.n+l coe 1c1ent or ~i-l,j,k+l 

W nondimensional velocity component in the 
z direction, W = wL/a 

w velocity component in the z direction · 

X nondimensional horizontal coordinate, 
X = x/Tj 

Y nondimensional lateral coordinate, Y = y/L 

Z .. nondiliital:s.iunal vertical coordinate, Z = z/L 

ff . · f ,.n+l · Z' coe 1c1ent or ~· . k 1 1' J' -

Ld lower diagonal matrix 

Nu Nusselt number 

Pr Prandtl number, Pr = v/a 

Ra "' ll.ayleigh nuurlot::l", Ra "' gf3 (Th-Tc) L 3 /aV 

Ud upper diagonal matrix 

a 
v 

T 

+ 
w 

thermal diffusivity 

iteration parameters 

false transient term for ~.~ 
volumetric coefficient of expansion (1/T) 
A a A a + k a i ax + j 

ay az 
a2 a2 a2 

aXT + ~+ a? 
nondimensional temperature, a 
kinematic viscosity 

nondimensional time, T = ta/L2 

variable representing w, ~. or a 
nondimensional vector potential 

nondimensional vorticity vector 

~X horizontal grid spacing 

~y lateral grid spacing 

~Z vertical grid spacing 

~T time step increment 
~q,n+l q,n+l _ q,n 

Subscripts 

i,i+l,i-1 horizontal grid point locations 

j,j+l,j-1 lateral grid point locations 

k,k+l,k-1 vertical grid point locations 

h hot 

c = cold 

Superscripts 

n present time level, known values 

n+l new time level, unknown values 

SymboZs 

{ } - column matrix 

[ ] sparse matrix of n x m 
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