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## ABSTRACT

A numerical model has been developed to solve three-dimensional laminar flow in enclosures. The model is based on a three-dimensional strongly implicit procedure (SIP). In simple cases of natural convection due to differential side heating, numerical results at low and moderate Rayleigh numbers agree with results appearing in the literature. Although the model requires a moderate amount of computer storage, computation times are relatively fast. The simple case of heating a cubical room by a uniform floor or ceiling heat. system with a vertical wall exposed to a uniformly cooled surface is also investigated.

## INTRODUCTION

The strongly implicit procedure (SIP), first developed by Stone [1], ${ }^{1}$ has been used predominantly to éalculate two-dimensional viscous flow problems. Bozeman and Dalton [2] used SIP to calculate twodimensional viscous flow in a cavity and obtained stable solutions up to Reynolds number $=1000$. Jacobs [3] has obtained stable flow solutions at high Reynolds numbers with an SIP-upwind differencing scheme. The flow over a circular cylinder was calculated by Lin et a1. [4] with SIP, an ADIP. (alternating direction implicit procedure), and an upwind differencing scheme. Computation times and accuracy with known experimental results were compared; SIP was found to give accurate results in less computation time than the other two methiods. Pepper and Harris $[5,6]$ calculated natural convection in closed containors with an alternating SIP and obtained solutions up to Rayleigh numbers $\sim 10{ }^{6}$.

[^1]Application of SIP to three-dimensional problems has been limited. The three-dimensional algorithms were initially developed by Weinstein et al. [7] to calculate multiphase reservoir flow problems. However, three-dimensional STP has been used by Long and Pepper [8] and Pepper and Kern [9] to calculate timedependent mesoscale transport of concentration.

Three-dimensional problems are considerably more difficult to solve than two-dimensional problems because the number of unknown transport terms to be solved is increased, and because a more complicated set of boundary constraints (Ozoe et al. [10]) must be used. Numerical instability and rime and memury requirements are also more severe. The SIP method appears to be a reliable computational scheme which can alleviate some of these restrictions.

Natural convection problems have been successfully analyzed by several investigators with threedimensional numerical techniques. Aziz and Hellums [11] used a three-dimensional ADIP with a CrankNicolson procedure to calculate natural convection in an enclosure with heating from below. Solutions were obtained with the vorticity-vector potential equations and with the three-dimensional equations of motion. Best results were obtained with the vorticity-vector potential form of the governing equations. Williams [12] used Dufort-Frankel differencing to solve the equations of motion for free convection in an annular space and obtained satisfactory results, but significant amounts of computation time were required. Holst and Aziz [13] c.alculated transient natural convection in porous media with ADIP and SOR (successive overrelaxation) procedures to solve the set of vorticityvector potential equations. Higher heat transfer rates occurred across porous media in three-dimensional
motion than in two-dimensional motion. Lipps [14] has also calculated three-dimensional Bénard convection based on the numerical method used by Williams [12].

Mallinson and de Vahl Davis [15] calculated threedimensional laminar natural convection in an enclosure with ADIP coupled with a false transient procedure to convert the steady state vector potential equations to parabolic form. This procedure created a marching solution equivalent to a single iterative procedure for the vector potential equations. Mallinson and de Vahl Davis [15] found the vorticity-vector potential form of the governing equations to be best suited for calculating three-dimensional free convective flow in an enclosure. Ozoe et al. [10] used ADIP to calculate the three-dimensional vorticity-vector potential equations for natural convection with heating from below in a cubical box, a long channel, and the region between infinite, horizontal plates. Numerical results agreed with experimental results. Ozoe et al. [10] also obtained realistic results for natural convection in a long inclined rectangular box heated from below.
i ADIP is normally used to calculate threedimensional equations. However, ADIP requires a splitting of the time step along with a triple sweep of the solution domain to obtain the three-dimensional values of one field variable. Although only a tridiagonal is solved per sweep, the solution time increases significantly as the number of equations increases. SIP solves the unknown variables without requiring a splitting of the time step and yet still solves the three-dimensional implicit form of the equation with efficient matrix solution algorithms. In many instances, SIP has been found to be more accurate and less time consuming than ADIP (Stone et al. [1] and Lin et al. [4]).

To assess the computational model, several simple test cases are analyzed for three-dimensional, laminar, natural convection in an enclosed fluid with constant properties. Differential side heating is used with one vertical wall heated and the opposite wall cooled. The top, bottom, and remaining side vertical walls are insulated. The temperature gradients created by these boundary conditions influence buoyancy, which causes the fluid to rotate.

A simple case of interest in comfort heating is also analyzed: heating of a cubical room by a uniform floor or ceiling "radiant" heat system. The system is modeled by assuming that a vertical wall is exposed to a cooled surface at constant temperature. Interior side and rear walls are insulated. In one case, the floor is heated at constant temperature (e.g., by a hydronic system with inlaid pipes, or by an electrical system with imbedded heating cables), and the ceiling is insulated. For the other case, the inverse system is assumed with the ceiling heated and the floor insulated. The question of which system produces more comfortable air temperatures and uniform air patterns minimizing drafts is briefly examined.

## GOUVERNING EQUATIONS

The equations of motion for laminar natural convection in an enclosure can be written in nondimensional form $[10,15]$ as

$$
\begin{align*}
& : \frac{\partial \vec{\omega}}{\partial \tau}=\nabla \times(\vec{\omega} \times \vec{U})-\operatorname{PrRa}(\nabla \times \theta \vec{g})+\operatorname{Pr} \nabla^{2} \overrightarrow{11}  \tag{1}\\
& : \quad 0=\nabla^{2} \bar{\psi}+\vec{\omega}  \tag{2}\\
& : \frac{\partial \theta}{\partial \tau}=-\nabla \cdot(\bar{u} \theta)+\nabla^{2} \theta \tag{3}
\end{align*}
$$

where $\vec{\omega}$ is the vorticity vector, $\bar{\Psi}$ is the vector
potential, $\theta_{\rightarrow}$ is the temperature, $\overrightarrow{\mathbf{U}}$ is the velocity vector, and $\vec{g}$ is the gravitational vector.

The equation set is written in divergence form in order to permit the velocity-vorticity produats to be evaluated at the same point (conserving vorticity in a local sense). Bozeman and Dalton [2] found that the divergence form of the two-dimensional vorticity transport equation gave more reliable results with SIP than with the convective form.

Equations (1) through (3) are based on the premise that $\nabla \cdot \vec{U}=\mathrm{Q}$. In actuality, equation (2) can be rewritten as $\underset{\omega}{\omega}=-\nabla^{2} \bar{\Psi}+\nabla(\nabla \cdot \psi)$. Assuming incompressibility, the vector potential in the exact solution is solenoidal. However, since the numerical solution is inexact, $\nabla \cdot \mathbb{U}$ will have some nonzero value. However, Aziz and Hellums [11] found that $\nabla(\nabla \cdot \Psi)$ for a $10 \times 10 \times 10$ mesh was negligible compared to $\nabla^{2} \bar{\psi}$. In an effort to numerically determine how well divergence is satisfied within the computational domain, $\nabla \cdot \overrightarrow{\mathrm{u}}$ was calculated throughout the enclosure. ${ }^{2}$ Maximum values did not exceed $10^{-2}$ for cases where $10^{4} \leq \operatorname{Ra} \leq 10^{5}$.

To enhance the rate of transient convergence, equations (1) and (2) are altered to the following form [15]:

$$
\begin{align*}
\frac{\operatorname{Pr}}{\alpha_{W}} \frac{\partial \vec{\omega}}{\partial \tau} & =-\nabla \times(\vec{\omega} \times \vec{U})-\operatorname{PrRa}(\nabla \times \theta \vec{g})+\operatorname{Pr} \nabla^{2} \vec{\omega}  \tag{4}\\
\frac{1}{\alpha_{\Psi}} \frac{\partial \vec{\Psi}}{\partial \tau} & =\nabla^{2} \vec{\Psi}+\vec{\omega}  \tag{5}\\
\frac{\partial \theta}{\partial \tau} & =-\nabla \cdot(\vec{U} \theta)+\nabla^{2} \theta \tag{6}
\end{align*}
$$

where the transient term in equation (1) is premultiplied by $\left(\operatorname{Pr} / \alpha_{w}\right)$ and a fictitious transient tertn added to equation (2). Parameters $\alpha_{w}$ and $\alpha_{\psi}$ are set equal for 0.050 and 1.0 , respectively. Although the true transient solutions are lost, the solutions behave similarly to the transient nature of the flow. At long periods of time, the transient terms become insignificant and the true steady-state solution is obtained.

The vorticity vector and the vector potential can be written in terms of three-dimensional components as

$$
\begin{equation*}
\vec{\omega}=w_{1} \hat{i}+w_{2} \hat{j}+w_{3} \hat{k} \text { and } \hat{\Psi}=\Psi_{1} \hat{i}+\Psi_{2} \hat{j}+\Psi_{3} \hat{k} \tag{7}
\end{equation*}
$$

Subscripts 1,2 , and 3 denote values in the $X, Y$, and $z$ planes, respectively. The three-dimensional region is confined by the planes $X=0,1, Y=0,1$, and $Z=0,1$ as shown in Figure 1.


Fig. 1 Three-dimensional solution domain

[^2]The boundary conditions subject to solution of equations (4) through (6) are given in Table 1. Formulation of the boundary conditions are discussed by Hirasaki and Hellums [17], Mallinson and de Vahl Davis [15], and Aziz and Hellums [11]. Finite difference approximations to the boundary condition relation for $\bar{\Psi}$ and $\theta$ are based on three point central difference approximations and imaginary points outside the solution domain. Vorticity boundary conditions are approximated by assuming vorticity to vary linearly with wall distance (Gosman et al. [18]). In order to enhance stabilization of the computation, the wall vorticity values are weight-averaged with both old and new values such that

$$
\begin{equation*}
\vec{\omega}^{\mathrm{n}+1}=\left.(1-\gamma) \vec{\omega}^{\mathrm{n}}\right|_{\text {wa11 }}+\left.\gamma \vec{\omega}^{\star}\right|_{\text {wall }} \tag{8}
\end{equation*}
$$

where $0^{*}$ is calculated from the most recent vorticity boundary condition relation and $\gamma$ is the weightaveraged coefficient. Best results were obtained with $\gamma:=0.6$, as in Reference [2].

Table 1. Boundary conditions

|  | $X=0,1$ | $Y=0,1$ | $Z=0,1$ |
| :--- | :---: | :---: | :---: |
| $\omega_{1}$ | 0 | $-\frac{\partial^{2} \Psi_{1}}{\partial Y^{2}}$ | $-\frac{\partial^{2} \Psi_{1}}{\partial Z^{2}}$ |
| $\omega_{2}$ | $-\frac{\partial^{2} \Psi_{2}}{\partial X^{2}}$ | 0 | $-\frac{\partial^{2} \Psi_{2}}{\partial Z^{2}}$ |
| $\omega_{9}$ | $\frac{\partial^{2} \Psi_{3}}{\partial X^{2}}$ | $\frac{\partial^{2} \Psi_{3}}{\partial Y^{2}}$ | 0 |
| $\Psi_{1}$ | 0 | 0 | 0 |
| $\Psi_{2}$ | 0 | $\frac{\partial \Psi_{2}}{\partial Y}=0$ | 0 |
| $\Psi_{3}$ | 0 | $\frac{\partial \Psi_{3}}{\partial Z}=0$ |  |
| $T$ (side <br> heating) | 1,0 | $\frac{\partial T}{\partial Y}=0$ | $\frac{\partial T}{\partial Z}=0$ |
| f (heating <br> from above, <br> felow) | $\frac{\partial T}{\partial X}=0,0$ | $\frac{\partial T}{\partial Y}=0$ | $T=1, \frac{\partial T}{\partial Z}=0$ |

## NÚMERICAL METHOD

SIP requires the equations of motion to be separated into discrete finite differences by forward-intime, centered-in-space approximations for the derivative terms. This discretization creates a sparse matrix banded by seven diagonal elements. SIP alters this matrix into a series of upper and lower matrices, which can be solved efficiently by Gaussian elimination techniques. The discretized form of equation (4) for the $\omega_{1}$ component unrtic.it.y is written as

$$
\begin{aligned}
& \frac{\operatorname{Pr}}{a_{\omega}} \frac{\omega_{1, j, k}^{\omega_{1}+1}-{ }_{11_{1}}^{n}}{\Delta \tau}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{w_{i, j, k+1}{ }^{\omega_{1}^{n+1}}{ }_{i, j, k+1}-w_{i, j, k-1} w_{1, j, k-1}^{n+1}}{2 \Delta Z}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{u_{i, j+1, k} \omega_{2, j+1, k}^{n}-U_{i, j-1, k} \omega_{2}^{n}}{2 \Delta Y} \\
& +\frac{u_{i, j, k+1} \omega_{3_{i, j, k+1}}^{n}-U_{i, j, k-1} \omega_{3, j, k-1}^{n}}{2 \Delta Z} \\
& -\operatorname{RaPr} \frac{\left(\theta_{i, j+1, k}^{n}-\theta_{i, j-1, k)}^{n}\right.}{2 \Delta Y} \\
& +\operatorname{Pr}\left[\frac{\omega_{i+1, j, k}^{n+1}{ }^{-2 \omega_{1}^{n+1}} \frac{i, j, k}{}{ }^{+\omega_{1}^{n+1}}{ }_{i-1, j, k}}{\Delta x^{2}}\right. \\
& +\frac{\omega_{1, j+1, k}^{n+1}-2 \omega_{1}^{n+1}{ }_{1, j, k}^{+w_{1}^{n+1}}}{\Delta Y_{i, j-1, k}^{2}} \\
& \left.+\frac{\omega_{1_{i, j, k+1}}^{n+1}{ }_{1, j, k}^{n+1}{ }^{n+\omega_{1}^{n+1}}{ }_{i, j, k-1}^{n}}{\Delta z^{2}}\right] \tag{9}
\end{align*}
$$

Similar relations can be written for the $\omega_{2}, \omega_{3}, \bar{\Psi}_{1-3}$, and $\theta$ equations. The advection terms in equation (9) have been written in conservative form to ensure conservation of vorticity in the finite difference form as well as in the differential form. A finite difference molecule for equation (9) is shown in Figure 2. Equation (9) can be rewritten as


Fig. 2 Computational grid molecule
Coefficients $D_{i, j}, k, F_{i, j}, k, B_{i}, j, k, H_{i, j}, k, Z_{i}^{i}, j, k$, $S_{i, j, k}$, and $E_{i, j, k}$ and their subsequent values for the remaining equations in the set are defined in Table 2.

Table 2. Coefficients of [M]

|  | W1 | $\omega 2$ | $\omega 3$ | $\Psi_{1}, \Psi_{2}, \Psi_{3}$ | T |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{\mathrm{i}}$ | $-\operatorname{Pr} / \Delta X^{2}$ | $-\frac{U_{i-1, j, k}}{2 \Delta X}-\frac{P r}{\Delta X^{2}}$ | $-\frac{U_{i-1, j, k}}{2 \Delta X}-\frac{P r}{\Delta X^{2}}$ | $-1 / \Delta x^{2}$ | $-\frac{U_{i-1, j}, k}{2 \Delta X}-\frac{1}{\Delta X^{2}}$ |
| $\mathrm{F}_{\mathrm{i}}$ | $-\mathrm{Pr} / \Delta \mathrm{X}^{2}$ | $\frac{U_{i+1, j}, k}{2 \Delta X}-\frac{\mathrm{Pr}}{\Delta \mathrm{X}^{2}}$ | $\frac{U_{i+1, j}+k}{2 \Delta X}-\frac{P r}{\Delta X^{2}}$ | $-1 / \Delta x^{2}$ | $\frac{U_{i+1, j}, k}{2 \Delta X}-\frac{1}{\Delta X^{2}}$ |
| $\mathrm{B}_{\mathrm{i}}$ | $-\frac{V_{i, j-1, k}}{2 \Delta Y}-\operatorname{Pr} / \Delta Y^{2}$ | $-\frac{P_{r}}{\Delta Y^{2}}$ | $-\frac{V_{i, j-1, k}}{2 \Delta Y}-\frac{P r}{\Delta Y^{2}}$ | - $1 / \Delta Y^{2}$ | $=\frac{V_{i, j-1, k}}{2 \Delta Y}-\frac{1}{\Delta Y^{2}}$ |
| $\mathrm{H}_{\mathbf{i}}$ | $\frac{V_{i, j+1, k}}{2 \Delta Y}-\frac{P r}{\Delta Y^{2}}$ | $-\frac{\mathrm{Pr}}{\overline{\Delta Y^{2}}}$ | $\frac{V_{i, j+1, k}}{2 \Delta Y}=\frac{p_{r}}{\Delta Y^{2}}$ | $-1 / \Delta Y^{2}$ | $\frac{V_{i, j+1, k}}{2 \Delta Y}-\frac{1}{\Delta Y^{2}}$ |
| $z_{i}^{1}$ | $-\frac{W_{i, j, k-1}}{2 \Delta Z}-\frac{P r}{\Delta Z^{2}}$ | $-\frac{W_{i, j, k+1}}{2 \Delta Z}-\frac{\mathrm{Pr}}{\Delta Z^{2}}$ | $-\frac{P I}{\Delta Z^{2}}$ | $-1 / \Delta z^{2}$ | $-\frac{W_{i, j, k-1}}{2 \Delta Z} \cdot \frac{1}{\Delta Z^{2}}$ |
| $S_{i}$ | $\frac{W_{i, j}, k+1}{2 \Delta z}-\frac{P r}{\Delta z^{2}}$ | $\frac{W_{i, j, k+1}}{2 \Delta z}-\frac{P r}{\Delta Z^{2}}$ | $-\frac{\mathrm{Pr}}{\Delta Z^{2}}$ | $-1 / \Delta z^{2}$ | $\frac{W_{i, j, k+1}}{2 \Delta Z}-\frac{1}{\Delta Z^{2}}$ |
| $E_{i}$ | $\frac{\mathrm{Pr}}{\alpha_{\omega} \Delta \tau}+\frac{2 \mathrm{Pr}}{\Delta \mathrm{X}^{2}}+\frac{2 \mathrm{Pr}}{\Delta \mathrm{Y}^{2}}+\frac{2 \mathrm{Pr}}{\Delta Z^{2}}$ | . |  | $\frac{1}{\alpha_{S} \overline{\Delta T}}+\frac{2}{\Delta X^{2}}+\frac{2}{\Delta Y^{2}}+\frac{2}{\Delta Z^{2}}$ | $\frac{1}{\Delta \tau}+\frac{2}{\Delta X^{2}}+\frac{2}{\Delta Y^{2}}+\frac{2}{\Delta Z^{2}}$ |

Equation (10) can be rewritten in matrix form as $[M]\{\phi\}=\{q\}$
where $[M]$ is the sparse coefficient matrix containing seven diagonals, $\{\phi\}$ is the column matrix of unknown values of vorticity, vector potentials, or temperature. $\{q\}$ is the column matrix of explicitly known values evaluated at the nth time step. The coefficients of $\{q\}$ are shown in Table 3.

Table 3. Coefficients of $\{q\}$

| $q_{i}^{n}$ |  |
| :---: | :---: |
| $\omega_{1}$ | $\begin{aligned} \phi_{i, j, k} \frac{\operatorname{Pr}}{\alpha_{\omega} \Delta \tau} & +\frac{u_{i, j+1, k} \omega_{2, j+1, k}-U_{i, j-1, k} \omega_{2}}{2 \Delta Y} \\ & +\frac{U_{i, j, k+1, k}}{} \\ & +\operatorname{PrRa} \frac{\theta_{i, j+1, k}-\theta_{i, j-1 k}}{2 \Delta Y}-U_{i, j, k-1} \omega_{3} \end{aligned}$ |
| $\omega_{2}$ | $\begin{aligned} \Phi_{i, j, k} \frac{P_{r}}{\alpha_{\Delta}^{\Delta} \omega^{\tau}} & +\frac{v_{i+1, j, k} \omega_{1_{i+1, j, k}}-v_{i-1, j, k} \omega_{1-1, j, k}}{2 \Delta X} \\ & +\frac{v_{i, j, k+1} \omega_{1, j, k+1}-v_{i, j, k-1} \omega_{3}{ }_{i, j, k-1}}{2 \Delta Z} \\ & +\operatorname{PrRa} \frac{\theta_{i+1, j, k}-\theta_{i-1, j, k}}{2 \Delta X} \end{aligned}$ |
| $\cdot^{*}$ | $\begin{aligned} \phi_{i, j, k} \frac{\operatorname{Pr}}{\alpha_{\omega} \Delta \tau} & +\frac{W_{i+1, j, k} \omega_{1+1, j, k}-W_{i-1, j, k} \omega_{1-1, j, k}}{2 \Delta X} \\ & +\frac{W_{i, j+1, k} \omega_{2}{ }_{i, j+1, k}-W_{i, j-1, k^{\omega}}{ }_{i, j-1, k}}{2 \Delta Y} \end{aligned}$ |
| $\Psi_{1}$ | $\omega_{1, j, k}+\frac{\phi_{i, j, k}}{\alpha_{s} \Delta \tau}$ |
| $\Psi_{2}$ | $\omega_{2_{i, j, k}}+\frac{\phi_{i, j, k}}{\alpha_{s} \Delta \tau}$ |
| $\Psi_{3}$ | $\omega_{3_{i, j, k}}+\frac{\phi_{i, j, k}}{\alpha_{s} \Delta \tau}$ |
| $\theta$ | $\frac{\phi_{i, j, k}}{\Delta \tau}$ |

In order to efficiently solve matrix [M], equation (9) is altered by adding additional terms similar to the procedure used in two-dimensional SIP. This alteration allows matrix $[M]$ to be factored into lower and upper matrices, [Ld] and [Ud], which irequire less computer storage and calculation time when solved by elimination techniques. Equation (9) is rewritten as

$$
\begin{align*}
& D_{i, j, k} \phi_{i-1, j, k}+B_{i, j, k} \phi_{i, j-1, k}+z_{i, j, k}^{\prime} \phi_{i, j, k-1} \\
& +E_{i, j, k} \phi_{i, j, k}+F_{i, j, k} \phi_{i+1, j, k}+H_{i, j, k} \phi_{i, j+1, k} \\
& +s_{i, j, k} \phi_{i, j, k+1}+C_{i, j, k}\left[\phi_{i+1, j-1, k}-\alpha_{1}\left(-\phi_{i, j, k}\right.\right. \\
& \left.\left.+\phi_{i+1, j, k}+\phi_{i, j-1, k}\right)\right]+G_{i, j, k}\left[\phi_{i-1, j+1, k}\right. \\
& \left.-\alpha_{1}\left(-\phi_{i, j, k}+\phi_{i-1, j, k}+\phi_{i, j+1, k}\right)\right] \\
& +A_{i, j, k}\left[\phi_{i+1, j, k-1}-\alpha_{2}\left(-\phi_{i, j, k}+\phi_{i+1, j, k}+\psi_{i, j, k-1}\right)\right] \\
& +W_{i, j, k}^{\prime}\left[\phi_{i-1, j, k+1}-\alpha_{2}\left(-\phi_{i, j, k}+\phi_{i-1, j, k}+\phi_{i, j, k+1}\right)\right] \\
& +T_{i, j, k}^{\prime}\left[\phi_{i, j+1, k-1}-\alpha_{3}\left(-\phi_{i, j, k}+\phi_{i, j+1, k}+\phi_{i, j, k-1}\right)\right] \\
& +P_{i, j, k}\left[\phi_{i, j-1, k+1}-\alpha_{3}\left(-\phi_{i, j, k}+\phi_{i, j-1, k}+\phi_{i, j, k+1}\right)\right] \\
& =R_{i, j, k} \tag{12}
\end{align*}
$$

The first seven terms on the left-hand side of equation (12) are the original coefficients of equation (9); the remaining terms, $C_{i}, j, k, G_{i}, j, k$, $A_{i}, j, k, W_{i}^{\prime}, j, k, T T_{i}^{\prime}, j, k$, and $P_{i}, j, k$ are coefficijents associated wíth the ádditional néw unknown valụes $\phi_{i+1, j-1, k}, \phi_{i-1, j+1, k}, \phi_{i+1}, j, k-1, \phi_{i, j+1, k-1}$, and $\psi_{i}, j-1, k+1$, respectively. The influence of these new terms is reduced by subtracting nearly equal terms (in parentheses) adjacent to the new variables. The parameters $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ are iteration values which
vary between $0<\alpha_{i}<1$ to account for large variations in $\phi_{i, j}, k$ or variable grid spacing. A cyclic set of ten values for $\alpha_{i}$ was used based on the procedure described by Weinstein et al. [7].

Equation (12) can be written in matrix notation as

$$
\begin{equation*}
\left[M^{\prime}\right]\{\phi\}=\{q\} \tag{13}
\end{equation*}
$$

[M'] now contains 13 diagonal coefficients. Factorizing [ $M^{\prime}$ ] into the product of upper and lower matrices creates two matrices each containing four nonzero diagonal elements. Figure 3 shows the original sevendiagonal matrix, and Figure 4 shows the altered matrix with the [Ud] and [Ld] matrices.


Fig. 3 Original seven-diagonal matrix [M]


Fig. 4 Altered coefficient of [ $M^{\prime}$ ]
The three-dimensional SIP algorithms are based on the [Ld] and [Ud] diagonal terms and are given as

$$
\begin{aligned}
& a_{i, j, k}=z_{i, j, k} /\left(1+a_{2} e_{i, j, k-1}+\alpha_{1} f_{i, j, k-1}\right) \\
& b_{i, j, k}=B_{i, j, k} /\left(1+\alpha_{2} g_{i, j-1, k}+\alpha_{1} e_{i, j-1, k}\right) \\
& c_{i, j, k}=d_{i, j, k} /\left(1+\alpha_{2} g_{i-1, j, k}+\alpha_{1} f_{i-1, j, k}\right) \\
& A_{i, j, k}=a_{i, j, k} e_{i, j, k-1} \\
& c_{i, j, k}=b_{i, j, k} e_{i, j=1, k} \\
& c_{i, j, k}=c_{i, j, k} f_{i-1, j, k} \\
& w_{i, j, k}^{\prime}=c_{i, j, k} g_{i-1, j, k}
\end{aligned}
$$

$$
\begin{align*}
T_{i, j, k}^{\prime} & =a_{i, j, k} f_{i, j, k-1} \\
P_{i, j, k} & =b_{i, j, k} g_{i, j-1, k} \\
d_{i, j, k} & =E_{i, j, k}+\alpha_{2}\left(A_{i, j, k}+w_{i, j, k}^{\prime}\right)+\alpha_{3}\left(T_{i, j, k}^{\prime}+P_{i, j, k}\right) \\
& +\alpha_{2}\left(c_{i, j, k}+G_{i, j, k}\right)-c_{i, j, k}^{e}{ }_{i-1, j, k}-b_{i, j, k} f_{i, j-1, k} \\
& -a_{i, j, k} g_{i, j, k-1} \\
c_{i, j, k} & =\left(F_{i, j, k}-a_{2} A_{i, j, k}-a_{1} c_{i, j, k}\right) / d_{i, j, k} \\
f_{i, j, k} & =\left(H_{i, j, k}-\alpha_{3} T_{i, j, k}^{\prime}-\alpha_{1} G_{i, j, k}\right) / d_{i, j, k} \\
g_{i, j, k} & =\left(s_{i, j, k}-\alpha_{2} W_{i, j, k}^{\prime}-\alpha_{3} p_{i, j, k}\right) / d_{i, j, k} \tag{14}
\end{align*}
$$

To reduce roundoff errors, the unknown $\phi_{1}^{\mathrm{n}+\frac{1}{j}, \mathrm{k}} \stackrel{\mathrm{f}}{\mathrm{f}}$ values are solved in residual form such that

$$
\begin{equation*}
\left[M^{\prime}\right]\left\{\Delta \phi^{n+1}\right\}=\{R\} \tag{15}
\end{equation*}
$$

where $\{R\}=\{q\}-[M]\{q\}$ as given in equation (12) and $\Delta \phi^{n+1}=\phi^{n+1}-\phi^{n}$. Equation (15) can be rewritten as

$$
\begin{equation*}
\left[M^{\prime}\right]\left\{\Delta \phi^{\mathrm{n}+1}\right\}=[\mathrm{Ld}][\mathrm{Ud}]\left\{\Delta \phi^{\mathrm{n}+1}\right\}=\{\mathrm{R}\} \tag{16}
\end{equation*}
$$

If $[\mathrm{Ud}]\left\{\Delta \phi^{n+1}\right\}=\{\tilde{\mathrm{V}}\}$, equation (16) becomes

$$
\begin{equation*}
[\mathrm{Ld}]\{\tilde{\mathrm{V}}\}=\{\mathrm{R}\} \tag{17}
\end{equation*}
$$

At node point $i, j, k$, equations (16) and (17) can be written as

$$
\begin{align*}
\tilde{v}_{i, j, k} & =\left(R_{i, j, k}^{n}-c_{i, j}, \tilde{v}_{i, j, k-1}\right. \\
& \left.-b_{i, j, k} \tilde{v}_{i, j-1, k}-c_{i, j, k} \tilde{v}_{i-1, j, k}\right) / d_{i, j, k}  \tag{18}\\
\Delta \phi_{i, j, k}^{n+1} & =\tilde{v}_{i, j, k}^{n+1}-c_{i, j, k} \Delta \phi_{i+1, j, k}^{n+1} \\
& -f_{i, j, k} \Delta \phi_{i, j+1, k}^{n+1}-g_{i, j, k} \Delta \phi_{i, j, k+1}^{n+1} \tag{19}
\end{align*}
$$

and

Once $\Delta \phi_{i, j}^{n+1}, k$ is solved, $\phi_{i, j}^{n+1}, k$ can be found. An alternate set of algorithms can be written for oddnumbered time steps (or iterations) similar to the procedure outlined by Pepper and Harris [6] and Weinstein et al. [7]. In some instances an altprnating sequence may accelerate convergence and maintain stability of the solution by creating overall symmetry in [M']. In this study, the use of an alternating sequence did not enhance the solution time or accuracy; results shown in this analysis are based on the single get algorithms as presented here. In comparing the accuracy of SIP with ADIP, Weinstein et al. [7] found that single precision SIP solutions were comparable to double precision ADIP solutions; that SIP was less sensitive to rounding errors than ADIP; and that although SIP required larger iteration time than ADIP, fewer iterations were needed to converge the solution. Similar studies made by Lin et al. [4] and Pepper and Harris [6] support these observations.

## RESULTS

## Side Heating

A series of five simple tests was conducted with one vertical side wall heated and the opposite vertical side wall cooled. The Rayleigh numbers were limited to $10^{3} \leq R a \leq 2.5 \times 10^{5}$ in order to keep computation time to a reasonable level (as well as minimize instability). For low to moderate Rayleigh numbers, steady state results are generally of interest. Solutions beyond $\mathrm{Ra} \geq 10^{6}$ become unsteady and oscillatory (particularly at low Pr ), and require more accurate numerical techniques (Fromm [20]).

Steady state results for $\omega_{2}, \Psi_{2}$, and $\theta$ are shown in Figures 5-7 for Rayleigh numbers $10^{3}, 10^{4}$, and $10^{5}$, respectively. Contours are drawn in the lateral ( $Y$ ) plane midway through the enclosure. The aspect ratio is $1(\mathrm{X}): 1(\mathrm{Y}): 1(\mathrm{Z})$, and the Prandtl number is equal to 10. At low to moderate Rayleigh numbers ( $10^{4}<\mathrm{Ra}$ $<10^{5}$ ), the effect of varying Prandtl number on heat transfer rates and flow patterns is minimal. For Ra $\geq 10^{5}$, changes in Prandtl number dramatically alter temperature flux (and axial flow patterns, [15]). $\operatorname{Pr}=10$ was chosen in order to compare with results obtained in References [10] and [15] and would be expected to be compatible with results obtained for $\operatorname{Pr}>1$, providing $\mathrm{Ra}<10^{5}$. The two-dimensional planar recirculation patterns are similar to two-dimensional patterns obtained in References [11] and [15]. ${ }^{3}$

Figure 8 shows steady state results for $\mathrm{Ra}=10^{4}$ and $\mathrm{Ra}=3 \times 10^{4}$ with the aspect ratio altered to $1: 2: 1$. The mesh spacing was altered to $11 \times 21 \times 11$. The effect of increasing the longitudinal aspect ratio results in an increase in the strength of the flow; i.e., the maximum $\Psi_{2}$ value increases as the aspect ratio is increased; similar effects occur with increasing Rayleigh number (Figures 8 a and 8 b ).

Figure 9 shows steady state results for $\mathrm{Ra}=$ $2.5 \times 10^{5}$ for aspect ratio $1: 1: 1$ with $\operatorname{Pr}=10$ and $\mathrm{Pr}=0.71$. The structure of the three-dimensional flow becomes complicated due to the occurrence of secondary flow. The difference in flow patterns in Figures 9a and 9b indicate that a decrease in Pr leads to an increase in advective activity. Flow patterns obtained at $\mathrm{Pr}=100$ were nearly identical to results at $\operatorname{Pr}=10$ and supports the observation made in Reference [15] that the flow becomes invariant for $\operatorname{Pr} \geq 10$, coupled with a decrease in inertial effects.

Solutions obtained for $10^{5} \leq \mathrm{Ra} \leq 2.5 \times 10^{5}$ required approximately three times as much computation time as the solution for $\mathrm{Ra}=10^{4}$. Solutions attempted for $\mathrm{Ra} \geq 10^{6}$ could not be achieved. This appears to be due to the inability of the finite difference mesh to adequately resolve flow variables and the inability of the coefficient matrix to maintain diagonal dominance (mesh Reynolds number $\leq 2$ ) with central difference operators. Techniques resembling central difference accuracy but with "upwind difference" stability are discussed by Jacobs [3], Dennis and Walsh [21], and kichards and Crame [22], and can be implemented without difficulty. However, care must be taken to assure that the solutions are not overly damped; i.e., the pseudo-diffusion effect does not lead to physically unrelated solutions [8].

Bottom or Top Heating - Side Cooling
The case of bottom heating versus top heating with one vertical wall cooled (remaining walls insulated) is portrayed in steady state $\omega_{2}, \Psi_{2}$, and $\theta$ contours in the $\mathrm{Y}=0.5$ plane in Figures 10 and 11, respectively. Results are given for $\mathrm{Ra}=10^{4}$ and $10^{5}$. Vertical heating generally results in a stable stratification of temperature with very light recirculation $\left(\Psi_{2}\right)$. In many instances, the flow field must be perturbed before a substantial horizontal (lateral) temperature gradient is created (enhancing recirculation). The cooled vertical side wall in this case acts as a temperature sink, creating a significant horizontal temperature gradient near the wall, resembling actual room heating conditions encountered in buildings.

Figure 10 appears to exhibit more comfortable (uniform) heat distribution with less circulation (minimizing drafts) than Figure 11. However, conclusions drawn from these results at low Rayleigh numbers cannot be assumed to hold for environmental heating in general. Inability of the numerical method to solve environmental heating problems where $10^{6} \leq \mathrm{Ra}$ $\leq 10^{12}$ severely limits qualitative decisions to be made with regards to heating location. Likewise, decisions as to how the space inside the enclosure is to be used must also be considered.

The effect of increased heating is shown in Figure 12 with the Rayleigh number plotted as a function of the Nusselt number. Since the differencing scheme limited Rayleigh numbers to Ra $\leq 10^{6}$, the Nusselt number was calculated by the relation (at any value of $Y$ )

$$
\begin{equation*}
N u=\left.\int_{0}^{1} \frac{\partial \theta}{\partial X}\right|_{\text {wall }} d z \tag{20}
\end{equation*}
$$

The average value was obtained by calculating $\partial \theta / \partial x$ at $X=0,1$ and computing the Nusselt number at both surfaces in the $Y=0.5$ plane and averaging the results. ${ }^{4}$ At low Rayleigh numbers, the boundary layer is thick relative to the mesh size, so that sufficient accuracy is possible by assuming only conduction and omitting convective flux. Equation (20) was thus solved with a three-point forward difference for $\partial \theta / \partial x$ and Simpson's rule for the integration. Aziz and Hellums [11] state that two-, three-, and four-point nonconserving differences for $\partial \theta / \partial \mathrm{x}$ caused a maximum variation in Nusselt number of about $10 \%$ (less at steady state conditions). At higher Rayleigh numbers, the heat flux would more accurately be evaluated from a conservative balance.


Fig. $5 \omega_{2}, \psi_{2}$, and 0 values for $\mathrm{Ra}=10^{3} ; \mathrm{Y}-0.5$
${ }^{3}$ An effective visualization technique is the plotting of particle tracks in three-dimensional space [15]. However such methods generally require excessive computation time.
${ }^{4}$ For the case of comfort heating in a cubical room, $\partial \theta / \partial x$ is evaluated at $X=1$ only, since all other walls are assumed adiabatic.


Fig. $6 \omega_{2}, \psi_{2}$, and $\theta$ values for $R a=10^{4} ; Y=0.5$


Fig. $7 \omega_{2}, \psi_{2}$, and $\theta$ values for $\mathrm{Ra}=10^{5} ; \mathrm{Y}=0.5$


Fig 8a $\omega_{2}, \psi_{2}$, and $\theta$ values for $\mathrm{Ra}=10^{4}$ (Aspect ratio $1: 2: 1$ )


Fig. $8 \mathrm{~b} \omega_{2}, \psi_{2}$, and $\theta$ values for $\mathrm{Ra}=3 \times 10^{4}$ (Aspect ratio $1: 2: 1$ )


Fig. $9 \mathrm{a} \omega_{2}, \psi_{2}$, and $\theta$ values for $\mathrm{Ra}=2.5 \times 10^{5} ; \mathrm{Y}=0.5 ; \operatorname{Pr}=10$


Fig. $9 \mathrm{~b} \omega_{2}, \psi_{2}$, and $\theta$ values for $\mathrm{Ra}=2.5 \times 10^{5} ; \mathrm{Y}=0.5 ; \operatorname{Pr}=0.71$


Fig. 10 Bottom heating with right vertical wall cooled (Remaining walls insulated)


Fig. 11 Top heating with right vertical wall cooled (Remaining walls insulated)


Fig. 12 Mean Nusselt number versus Rayleigh number

## CONCLUSIONS

The numerical solution of three-dimensional laminar natural convection in an enclosure has been obtained with the strongly implicit procedure (SIP). The governing equations of motion were altered to the vorticity-vector potential equation set. A false transient technique was used to enhance the convergence rate of the transient nature of the flow to steady state conditions. Although computer storage requirements are moderate, computation times are fast (usually faster than alternating direction implicit procedures). The general nature of SIP permits a wide range of problems to be solved with only minor alterations to the SIP algorithm.

Two-dimensional planar contours of flow variables obtained by SIP for the simple case of laminar natural convection due to differential side heating are similar to published results. SIP was also used to test the effectiveness of heating an enclosure from either below or above with an adjacent vertical side wall cooled.

Results are inconclusive as to which form of heating is better since high Rayleigh number flows could not be obtained with the present differencing scheme.

At Rayleigh numbers on the order of $10^{6}$ and higher, the centered differencing pattern used in SIP is unable to resolve the flow structure adequately without excessively fine mesh spacing (and subsequently small time step increment). If coarse mesh spacing is used, the solutions quickly become oscillatory and diverge. This is due to a loss of diagonal dominance in the matrix structure. Rewriting the equation set in a unidirectional discretization pattern would restore stability but reduce accuracy (with pseudo-diffusion). Higher order recursion relations, coupled with the SIP matrix algorithms, could conceivably allow higher Rayleigh number flows to be simulated.
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## NOMENCLATURE

$$
\begin{aligned}
& A=\text { coefficient for } \phi_{i+1, j, k-1}^{n+1} \\
& B=\text { coefficient for } \phi_{i, j-1, k}^{n+1} \\
& C=\text { coefficient for } \phi_{i+1, j-1, k}^{n+1} \\
& D=\text { coefficient for } \phi_{i-1, j, k}^{n+1} \\
& E=\text { coefficient for } \phi_{i, j, k}^{n+1} \\
& F=\text { coefficient for } \phi_{i+1, j, k}^{n+1} \\
& G=\text { coefficient for } \phi_{i-1, j+1, k}^{n+1} \\
& \vec{g}=\text { acceleration of gravity, } \vec{g}=g(z) \\
& H=\text { coefficient for } \phi_{i, j+1, k}^{n+1} \\
& \hat{i}, \hat{j}, \hat{k}=\text { unit vector in direction of coordinate axis } \\
& \mathrm{L}=\text { distance between sides } \\
& {[M]=\text { seven diagonal matrix of } B, D, E, F, H, S, Z} \\
& \text { [ } M^{\prime} \text { ] = altered sparse matrix with } 13 \text { diagonals } \\
& P=\text { coefficient for } \phi_{i, j-1, k+1}^{n+1} \\
& q=\text { coefficient for } \phi_{i, j, k}^{n} \\
& R=\text { residual, }\{R\}=\left[M^{\prime}\right]\left\{\nabla \phi^{n+l}\right\} \\
& S=\text { coefficient for } \phi_{i, j, k+1}^{n+1} \\
& T=\text { temperature } \\
& t=t i m e \\
& T^{\prime}=\text { coefficient for } \phi_{i, j+1, k-1}^{n+1} \\
& \overrightarrow{\mathbf{U}}=\text { velocity vector } \\
& \mathrm{U}=\text { nondimensional velocity component in the } \\
& \mathrm{x} \text { direction, } \mathrm{U}=\mathrm{uL} / \alpha \\
& u=\text { velocity component in the } x \text { direction } \\
& V=\text { nondimensional velocity component in the } \\
& y \text { direction, } V=v L / \alpha \\
& v=\text { velocity component in the } y \text { direction } \\
& \{\tilde{V}\}=\text { column matrix, }\{\tilde{V}\}=[U d]\left\{\Delta \phi^{n+1}\right\} \\
& W^{\prime}=\text { coefficient for } \phi_{i-1, j, k+1}^{n+1} \\
& W=\text { nondimensional velocity component in the } \\
& z \text { direction, } W=w L / \alpha \\
& w=\text { velocity component in the } z \text { direction } \\
& X=\text { nondimensional horizontal coordinate, } \\
& X=x / L \\
& Y=\text { nondimensional lateral coordinate, } Y=y / L \\
& Z \text { m nondinensiunal verifal coordinate, } Z=z / L \\
& Z^{\prime}=\text { coefficient for } \phi_{i, j, k-1}^{n+1} \\
& \text { Ld }=\text { lower diagonal matrix } \\
& \mathrm{Nu}=\mathrm{Nusselt} \text { number } \\
& \operatorname{Pr}=\operatorname{Prandtl} \text { number, } \operatorname{Pr}=v / \alpha \\
& R a=\text { Rayleigh number, } R a=\vec{g} \beta\left(T_{h}-T_{C}\right) L^{3} / \alpha \nu \\
& \text { Ud = upper diagonal matrix }
\end{aligned}
$$

$$
\begin{aligned}
\alpha & =\text { thermal diffusivity } \\
\alpha_{1}, \alpha_{2}, \alpha_{3} & =\text { iteration parameters } \\
\alpha_{W}, \alpha_{\psi} & =\text { false transient term for } \vec{\omega}, \vec{\psi} \\
\beta & =\text { volumetric coefficient of expansion }(1 / T) \\
\nabla & =\hat{i} \frac{\partial}{\partial x}+\hat{j} \frac{\partial}{\partial y}+\hat{k} \frac{\partial}{\partial z} \\
\nabla^{2} & =\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} \\
\theta & =\text { nondimensional temperature, } \theta=\frac{T-T_{c}}{T_{h}-T_{C}} \\
\nu & =\text { kinematic viscosity } \\
\tau & =\text { nondimensional time, } \tau=\text { ta/L } \\
\psi & =\text { variable representing } \omega, \psi, \text { or } \theta \\
\vec{\Psi} & =\text { nondimensional vector potential } \\
\vec{\omega} & =\text { nondimensional vorticity vector } \\
\Delta X & =\text { horizontal grid spacing } \\
\Delta Y & =\text { lateral grid spacing } \\
\Delta Z & =\text { vertical grid spacing } \\
\Delta \tau & =\text { time step increment } \\
\Delta \phi^{n+1} & =\phi^{n+l}-\phi^{n}
\end{aligned}
$$

## Subscripts

$i, i+1, i-1=$ horizontal grid point locations
$j, j+1, j-1=1 a t e r a l$ grid point locations
$k, k+1, k-1=$ vertical grid point locations
h = hot
$c=\operatorname{col} d$

## Superscripts

n = present time level, known values
$n+1=$ new time level, unknown values

## Symbols

$\}=$ column matrix
[ ] = sparse matrix of $n \times m$
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[^2]:    A fourth order three-dimensional cubic spline technique was used to calculate the first order gradients (Rubin et al. [19]).

