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and ϕ:Ω→ ℋα(ℂ) is a Hölder continuous random potential function satisfying one of 
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CHAPTER 1

INTRODUCTION

1.1. The Deterministic Case; Known Results

Any holomorphic map T from the Riemann sphere Ĉ := C ∪ {∞} to itself has the form

T (x) =
p(x)

q(x)
=
anx

n + . . .+ a0x
0

bnxn + . . .+ b0x0
,

where a0, . . . , an and b0, . . . , bn are complex numbers. Such a map is called a rational function.

It can be assumed without loss of generality that the polynomials p and q do not have any

common factors which can be cancelled out, or equivalently, that they do not have any

common roots.

The dynamics of rational functions were first studied by Fatou and Julia. They studied

the domain of normality of the function T , i.e. the set

FT := {x ∈ Ĉ : there exists a neighborhood U of x such that

the iterates (T n)n form a normal family on U}.

This set is known as the Fatou set, whereas its complement JT := Ĉ \ FT is known as the

Julia set. It can be seen from the definition that the Fatou set is open and the Julia set is

closed. In most cases the Julia set has a fractal structure and the interesting dynamics of T

take place on JT .

Suppose that X is a compact metric space, for example X = JT , and suppose that

T : X → X is a continuous map. Adler, Konheim and McAndrew [2] defined a way to

measure how “complicated” the dynamics of the map T are, using a single number, called

the topological entropy. The topological entropy is defined as

htop(T ) := lim
ε→0

lim sup
n→∞

1

n
ln sup

E⊆X
#(E),
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where the supremum is taken over all (n, ε)-separated subsets E of X, i.e. all sets E ⊆ X

such that

x, y ∈ E, d(T j(x), T j(y)) ≤ ε ∀j = 0, . . . , n− 1⇒ x = y.

In the case where T is a rational function and X is either JT or the entire Riemann

sphere Ĉ, the topological entropy of T was computed by Gromov [8], who proved that

(1.1.1) htop(T ) = ln(deg(T )).

(The degree of a rational function is the maximum of the degrees of its numerator and

denominator, or, alteratively, the number of preimages of a generic point.) Note that [8] was

originally circulated as a preprint as early as 1977, and therefore predates other proofs of

this result, in particular Lyubich’s proof [12], which was the first published proof of (1.1.1).

Motivated by physical considerations arising in statistical mechanics, D. Ruelle [21] gen-

eralized this definiton to include the effect of a “potential function” φ : X → R. This

function is supposed to represent the negative potential energy corresponding to each ele-

ment of the configuration space X describing a physical system. The topological pressure of

the dynamical system T and the potential function φ is defined as

P (T, φ) := lim
ε→0

lim sup
n→∞

1

n
ln sup

E⊆X

∑
x∈E

eφ
n(x),

where the supremum is again taken over all (n, ε)-separated subsets E of X. Here we are

using the shorthand

φn(x) :=
n−1∑
j=0

φ(T j(x)).

Clearly, the special case φ ≡ 0 gives the topological entropy htop(T ) = P (T, φ).

The dynamics of the map T can also be analyzed by considering invariant measures on

X, i.e. Borel measures µ satisfying T∗[µ] = µ, where T∗[µ] := µ◦T−1. If µ is such a measure,

we define the metric entropy of µ by considering finite Borel partitions A of X: For each

such partition A, we define

Hµ(A) :=
∑
A∈A

µ(A) ln

(
1

µ(A)

)
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hµ(T ;A) := lim
n→∞

1

n
Hµ

(
n−1∨
j=0

T−jA

)
and we let hµ(T ) be the supremum of hµ(T ;A) over all finite partitions A of X. It turns out

that the supremum can also be taken over all countable partitions A satisfying Hµ(A) <∞,

without affecting the result.

The relation between these two notions of entropy is given by the famous Variational

Principle of Goodman, Goodwyn, and Dinaburg [9], stating that

(1.1.2) htop(T ) = sup {hµ(T ) : µ is an invariant measure on X} .

A more general version was proven later by Walters [23], stating that for any continuous

potential function φ : X → R, we have

(1.1.3) P (T, φ) = sup

{
hµ(T ) +

∫
φdµ : µ is an invariant measure on X

}
.

A shorter proof was also given by Misiurewicz [17].

As a consequence of this variational principle, any measure µ which attains the supremum

in (1.1.2) is seen as containing “all of the entropy of the system”. Similarly, a measure

which attains the supremum in (1.1.3) is supposed to minimize the “Gibbs free energy”.

Accordingly, such a measure will be called a measure of maximal entropy in the first case

and an equilibrium state in the second case, and it is viewed as the natural measure for some

physical applications. Consequently, it is of interest to discover whether such a measure

exists, and if so, whether it is unique.

In the case of rational functions, the first result in this direction is due to Lyubich

[12], who proved the existence of a measure of maximal entropy for T , constructed as the

limiting distribution of the preimages of a fixed point, which may be chosen arbitrarily from

the complement of a certain finite subset of Ĉ which depends on T . The uniqueness of this

measure was proven by Mañé [13], who used an inequality of Ruelle to show that any measure

of positive entropy has a generating partition of finite entropy. These two results concern

only the topological entropy and not the topological pressure; the first result concerning the

pressure was given by Denker and Urbański [7], who proved the following theorem:
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Theorem 1.1 (Denker and Urbański, ’91). Suppose that T is a rational map of degree at

least two and suppose that φ : Ĉ→ R is Hölder continuous and satisfies

(1.1.4) P (T, φ) > sup(φ).

Then there is a unique equilibrium state for (T, φ).

In a general dynamical system, (1.1.4) might be an unreasonable condition since the

pressure is defined as a limit of limits and can rarely be calculated explicitly. However,

because of (1.1.1), and some well-known bounds relating the topological pressure and the

topological entropy, (1.1.4) follows from the easy to check condition

sup(φ)− inf(φ) < ln(deg(T )).

Theorem 1.1 was proven independently by Przytycki [19].

1.2. The Random Case; Known Results

In a physically realistic dynamical system, it may be unreasonable to expect that the

same map T will be used to determine the iteration at every point in time. Instead, there

may be some randomness and different maps will be chosen. In this case, we consider the

iterates of a point x to be the sequence

(x, T0(x), T1 ◦ T0(x), T2 ◦ T1 ◦ T0(x), . . .),

for some sequence of transformations Ti : X → X, chosen randomly according to some

probability distribution. We will, however, make the assumption that the transformation to

be applied does not depend on time in any predictable way, i.e. the distribution of T0 is the

same as the distribution of T1, etc. However, in general there could be correlations between

the random variables T0, T1, . . ..

Mathematically, we consider the following model: Let T = (Tω)ω∈Ω be a collection of

continuous endomorphisms of a topological space X parameterized by a standard Borel

probability space (Ω,P), such that the map ω 7→ Tω is Borel measurable. (Here the set

of continuous transformations of X is given the compact-open topology, which yields a
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Borel structure on this set.) Let θ : Ω → Ω be an ergodic invertible measure-preserving

transformation. We call the tuple (T,Ω,P, θ) a random dynamical system on X. The

dynamics of this system are given by the pseudo-iterates

T nω (x) := Tθn−1ω ◦ . . . ◦ Tω(x).

Random dynamical systems have been studied by several authors, including Kifer [11] and

Arnold [3]. Note that Kifer studied the case in which the sequence (Tθjω)j∈N is independent

and identically distributed.

We will also introduce the notion of a relative dynamical system:

Definition 1.2. A (measurable) relative dynamical system consists of

• A probability space (Ω,P)

• An ergodic invertible measure-preserving transformation θ : Ω→ Ω [This map will

usually be notated without parentheses i.e. θω := θ(ω)]

• A measurable space X

• A measurable transformation T : X→ X

• A measurable map π : X→ Ω such that the diagram commutes, i.e. π ◦ T = θ ◦ π.

In the literature, such a system is often called a random dynamical system; however,

this disagrees with our above definition of a random dynamical system, and I prefer to

keep the former. The concepts of a random dynamical system and a relative dynamical

system are closely linked, however: If (T,Ω,P, θ) is a random dynamical system, a rela-

tive dynamical system can be constructed in a natural way as a skew-product. Specifically,

let X = Ω × X, and let T : X → X be defined by T(ω, p) := (θω, Tω(p)). The sextuple

(Ω,P, θ,X,T, π1) is called the relative dynamical system associated with the random dynam-

ical system (T,Ω,P, θ).

Next, we will generalize the definitions and results of the previous section to the case of

random and relative dynamical systems:
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Suppose that (Ω,P, θ,X,T, π) is a relative dynamical system. LetM(X,T,P) be the set

of all T-invariant probability measures σ on X such that π∗[σ] = P, and let Me(X,T,P) be

the set of all ergodic elements of M(X,T,P). We have the following definition:

Definition 1.3. If σ ∈ M(X,T,P), the relative entropy of T over θ with respect to σ is

defined by the equations

hσ(T � θ) := sup
A
hσ(T � θ;A)

hσ(T � θ;A) := lim
n→∞

1

n
Hσ

(
n−1∨
j=0

T−jA � π−1εΩ

)

(The supremum is taken over all partitions A of X such that Hσ(A � π−1εΩ) < ∞. εΩ and

εX are the partitions into points of Ω and X, respectively.) For proof of the existence of the

limit see [[5] Theorem 2.2, p.102].

Now, we assume that (Ω,P, θ,X,T, π) is the relative dynamical system associated to a

random dynamical system (T,Ω,P, θ) on a compact metric space X. We define a random

potential function on (T,Ω,P, θ) to be a measurable map φ : Ω→ C(X). (Here C(X) is the

set of all continuous real-valued functions on X, endowed with the compact-open topology.)

It will usually be denoted in subscript i.e. φω := φ(ω).

The following generalization of topological pressure appeared first in [1] for the case

φ ≡ 0, and in [5] in full generality:

Definition 1.4. Suppose that φ : Ω→ C(X) is a random potential function on (T,Ω,P, θ).

Assume further that φ satisfies

(1.2.1)

∫
‖φω‖∞dP(ω) <∞.

The relativistic pressure of T over θ with respect to φ is defined by the equation

Pφ,P(T � θ) := lim
ε→0

lim sup
n→∞

1

n

∫
ln sup

E⊆X

(∑
x∈E

eφ
n
ω(x)

)
dP(ω),

6



where the supremum is taken over all (ω, n, ε)-separated subsets E of X, i.e. all sets E ⊆ X

such that

x, y ∈ E, d(T jω(x), T jω(y)) ≤ ε ∀j = 0, . . . , n− 1⇒ x = y

and where

φnω(x) :=
n−1∑
j=0

φθjω(T jω(x)).

(c.f. [[5] Definition 5.4, p.109]) If φ = 0, then Pφ,P(T � θ) is called the relative topological

entropy of T over θ, and is denoted htop,P(T � θ).

We have the following variational principle, which is essentially due to Bögenschutz:

Theorem 1.5. Suppose that (T,Ω,P, θ) is a random dynamical system on a compact metric

space X, and suppose that φ : Ω → C(X) is a random potential function satisfying (1.2.1).

Then

(1.2.2) Pφ,P(T � θ) = sup
σ∈M(X,T,P)

(
hσ(T � θ) +

∫
φdσ

)
.

As in the deterministic case, the variational principle motivates the concept of an equi-

librium state:

Definition 1.6. If (Ω,P, θ, T,X, φ) are as in Theorem 1.5, then an equilibrium state of

(X,T, φ) over (Ω,P, θ) is an element σ ∈ M(X,T,P) on which the supremum in (1.2.2) is

achieved. If φ = 0, an equilibrium state is called a measure of maximal relative entropy of

(X,T) over (Ω,P, θ).

As before, it is of interest to determine the existence and uniqueness of equilibrium states.

For the case of rational functions, there is only one previously known result due to Jonsson

[10]:

Theorem 1.7 (Jonsson, ’00). Suppose that (T,Ω,P, θ) is a random dynamical system on Ĉ

consisting of rational functions Tω, such that Ω is a compact metric space and such that the

maps θ : Ω → Ω and T : Ω → Rd are continuous. (Here Rd is the set of rational functions

of degree d for some fixed d ≥ 2, endowed with the compact-open topology.) Suppose that

7



hP(θ) < ∞. Then there exists a unique measure of maximal relative entropy of (X,T) over

(Ω,P, θ). Furthermore

(1.2.3) sup
σ∈M(X,T,P)

hσ(T � θ) = ln(d).

Remark 1.8. The left hand side of (1.2.3) is equal to

htop,P(T � θ)

by Bogenschütz’s random variational principle (Theorem 1.5). Thus (1.2.3) generalizes the

deterministic equation (1.1.1).

Note that the proof of Theorem 1.7 relies heavily on the use of potential theory. It turns

out that this technique is essentially useless when considering a nonzero potential function.

Thus new techniques are needed to consider the case φ 6≡ 0. These techniques come from the

Denker-Urbański paper [7]; however, some care is needed to make these techniques generalize

to the random setting.

1.3. Our Results

Fix a random dynamical system (T,Ω,P, θ) on Ĉ consisting of rational functions Tω

(henceforth we shall call such a system a holomorphic random dynamical system) and a

random potential function φ : Ω → Hα(Ĉ) (here α > 0 is fixed, and Hα(Ĉ) is the set of

α-Hölder continuous functions on Ĉ). Assume that the set

{deg(Tω) : ω ∈ Ω}

is bounded and does not contain 0 or 1. Also assume that the integrability condition∫
ln sup

x∈Ĉ
((Tω)∗(x))dP(ω) <∞

is satisfied. (Here and elsewhere (Tω)∗(x) is the derivative of Tω at x with respect to the

spherical metric.) In particular, this assumption is satisfied if T (Ω) is relatively compact.

8



For each ω ∈ Ω and n ∈ N, we define the Perron-Frobenius operator Lnω : C(Ĉ) → C(Ĉ)

via the equation

Lnω[f ](p) :=
∑

x∈(Tnω )−1(p)

exp

(
n−1∑
j=0

φθjω(T jω(x))

)
f(x).

(The sum is counted with multiplicity.)

Our first result is a generalization of Theorem 1.7. The strongest hypothesis in this

theorem is the fact that 1 is an eigenfunction of the Perron-Frobenius operator.

Theorem 1.9. Fix α > 0. Suppose that the integrability condition∫
‖φω‖αdP(ω) <∞

holds, and suppose that for each ω ∈ Ω, there exists λω > 0 so that Lω[1] = λω1. Then there

exists a unique equilibrium state of (X,T, φ) over (Ω,P, θ). Furthermore

Pφ,P(T � θ) =

∫
ln(λω)dP(ω).

Corollary 1.10. There exists a unique measure of maximal relative entropy of (X,T) over

(Ω,P, θ). Furthermore

htop,P(T � θ) := P0,P(T � θ) =

∫
ln(deg(Tω))dP(ω),

generalizing (1.2.3) and (1.1.1).

Proof. If φ = 0, then Lω[1] = deg(Tω)1. �

Remark 1.11. Theorem 1.7 is a corollary of Corollary 1.10.

Proof. The conclusion of Corollary 1.10 is the same as the conclusion of Theorem 1.7, and

the hypotheses are much weaker (in particular, the hypothesis of the compactness of Ω, and

therefore of T (Ω), is replaced by a much milder integrability hypothesis). �

The next theorem concerns random holomorphic dynamical systems which come from

perturbing a deterministic dynamical system.
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Theorem 1.12. Fix α > 0 and 0 ≤ τ < 1. For every rational function T0 of degree at least

two, there exists a neighborhood B of T0 in the compact-open topology such that the following

holds: If (T,Ω,P, θ) is a holomorphic random dynamical system on Ĉ with T (Ω) ⊆ B, if

φ : Ω→ C(Ĉ) is a random potential function, and if:

sup
ω∈Ω
‖φω‖α <∞(1.3.1)

sup(eφω) ≤ τ inf(Lω[1]) ∀ω ∈ Ω,(1.3.2)

then there exists a unique equilibrium state of (X,T, φ) over (Ω,P, θ).

Remark 1.13. (1.3.2) follows from the stronger hypothesis

sup(φω)− inf(φω) ≤ deg(Tω)− ε,

where ε := − ln(τ) > 0. In particular, this condition is satisfied when φ is close to 0.

Theorem 1.14. Fix α > 0, n ∈ N, and 0 ≤ τ < 1. For almost every set A ⊆ R of cardinal-

ity n, in both the topological and the measure-theoretic sense, there exists a neighborhood B

of A in the compact-open topology such that the following holds: If (T,Ω,P, θ) is a holomor-

phic random dynamical system on Ĉ with T (Ω) ⊆ B, if φ : Ω→ C(Ĉ) is a random potential

function, and if (1.3.1) and (1.3.2) are satisfied, then there exists a unique equilibrium state

of (X,T, φ) over (Ω,P, θ).

Remark 1.15.

• Theorem 1.9 is proved directly from Remark 4.2, Proposition 3.13, Theorem 4.3,

Theorem 4.45, and Theorem 4.46.

• Theorem 1.12 is proved directly from Remark 4.10, Theorem 4.9, Corollary 4.11,

Theorem 4.3, Theorem 4.45, and Theorem 4.46.

• Theorem 1.14 is proved directly from Remark 4.12, Theorem 4.9, Corollary 4.11,

Theorem 4.3, Theorem 4.45, and Theorem 4.46.
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CHAPTER 2

NOTATIONAL CONVENTIONS AND PRELIMINARIES

2.1. Notational Conventions 1

In this section we describe the more complex notational conventions used in this disser-

tation. More direct conventions are described in Section 2.2.

Fix m,n ∈ Z with m ≤ n. If (Tj)
n−1
j=m is a finite sequence of rational maps (possibly part

of a larger sequence), we denote the composition of its elements by

T nm := Tn−1 ◦ Tn−2 ◦ · · · ◦ Tm.

The contravariant map on sets we denote Tmn := (T nm)−1 : 2Ĉ → 2Ĉ. The covariant map on

measures we denote T nm = (σ 7→ σ ◦ Tmn ) :M(Ĉ) →M(Ĉ). We call the map T nm a pseudo-

iterate of the sequence (Tj)j. Here the set of values for j is left deliberately unspecified.

A basic property is that T nm ◦ Tmj = T nj whenever j ≤ m ≤ n. (This is also true when

j ≥ m ≥ n, but the meaning is different.) If A ⊆ R and n ∈ N, we write A n := {T n0 :

(Tj)0≤j<n is a sequence in A }.

Remark 2.1. These conventions can be thought of in the following way: For each n ∈

Z, there exists a different universe Xn := Ĉ; the fact that these Riemann surfaces are

all conformally equivalent is incidental. For each m,n ∈ Z with m ≤ n, T nm denotes a

holomorphic map from Xm to Xn. It does not make sense to compose two maps T n1
m1

and

T n2
m2

unless m1 = n2, because otherwise the domain and codomain are mismatched.

Our general philosophy will be to put a subscript on every object that lives in a particular

universe Xn. For objects which move other objects between different universes, the subscript

indicates the domain and the superscript indicates the codomain. For example, in the

11



thermodynamic formalism Lnm will indicate the Perron-Frobenius operator acting as a map

from C(Xm) to C(Xn); see Section 2.4.

In several sections of this dissertation, we will deal with a fixed holomorphic random

dynamical system (T,Ω,P, θ). We will almost always avoid mentioning explicitly the de-

pendence of objects on a fixed element ω ∈ Ω. In particular, for all j ∈ Z we will use j as

shorthand for θjω, i.e. Tj := Tθjω, φj := φθjω, and so on. Thus for each ω ∈ Ω we have

a doubly infinite sequence of rational functons (Tj)j∈Z. Conversely, if some object (such

as the Julia set) depends on the sequence (Tθjω)j, this can be indicated by simply using

a subscript of ω, i.e. Jω := J0 �ω is the Julia set of the sequence (Tθjω)j. In fact we

will use this convention even when talking about deterministic autonomous sequences i.e.

Jm �(Tj)j := J0 �(Tm+j)j .

The relation between the pseudo-iterates of the sequence (Tj)j = (Tθjω)j and the relative

dynamical system (Ω,P, θ,X,T, π1) is given by the formula

T nm(p) = π2(Tn−m(θmω, p))

This motivates the following notation: T nω := TTn−1ω ◦ . . . ◦ Tω = T n0 �ω. Note that we could

not have written Tnω as the superscript, as the map n 7→ Tnω is not necessarily injective.

Even in the case that this map is injective, the map (ω, n) 7→ T nω is measurable whereas the

map (ω,Tnω) 7→ T nω is not.

We define an event to be a proposition whose truth value depends on ω; the probability of

a measurable event, denoted P(event), is the P-measure of the set of all ω which satisfy the

event e.g. P(ω ∈ A) = P(A). Similarly, a random variable is a real number which depends

on ω, and the expected value of a integrable random variable, denoted E [random variable], is

the integral against P of the function which sends ω to the value which the random variable

takes on corresponding to that value of ω. If necessary, for non-measurable events, the phrase

“the probability of the event is at least x” means that the inner measure of the event is at

least x.
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Much of the time, we work with multisets rather than sets. If A and B are multisets,

f is a function, and C is a standard set, then the expressions A ∪ B, A ∩ C, #(A), f(A),∑
x∈A f(x), and 1A should all be interpreted in the multiset-theoretical sense.1 If there is a

star i.e. #∗(A) or
∑∗

x∈A f(x), then the expression should be interpreted in the regular set-

theoretic sense. If T is a holomorphic map of Riemann surfaces, and if p is in the codomain

of T , then by T−1(p), RPT , BPT , and FPT we mean the multisets consisting of all preimages

of p, ramification points, branch points, and fixed points, respectively, counting multiplicity,

so that BPT = T (RPT ), and

#(T−1(p)) = deg(T )

#(BPT ) = #(RPT ) = 2 deg(T )− 2

#(FPT ) = deg(T ) + 1

assuming deg(T ) ≥ 2. For example, #∗(T−1(p)) is the absolute number of preimages of p,

not counting multiplicity.

In some cases, we allow maps between multisets that send two copies of the same point

to different places; see Lemmas 2.11 and 2.12.

The word “multiplicity” is used in three senses in this paper. The multiplicity of a

multiset is the maximum of its characteristic function; its multiplicity at a point is its

characteristic function evaluated at that point. The multiplicity of a point p relative to a

rational map T will be denoted multT (x) or just mult(x). If T is a rational map and U ⊆ Ĉ

is open, the multiplicity mult(V ) of a connected component V ∈ CC(T−1(U)) is the degree

of the map T � V : V → U as a proper map between Riemann surfaces. Alternatively,

mult(V ) = #(T−1(x) ∩ V ) for all x ∈ U .

1For those familiar with algebraic geometry: A multiset can be thought of as an effective divisor on

Ĉ. The operations of union, cardinality, forward image, inverse image, and intersection with a standard set

correspond to the divisor concepts of sum, degree, push-forward, pullback, and restriction to a subdomain of

Ĉ, respectively. The operation of summation over a multiset has no direct analogue in the theory of divisors.

The characteristic function of a multiset is merely the divisor associated with it, interpreted as a map from

Ĉ to N.
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2.2. Notational Conventions 2

We make the following miscellaneous notational conventions:

We consider N = {0, 1, . . .}; in particular, 0 ∈ N.

Unless explicitly stated, variables are allowed to take on the value∞. However, they are

nonnegative unless otherwise stated.

εS is the partition of S into points.

All measurable spaces are assumed to be standard Borel.

If U ⊆ Ĉ, we denote the collection of connected components of U by CC(U).

K ⊂⊂ U means that K is relatively compact in U .

For every integer d ≥ 1, we denote the the set of all complex rational maps of degree

d by Rd, and the set of all non-constant rational maps by R =
∐∞

d=1 Rd. We assume that

both of these sets are endowed with the compact-open topology (equivalently, the uniform

topology).

The set of ramification points of a rational map T is denoted RPT ; the set of branch

points is denoted BPT , so that BPT = T (RPT ). The set of fixed points is denoted FPT .

We denote the (local) spherical metric on Ĉ by s, the corresponding distance function

(global metric) by ds, and the corresponding area measure by λs. Similarly, e is the local

Euclidean metric on C. We assume that the spherical area measure is normalized so that

λs(Ĉ) = 1; however the metric remains standard (i.e. s(z) = e(z)/(1+ |z|2)). Although these

normalizations are inconsistent with each other, no contradiction will occur since we will not

move between them. If T is a rational function, then T∗ denotes the map ‖T∗‖ : Ĉ → R

which sends a point to the the derivative of T at that point with respect to the spherical

metric.

If U is a hyperbolic Riemann surface, we denote the Poincaré metric on U by hU , and

the corresponding distance function by dU .

By ∆ we mean the Poincaré disk Be(0, 1); often we care only about the fact that it is a

simply connected hyperbolic Riemann surface, and not the embedding in Ĉ. The Poincaré

metric on ∆ we shorten h := h∆, and the corresponding distance function we denote dh.
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As a result of these conventions we have

tan(ds(0, x)) = de(0, x) = tanh(dh(0, x))

Bs(0, δ) = Be(0, tan(δ))

Bh(0, δ) = Be(0, tanh(δ))

diams(Ĉ) = π/2

λs(Bs(x, δ)) = sin(δ)

Remark 2.2. A useful inequality in connection with the last equation is the inequality

sin(b)

sin(a)
<
b

a
,

valid whenever 0 < a < b ≤ π/2. (It follows from the fact that sin is strictly concave down

on this interval.)

δx denotes the point measure centered at x; 1A denotes the characteristic function of the

set A.

If X is a topological space, then C(X) denoted the space of all continuous (real-valued)

functions on X, and M(X) denotes the space of all nonnegative measures on X. If X is a

compact metric space, then M(X) ⊆ C∗(X) is given the weak-* topology.

If f ∈ C(Ĉ), and K ⊆ Ĉ, we denote the modulus of continuity of f relative to K by

ρ
(K)
f (ε) := sup

x,y∈K
ds(x,y)≤ε

|f(y)− f(x)|.

The absolute modulus of continuity we denote ρf := ρ
(Ĉ)
f . Similarly, we define the relative

and absolute oscillation

‖f‖osc,K := sup
K

(f)− inf
K

(f) = ρ
(K)
f (π/2)

and

‖f‖osc := ‖f‖osc,Ĉ.
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We define a modulus of continuity to be a nondecreasing function γ : (0,∞)→ (0,∞) so

that γ(ε)−→
ε

0. It follows that ρ
(K)
f is a modulus of continuity, since f is uniformly continuous

on K.

We define the local α norm on a function φ ∈ C(Ĉ) to be ‖φ‖α,l := supε>0
ρφ(ε)

εα
.

If (fn)n is a sequence of functions and (Kn)n is a sequence of sets, we say that (fn)n tends

to a constant C uniformly on (Kn)n if ‖fn − C‖∞,Kn−→
n

0.

Operator norms will be notated in the following way: If R is an operator, then ‖R‖BA
means the operator norm of R where norms in the domain are taken according to the

(pseudo)norm ‖ · ‖A and norms in the range are taken according to the (pseudo)norm ‖ · ‖B.

(In other words, ‖R‖BA = sup{‖R[v]‖B : ‖v‖A ≤ 1}.) If both norms are the same, we write

‖R‖A = ‖R‖AA.

If f : X → Y is a function, then we denote the forward image of a measure µ ∈ M(X)

under f by f∗[µ]; i.e. f∗[µ](A) = µ(f−1(A)). (The use of brackets rather than parentheses is

because f is linear when interpreted as a map on measures.)

By a potential function we mean a continuous function from Ĉ to R.

A sequence of objects (Sn)n is (Tn)n-invariant if Sm = Tmn (Sn) for all m,n ∈ Z with

m ≤ n. (vice-versa if the objects move in the opposite direction)

2.3. Two Lemmas from Ergodic Theory

Let (T,Ω,P, θ) be a random dynamical system acting on a space X, and let A be a

measurable event. We note that the probability of A is translation-invariant : for any n ∈ N,

if B is the event obtained by translating each index occuring in the statement of A by n,

then P(B) = P(A). A similar statement holds for the expected values of random variables.

Lemma 2.3. If A is an event of positive probability, then it is almost certain that infinitely

many translates of A will occur in both directions.

Proof. This is a corollary of the Poincaré recurrence theorem, together with the fact that

P is assumed to be ergodic. �
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Lemma 2.4. If (An)n∈N is a sequence of measurable events with

P(An is satisfied by ω for all n ∈ N sufficiently large) = 1

then

P(∃n ∈ N such that An is satisfied by θ−nω) = 1.

Proof. Fix ε > 0. Continuity of measures gives N ∈ N such that

P(AN is satisfied by ω) ≥P(An is satisfied by ω for all n ≥ N) ≥ 1− ε.

Translation invariance of probabilities gives

P(∃n ∈ N such that An is satisfied by θ−nω) ≥P(AN is satisfied by θ−Nω) ≥ 1− ε.

Taking the supremum over all ε > 0 yields the lemma. �

Remark 2.5. The assumption here that the An are measurable is crucial. (Indeed, this

assumption is crucial whenever a continuity of measures argument is invoked.) In general

we will not verify this assumption directly, but refer to the Appendix (Section A).

2.4. Perron-Frobenius Operator: Definition, Notation, and Fundamental Lemma

Suppose that T is a rational map and that φ ∈ C(Ĉ) is a potential function. We define

the Perron-Frobenius operator L : C(Ĉ)→ C(Ĉ) associated with (T, φ) via the equation

(2.4.1) L[f ](p) :=
∑

x∈T−1(p)

exp(φ(x))f(x).

(Here we are using the conventions about multiplicity established in Section 2.1.)

If (Tj)j is a sequence of rational maps and if (φj)j is a sequence of potential functions,

then Lj denotes the Perron-Frobenius operator associated with (Tj, φj). We denote the

pseudo-iterates by Lnm := Ln−1 ◦ · · · ◦ Lm, and the Birkhoff sums by φnm :=
∑n−1

j=m φj ◦ T jm
[m < n in both cases]. It is an easy exercise to show that Lnm is the Perron-Frobenius

operator associated with (T nm, φ
n
m), i.e.

(2.4.2) Lnm[f ](p) =
∑

x∈Tmn (p)

exp(φnm(x))f(x).
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We denote the dual operator by exchanging indices, so that

Lmn [ν] :=

∫  ∑
x∈Tmn (p)

exp(φnm(x))δx

 dν(p).

If (T,Ω,P, θ) is a holomorphic random dynamical system on Ĉ, we define a random potential

function on (T,Ω,P, θ) to be a measurable map φ : Ω→ C(Ĉ). As in Section 2.1, we shorten

φj := φj(ω) := φ(θjω) for ω ∈ Ω fixed, and φ := φ0.

The following lemma will be used repeatedly. In words, it says that if f is a function and

g > 0 is a test function, then the convex hull of the range of L[f ]/L[g] is a subinterval of the

convex hull of the range of f/g.

Lemma 2.6. Suppose that T is a rational map, and suppose that φ is a potential function.

For any f, g ∈ C(Ĉ) with g > 0 and for any K ⊆ Ĉ, we have

sup
K

L[f ]

L[g]
≤ sup

T−1(K)

f

g
(2.4.3)

inf
K

L[f ]

L[g]
≥ inf

T−1(K)

f

g
(2.4.4) ∥∥∥∥L[f ]

L[g]

∥∥∥∥
osc,K

≤
∥∥∥∥fg
∥∥∥∥

osc,T−1(K)

(2.4.5)

Proof. Fix p ∈ K; for all x ∈ T−1(p), f(x) ≤ g(x) supT−1(K)(f/g). Summing over all

x ∈ T−1(p), dividing by L[g](p), and taking the supremum over all p ∈ K yields (2.4.3). A

similar argument yields (2.4.4). Subtracting (2.4.4) from (2.4.3) yields (2.4.5). �

2.5. Preliminaries from Complex Analysis

The following lemma describes the behavior of injective maps from the unit disk to the

Riemann sphere. It is similar to the well-known Koebe distortion theorem, which gives a

bound on the distortion of an injective map from the unit disk to the complex plane. Note,

however, that the bounded distortion claim from Koebe’s theorem is false when considering

maps to the sphere, as shown by Example 2.8 below.

Lemma 2.7. Suppose that U is a simply connected hyperbolic open set, and suppose that

ζ : U → Ĉ is holomorphic and injective. Then ζ is Lipschitz continuous with a corresponding

18



constant of
√

λs(ζ(U))
1−λs(ζ(U))

, if the continuity is measured with respect to the hyperbolic metric

hU on U , and with respect to the spherical metric s on Ĉ (note normalizations in Section

2.2).

Proof. By the Riemann mapping theorem, we may without loss of generality suppose that

U = ∆.

It is enough to show that for each x ∈ ∆,

(2.5.1) ‖ζ∗(x)‖sh ≤

√
λs(ζ(∆))

1− λs(ζ(∆))
.

(Recall that according to our conventions, ‖ · ‖sh indicates the operator norm from the hy-

perbolic metric to the spherical metric. ζ∗(x) indicates the induced map on tangent spaces.)

Without loss of generality we suppose that x = 0, and that ζ(x) = ∞. Let ζ(z) =∑∞
k=−1 ckz

k be the Laurent series for ζ in the annulus 0 < |z| < 1. (The injectivity of ζ

implies that the pole is simple and unique.) The area theorem [[6] Theorem 1.1 p.1] gives

that

λe(Ĉ \ ζ(∆)) = −π
∞∑

k=−1

k|ck|2

≤ π|c−1|2

= λe(Be(0, |c−1|))

Notice that the set Be(0, |c−1|) is in fact the solution to the optimization problem of maximiz-

ing a set’s spherical area while holding its Euclidean area fixed. (The formula for spherical

area in terms of a Euclidean integral implies that it is optimal for the mass to be as close to

the origin as possible.) Since Be(0, |c−1|) has maximal spherical area among sets with fixed

Euclidean area, it also has maximal spherical area among sets whose Euclidean area is less

than or equal to its own. Thus we have

λs(Ĉ \ ζ(∆)) ≤ λs(Be(0, |c−1|))

=

∫ |c−1|

r=0

∫ 2π

θ=0

rdrdθ

π(1 + r2)2
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= 1− 1

1 + |c−1|2

or

λs(ζ(∆)) ≥ 1

1 + |c−1|2

Solving for |c−1| yields

|c−1| ≥

√
1− λs(ζ(∆))

λs(ζ(∆))

Finally, we note that ‖ζ∗(0)‖sh = 1
|c−1| , so taking the reciprocal of both sides yields (2.5.1). /

Example 2.8. The family of maps (z 7→ cz)c∈R+ shows that the bound (2.5.1) is sharp.

Furthermore, as c tends to infinity, this family become a counterexample to any distortion

claim similar to that of the Koebe theorem.

Proof. In fact, direct calculation shows that if ζ(z) = cz, then ‖ζ∗(0)‖sh = c and λs(ζ(∆)) =

1
1+c2

, yielding that (2.5.1) is sharp.

As c goes to infinity, the derivative at zero goes to infinity, but since the map is injec-

tive, the change of variables formula implies that the derivative remains uniformly square-

integrable, and thus cannot tend uniformly to infinity on any set of positive measure. Thus

there exist sequences (ζn)n and (xn)n such that xn−→
n

0 and
‖(ζn)∗(0)‖sh
‖(ζn)∗(xn)‖sh

−→
n
∞; in other words

the distortion is unbounded. /

The next lemma extends Lemma 2.7 to the case where ζ is only locally injective. We

first need a definition:

Definition 2.9. Fix σ > 0. A map ζ : U → Ĉ is σ-locally injective if for all x, y ∈ U with

dU(x, y) ≤ σ and ζ(x) = ζ(y), we have x = y. ζ is uniformly locally injective if there exists

σ > 0 such that ζ is σ-locally injective.

Lemma 2.10. Fix σ > 0. Suppose that U is a simply connected hyperbolic open set, and

suppose that ζ : U → Ĉ is holomorphic and σ-locally injective. Then ζ is Lipschitz continuous

with a corresponding constant of coth(σ/2)
√

λs(ζ(U))
1−λs(ζ(U))

, if the continuity is measured with

respect to the hyperbolic metric hU on U , and with respect to the spherical metric s on Ĉ.
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Note that Lemma 2.7 is a special case, achieved by letting σ =∞.

Proof. As in the proof of Lemma 2.7, we may without loss of generality suppose that

U = ∆. Thus we need to show that for all x ∈ ∆,

(2.5.2) ‖ζ∗(x)‖sh ≤ coth(σ/2)

√
λs(ζ(∆))

1− λs(ζ(∆))
,

Again, without loss of generality we suppose that x = 0.

The hyperbolic diameter of B := Be(0, tanh(σ/2)) is σ. Thus ζ � B is injective, since

for all x, y ∈ B ⊆ ∆ such that ζ(x) = ζ(y), we have dh(x, y) ≤ σ and thus x = y since ζ is

σ-locally injective. Thus Lemma 2.7 applies, and

‖ζ∗(0)‖shB ≤

√
λs(ζ(B))

1− λs(ζ(B))
≤

√
λs(ζ(∆))

1− λs(ζ(∆))
.

(Recall that hB denotes the hyperbolic metric of B.) A simple calculation shows that h(0) =

tanh(σ/2)hB(0). The result then follows by composition. �

We shall furthermore need the following facts, which we will state without proof:

Lemma 2.11. Fix H <∞ and δ2 > 0. Then there exists δ1 > 0 so that if T is a rational map

with sup(T∗) ≤ H (and thus deg(T ) =
∫
T 2
∗ dλs ≤ H2), then T has the following property:

For all p, q ∈ Ĉ with ds(p, q) ≤ δ1, there exists a bijection Φ : T−1(p) → T−1(q) (recall that

these are multisets according to our conventions) such that

(2.5.3) ds(x,Φ(x)) ≤ δ2

for all x ∈ T−1(p).

Lemma 2.12. Suppose that T is a rational map. Fix δ2 > 0. Then there exists a neigh-

borhoood B of T such that for all S ∈ B and for all p ∈ Ĉ, there exist bijections

Φp : T−1(x)→ S−1(x)

ΦRP : RPT → RPS

ΦBP : BPT → BPS
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ΦFP : FPT → FPS

each with the property that (2.5.3) holds for all x in the appropriate domain.

Lemma 2.13. Suppose x ∈ Ĉ and T ∈ R. Then there exist arbitrarily small neighborhoods

Bx of x such that

T � Bx : Bx → T (Bx)

is proper of degree k := multT (x). In particular, T (∂Bx) ∩ T (Bx) = ∅.

Proof. Without loss of generality we may assume x = 0 and T (z) = zk on a small ball

[[16], Proposition 4.1, p.44]. �

2.6. The Kolmogorov-Sinai Theorem

In proving the existence and uniqueness of equilibrium states, we will need the follow-

ing generalization of the well-known Kolmogorov-Sinai theorem, which gives a method to

calculate the metric entropy of a relative dynamical system given certain hypotheses:

Proposition 2.14. Let (Ω,P, θ,X,T, π) be a relative dynamical system, and fix σ ∈M(X,T,P).

Suppose that there exists a partition A of X such that

A) A has finite σ-entropy over Ω i.e.

(2.6.1) Hσ(A � π−1εΩ) <∞.

B) A σ-almost generates X over Ω i.e.

(2.6.2)
∨
j∈N

T−jA ∨ π−1εΩ ≡σ εX,

where “A1 ≡σ A2” means that there exists a set A ⊆ X with σ(X \ A) = 0 such that

A1 � A = A2 � A.

Then the following equations hold:

(2.6.3) hσ(T � θ) = hσ(T � θ;A) = Hσ(εX � T−1εX)
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Furthermore, if (σω,p)(ω,p)∈X is the Rohlin decomposition of σ relative to T−1(εX) i.e.

σ =

∫
σω,pdσ(ω, p)

T∗[σω,p] = δω,p,

then

(2.6.4) hσ(T � θ) =

∫
Hσω,p(εX)dσ(ω, p).

Proof. (2.6.3) is a straightforward but tedious generalization of the deterministic case [[20]

Theorem 1.9.7 p.60]. A proof of the first equality is furthermore given in [[11] Lemma 1.5

p.45]. The equality

Hσ(εX � T−1εX) =

∫
Hσω,p(εX)dσ(ω, p)

just follows from the definition of conditional entropy; c.f. [[20] Definition 1.8.3 p.54]. �

Remark 2.15. Note that the right hand side of (2.6.3) does not depend on θ. The key

here is the hypothesis that there exists a partition which is generating and of finite entropy

relative to π−1εΩ. This condition is in a sense an indicator that Ω is the “correct quotient

space to look at”. For example, if hP(θ) > 0, then the conditions “there exists a partition

generating and of finite entropy relative to π−1εΩ” and “there exists a partition generating

and of finite entropy in the absolute sense” are incompatible.
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CHAPTER 3

TOPOLOGICAL DYNAMICS

3.1. Definitions and Basic Results

We begin this section by studying non-autonomous sequences of rational maps, and end

by studying holomorphic random dynamical systems.

Suppose that (Tj)j∈N is a sequence of rational maps. We define the Fatou and Julia sets

of the sequence (Tj)j∈N as follows: A point x ∈ Ĉ is Fatou [with respect to (Tj)j] if it has a

neighborhood U such that the sequence (T n0 � U)n∈N is a normal family. The set of Fatou

points is called the Fatou set and is denoted by F0, and the set of non-Fatou points is called

the Julia set and is denoted by J0. Since normality is a local property, it follows that the

sequence (T n0 � F0)n∈N is a normal family. This definition is a clear analogue of the definition

of the Fatou set in the deterministic case.

If T is a rational function, denote the set of its totally ramified points [points with

ramification degree deg(T )− 1] by ST . The exceptional set of a sequence (Tj)j∈N is the set

S0 := {x ∈ Ĉ : x ∈
⋂
n∈N

STn0 for all n ∈ N}

i.e. S0 is the set of points whose iterates are all totally ramified. The exceptional set of a

constant sequence (T )j is equal to the exceptional set of T defined in the standard way (i.e.

the largest finite fully invariant set). Note that Tn � Sn is always injective.

Remark 3.1. For any m,n ∈ Z, m < n, we have Tmn (Fn) = Fm and Tmn (Jn) = Jm. In other

words, the Fatou and Julia sequences (Fn)n and (Jn)n are fully (Tn)n-invariant. However,

the exceptional set (Sn)n is not in general fully invariant; it is only forward invariant. See

also Remark 3.9 below.
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Definition 3.2. A sequence (Tj)j∈N is linear if deg(Tj) = 1 for all j ∈ N, and quasilinear

if deg(Tj) = 1 for all but finitely many j ∈ N.

The assumption of nonlinearity or of non-quasilinearity has some immediate applications:

Remark 3.3. If (Tj)j∈N is nonlinear then #(S0) ≤ 2. If (Tj)j∈N is linear then S0 = Ĉ.

Proof. As in the deterministic case, this follows from the Riemann-Hurwitz formula for

the number of ramification points of a rational map. �

Remark 3.4. If (Tn)n is a sequence of rational functions such that deg(Tn)−→
n
∞, then (Tn)n

is not a normal family. In particular, if (Tj)j is not quasilinear, then J0 6= ∅.

Proof. The first assertion follows from the fact that the map T 7→ deg(T ) is continuous

from the compact-open topology, and never takes infinity as a value. The second assertion

follows from the first plus the fact that the degree is multiplicative. �

Lemma 3.5. Suppose that (Tj)j∈N is not quasilinear. For every κ > 0 such that Bs(S0, κ) ⊂⊂

F0, and for every κ2 > 0, there exists N ∈ N such that for all n ≥ N ,

T n0 (Bs(S0, κ)) ⊆ Bs(Sn, κ2).

Proof. Fix κ > 0 such that Bs(S0, κ) ⊂⊂ F0, and fix κ2 > 0. For each x ∈ S0,

(3.1.1) (T n0 � Bs(x, κ))n∈N

is a normal family. Now

multTn0 (x) = deg(T n0 )−→
n
∞.

Thus no subsequence of (3.1.1) can converge to a non-constant map, because multiplicity at a

point is upper-semicontinuous in the compact-open topology. It follows that diams(T
n
0 (Bs(x, κ)))−→

n
0.

Thus for sufficiently large n,

T n0 (Bs(x, κ)) ⊆ Bs(T
n
0 (x), κ2).
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But T n0 (x) ∈ Sn. Since #(S0) <∞ by Remark 3.3, we have that for sufficiently large n,

T n0 (Bs(S0, κ)) ⊆ Bs(Sn, κ2).

�

Of course, this lemma is moot if S0 ⊆ J0. In the deterministic case, this is fine, since

S0 is always a subset of the Fatou set. However, in the random case, this is not true; see

Proposition 3.12.

Definition 3.6. A sequence of rational functions (Tj)j is singular if S0 ∩ J0 6= ∅.

This concludes our study of non-autonomous non-thermodynamic dynamics. We move

on to random dynamics:

Remark 3.7. Suppose that (T,Ω,P, θ) is a holomorphic random dynamical system on Ĉ.

The maps ω 7→ Jω and ω 7→ Sω are Effros measurable, i.e. Borel measurable when the

codomain K (Ĉ) is given the Vietoris topology. (For more information see the Appendix

(Section A).)

Proof. Fix δ > 0. We have

{ω ∈ Ω : Bs(x, δ) ∩ Jω 6= ∅}

=

{
ω ∈ Ω : ∀δ2 > δ,H <∞ rational ∃n ∈ N such that sup

Bs(x,δ2)

(T n0 )∗ ≥ H

}
which is measurable by Theorem A.9. By a standard criterion for Effros measurability, the

map ω 7→ Jω is Effros measurable.

Now

Sω =
{
x : ∀n ∈ N ∃p ∈ Ĉ such that T 0

n(p) ⊆ {x}
}

which depends measurably on ω by Theorem A.9. �

Corollary 3.8. The maps ω 7→ #(Sω) and ω 7→ #(Sω ∩ Jω) are measurable. Thus the

sets {ω ∈ Ω : (Tj)j is quasilinear} and {ω ∈ Ω : (Tj)j is singular} are measurable.
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Proof. This follows directly from Corollary A.10. �

Remark 3.9. If (T,Ω,P, θ) is a holomorphic random dynamical system on Ĉ, then #(Sω) is

independent of ω for P-almost every ω ∈ Ω. In particular, P((Sn)n is fully invariant) = 1.

Proof. For all ω ∈ Ω, Tω(Sω) ⊆ Sθω, so #(Sω) ≤ #(Sθω). Since P is ergodic, it follows

that there exists a constant m = 0, 1, 2,∞ [see Remark 3.3] such that #(Sω) = m almost

surely.

Fix ω ∈ Ω such that #(Sn) = m for all n ∈ Z. If m = ∞, this means that Tj is degree

one for all j ∈ Z; thus Sn = Ĉ for all n, and (Sn)n is fully invariant. If m < ∞, then for

each j ∈ Z, we have

Tj(Sj) ⊆ Sj+1

Since Tj � Sj is injective, it follows that both sides have cardinality m. Thus we have equality.

Since each point of Sj is totally ramified, we have

Sj = (Tj)
−1(Tj(Sj)) = (Tj)

−1(Sj+1),

i.e. (Sn)n is fully invariant. �

Definitions 3.2 and 3.6 generalize straightforwardly to the random setting:

Definition 3.10. A holomorphic random dynamical system (T,Ω,P, θ) is linear if deg(T0) =

1 almost surely, antilinear if deg(T0) ≥ 2 almost surely, and singular if (Tj)j is almost cer-

tainly singular.

Remark 3.11. If (T,Ω,P, θ) is nonlinear, then (Tj)j is almost certainly not quasilinear. If

(T,Ω,P, θ) is nonsingular, then (Tj)j is almost certainly nonsingular.

Proof. Lemma 2.3 and Remark 3.7, together with the observation that for all m ∈ N, if

(Tm+j)j is nonsingular then (Tj)j is nonsingular. �

Thus by Remark 3.4, if (T,Ω,P, θ) is a nonlinear holomorphic action on Ĉ, then Jω 6= ∅

for almost all ω ∈ Ω.
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To show that nonsingularity is a nontrivial requirement, we give an example where it

fails. In this example, the dynamics are not destroyed completely, so that suggests that

there may be some interest in investigating singular actions. However we also show that

under reasonable hypotheses nonsingularity holds.

Proposition 3.12. There exists (T,Ω,P, θ) a holomorphic random dynamical system on Ĉ

such that

P(S0 = {∞} ⊆ J0 and HD(J0) ≥ 1) = 1.

Proposition 3.13. Suppose that (T,Ω,P, θ) is antilinear. If

E [ln sup(T∗)] <∞,

then (T,Ω,P, θ) is nonsingular.

In particular, if T∗[P] is a point measure or is supported on a compact set, then (T,Ω,P, θ)

is nonsingular. (However, the proofs of these special cases could be simplified.)

To prove Proposition 3.12, we will use the following lemma:

Lemma 3.14. For each n ∈ N, suppose that fn : Nn → N. Then there exists a probability

measure σ on N such that

(3.1.2) σN[(kn)n∈N : ∃ infinitely many n ∈ N such that kn ≥ fn(k0, . . . , kn−1)] = 1.

The idea is that according to σN, the odds are that every once in a while, something will

happen which is much more significant than anything which has happened before; informally

we could write

σN[(kn)n∈N : ∃ infinitely many n ∈ N such that kn >> k0, . . . , kn−1] = 1.

(fn)n specifies exactly what we mean by “>>”.

Proof of Lemma 3.14: Let

µ =
∑
`∈N

2−(`+1)δ`
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be the geometric distribution. An elementary exercise in probability shows that µN satisfies

µN[(`n)n∈N : ∃ infinitely many n ∈ N such that `n > `j ∀j < n and such that n ≤ 3`n ] = 1.

Define the sequence (k`)`∈N by induction:

(3.1.3) k` := max
n≤3`

max
(`j)

n−1
j=0

`j<` ∀j<n

fn(k`0 , . . . , k`n−1)

and let σ = (` 7→ k`)∗[µ]. Fix (`n)n∈N such that there exist infinitely many n ∈ N such that

`n > `j for all j < n and such that n ≤ 3`n . For each such n, by (3.1.3) we have

k`n ≥ fn(k`0 , . . . , k`n−1).

Thus

µN[(`n)n∈N : ∃ infinitely many n ∈ N such that k`n ≥ fn(k`0 , . . . , k`n−1)] = 1.

which clearly implies (3.1.2). �

Proof of Proposition 3.12: Define Q : C→ R by

(3.1.4) Qc(z) := 3z2 − 2z3 + cz2(z − 1)2.

Note that for each c ∈ C, the points 0, 1, and ∞ are all fixed ramification points, but only

∞ is totally ramified.

Now, deg(Qc) = 4 for c 6= 0, but deg(Q0) = 3. Clearly Qc−−→
c→0

Q0 locally uniformly on C,

but we cannot have Qc−−→
c→0

Q0 uniformly on Ĉ, because deg : R → N is continuous. Thus

(Qc)0<c≤1 is not a normal family in any neighborhood of ∞. So for all k ∈ N there exists

0 < ck ≤ 1 such that

Qck(Bs(∞, 2−k)) * Ĉ \Be(0, 1).

For each n ∈ N and for each n-tuple (kj)
n−1
j=0 , let f = fn(kj)j ≥ n be large enough so that

Qckn−1
◦ . . . ◦Qck0

(Bs(∞, 2−k)) ⊇ Bs(∞, 2−f ).
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Let σ ∈ M(N) be the probability measure given by Lemma 3.14. Let Ω = NZ, let P = σZ,

let θ be the shift map, and let T : Ω→ R be given by

T (kn)n := Qck0
.

Fix ω = (kn)n ∈ Ω and assume that there exist infinitely many n ∈ N such that kn ≥

fn(k0, . . . , kn−1); by Lemma 3.14, this assumption is almost certainly valid. For each n ∈ N

such that kn > fn(k0, . . . , kn−1), we have

T n+1
0 (Bs(∞, 2−kn)) = Qckn

◦ . . . ◦Qck0
(Bs(∞, 2−kn))

⊇ Qckn
(Bs(∞, 2−fn(kj)

n−1
j=0 )

⊇ Qckn
(Bs(∞, 2−kn)

* Ĉ \Be(0, 1).

But since kn ≥ n, we have

T n+1
0 (Bs(∞, 2−n)) * Ĉ \Be(0, 1).

Since this is true for all n ∈ N, it is clear that ∞ ∈ J0. Based on (3.1.4), it is clear that

S0 = {∞}. Thus, all that remains is to show that HD(J0) ≥ 1.

First, we show that 0, 1 ∈ F0. To see this, note that the family (Qc)0<c≤1 is normal on

C, and 0 and 1 are superattracting fixed points of this family. The result then follows from

an elementary calculation.

Since multTn0 (0),multTn0 (1) ≥ 2n−→
n
∞, we have that T n0 −→

n
0 locally uniformly on the con-

nected component of F0 containing 0, and T n0 −→
n

1 locally uniformly on the connected compo-

nent of F0 containing 1. Thus F0 has two distinct connected components, so HD(J0) ≥ 1. �

To prove Proposition 3.13, we will use the following lemma:

Lemma 3.15. Suppose that T ∈ R, and that x, y ∈ Ĉ. Let

H̃ =
32

π2
sup(T∗)

2.
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Then

‖(T∗)∗(x)‖es ≤ H̃(3.1.5)

|T∗(x)− T∗(y)| ≤ H̃ds(x, y)(3.1.6)

ds(T (x), T (y)) ≤ ds(x, y)[T∗(x) +
H̃

2
ds(x, y)](3.1.7)

Proof. Integration along the geodesic connecting x and y yields the sequence of implications

(3.1.5)⇒ (3.1.6)⇒ (3.1.7).

Thus we are reduced to proving (3.1.5). To this end, fix x ∈ Ĉ. Without loss of generality,

we may assume that x = T (x) = 0. Then

T∗(z) = |T ′(z)| 1 + |z|2

1 + |T (z)|2

(T∗)∗(0) = |T ′′(0)|,

since the conversion factor is equal to one up to second order. Now, the mean value inequality

gives

T
(
Bs

(
0,

π

4H

))
⊆ Bs

(
0,
π

4

)
T
(
Be

(
0, tan

( π

4H

)))
⊆ Be

(
0, tan

(π
4

))
= Be(0, 1)

|T | ≤ 1
[
on Be

(
0, tan

( π

4H

))]
We can now give an elementary bound from the Cauchy integral formula:

T (z) =
1

2πı

∫
w∈Se(0, π4H )

T (w)dw

w − z

T ′′(z) =
2!

2πı

∫
w∈Se(0, π4H )

T (w)dw

(w − z)3

|T ′′(0)| ≤ 2

2π

∫
w∈Se(0, π4H )

|dw|
|w|3

=
2

(π/(4H))2
=

32

π2
H2.

�
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Proof of Proposition 3.13. For each ω ∈ Ω, define

Hω :=
32

π2
sup(T∗)

2.

Clearly, E [ln(H)] <∞.

Fix ω ∈ Ω and assume that (Tj)j is non-quasilinear, and that there exists C < ∞ such

that

(3.1.8)
n−1∑
j=0

ln(Hj) ≤ Cn

for all n ∈ N. By the Birkhoff ergodic theorem, this assumption is almost certainly valid.

Let

δ = e−C .

Claim 3.16. For all x ∈ S0, for all y ∈ Bs(x, δ), and for all n ∈ N

ds(T
n
0 (x), T n0 (y)) ≤ δ

n−1∏
j=0

Hj

2eC
≤ 2−n.

Proof. First note that (3.1.8) implies

(3.1.9) δ
n−1∏
j=0

Hj

2eC
≤ 2−nδ ≤ min(2−n, e−C),

proving the right hand inequality.

The proof of the left hand inequality is by induction on n:

Base case n = 0: By hypothesis.

Inductive step: Assume the claim is true for n. Since x ∈ S0 and since (Tj)j is non-

quasilinear, we have T n0 (x) ∈ RPTn i.e. (Tn)∗ ◦ T n0 (x) = 0. By Lemma 3.15,

ds(T
n+1
0 (x), T n+1

0 (y)) ≤ ds(T
n
0 (x), T n0 (y))

(
(Tn)∗ ◦ T n0 (x) +

Hn

2
ds(T

n
0 (x), T n0 (y))

)

≤

(
δ

n−1∏
j=0

Hj

2eC

)2

Hn

2

≤ δ
n−1∏
j=0

Hj

2eC
Hn

2eC
= δ

n∏
j=0

Hj

2eC
;

the last inequality following from (3.1.9). /
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It follows that diam(T n0 (Bs(x, δ))) tends to zero as n approaches infinity. Thus Bs(x, δ) ⊆

F0; in particular x ∈ F0. Since this is true for all x ∈ S0, we have S0 ⊆ F0. �

In deterministic dynamics, if U is an open set such that some subsequence of (T n � U)n is

a normal family, then U is Fatou i.e. the entire sequence is normal. We give a counterexample

to a similar claim in random dynamics, although it is in a sense cheating since the example

is conjugate to a deterministic action.

Example 3.17. There exists a nonlinear nonsingular holomorphic random dynamical system

(T,Ω,P, θ) on Ĉ such that the following event is almost certain to occur:

Event 3.18. There exists an open set U intersecting the Julia set and an

increasing sequence (ni)i in N such that

diam(T ni0 (U))−→
i

0.

In particular, (T ni0 � U)i is a normal family.

Proof. Fix S ∈ R \R1 with no totally ramified points and with a geometrically attracting

fixed point p, i.e. 0 < S∗(p) < 1. Let B be a neighborhood of p which is relatively compact

in the attracting basin of p, so that diam(Sn(B))−→
n

0.

For each j ∈ N, fix φj ∈ R1 such that (φj)∗(p) = j. For each n ∈ N, let

fn(k0, . . . , kn−1) := f(n) := ndS∗(p)−ne.

Let σ ∈M(N) be the measure guaranteed by Lemma 3.14. Let

Ω = NZ

P = σZ

θ(kj)j = (kj+1)j

T (kj)j = φk1 ◦ S ◦ φ−1
k0
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Clearly, (T,Ω,P, θ) is nonlinear and nonsingular; furthermore we have

T n0 (kj)j = φkn ◦ Sn ◦ φ−1
k0
.

Fix ω = (kj)j ∈ Ω and assume that there exist infinitely many n ∈ N with kn ≥ f(n) and

that kn 9
n
∞; by Lemma 3.14, this assumption is almost certainly valid. We have

(T n0 )∗(φk0(p)) =
(φkn)∗(p)(S∗(p))

n

(φk0)∗(p)

=
kn(S∗(p))

n

k0

Thus for infinitely many n ∈ N, we have

(T n0 )∗(φk0(p)) ≥
f(n)(S∗(p))

n

k0

≥ n

k0

−→
n
∞,

so φk0(p) ∈ J0.

Let U = φk0(B), so that U ∩J0 6= ∅. Since kn 9
n
∞, there exist k ∈ N and an increasing

sequence (ni)i such that kni = k for all i ∈ N. Now

T ni0 (U) = φkni ◦ S
ni(B) = φk ◦ Sni(B)

diam(T ni0 (U)) ≤ sup(φk)∗ diam(Sni(B))−→
i

0.

�

3.2. Topological Exactness

In this section, we fix a nonlinear holomorphic random dynamical system (T,Ω,P, θ).

We begin by considering the following event:

Event 3.19. Suppose U ⊆ Ĉ is open with U ∩ J0 6= ∅. Then there exists

n ∈ N such that T n0 (U) ⊇ Jn. (In other words, (Tj)j is topologically exact

on the Julia set.)

We would like to prove that Event 3.19 is almost certain to occur under reasonable

assumptions. The most obvious assumptions are nonlinearity and nonsingularity, but these
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are insufficient to ensure Event 3.19. Indeed, consider Example 3.17, and fix ω ∈ Ω satisfying

Event 3.18. If T n0 (U) ⊇ Jn for some n, then we would have that (T nin )i was normal on both

Fn and Jn, and thus on all of Ĉ, contradicting Remark 3.4. Thus T n0 (U) + Jn for all n ∈ N

i.e. the sequence (Tj)j is not topologically exact on (Jj)j.

One option would be to introduce stronger hypotheses and prove that Event 3.19 holds

under these hypotheses. We will take a different approach. Note that Event 3.19 implies a

distinction between open sets U on which the sequence (T n0 � U)n is normal and those on

which some subsequence is normal. We define the uniform Julia set to be the set of all points

x ∈ J0 such that for every increasing sequence of integers (ni)i, the sequence (T ni0 � U)i is not

a normal family. The uniform Julia set is denoted J ′0. Like the Julia set and the exceptional

set, the uniform Julia set enjoys total invariance Tmn (J ′n) = J ′m. A priori, it is not clear that

J ′0 6= ∅; this will follow from our hypotheses of nonlinearity and nonsingularity. The main

results of this section are that (Tj)j is topologically exact on (J ′j )j almost surely (Proposition

3.28), and that J ′0 is almost certainly uncountable and perfect (Theorem 3.30).

As an intermediate step, we prove a property weaker than exactness for the actual Ju-

lia set. Essentially we replace in the definition of exactness “For all U” by “There exist

arbitrarily small U”.

The idea of the proof is that if a rational map T is “mixing”, if an open set U is “large”,

and if a compact set K is “far away from the exceptional set”, then T (U) ⊇ K. The details

are to specify what these concepts mean, and to prove that they happen some of the time.

The “mixing” of a rational map T can be measured by the complexity of a preimage of

an arbitrary point far from the exceptional set. The exceptional set must be ignored since

the preimage of any exceptional point is a singleton, which is trivial. The exceptional set

does not mix; instead, we measure the degree of mixing outside the exceptional set. We

measure the complexity of the set T−1(p) first in terms of cardinality, and secondly in terms

of the concept of “m-diameter” defined below.
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Lemma 3.20. Suppose (Tj)j∈N is a non-quasilinear sequence of rational functions. For all

m ∈ N, there exists L ∈ N such that for all ` ≥ L and for all p ∈ Ĉ\S` we have #∗(T 0
` (p)) ≥

m.

Proof. The sequence of sets

(K`)`∈N :=
(
{p ∈ Ĉ : #∗(T 0

` (p)) < m}
)
`∈N

is backward invariant. Thus the function ` 7→ #(K`) is nonincreasing; since (Tj)j is non-

quasilinear this function is eventually finite, and therefore eventually constant, say for ` ≥ L.

But then for all ` ≥ L, we have

T ``+1(K`+1) ⊆ K`

#∗(T ``+1(K`+1)) ≥ #∗(K`+1) = #∗(K`)

Thus T ``+1(K`+1) = K`, and (K`)`≥L is fully invariant. Thus every point in K` is totally

ramified. Thus we have K` ⊆ S`, proving the lemma. �

We next want to rephrase Lemma 3.20 in a quantitative way. To do this we will need a

generalization of diameter:

For each (multi)set K ⊆ Ĉ and for each m ∈ N define the m-diameter of K, denoted

diamm(K), by

(3.2.1) diamm(K) = sup

{
min
i 6=j

ds(xi, xj) : (xi)
m
i=1 ∈ Km

}
.

We will only use the m-diameter of the spherical metric. The case m = 2 gives the ordinary

diameter. Note that if K is compact, then the supremum in (3.2.1) is actually achieved.

Also note that

1) diamm(K) > 0 if and only if #∗(K) ≥ m

2) m1 ≤ m2 implies diamm2(K) ≤ diamm1(K)

3) K1 ⊆ K2 implies diamm(K1) ≤ diamm(K2)

4) diamm : 2Ĉ → R is Lipschitz continuous with a corresponding constant of 2, if 2Ĉ

has the Hausdorff metric and R has the standard metric
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Corollary 3.21. Let (T,Ω,P, θ) be a nonlinear holomorphic random dynamical system on

Ĉ. For all m ∈ N and for all ε, κ > 0 there exist ` ∈ N and δ > 0 so that the following event

is true with probability at least 1− ε:

Event 3.22. For all p ∈ Ĉ \Bs(S`, κ), we have diamm(T 0
` (p)) ≥ δ.

Proof. It is enough to show:

P(∃L ∈ N such that ∀` ≥ L,∃δ > 0 such that Event 3.22 is satisfied) = 1.

Fix ω ∈ Ω and assume that (Tj)j is not quasilinear; by Remark 3.11, this assumption is

almost certainly valid. By Lemma 3.20, there exists L ∈ N such that for all ` ≥ L and for

all p ∈ Ĉ \ S`, we have #∗(T 0
` (p)) ≥ m. Fix ` ≥ L. We have diamm(T 0

` (p)) > 0 for all

p ∈ Ĉ \ S`. Since Ĉ \Bs(S`, κ) is compact and since p 7→ diamm(T 0
` (p)) is continuous, there

exists δ > 0 such that diamm(T 0
` (p)) ≥ δ for all p ∈ Ĉ \Bs(S`, κ). Thus we are done. �

We now are ready to give a precise meaning to the “largeness” quality of an open set U

discussed in the paragraph preceding Lemma 3.20. For each δ > 0, we define the set Gδ ⊆ 2Ĉ

by

Gδ := {U ⊆ Ĉ open : diam3(Ĉ \ U) ≥ δ}

Open sets U ∈ Gδ we consider “small”. The set Gδ has two important properties, which can

be stated deterministically:

Lemma 3.23. Fix δ > 0 and K ⊆ Ĉ, and suppose that T is a rational map. If diam3(T−1(p)) ≥

δ for all p ∈ K, then for all U /∈ Gδ we have T (U) ⊇ K.

Lemma 3.24. Fix δ > 0, and suppose that (Tj)j∈N is a sequence of rational maps. If Tn(U) ∈

Gδ for all n ∈ N, then (Tn � U)n∈N is a normal family.

Proof of Lemma 3.23: By contradiction, suppose that there exists p ∈ K \ T (U). Then

T−1(p) ⊆ Ĉ \ U . Thus

diam3(Ĉ \ U) ≥ diam3(T−1(p)) ≥ δ.
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i.e. U ∈ Gδ, contradicting our hypothesis. �

Proof of Lemma 3.24: For each n ∈ N, we have diam3(Ĉ \ Tn(U)) ≥ δ. Since Ĉ \ Tn(U)

is compact, there exist points (p
(n)
i )2

i=0 in Ĉ \ Tn(U) which are δ-separated.

Let a0 = 0, a1 = 1, a2 =∞, and let π : {(xi)2
i=0 ∈ Ĉ3 : xi are distinct} → R1 be the map

which sends each triple (xi)
2
i=0 to the unique Möbius transformation φ such that φ(ai) = xi

for each i = 0, 1, 2. Now let K = {(xi)2
i=0 ∈ Ĉ3 : xi are δ-separated}; K is compact. Since π

is an algebraic morphism, it follows that π is continuous. Thus K := π(K) is compact.

For each n ∈ N let φn = π(p
(n)
i )2

i=0. Then φn ∈ K for all n ∈ N; thus (φn)n∈N is a normal

family. Now consider the family (Sn)n∈N := (φ−1
n ◦ Tn)n∈N. Note that Sn(U) ⊆ C \ {0, 1}.

By Montel’s theorem, (Sn � U)n∈N is a normal family. Since the composition of two normal

families is normal, it follows that (Tn � U)n∈N is a normal family. �

We are now ready to prove

Theorem 3.25. Suppose that (T,Ω,P, θ) is nonlinear and nonsingular. Then the following

event is almost certain to occur:

Event 3.26. Fix κ, δ > 0. Then there exist N ∈ N and x ∈ J0 such that

T n0 (Bs(x, δ)) ⊇ Ĉ \Bs(Sn, κ) and T n0 (Bs(x, δ)) ⊇ Jn for all n ≥ N .

Proof. Fix κ > 0 small enough so that P(ds(J0,S0) > κ) ≥ 2/3. By Corollary 3.21, there

exist δ2 > 0 and ` ∈ N such that the probability of Event 3.22 occurs with m = 3 and δ = δ2

is at least 2/3. Fix ω ∈ Ω and assume that (Tj)j non-quasilinear and that there exists an

increasing sequence (nk)k∈N such that for all k ∈ N,

• Event 3.22 occurs for θnkω and δ = δ2

• ds(Jnk ,Snk) > κ

By Lemma 2.3, this assumption is almost certainly valid.

By contradiction, suppose that T nk+`
0 (Bs(x, δ)) + Ĉ \ Bs(Snk+`, κ) for all k ∈ N and for

all x ∈ J0. Fix x ∈ Ĉ.
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• If x ∈ J0, then by Lemma 3.23, T nk0 (Bs(x, δ)) ∈ Gδ2 for all k ∈ N. By Lemma 3.24,

(T nk0 � Bs(x, δ))k is a normal family.

• If x ∈ F0, then there exists a neighborhood Ux of x such that the sequence (T n0 � Ux)n

is a normal family; in particular the subsequence (T nk0 � Ux)k is a normal family.

Since normality is a local property, it follows that (T nk0 )k∈N is a normal family. But this is

impossible by Proposition 3.4.

Thus there exists k ∈ N and x ∈ J0 so that T nk+`
0 (Bs(x, δ)) ⊇ Ĉ \Bs(Snk+`, κ). Now

Ĉ \ T nk+`
0 (Bs(x, δ)) ⊆ Bs(Snk+`, κ) ⊂⊂ F0.

Thus by Lemma 3.5, we have that Event 3.26 occurs almost certainly for fixed δ, κ sufficiently

small. Since δ and κ can be quantified countably, we are done. �

As a corollary, we obtain that the uniform Julia set is nonempty:

Lemma 3.27. Event 3.26 implies that J ′0 6= ∅, assuming (Tj)j is not quasilinear.

Proof. Let κ = 1 > 0. For each k ∈ N, there exist Nk ∈ N and xk ∈ J0 satisfying

T n0 (Bs(xk, 2
−k)) ⊇ Jn for all n ≥ Nk. Let x ∈ J0 be a cluster point of the sequence (xk)k;

we claim that x ∈ J ′0. If U is any neighborhood of x, then there exists k ∈ N so that

Bs(xk, 2
−k) ⊆ U , and thus T n0 (U) ⊇ Jn, where n = Nk. By contradiction, suppose that

there exists an increasing sequence (ni)i such that (T ni0 � U)i is a normal family. Then

(T nin � T n0 (U))i is also a normal family. But then (T nin )i is normal both on Fn and Jn,

contradicting Remark 3.4. Thus there exists no such sequence (ni)i, and x ∈ J ′0. �

We now go on to prove our main results about the uniform Julia set:

Proposition 3.28. Suppose that (T,Ω,P, θ) is nonlinear and nonsingular. Then the fol-

lowing event is almost certain to occur:

Event 3.29. Suppose U ⊆ Ĉ is open with U ∩ J ′0 6= ∅. Then there exists

n ∈ N such that T n0 (U) ⊇ Jn ⊇ J ′n.
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Proof. Fix ω ∈ Ω and assume that there exist an increasing sequence (ni)i, an integer

` ∈ N, and κ, δ > 0 such that for all i ∈ N,

• diam3(T nini+`(p)) ≥ δ for all p ∈ Ĉ \Bs(Sni+`, κ)

• Jni+` ⊆ Ĉ \Bs(Sni+`, κ)

By Corollary 3.21 and Lemma 2.3, this assumption is almost certainly valid. Suppose that

U ⊆ Ĉ is open with U∩J ′0 6= ∅. Then (T ni0 � U)i is not a normal family. By Lemma 3.24, there

exists i ∈ N with T ni0 (U) /∈ Gδ. By Lemma 3.23, T n0 (U) = T nni(T
ni
0 (U)) ⊇ Ĉ\Bs(Sn, κ) ⊇ Jn,

where n = ni + `. Thus we are done. �

Theorem 3.30. Suppose that (T,Ω,P, θ) is nonlinear and nonsingular. Then the following

event is almost certain to occur:

Event 3.31. The set J ′0 is uncountable and perfect.

Proof. First, note that by Lemmas 3.27 and 3.20, we have that #(J ′0) ≥ 2 almost surely.

Fix ω ∈ Ω and assume that Event 3.29 occurs, and that #(J ′n) ≥ 2 for all n ∈ N; this

assumption is almost certainly valid. Since J ′0 is nonempty, to show that J ′0 is uncountable

it suffices to show that J ′0 is perfect. To this end, by contradiction suppose that x ∈ J ′0 is

an isolated point of J ′0, i.e. there exists δ > 0 so that J ′0 ∩ Bs(x, δ) = {x}. By Event 3.29,

there exists n ∈ N with T n0 (Bs(x, δ)) ⊇ J ′n. But then

J ′n = T n0 (Bs(x, δ)) ∩ J ′n = T n0 (Bs(x, δ) ∩ J ′0) = {T n0 (x)},

contradicting that #(J ′n) ≥ 2. Thus x is not isolated, and J ′0 is perfect. �
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CHAPTER 4

CONTRACTING NATURE OF THE PERRON-FROBENIUS OPERATOR

4.1. Equicontinuous Perron-Frobenius Operators are Contracting

Definition 4.1. Fix a holomorphic random dynamical system (T,Ω,P, θ) on Ĉ, and a

random potential function φ : Ω → C(Ĉ). We say that X ⊆ Ĉ has the bounded distortion

property if

A) X is closed, connected, contains at least three points, and its complement B := Ĉ\X

satisfies

T (B) ⊂⊂ B

almost surely.

B) There exists M <∞ so that for all j ∈ N,

(4.1.1) ‖ ln(Lj0[1])‖osc,X ≤M

almost surely. Equivalently, for all n, j ∈ Z with j ≤ n,

(4.1.2) ‖ ln(Lnj [1])‖osc,X ≤M

almost surely.

X has the equicontinuity property if X satisfies (A) and if

C) There exists γ a modulus of continuity such that for all n ∈ N

(4.1.3) ρ
(X)
ln(Ln0 [1]) ≤ γ

almost surely. Equivalently, for all n, j ∈ Z with j ≤ n,

(4.1.4) ρ
(X)
ln(Lnj [1]) ≤ γ

almost surely.
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Clearly, the equicontinuity property implies the bounded distortion property.

Remark 4.2. If 1 is a pseudo-eigenvalue of the Perron-Frobenius operator, i.e. P(L[1] is constant) =

1, then Ĉ has the equicontinuity property. For example, this is true if φ = 0. Another suffi-

cient condition is given below in Theorem 4.9.

Theorem 4.3. Fix α, β > 0. Suppose that (T,Ω,P, θ) is a nonsingular holomorphic random

dynamical system on Ĉ with a potential function φ : Ω→ C(Ĉ), suppose that X ⊆ Ĉ has the

bounded distortion property, and suppose that

E [deg(T )β] <∞(4.1.5)

E [‖φ‖βα,l] <∞(4.1.6)

E [sup(φ)] < E [ln inf(L[1])].(4.1.7)

Then the following event is almost certain to occur:

Event 4.4. Suppose that γ1 and γ2 are moduli of continuity. For all ε, κ >

0 there exists N ∈ N such that for all n ≥ N and for all f, g ∈ C(Ĉ) with

g > 0, ρ
(X)
f/g ≤ γ1, and ρ

(X)
ln(g) ≤ γ2,

(4.1.8)

∥∥∥∥Ln0 [f ]

Ln0 [g]

∥∥∥∥
osc,X\Bs(Sn,κ)∪Jn

≤ ε.

The proof of Theorem 4.3 will be given in Sections 4.2 and 4.3.

Remark 4.5. The “thermodynamic expanding” condition (4.1.7) appears to be different

from the condition P > sup(φ) used in [19] and [7], however they are not so different. In [19]

it is stated that the main advantage of the condition P > sup(φ) is that it is checkable; in fact

due to the fact that htop(T ) = ln(deg(T )) it is sufficient to check sup(φ)−inf(φ) < ln(deg(T )).

But this condition also implies (4.1.7) (or its deterministic counterpart). Furthermore, in

the random setting the equation htop(T ) = ln(deg(T )) has not been proven; in fact one of
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the results of this dissertation is a generalization of this equation (Corollary 4.47). It would

be silly to assume what we are trying to prove.

Remark 4.6. For most purposes, it suffices to consider (4.1.8) with X \ Bs(Sn, κ) ∪ Jn re-

placed by just Jn. However, we will use the full strength in proving Theorem 4.46 (uniqueness

of equilibrium states). Similarly, although the statement becomes simpler if we move the f

and g quantifiers outside of the ε and κ quantifiers, and from there delete γ1 and γ2 from

the statement entirely, and from there implicitize ε, N , and n by replacing (4.1.8) with an

equation about limits, the full strength is needed to prove Corollary 4.33.

Remark 4.7. (4.1.7) implies that (T,Ω,P, θ) is nonlinear. Thus in the proof of Theorem

4.3 we may use Theorem 3.25 and Corollary 3.21.

The following lemma explains the use of the bounds (4.1.5) - (4.1.7). It will be used in

Corollary 4.21 and Lemma 4.22.

Lemma 4.8. Suppose that (T,Ω,P, θ) satisfies the hypotheses of Theorem 4.3. Fix ε > 0.

Then there exist D,C1, C2 <∞ and τ < 1 so that for each n ∈ Z, the probability that for all

j ≤ n− 1

deg(Tj) ≤ D(n− j)1/β(4.1.9)

‖φj‖α,l ≤ C1(n− j)1/β(4.1.10)

esup(φnj ) ≤ eC2τn−j inf(Lnj [1])(4.1.11)

is at least 1− ε.

Proof. Choose

D0 > E [deg(T )β]

C0 > E [‖φ‖βα,l]

ln(τ) > E [sup(φ)− ln inf(L[1])].
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By the Birkhoff ergodic theorem, for each ω ∈ Ω there exists C <∞ so that for al m ≤ n,

n∑
j=m

deg(Tj)
β ≤ (n−m)D0 + C(4.1.12)

n∑
j=m

‖φj‖βα,l ≤ (n−m)C0 + C(4.1.13)

n∑
j=m

ln(sup(φj)− inf(Lj[1])) ≤ (n−m) ln(τ) + C.(4.1.14)

Thus by continuity of measures, there exists C such that (4.1.12) - (4.1.14) are satisfied with

probability at least 1− ε. Let

D := (D0 + C)1/β

C1 := (C0 + C)1/β

C2 := C,

so that (4.1.12) - (4.1.14) imply (4.1.9) - (4.1.11).

�

The following theorem gives a sufficient condition for the existence of a set X with the

equicontinuity property:

Theorem 4.9. Suppose that A ⊆ R \R1 is a finite set, and suppose that F ⊆ Ĉ is finite

with A (F ) ⊆ F . Suppose further that for all ` ∈ N, for all T ∈ A `, and for all p ∈ FPT ,

i) p ∈ RPT implies p ∈ F

ii) p ∈ F implies T∗(p) < 1, i.e. p is an attracting fixed point of T .

Fix τ < 1. Then there exist B and B ⊂⊂ R neighborhoods of F and A respectively so that

A) X := Ĉ \B is closed, connected, contains at least three points, and

B(B) ⊂⊂ B

B) Fix C1 < ∞ and α > 0. Then there exist M < ∞ and γ a modulus of continuity

such that if (Tj)j∈N is a sequence of rational maps in B and (φj)j∈N is a sequence

44



of potential functions and if for all j ∈ N,

‖φj‖α,l ≤ C1(4.1.15)

esup(φj) ≤ τ inf(Lj[1]),(4.1.16)

then for all n ∈ N (4.1.1) and (4.1.3) hold.

The proof of Theorem 4.9 will be given in Chapter 5.

Remark 4.10. If T ∈ R \ R1, then the hypotheses of Theorem 4.9 are satisfied with

A = {T} and F the set of forward images of periodic ramification points of T .

Corollary 4.11. Suppose that A , F , and τ are as in Theorem 4.9, and let B and B

be given by Theorem 4.9. If (T,Ω,P, θ) is any holomorphic random dynamical system on

Ĉ such that T∗[P](B) = 1, and if φ : Ω × Ĉ → R is a random potential function on Ω

satisfying (4.1.15) and (4.1.16) almost surely for some fixed C1 and α, then X := Ĉ \ B

has the equicontinuity property. Thus (α, β := 1,Ω,P, θ, T, φ,X) satisfies the hypotheses of

Theorem 4.3.

Proof. The only claim which requires proof is the fact that (T,Ω,P, θ) is nonsingular.

However, this follows by Proposition 3.13 as T∗[P] is supported on B which is relatively

compact in R. �

Next, we show that the assumptions of Theorem 4.9 are reasonable, despite the fact that

it is difficult to determine whether they are satisfied for any specific set of rational maps:

Remark 4.12. For every m ∈ N, the set of all sequences (Ti)
m
i=1 in R \ R1 such that

hypotheses (i) and (ii) of Theorem 4.9 are satisfied with A = {Ti : i = 1, . . . ,m} and F = ∅

is generic (i.e. comeager) in (R \R1)m.

Proof. It suffices to show that for all n ∈ N and for every finite sequence (ij)
n−1
j=0 with

ij = 1, . . . ,m for all j = 0, . . . , n− 1, the set

A~i := {(Ti)mi=1 : T = Tin−1 ◦ · · · ◦ Ti0 has no fixed ramification points}
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is open dense. In fact, we show that for every finite sequence (di)
m
i=1, di ≥ 2, the set

A~i,~d := A~i ∩
m∏
i=1

Rdi

is a nonempty Zariski open subset of the analytic variety
∏m

i=1 Rdi . It is a well-known fact

that every nonempty Zariski open subset of an irreducible analytic variety is open and dense

in the usual topology. (This follows from the multidimensional identity principle.)

To see that A~i,~d is Zariski open, note that for each d ≥ 2,

{T ∈ Rd : T has no fixed ramification points}

= {f/g : f, g ∈ Pd,Resd,d(f, g) 6= 0,Res2d−2,d+1(f ′g − fg′, f − id · g) 6= 0}

is Zariski open. (Pd is the set of all polynomials of degree at most d. Resk,` is the resultant

whose domain is Pk × P`.) Since the map

(Ti)
m
i=1 7→ Tin−1 ◦ . . . ◦ Ti0

is an algebraic morphism, it is continuous in the Zariski topology. Thus A~i,~d is Zariski open.

We wish to show that A~i,~d is nonempty. Fix a ∈ C transcendental. For each d ≥ 2 we

define

Sd(z) :=
azd + 1

azd − 1

We claim that (Sdi)
m
i=1 ∈ A~i,~d. For ease of notation we write Tj := Sdij , j = 0, . . . , n− 1, so

that it suffices to show that T := T n0 has no fixed ramification points.

By contradiction, suppose that p ∈ Ĉ is a fixed ramification point of T . Then there exists

j = 0, . . . , n−1 such that T j0 (p) is a ramification point of Tj. By cycling the indices, we may

without loss of generality assume that j = 0. In this case p is a ramification point of T0 i.e.

p is zero or infinity.

We claim by induction that for j = 1, . . . , n, T j0 (p) can be expressed as ±1 times the

quotient of two monic polynomials in a whose degrees are equal. In particular, p = T n0 (p) 6=

0,∞, a contradiction.

Base case j = 1: T0(0) = −1/1, T (∞) = 1/1.
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Inductive step: If

T j0 (p) =
±ak + . . .

ak + . . .

then

T j+1
0 (p) =

a(±ak + . . .)dj + (ak + . . .)dj

a(±ak + . . .)dj − (ak + . . .)dj

=
(±)djakdj+1 + . . .

(±)djakdj+1 + . . .
.

�

Remark 4.13. It does not seem obvious how to prove Remark 4.12 without using the

machinery of algebraic geometry. One would like to be able to wiggle the maps a bit (say

by post-composing with a Möbius transformation close to the identity), to “shake off” any

given fixed ramification point. This works for a single map, or more generally if the sequence

(ij)
n−1
j=0 has an element which occurs exactly once. However, it is hard to account for the

“double effect” of perturbation (in particular, to make sure it does not cancel itself out) in

the case where each element occurs at least twice.

The same is true if polynomials are considered instead of rational functions:

Remark 4.14. For every m ∈ N, the set of all sequences (Ti)
m
i=1 in P \ P1 such that hy-

potheses (i) and (ii) of Theorem 4.9 are satisfied with A = {Ti : i = 1, . . . ,m} and F = {∞}

is generic in (P \ P1)m.

Proof. Almost the exact same as the proof of Remark 4.12, except that we define

Sd(z) := azd + 1.

Details are left to the reader. �

4.2. Inverse Branch Formalism

In this section we systematize a technique found for example in [[7] Lemma 4, p.108].

We will use this technique repeatedly. The idea is to count the number of inverse branches

of the map T nj on a “nice” set U ⊆ Ĉ which are “good” (meaning the area of the image is
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small, to apply Koebe Distortion). By choosing the right numbers, we can make it so there

is a large number of “good” inverse branches, implying that for any p ∈ U , the summation

Lnj [f ](p) =
∑

x∈T jn(p) exp(φnj (x))f(x) has a large contribution from those terms where x is

given by a “good” inverse branch. These terms are not affected much as p varies, thus the

oscillation of Lnj [f ] is slightly less than that of f .

We do this construction in greater generality than is done in [7]. The first generalization,

from the autonomous case to the non-autonomous case, is not very significant. The same

arguments still work. The second generalization is more important, and in fact corrects an

error found in [7]. See Lemma 5.8.

Suppose that U is a simply connected hyperbolic open set and that T is a rational map.

If V is a connected component of T−1(U) containing no critical points, then there exists

a unique map T−1
V : U → V such that T ◦ T−1

V = id. However, we can still think of T−1
V

as being a lift of the identity map under T . It turns out that this construction is not

sufficiently general. Instead of considering lifts of the identity map, we will instead consider

lifts of arbitrary locally injective maps whose domains are simply connected hyperbolic open

sets. Each such map can be thought of as a “set which overlaps with itself”. For example,

let U = Be(1, .8) and let ζ : U → Ĉ be the 4th power map ζ(z) := P4(z) := z4. ζ is not

injective since ζ(
√

2
2

(1 + i)) = ζ(
√

2
2

(1− i)) = −1. We can think of ζ as encoding a multiset

V := ζ(U) for which multV (−1) = 2. Since V is not simply connected, there is no way

of proceeding with the inverse branch formalism based on the V alone; the map ζ gives

necessary information. On the other hand, the domain U plays no particular role. Using the

Riemann mapping theorem, we could in fact require that U = ∆, but there seems to be no

reason to do this.

Suppose Z is a finite collection of maps such that each ζ ∈ Z is a holomorphic map from

some set Uζ ⊆ Ĉ to Ĉ. We define the multiplicity of Z by

mult(Z) := mult

(⋃
ζ∈Z

ζ(Uζ)

)
:= max

p∈Ĉ

∑
ζ∈Z

#(ζ−1(p)).
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Our first step is to define the concept of an inverse branch in this context, and to define

which branches are the “good” ones:

Definition 4.15. Suppose that U is a simply connected hyperbolic open set, and suppose

ζ : U → Ĉ is holomorphic and locally injective (we shall often take ζ = id), and suppose T

is a rational map. A holomorphic map η : U → Ĉ is an inverse branch or lift of ζ under T

if T ◦ η = ζ. If c ≤ 1, then η is c-good if λs(η(U)) ≤ c. We denote the collection of inverse

branches of ζ under T by I (ζ, T ), and the collection of c-good inverse branches of ζ under

T by I (ζ, T, c). If Z is a collection of holomorphic maps from U to Ĉ, then

I (Z, T ) :=
⋃
ζ∈Z

I (ζ, T )

I (Z, T, c) :=
⋃
ζ∈Z

I (ζ, T, c)

Next, we give an upper bound for the number of preimages of a point which are not given

by good inverse branches:

Proposition 4.16. For each i = 1, . . . ,m, suppose that ζi : Ui → Ĉ is holomorphic and

locally injective, suppose that the collection {ζ1, . . . , ζm} has multiplicity r, and suppose that

T is a rational map. Then

(4.2.1) mult

(
m⋃
i=1

I (ζi, T )

)
≤ r.

Fix c > 0. Then

(4.2.2)
m∑
i=1

max
x∈Ui

#{z ∈ T−1(ζi(x)) : @η ∈ I (ζi, T, c) such that z = η(x)} ≤ 2r deg2(T ) +
r

c
.

Proof. We begin by showing (4.2.1). Fix z ∈ Ĉ. Since {ζ1, . . . , ζm} has multiplicity r, we

have that
∑m

i=1 #(ζ−1
i (T (z))) ≤ r. Thus it is enough to show that for each i = 1, . . . ,m,

(4.2.3)
∑

η∈I (ζi,T )

#(η−1(z)) ≤ #(ζ−1
i (T (z))).
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For each η ∈ I (ζi, T ) and for each x ∈ η−1(z), we have x ∈ ζ−1
i (T (z)). Thus

π2 :
⋃

η∈I (ζi,T )

{η} × η−1(z)→ ζ−1
i (T (z)).

(Here π2 is projection onto the second coordinate.) We will be done if π2 is injective.

Suppose that π2(η1, x1) = π2(η2, x2), i.e. x := x1 = x2. Since ζi is locally injective

and ζi = T ◦ η1, T is injective in a neighborhood of η1(x) = z. Thus T is invertible in a

neighborhood of z, so we have η1 = T−1 ◦ ζi = η2 in a neighborhood of x. By the identity

principle, η1 = η2. Thus π2 is injective, and we have shown (4.2.1).

Next, we show (4.2.2). For each i = 1, . . . ,m fix xi ∈ Ui at which the maximum in (4.2.2)

is attained. Fix i = 1, . . . ,m, and suppose that z ∈ T−1(ζi(xi)). If ζi(Ui) does not contain

a branch point of T , then by the homotopy lifting principle ζi has a unique inverse branch

ηi,z : Ui → Ĉ such that ηi,z(xi) = z. If furthermore ηi,z is c-good, then z is not counted in

(4.2.2). Thus for each i = 1, . . . ,m and for each z ∈ T−1(ζi(xi)), exactly one of the following

the three possibilities holds:

A) ζi(Ui) contains a branch point of T .

B) ζi(Ui) does not contain a branch point of T , but the inverse branch ηi,z is not c-good

i.e. λs(ηi,z(Ui)) > c.

C) ζi(Ui) does not contain a branch point of T , and the inverse branch ηi,z is c-good

i.e. λs(ηi,z(Ui)) ≤ c.

We have already established that category (C) is not counted in (4.2.2). Thus to complete

the proof, it suffices to show that category (A) represents at most 2r deg2(T ) pairs (i, z)

(counting multiplicity), and that category (B) represents at most r
c

pairs (i, z) (multiplicity

is not needed since every ramification point is in category (A))

A) It suffices to show that for at most 2r deg(T ) values of i = 1, . . . ,m, ζi(Ui) contains

a branch point. By the Riemann-Hurwitz formula there are at most 2 deg(T ) − 2

branch points (exactly that many counting multiplicity), and since mult(ζi)
m
i=1 = r,

each branch point is contained in at most r sets of the form ζi(Ui).
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B) Let

C :=
m⋃
i=1

{i} × (I (ζi, T ) \I (ζi, T, c)),

so that (4.2.1) implies ∑
η∈C

1η(Ui) ≤ r1.

Integrating with respect to dλs and using the fact that λs(η(Ui)) > c for all η ∈ C

to simplify yields #(C ) ≤ r
c
. (Recall that we have normalized λs(Ĉ) = 1.) Now the

map (i, η) 7→ (i, η(xi)) is a surjection from C onto category (B). Thus we are done.

�

Remark 4.17. It is possible to get a bound which is linear in deg(T ) instead of quadratic

by using the monodromy theorem rather than the homotopy lifting principle; however this

requires more work. A quadratic bound is sufficient for our purposes.

Next, we formalize the idea, hinted at above, that Lnj can be split up into a summation

over terms which are a result of good inverse branches and those which are not:

Definition 4.18. Fix n ∈ Z and m ∈ N. For each i = 1, . . . ,m, suppose that ζi : Ui → Ĉ is

holomorphic and locally injective, and suppose that (Tj)
n−1
j=0 is a finite sequence of rational

maps. Fix 0 < c < 1. Using backwards recursion, we define

Z(i)
n := {ζi}

Z(i)
j := I

(
Z(i)
j+1, Tj,

c2(n−j)

1 + c2(n−j)

)
Suppose also that (φj)

n−1
j=0 is a finite sequence of potential functions, so that Lnj is defined

for all j = 0, . . . , n. For each j = 0, . . . , n, we define auxiliary operators Anj , B
n
j : C(Ĉ) →⊕m

i=1 C(Ui):

(Anj [f ])i(x) :=
∑
η∈Z(i)

j

eφ
n
j (η(x))f(η(x))(4.2.4)

Bn
j [f ] := Anj+1[Lj[f ]]− Anj [f ](4.2.5)
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These definitions are called the inverse branch formalism.

Remark 4.19. An element (fi)
m
i=1 of

⊕m
i=1 C(Ui) can be thought of as a function from Ĉ

to R which is undefined at some points (i.e. Ĉ \ ∪mi=1ζi(Ui)) and takes on multiple values

at others (if p ∈ Ĉ, then for each i = 1, . . . ,m and for each x ∈ ζ−1
i (p), the function takes

on the value fi(x) at p). If f ∈ C(Ĉ), a natural way to get an element of
⊕m

i=1 C(Ui) is to

consider (f ◦ ζi)mi=1.

The idea is that Anj is the approximation of Lnj obtained by summing over the good

branches, and that Bn
j is a summation over the branches thrown out in the (n − j)th step.

This is made explicit in Proposition 4.20 below.

Note: the value c̃ is chosen merely to simplify calculations with Lemma 2.7; the point is

just to choose some exponentially decaying quantity depending only on n− j.

For the remainder of this section, we will suppose that n, m, (Ui)
m
i=1, (ζi)

m
i=1, (Tj)

n−1
j=0 ,

(φj)
n−1
j=0 , and 0 < c < 1 are as in Definition 4.18, and that for each j = 0, . . . , n, (Z(i)

j )mi=1,

Anj , and Bn
j are given by Definition 4.18. We will write r := mult(ζi)

m
i=1.

Proposition 4.20. Fix f ∈ C(Ĉ). For all k = 1, . . . , n,

(4.2.6) Ank [f ] = (Lnk [f ] ◦ ζi)mi=1 −
n−1∑
j=k

Bn
j [Ljk[f ]].

Furthermore, if K ⊆ Ĉ, then for all j = 0, . . . , n− 1

(4.2.7)
m∑
i=1

sup
ζ−1
i (K)

(Bn
j [f ])i ≤ r(2 deg2(Tj) + 1 + c−2(n−j))e

supKj (φnj )
sup
Kj

(f).

where Kj := T jn(K). If f ≥ 0, then the left hand side is positive.

Proof. The proof of (4.2.6) is by backwards induction on k. If k = n, the identity is trivial.

If we suppose that the formula is true for k̃ = k+ 1 for all f ∈ C(Ĉ), then we can substitute

Lk[f ] for f , yielding

Ank+1[Lk[f ]] = (Lnk [f ] ◦ ζi)mi=1 −
n−1∑
j=k+1

Bn
j [Ljk[f ]]

Subtracting the reverse of (4.2.5) with j = k yields (4.2.6). Thus we are done.

52



We now wish to show (4.2.7). By backwards induction on j, we see that Proposition 4.16

implies that mult(∪mi=1Z
(i)
j+1) ≤ r. Fix j = 0, . . . , n− 1 and f ∈ C(Ĉ).

We are now in a position to apply the second half of Proposition 4.16 to the collection

∪mi=1Z
(i)
j+1 (which is a collection locally injective of holomorphic maps with multiplicity at

most r), to the map Tj, and to the value

c̃ :=
c2(n−j)

1 + c2(n−j) > 0.

With these inputs, (4.2.2) becomes

(4.2.8)
m∑
i=1

∑
η∈Z(i)

j+1

max
x∈Ui

#(Sx) ≤ 2r deg2(Tj) + r(1 + c−2(n−j)),

where

Sx :=
{
z ∈ (Tj)

−1(η(x))
∣∣ @ξ ∈ I (η, Tj, c̃) such that z = ξ(x)

}
.

Fix i = 1, . . . ,m and x ∈ ζ−1
i (K). Consider (4.2.5). On both sides we take the ith coordinate

and evaluate at x. We use (4.2.4) and (2.4.1) to evaluate further. The result is

(Bn
j [f ])i(x) =

∑
η∈Z(i)

j+1

∑
z∈(Tj)−1(η(x))

eφ
n
j (z)f(z)−

∑
ξ∈Z(i)

j

eφ
n
j (ξ(x))f(ξ(x))

Since Z(i)
j = I

(
Z(i)
j+1, Tj, c̃

)
, we can rewrite the right-hand summation as a double sum-

mation; η runs over Z(i)
j+1, and ξ runs over I (η, Tj, c̃). Factoring the common summation

η ∈ Z(i)
j+1 yields

(Bn
j [f ])i(x) =

∑
η∈Z(i)

j+1

 ∑
z∈(Tj)−1(η(x))

eφ
n
j (z)f(z)−

∑
ξ∈I (η,Tj ,c̃)

eφ
n
j (ξ(x))f(ξ(x))


at which point we notice that every term in the right hand summation appears in the left

hand summation as well. Cancelling the common terms yields

(Bn
j [f ])i(x) =

∑
η∈Z(i)

j+1

∑
z∈Sx

eφ
n
j (z)f(z)
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Bounding the right-hand summand by exp(supKj(φ
n
j )) supKj(f), we see that

(Bn
j [f ])i(x) ≤

∑
η∈Z(i)

j+1

#(Sx)e
supKj (φnj )

sup
Kj

(f)

Taking the supremum over x ∈ ζ−1
i (K), summing over i = 1, . . . ,m, and combining with

(4.2.8) yields (4.2.7). �

We shall be interested in (4.2.6) only in the case where k = 0.

Corollary 4.21. Suppose that D,C2 < ∞, τ < c2, and β > 0 are such that for all j =

0, . . . , n− 1, (4.1.9) and (4.1.11) hold. Fix K ⊆ Ĉ, and suppose that for all j = 0, . . . , n− 1,

(4.1.1) holds for X := T jn(K). Then there exists C3 <∞ depending only on r, c, D, C2, τ ,

and β such that for all f ∈ C(Ĉ),

(4.2.9)
m∑
i=1

sup
ζ−1
i (K)

[Ln0 [f ] ◦ ζi − (An0 [f ])i] ≤ C3e
M inf

K
Ln0 [f ]

Proof.

m∑
i=1

sup
ζ−1(K)

[Ln0 [f ] ◦ ζi − (An0 [f ])i]

≤
n−1∑
j=0

m∑
i=1

sup
ζ−1(K)

(Bn
j [Lj0[f ]])i

≤
n−1∑
j=0

r(2 deg2(Tj) + 1 + c−2(n−j))esup(φnj ) sup
T jn(K)

(Lj0[f ])

≤
n−1∑
j=0

r(2D2(n− j)2/β + 1 + c−2(n−j))eC2τn−j inf(Lnj [1])eM inf
T jn(K)

(Lj0[f ])

≤
n−1∑
j=0

r(2D2(n− j)2/β + 1 + c−2(n−j))eC2τn−jeM inf
K

(Ln0 [f ])

≤ C3e
M inf

K
(Ln0 [f ]),

where

(4.2.10) C3 := eC2

∞∑
k=1

r(2D2k2/β + 1 + c−2k)τ k;
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C3 <∞ since τ < c2 < 1. As promised, C3 depends only on r, c, D, C2, τ , and β. Thus we

are done. �

Lemma 4.22. Fix C1 < ∞ and α, σ, β > 0. Suppose that (4.1.10) is satisfied for all j =

0, . . . , n − 1. Fix i = 1, . . . ,m, and suppose that ζi is σ-locally injective. Then there exists

C4 <∞ depending only on C1, α, σ, β, and c such that

A) For all η ∈ Z(i)
0 and for all x, y ∈ Ui,

ds(η(x), η(y)) ≤ coth(σ/2)cndUi(x, y)(4.2.11)

φn0 (η(x))− φn0 (η(y)) ≤ C4dUi(x, y)α(4.2.12)

B) For all g ∈ C(Ĉ) with g > 0, and for all ε > 0,

(4.2.13) ρln(An0 [g])i(ε) ≤ C4ε
α + ρln(g)(coth(σ/2)cnε)

Proof. Fix i = 1, . . . ,m and x, y ∈ Ui. Fix η ∈ Z(i)
−n.

(4.2.11): For each j = 0, . . . , n − 1, η is c2(n−j)

1+c2(n−j)
-good. By Lemma 2.10, η is Lipschitz

continuous with a corresponding constant of coth(σ/2)cn−j. Plugging in j = 0 gives

(4.2.11).

(4.2.12):

max
η∈Z(i)

0

[φn0 (η(x))− φn0 (η(y))] ≤
n−1∑
j=0

max
η∈Z(i)

j

[φj(η(x))− φj(η(y))]

≤
n−1∑
j=0

‖φj‖α,l

(
max
η∈Z(i)

j

(ds(η(x), η(y)))

)α

≤
n−1∑
j=0

C1(n− j)1/β(coth(σ/2)cn−jds(x, y))α

≤ C4ds(x, y)α,

where

(4.2.14) C4 :=
∞∑
k=1

C1k
1/β(coth(σ/2)ck)α <∞.

As promised, C4 depends only on C1, α, σ, β, and c.

55



Figure 4.1. The double arrows represent that one set covers another with

high probability (close to 1), in the sense that all preimages of the latter set lie

in the former. The single arrow represents that one set covers another with low

but positive probability, in the weaker sense that every point in the latter set

contains at least one preimage in the former. The numbers represent in which

universe Xn the objects live. The left hand side of the diagram is analyzed in

Proposition 4.23, and the right hand side is analyzed in Lemma 4.24. Both

sides together are analyzed in Proposition 4.26. The diagram is then iterated

to prove Theorem 4.3.

(4.2.13): For all x, y ∈ Ui,

(An0 [g])i(x)

(An0 [g])i(y)
≤ max

η∈Z(i)
0

eφ
n
0 (η(x))g(η(x))

eφ
n
0 (η(y))g(η(y))

≤ exp
(
C4ds(x, y)α + ρln(g)(coth(σ/2)cnds(x, y))

)
.

�

Unlike the previous propositions, the following proposition will be used only in the proof

of Theorem 4.3, and not in the proof of Theorem 4.9. The idea is to show that when the

Perron-Frobenius operator is applied, then the oscillation norm of f computed relative to

g, as in Lemma 2.6, actually goes down some of the time, instead of staying constant. All

we need is a small negative term beyond what Lemma 2.6 would give us. The idea behind

Proposition 4.23 is the same: (4.2.17) would be trivial without the second term of the right

hand side (note that this term is actually negative).

We include a diagram (Figure 4.2) which we feel is useful for understanding the structure

of the remaining proof of Theorem 4.3.
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Proposition 4.23. Fix C1, C2, C5, C6,M,D < ∞, r ∈ N, τ < c2 < 1, and α, σ, β > 0; we

call these “the parameters”. Fix m ∈ N and K ⊆ Ĉ. For each j = 0, . . . , n− 1, assume that

(4.1.9) - (4.1.11) are satisfied, and that (4.1.1) is satisfied for X := T jn(K). Next, for each

i = 1, . . . ,m, fix xi, yi ∈ U satisfying

dh(xi, yi) ≤ C5(4.2.15)

ζi(xi), ζi(yi) ∈ K.(4.2.16)

Assume that ζi is σ-locally injective. Then for each f, g ∈ C(Ĉ) with g > 0, and such that

‖ ln(g)‖osc,T 0
n(K) ≤ C6, we have

(4.2.17)
m∑
i=1

[
Ln0 [f ](ζi(xi))

Ln0 [g](ζi(xi))
− Ln0 [f ](ζi(yi))

Ln0 [g](ζi(yi))

]
≤ m‖f/g‖osc,T 0

n(K)+εm

(
ρ

(T 0
n(K))

f/g (C5c
n)− ‖f/g‖osc,T 0

n(K)

)
where εm ∈ R depends only on m and the parameters (in particular it does not depend on

n or on the sequences of rational maps and potential functions) in such a way that if the

parameters are fixed, then there exists m ∈ N such that εm > 0.

Proof. For each j = 0, . . . , n, let Kj = T jn(K).

For convenience, we now make the following notational conventions:

• By a subscript of i, η, we mean that the sum, maximum, or minimum is to be taken

over all i = 1, . . . ,m and over all η ∈ Z(i)
0 . We illustrate this notation with two facts

which we will use in the sequel:

– η(xi), η(yi) ∈ K0 for all i, η

– (4.2.15), (4.2.11) and (4.2.12) imply that

max
i,η

(ds(η(xi), η(yi))) ≤ C5c
n(4.2.18)

max
i,η

(φn0 (η(xi))− φn0 (η(yi))) ≤ C4C
α
5(4.2.19)

• We define

Ψn
0 (z) :=

eφ
n
0 (z)g(z)

Ln0 [g](T n0 (z))
.
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Simple calculation demonstrates the following identities:

Ln0 [f ](x)

Ln0 [g](x)
=

∑
z∈T 0

n(x)

Ψn
0 (z)

f(z)

g(z)∑
z∈T 0

n(x)

Ψn
0 (z) = 1

We now begin calculation. Note that

Ln0 [f ](x)

Ln0 [g](x)
=

∑
z∈T 0

n(x)

Ψn
0 (z)

f(z)

g(z)

= sup
K0

(f/g) +
∑

z∈T 0
n(x)

Ψn
0 (z)

[
f(z)

g(z)
− sup

K0

(f/g)

]

= inf
K0

(f/g) +
∑

z∈T 0
n(x)

Ψn
0 (z)

[
f(z)

g(z)
− inf

K0

(f/g)

]
Plugging in x = ζi(xi) and x = ζi(yi), subtracting, and summing over all i = 1, . . . ,m yields

m∑
i=1

[
Ln0 [f ](ζi(xi))

Ln0 [g](ζi(xi))
− Ln0 [f ](ζi(yi))

Ln0 [g](ζi(yi))

]

= m

∥∥∥∥fg
∥∥∥∥

osc,K0

+
m∑
i=1

 ∑
z∈T 0

n(ζi(xi))

Ψn
0 (z)

[
f(z)

g(z)
− sup

K0

(
f

g

)]
−

∑
w∈T 0

n(ζi(yi))

Ψn
0 (w)

[
f(w)

g(w)
− inf

K0

(
f

g

)]
≤ m

∥∥∥∥fg
∥∥∥∥

osc,K0

+
∑
i,η

[
min (Ψn

0 (η(xi)),Ψ
n
0 (η(yi)))

(
f(η(xi))

g(η(xi))
− sup

K0

(
f

g

)
− f(η(yi))

g(η(yi))
+ inf

K0

(
f

g

))]

≤ m

∥∥∥∥fg
∥∥∥∥

osc,K0

+

[∑
i,η

min (Ψn
0 (η(xi)),Ψ

n
0 (η(yi)))

](
ρ

(K0)
f/g

(
max
i,η

ds(η(xi), η(yi))

)
−
∥∥∥∥fg
∥∥∥∥

osc,K0

)

which together with (4.2.18) implies (4.2.17) as long as εm is defined in such a way as to be

a lower bound for ∑
i,η

min (Ψn
0 (η(xi)),Ψ

n
0 (η(yi))) .

Thus, we aim at finding such a lower bound; for all i, η,

Ψn
0 (η(xi)) ≥

infK0(g)

supK0
(g)

1

supKn(Ln0 [1])
eφ

n
0 (η(xi))
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Ψn
0 (η(yi)) ≥

infK0(g)

supK0
(g)

1

supKn(Ln0 [1])
eφ

n
0 (η(yi))

We take the minimum of the two equations, and sum over all i, η:

(4.2.20)
∑
i,η

min (Ψn
0 (η(xi)),Ψ

n
0 (η(yi))) ≥

e−C6

supKn(Ln0 [1])

∑
i,η

min
(
eφ

n
0 (η(xi)), eφ

n
0 (η(yi))

)
Raising e to both sides of (4.2.19), solving for eφ

n
0 (η(yi)), and taking the minimum with the

inequality eφ
n
0 (η(xi)) ≥ e−C4Cα5 eφ

n
0 (η(xi)) yields that for all i, η,

min
(
eφ

n
0 (η(xi)), eφ

n
0 (η(yi))

)
≥ e−C4Cα5 eφ

n
0 (η(xi)).

Combining with (4.2.20) and using (4.2.4) to simplify,

(4.2.21)
∑
i,η

min (Ψn
0 (η(xi)),Ψ

n
0 (η(yi))) ≥

e−(C6+C4Cα5 )

supKn(Ln0 [1])

m∑
i=1

(An0 [1])i(xi).

By Corollary 4.21,

m∑
i=1

(An0 [1])i(xi) ≥
m∑
i=1

Ln0 [1](ζi(xi))− eMC3 inf
Kn

(Ln0 [1])

≥ (m− eMC3) inf
Kn

(Ln0 [1])

Combining with (4.2.21) and (4.1.1),∑
i,η

min (Ψn
0 (η(xi)),Ψ

n
0 (η(yi))) ≥ e−(C6+C4Cα5 +M)

(
m− eMC3

)
The right hand side we call εm; as promised, it depends only on m and the parameters.

To finish the proof, suppose that the parameters are fixed; we wish to find m ∈ N so that

εm > 0. Let m = deMC3e+ 1; we have εm ≥ e−(C6+C4Cα5 +M) > 0. �

4.3. Proof of Theorem 4.3

In this section, we fix α, β > 0, a holomorphic random dynamical system (T,Ω,P, θ)

on Ĉ with a potential function φ : Ω → C(Ĉ), and X ⊆ Ĉ which satisfy the hypotheses of

Theorem 4.3, i.e. (T,Ω,P, θ) is nonsingualar, X has the bounded distortion property, and

(4.1.5) - (4.1.7) are satisfied.

59



The idea is to use Theorem 3.25 in combination with Corollary 3.21 to show that with

positive probability, there exist disjoint sets Ui with relatively compact subsets whose iterates

cover all of X \Bs(S0, κ) within a bounded number of steps. Since there are infinitely many

chances, it must happen sometime. The contribution in oscillation from these particular

inverse images is slightly lower than expected, so the oscillation as a whole must go down.

Lemma 4.24. Fix C5, ε1 > 0. Then there exists κ > 0 such that

(4.3.1) P(Bs(S0, κ) ⊂⊂ F0) ≥ 3/4,

and such that for each m ∈ N there exists N ∈ N such that the following event occurs with

probability at least 1− ε1:

Event 4.25. There exist a disjoint collection of open disks (Ui)
m
i=1 and

relatively compact subsets Vi ⊂⊂ Ui such that

diamUi(Vi) ≤ C5(4.3.2)

TN0 (Vi) ⊇ Ĉ \Bs(SN , κ)(4.3.3)

TN0 (Bs(S0, κ)) ⊆ Bs(SN , κ)(4.3.4)

Proof. Since (T,Ω,P, θ) is nonsingular, there exists κ > 0 such that

(4.3.5) P (ds(J0,S0) > κ) ≥ max(1− ε1/5, 3/4).

Of course, this implies (4.3.1).

Suppose m ∈ N. Corollary 3.21 guarantees the existence of ` ∈ N and δ3 > 0 such that

(4.3.6) P
(

diamm(T 0
` (p)) ≥ δ3 ∀p ∈ Ĉ \Bs(S`, κ)

)
≥ 1− ε1/5.

Let δ2 > 0 be such that diamBs(0,δ3/2)(Bs(0, δ2)) = C5. An exact formula can be given for δ2

in terms of δ3 and C5, but it is irrelevant here.
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Let H <∞ be large enough so that

(4.3.7) P
(
sup(T `0)∗ ≤ H

)
≥ 1− ε1/5.

Let δ1 > 0 be given by Lemma 2.11. By Theorem 3.25, for all sufficiently large n ∈ N

(4.3.8) P
(
∃p ∈ J0 such that T n0 (Bs(p, δ1)) ⊇ Ĉ \Bs(Sn, κ)

)
≥ 1− ε1/5.

Without loss of generality, suppose that n is also large enough so that

(4.3.9) P
(
T `+n0 (Bs(S0, κ)) ⊆ Bs(S`+n, κ)

)
≥ 1− ε1/5

this is valid by Lemma 3.5.

Let N = `+ n.

Now, fix ω ∈ Ω such that:

A) ds(J`,S`) > κ

B) TN0 (Bs(S0, κ)) ⊆ Bs(SN , κ)

C) diamm(T 0
` (p)) ≥ δ3 ∀p ∈ Ĉ \Bs(S`, κ)

D) sup(T `0)∗ ≤ H

E) There exists p ∈ J` such that TN` (Bs(p, δ1)) ⊇ Ĉ \Bs(SN , κ)

By (4.3.5) - (4.3.9), the set of all such ω is of measure at least 1 − ε1. We claim that ω

satisfies Event 4.25.

Let p ∈ J` be as in event (E).

Fix x ∈ T 0
` (p). For all q ∈ Bs(p, δ1), event (D) and Lemma 2.11 imply that ds(x,Φp,q(x)) ≤

δ2, and so q ∈ T `0(Bs(x, δ2)). Thus we have T `0(Bs(x, δ2)) ⊇ Bs(p, δ1). Applying T n0 to both

sides yields TN0 (Bs(x, δ2)) ⊇ Ĉ \Bs(S0, κ).

Event A implies that p ∈ Ĉ \ Bs(S0, κ); thus event (C) implies that diamm(T 0
` (p)) ≥ δ3.

Let (xi)
m
i=1 be a δ3-separated subset of T 0

` (p).

Next we define

Vi := Bs(xi, δ2)

Ui := Bs(xi, δ3/2)
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The fact that (xi)i is δ3-separated implies that (Ui)i is disjoint. The definition of δ2 implies

that diamUi(Vi) = C5. Finally, the fact that xi ∈ T 0
` (p) implies that TN0 (Vi) ⊇ Ĉ\Bs(SN , κ).

Thus we are done. �

We are almost ready to prove Theorem 4.3. We start by tiny steps: more often than not,

the oscillation goes down a small amount. We combine the results of Proposition 4.23 and

Lemma 4.24 into the following proposition:

Proposition 4.26. Fix C6 < ∞. Then there exist κ, ε2 > 0 such that (4.3.1) is satisfied,

and such that the following event is almost certain to occur:

Event 4.27. Suppose that σ is a modulus of continuity, and suppose that

Bs(S0, κ) ⊂⊂ F0. Then there exists n2 ∈ N such that (4.3.11) is satis-

fied, and such that for all f, g ∈ C(Ĉ) with ρ
(X\Bs(S0,κ))
f/g ≤ γ, g > 0, and

‖ ln(g)‖osc,X\Bs(S0,κ) ≤ C6,

(4.3.10)

∥∥∥∥Ln2
0 [f ]

Ln2
0 [g]

∥∥∥∥
osc,X\Bs(Sn2 ,κ)

≤ (1− ε2)γ(π/2).

Proof. The first half of the proof is an exercise in quantifier logic:

Let C5 = 1 and let ε1 = 1/4. Lemma 4.24 guarantees the existence of κ > 0. Lemma 4.8

guarantees the existence of D,C1, C2 <∞, and τ < 1.

Let M < ∞ be the constant guaranteed by the fact that X has the bounded distortion

property, let r = 1, and let σ = ∞. Let c = τ 1/3, so that τ < c2 < 1. Since α, β, and C6

were given by hypothesis, this completes the specification of the parameters. Thus, the final

clause of Proposition 4.23 guarantees the existence of m ∈ N such that εm > 0.

Lemma 4.24 guarantees the existence of N2 ∈ N.

Let

ε2 =
1

2
εm
e−(N2C1(π/2)α+M+C6)

DN2
> 0.

We now consider the following events:

A) (4.1.1) for all j ∈ N, with K := X
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B) T nj (B) ⊆ B for all j, n ∈ N with j ≤ n

C) For infinitely many n ∈ N,

i) Event 4.25 occurs for θnω

ii) (4.1.9) - (4.1.11) hold for j = 0, . . . , n− 1

iii)

(4.3.11) Bs(Sn+N2 , κ) ⊂⊂ Fn+N2 .

From the fact that X is backward invariant and has the bounded distortion property, it

follows that events (A) - (B) have full measure. By Lemmas 4.24 and 4.8, (Ci) - (Ciii) have

probability at least 1/4 > 0; by Lemma 2.3, event (C) has full measure.

Next, we fix a sequence (Tj)j∈N for which events (A) - (C) occur. Our goal is to show

that Event 4.27 also occurs. To this end, we fix γ a modulus of continuity, and suppose that

Bs(S0, κ) ⊂⊂ F0. Let N1 ∈ N be large enough so that

γ(cN1+N2) ≤ 1

2
γ(π/2)(4.3.12)

T n0 (Bs(S0, κ)) ⊆ Bs(Sn, κ) ∀n ≥ N1(4.3.13)

Such N1 exists by Lemma 3.5.

By event (C), there exists n ≥ N1 such that (Ci) - (Ciii) hold.

Fix f, g ∈ C(Ĉ) with ρ
(X\Bs(S0,κ))
f/g ≤ γ, g > 0, and ‖ ln(g)‖osc,X\Bs(S0,κ) ≤ C6. We are done

if (4.3.10) holds.

Let n0 = 0, n1 = n, and n2 = n + N2. Let Ki = X \ Bs(Sni , κ) for i = 0, 1, 2. Now

(4.3.13) and (4.3.4) can be rewritten:

T 0
n1

(K1) ⊆ K0(4.3.14)

T n1
n2

(K2) ⊆ K1(4.3.15)

respectively. Combining with Lemma 2.6 gives∥∥∥∥Ln1
0 [f ]

Ln1
0 [g]

∥∥∥∥
osc,K1

≤
∥∥∥∥fg
∥∥∥∥

osc,K0

(4.3.16)
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∥∥∥∥Ln2
0 [f ]

Ln2
0 [g]

∥∥∥∥
osc,K2

≤
∥∥∥∥Ln1

0 [f ]

Ln1
0 [g]

∥∥∥∥
osc,K1

(4.3.17)

We also rewrite (4.3.10); to complete the proof it suffices to show

(4.3.18)

∥∥∥∥Ln2
0 [f ]

Ln2
0 [g]

∥∥∥∥
osc,K2

≤ (1− ε2)γ(π/2).

Fix p, q ∈ K2. Since Event 4.25 is satisfied for θnω, we have that there exist a disjoint

collection (Ui)
m
i=1 of open disks, and relatively compact subsets Vi ⊂⊂ Ui satisfying (4.3.2)

and (4.3.3); rewriting (4.3.3) in terms of ω yields

(4.3.19) T n2
n1

(Vi) ⊇ K2.

For each i = 1, . . . ,m let ζi : Ui → Ĉ be the identity map. By (4.3.19), for each i = 1, . . . ,m

there exist xi, yi ∈ Vi with T n2
n1

(ζi(xi)) = p and T n2
n1

(ζi(yi)) = q.

We verify the hypotheses of Proposition 4.23:

• n1,m ∈ N

• {ζ1, . . . , ζm} has multiplicity one (since the Uis are disjoint)

• (Tj)
n−1
j=0 is a finite sequence of rational maps

• (φj)
n−1
j=0 is a finite sequence of potential functions

• K1 ⊆ Ĉ

• (4.1.9) - (4.1.11) hold for all j = 0, . . . , n1 − 1

• For each i = 1, . . . ,m, xi, yi ∈ Ui

• For each i = 1, . . . ,m, ζi is injective; in particular, it is σ-locally injective since

σ =∞

• (4.3.2) implies (4.2.15)

• (4.3.15) implies (4.2.16)

• f, g ∈ C(Ĉ) with g > 0

• (4.3.14) together with the fact that ‖ ln(g)‖osc,K0 ≤ C6 implies ‖ ln(g)‖osc,T 0
n1

(K) ≤ C6

Thus by Proposition 4.23, we have (4.2.17) for n = n1 and K = K1.

Having discharged the quantifiers, we move on to the calculation:
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We write

Ψn2
n1

(x) =
eφ

n2
n1

(x)Ln1
0 [g](x)

Ln2
0 [g](T n2

n1 (x))

The next several lines are modified from the proof of Proposition 4.23:

∑
x∈Tn1n2 (p)

Ψn2
n1

(x) = 1

Ln2
0 [f ](p)

Ln2
0 [g](p)

=
∑

x∈Tn1n2 (p)

Ψn2
n1

(x)
Ln1

0 [f ](x)

Ln1
0 [g](x)

= sup
K0

(f/g) +
∑

x∈Tn1n2 (p)

Ψn2
n1

(x)

[
Ln1

0 [f ](x)

Ln1
0 [g](x)

− sup
K0

(f/g)

]

= inf
K0

(f/g) +
∑

x∈Tn1n2 (p)

Ψn2
n1

(x)

[
Ln1

0 [f ](x)

Ln1
0 [g](x)

− inf
K0

(f/g)

]

Ln2
0 [f ](p)

Ln2
0 [g](p)

− Ln2
0 [f ](q)

Ln2
0 [g](q)

=

∥∥∥∥fg
∥∥∥∥

osc,K0

+

 ∑
x∈Tn1n2 (p)

Ψn2
n1

(x)

[
Ln1

0 [f ](x)

Ln1
0 [g](x)

− sup
K0

(
f

g

)]
−

∑
y∈Tn1n2 (q)

Ψn2
n1

(y)

[
Ln1

0 [f ](y)

Ln1
0 [g](y)

− inf
K0

(
f

g

)]
≤
∥∥∥∥fg
∥∥∥∥

osc,K0

+ inf
T
n1
n2

(K2)
(Ψn2

n1
)

m∑
i=1

(
Ln1

0 [f ](ζi(xi))

Ln1
0 [g](ζi(xi))

− Ln1
0 [f ](ζi(yi))

Ln1
0 [g](ζi(yi))

−
∥∥∥∥fg
∥∥∥∥

osc,K0

)

We now begin new calculations. By (4.2.17),

m∑
i=1

(
Ln1

0 [f ](ζi(xi))

Ln1
0 [g](ζi(xi))

− Ln1
0 [f ](ζi(yi))

Ln1
0 [g](ζi(yi))

−
∥∥∥∥fg
∥∥∥∥

osc,K0

)

≤
[
m‖f/g‖osc,K0 + εm

(
ρ

(K0)
f/g (C5c

n2)− ‖f/g‖osc,K0

)]
−m‖f/g‖osc,K0

≤ εm

(
1

2
γ(π/2)− ‖f/g‖osc,K0

)
Now,

inf
T
n1
n2

(K2)
(Ψn2

n1
) ≥

einf(φ
n2
n1

) inf
X∩K0

(Ln1
0 [g])

sup
K2

(Ln2
0 [g])
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≥ e‖φ
n2
n1
‖osc esup(φ

n2
n1

)

sup(Ln2
n1 [1])

inf(Ln1
0 [1])

sup(Ln1
0 [1])

inf
K0

(g)

sup
K0

(g)

≥ e−(N2C1(π/2)α+M+C6)

DN2

Combining, we continue our calculation:

Ln2
0 [f ](p)

Ln2
0 [g](p)

− Ln2
0 [f ](q)

Ln2
0 [g](q)

≤
∥∥∥∥fg
∥∥∥∥

osc,K0

+
e−(N2C1(π/2)α+M+C6)

DN2
εm

(
1

2
γ(π/2)− ‖f/g‖osc,K0

)
≤ γ(π/2)

[
1 +

e−(N2C1(π/2)α+M+C6)

DN2
εm

(
1

2
− 1

)]
= (1− ε2)γ(π/2)

Taking the supremum over all p, q ∈ K2 yields (4.3.18). Thus we are done. �

Next, we need a technical lemma, which in some sense says that the Perron-Frobenius

operator is uniformly continuous:

Lemma 4.28. Suppose that γ1 and γ2 are moduli of continuity, suppose T is a rational map,

and suppose φ : Ĉ → R is continuous. Then there exists a modulus of continuity γ3 such

that if K ⊆ Ĉ and if f, g : Ĉ → R are continuous functions such that g > 0 on T−1(K),

ρ
(T−1(K))
f/g ≤ γ1, and ρ

(T−1(K))
ln(g) ≤ γ2, then ρ

(K)
L[f ]
L[g]

≤ γ3.

Proof. Fix δ2 > 0; let δ1 > 0 be the number guaranteed by Lemma 2.11.

Fix x, y ∈ K with ds(x, y) ≤ δ1, and let Φ be the bijection guaranteed by Lemma 2.11.

We make the notational convention that summation over z, w indicates that the summation

is taken over z ∈ T−1(x), and that w is shorthand for Φ(z).

We begin calculation:

L[f ](x)

L[g](x)
− L[f ](y)

L[g](y)
=
∑
z,w

[
eφ(z)g(z)

L[g](x)

f(z)

g(z)
− eφ(w)g(w)

L[g](y)

f(w)

g(w)

]

We recall the following lemma:
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Lemma 4.29. Suppose S is a finite or countably infinite set, and suppose (as)s∈S and (bs)s∈S

are probability vectors i.e. positive sequences that sum to one. Suppose (cs)s∈S and (ds)s∈S

are bounded sequences. Let K = sups∈S | ln(as)− ln(bs)|, and let ε = 2
1+eK

. Then

(4.3.20)
∑
s∈S

[ascs − bsds] ≤ (1− ε)
(

sup
s∈S∈S

(cs)− inf
s∈S

(ds)

)
+ ε

(
sup
s∈S

(cs − ds)
)

Proof. [22], or as an exercise left to the reader. /

Applying this lemma to our particular circumstances:

max
z,w

f(z)

g(z)
−min

z,w

f(w)

g(w)
≤ γ1(π/2)

max
z,w

[
f(z)

g(z)
− f(w)

g(w)

]
≤ γ1(δ2)

and finally

max
z,w
|φ(z) + ln(g(z))− ln(L[g](x))− φ(w)− ln(g(w)) + ln(L[g](y))|

≤ 2[ρφ(δ2) + γ2(δ2)]

L[f ](x)

L[g](x)
− L[f ](y)

L[g](y)

≤
(

1− 2

1 + e2[ρφ(δ2)+γ2(δ2)]

)
γ1(π/2) +

2

1 + e2[ρφ(δ2)+γ2(δ2)]
γ1(δ2)

which tends to zero as δ2 tends to zero. Thus for all σ > 0, there exists δ1 > 0 not depending

on K, f , or g, such that for all x, y ∈ K with ds(x, y) ≤ δ2, we have

L[f ](x)

L[g](x)
− L[f ](y)

L[g](y)
≤ σ

Thus we are done. �

Proof of Theorem 4.3. Fix C6 <∞. Let κ, ε2 > 0 be as in Proposition 4.26.

Fix ω ∈ Ω and assume that Event 4.27 is satisfied for all forward translates of ω, and

that Bs(Sn, κ) ⊂⊂ Fn for at least one n ∈ N. By Proposition 4.26, this assumption is almost

certainly valid.

Fix γ1 and γ2 moduli of continuity with γ2(π/2) ≤ C6.
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Claim 4.30. For every k ∈ N, there exists n ∈ N so that

• Bs(Sn, κ) ⊂⊂ Fn

• For all f, g ∈ C(Ĉ) with g > 0, ρ
(X)
f/g ≤ γ1, and ρ

(X)
ln(g) ≤ γ2,

(4.3.21)

∥∥∥∥Ln0 [f ]

Ln0 [g]

∥∥∥∥
osc,X\Bs(Sn,κ)

≤ (1− ε2)kγ1(π/2).

Proof. By induction:

Base case k = 0: By assumption, there exists n ∈ N satisfying Bs(Sn, κ) ⊂⊂ Fn. (4.3.21)

follows from (2.4.5).

Inductive step: Assume the claim is true for k ∈ N; let n ∈ N be the value that works. By

Lemma 4.28, there exists a modulus of continuity γ3 such that if f, g : Ĉ→ R are continuous

functions such that g > 0 on X, ρ
(X)
f/g ≤ γ1, and ρ

(X)
ln(g) ≤ γ2, then

ρ
(X)
Ln0 [f ]

Ln0 [g]

≤ γ3.

Let γ4(ε) = min(γ3(ε), (1 − ε2)kγ1(π/2)). Clearly, γ4 is a modulus of continuity, and

γ4(π/2) ≤ (1− ε2)kγ1(π/2). By the inductive hypothesis,

(4.3.22) ρ
(X\Bs(Sn,κ))
Ln0 [f ]

Ln0 [g]

≤ γ4

for relevant f, g.

Let n2 ∈ N be given by Event 4.27 for θnω.

Let k̃ = k + 1 and let ñ = n+ n2.

• By (4.3.11), we have Bs(Sñ, κ) ⊂⊂ Fñ.

• Fix f, g ∈ C(Ĉ) with g > 0, ρ
(X)
f/g ≤ γ1, and ρ

(X)
ln(g) ≤ γ2. Then (4.3.22) holds, and

‖ ln(Ln0 [g])‖osc ≤ C6. Thus by (4.3.10), we have∥∥∥∥Lñ0 [f ]

Lñ0 [g]

∥∥∥∥
osc,X\Bs(Sñ,κ)

≤ (1− ε2)γ4(π/2) ≤ (1− ε2)k̃γ1(π/2)

completing the inductive step.

/
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We claim that Event 4.4 is satisfied, with the restriction that γ2(π/2) ≤ C6. If we show

this, we are done since C6 <∞ was arbitrary, and can be quantified countably.

Thus, we need to show that for all ε > 0 and for all κ̃ > 0, there exists N ∈ N not

depending on f, g such that for all n ≥ N , (4.1.8) holds. To this end, fix ε > 0 and κ̃ > 0.

Let k ∈ N be large enough so that (1 − ε2)kγ1(π/2) ≤ ε. Let n ∈ N be given by the claim.

By Lemma 3.5, there exists N ∈ N such that for all ñ ≥ N ,

T ñn (Bs(Sn, κ)) ⊆ Bs(Sñ, κ̃)

and thus the backwards invariance of X and of the Julia set imply

T nñ (X \Bs(Sñ, κ̃) ∪ Jñ) ⊆ X \Bs(Sn, κ) ∪ Jn = X \Bs(Sn, κ).

(Here we have used that #(X) ≥ 3 plus backwards invariance to yield that Jn ⊆ X.)

Now, (4.3.21) and (2.4.5) yield (4.1.8). �

4.4. Consequences of Theorem 4.3

In this section, we fix a nonsingular holomorphic random dynamical system (T,Ω,P, θ)

on Ĉ with a potential function φ : Ω→ C(Ĉ) and a set X ⊆ Ĉ satisfying the hypotheses of

Theorem 4.3. We assume that Theorem 4.3 has already been proven. (The proof of Theorem

4.3 is given in Sections 2.5 - 4.3.)

All measures are assumed to be nonnegative.

Remark 4.31. Events 4.4 and 3.29 imply the following event:

Event 4.32. For every g ∈ C(Ĉ) with g > 0, there exists a unique measure

νg whose support is J ′0 such that for every f ∈ C(Ĉ) and for every κ > 0,

(4.4.1)
Ln0 [f ]

Ln0 [g]
−→
n
1

∫
fdνg

uniformly on (X \ Bs(Sn, κ) ∪ Jn)n. Furthermore, if (σn)n is any sequence

of probability measures such that σn is supported on X \Bs(Sn, κ)∪Jn for
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all n ∈ N, then the convergence

(4.4.2) νg = lim
n→∞

L0
n

[
σn
Ln0 [g]

]
holds in the weak-* topology.

Proof. Fix ω ∈ Ω such that Event 4.4 is satisfied.

Fix g ∈ C(Ĉ) with g > 0. Suppose that f ∈ C(Ĉ). Let γ1 = ρf/g and let γ2 = ρln(g).

Since Event 4.4 holds, for all ε, κ > 0 there exists N ∈ N such that for all n ≥ N , (4.1.8)

holds. But this exactly means that

(4.4.3)

∥∥∥∥Ln0 [f ]

Ln0 [g]

∥∥∥∥
osc,X\Bs(Sn,κ)∪Jn

−→
n

0.

for all κ > 0.

Now (2.4.3), (2.4.4), and (4.4.3) together with the backward invariance of the Julia set

imply that ([
inf
Jn

Ln0 [f ]

Ln0 [g]
, sup
Jn

Ln0 [f ]

Ln0 [g]

])
n∈N

is a decreasing sequence of intervals whose diameters tend to zero. Let νg[f ] be their unique

point of intersection. It is easily verified that νg is a positive linear functional on C(Ĉ), so by

the Riesz representation theorem we may identify it with a measure. Clearly, (4.4.3) implies

(4.4.1).

If f ∈ C(Ĉ) satisfies f � J ′0 = 0, then the left hand side of (4.4.1) is identically zero on

J ′n. Since the convergence of (4.4.1) is uniform on the sequence (J ′n)n, we have
∫
fdνg = 0.

Since this is true for all f such that f � J ′0 = 0, we have νg(Ĉ \ J ′0) = 0 i.e. Supp(νg) ⊆ J ′0.

For the other direction, note that Event 3.29 implies that for every U ⊆ Ĉ open with

U ∩ J ′0 6= ∅, for sufficiently large n ∈ N, Ln0 [1U ] is strictly positive on J ′n; since Ln0 [1U ] is

lower semicontinuous, it follows that there exists ε > 0 such that Ln0 [1U ] ≥ εLn0 [g] on J ′0.

Then νg(U) ≥ ε
∫
gdνg = ε > 0.

Finally, since the convergence (4.4.1) holds uniformly on (X \Bs(Sn, κ)∪Jn)n, the same

convergence holds when integrated against a sequence of measures (σn)n as in the hypothesis.

Algebra, followed by the implicitization of the f variable, yields (4.4.2). �
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For the remainder of this section, we assume that X has the equicontinuity property.

Corollary 4.33. The following event is almost certain to occur:

Event 4.34. Fix p0 ∈ X \ S0. Then the sequence

(4.4.4)

[
ln

(
L0
−n[1]

L0
−n[1](p0)

)]
n∈N

is uniformly Cauchy on X.

Proof. Let γ1 be the modulus of continuity corresponding to the fact that X has the

equicontinuity property, and let γ2 = 0. For each k ∈ N, let εk = 2−k > 0, and let

0 < κk < diam(X)/4 be small enough so that γ1(4κk) ≤ 2−k. For each n ∈ N, consider the

following event:

Event 4.35. For all f, g ∈ C(Ĉ) with g > 0, ρ
(X)
f/g ≤ γ1, and ρ

(X)
ln(g) ≤ γ2, we

have that (4.1.8) holds. (Note that (4.1.8) depends on εk and κk, and thus

indirectly on k.)

Now Theorem 4.3 implies that

P(Event 4.35 is satisfied for all n sufficiently large) = 1.

Thus by Lemma 2.4,

P(∃nk ∈ N such that Event 4.35 is satisfied for θ−nkω) = 1.

We should say a word about the measurability of Event 4.35, since this is necessary to apply

Lemma 2.4. Let

K = {(f, g) ∈ C(X)× C(X) : g > 0, ρf/g ≤ γ1, ρln(g) ≤ γ2, f(p0) = 0, g(p0) = 1}

By the Arzelà-Ascoli theorem, K is a compact metric space under the supremum norm. It

will readily be verified that Event 4.35 is equivalent to:
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Event 4.36. (4.1.8) holds for all (f, g) ∈ K .

which is measurable by Corollary A.10.

Fix ω ∈ Ω satisfying the following events:

A) ρ
(X)

ln(L−j
−n[1])

≤ γ1 for all j, n ∈ N, j ≤ n

B) For all k ∈ N, there exists nk ∈ N such that Event 4.35 is satisfied for θ−nkω

By (4.1.4) and by the above calculation, such sequences form an almost certain event. Thus,

if we show that ω satisfies Event 4.34, then we are done.

Fix k ∈ N, and fix j ≥ nk. We write n := nk.

Let f = L−n−j [1], and let g = 1 supX(f). Now

ρ
(X)
f/g ≤ ρ

(X)
ln(f/g) sup

X
(f/g) = ρ

(X)
ln(f) ≤ γ1.

Clearly g > 0, and ρ
(X)
ln(g) = 0 = γ2. Thus Event 4.35 applies. We write K := X \Bs(S0, κk)∪

J0, so that (4.1.8) becomes ∥∥∥∥L0
−n[f ]

L0
−n[g]

∥∥∥∥
osc,K

≤ 2−k.

Now

‖ ln(L0
−j[1])− ln(L0

−n[1])‖osc,K = ‖ ln(L0
−n[f ])− ln(L0

−n[g])‖osc,K

=

∥∥∥∥ln

(
L0
−n[f ]

L0
−n[g]

)∥∥∥∥
osc,K

≤ sup
K

(
L0
−n[g]

L0
−n[f ]

)∥∥∥∥L0
−n[f ]

L0
−n[g]

∥∥∥∥
osc,K

≤ 2−k sup(g/f) ≤ eM2−k

We claim that K is close to X in the Hausdorff metric:

Claim 4.37.

X ⊆ Bs(K, 4κk).
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Proof. Fix p ∈ X. Since X is connected and has diameter at least 4κk, the sets Ss(p, 2κk)

and Ss(p, 4κk) must intersect X, say at q and r. Since diam3{p, q, r} = 2κk and since

#(S0) ≤ 2, the pigeonhole principle implies that either p, q, or r is not in Bs(S0, κk). But

then this point is in K, and p ∈ Bs(K, 4κk). /

As a result of this claim, we have the bound

‖ ln(L0
−j[1])− ln(L0

−n[1])‖osc,X ≤ ‖ ln(L0
−j[1])− ln(L0

−n[1])‖osc,K + 4γ1(4κk)

≤ (4 + eM)2−k.

Since this is true for all j ≥ nk, we see that ‖ ln(L0
−j1 [1])− ln(L0

−j2 [1])‖osc,X tends to zero as

j1 and j2 approach infinity jointly. Thus if p0 ∈ X, then∥∥∥∥ln

(
L0
−j1 [1]

L0
−j1 [1](p0)

)
− ln

(
L0
−j2 [1]

L0
−j2 [1](p0)

)∥∥∥∥
∞,X
−−→
j1,j2

0.

(The function whose ∞, X norm is being taken vanishes at p0 ∈ X.) Thus we are done. �

Without loss of generality suppose that for all ω ∈ Ω, the following events are satisfied:

A) Events 4.32 and 4.34

B) T (B) ⊂⊂ B

C) (Tn)n∈N is non-quasilinear and nonsingular

Note that (B) implies that Jω ⊆ X for all ω ∈ Ω, since #(X) ≥ 3.

The limit of the sequence (4.4.4) depends on p0 ∈ X \S0. Since J is strongly measurable

and always nonempty, by the selection theorem [[18] Theorem 2.13, p.32] we may choose a

(measurable) random point p0 ∈ J0 ⊆ X \ S0.

Fix ω ∈ Ω. The backwards invariance of X implies that (2.4.1) defines a family of maps

Lnm : C(X) → C(X). We do not distinguish notationally from this family and from the

original family Lnm : C(Ĉ)→ C(Ĉ) defined in Section 2.4. We make the following definitions,

whose validity is justified by Events 4.32 and 4.34:

g0 := lim
n→∞

L0
−n[1]

L0
−n[1](p0)

∈ C(X) g0 > 0(4.4.5)

λn0 := Ln0 [g0](pn) > 0(4.4.6)
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ν0 := lim
n→∞

L0
n

[
δpn

Ln0 [g0]

]
∈M(J ′0)(4.4.7)

Recall that in Section 2.1 we made the convention that On = Oθnω = O0 �θnω for any random

object O0. We continue:

µ0 := g0ν0 ∈M(J ′0)(4.4.8)

ψn0 := φn0 + ln(g0)− ln(gn ◦ T n0 )− ln(λn0 ) ∈ C(T 0
n(X))(4.4.9)

L n
0 [f ](p) :=

Ln0 [fg0](p)

λn0gn(p)
=

∑
x∈T 0

n(p)

eψ
n
0 (x)f(x) : C(X)→ C(X)(4.4.10)

L 0
n [σ] := g0L

0
n

[
σ

λn0gn

]
=

∫ ∑
x∈T 0

n(p)

eψ
n
0 (x)δxdσ(p) :M(X)→M(X)(4.4.11)

We make the following observations, whose proofs are algebraic in nature and are left to the

reader:

Ln0 [g0] = λn0gn(4.4.12)

L0
n[νn] = λn0ν0(4.4.13)

ν0[g0] = 1(4.4.14)

Ln0 [f ]

λn0gn
−→
n
1

∫
fdν0 [on X \Bs(Sn, κ) ∪ Jn, f ∈ C(X)](4.4.15)

L0[1] = 1(4.4.16)

L 0
n [µn] = µ0(4.4.17)

L n
0 [f ]−→

n
1

∫
fdµ0 [on X \Bs(Sn, κ) ∪ Jn, f ∈ C(X)](4.4.18)

µ0[1] = 1(4.4.19)

(T n0 )∗[µ0] = µn(4.4.20)

The last two formulas imply that (µn)n is a (Tn)n-invariant sequence of probability measures.

Remark 4.38. Fix κ > 0. If (σn)n is any sequence of probability measures such that

σn(X \Bs(Sn, κ) ∪ Jn)−→
n

1,
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then the convergence

(4.4.21) µ0 = lim
n→∞

L 0
n [σn]

holds in the weak-* topology.

Proof. This follows directly from (4.4.2), plust the fact that L is a probability-preserving

operator. �

Remark 4.39. The measurability of (4.4.5) - (4.4.11) follows directly from Theorem A.8.

Of crucial importance here is the measurability of the random point p0.

Remark 4.40. The expressions

ln sup
X

(g0), ln inf
X

(g0), ln(λ0), ln(ν0[1])

are bounded deterministically (independent of ω.) Thus the expression supX(ψ0) has finite

expectation.

Proof. This follows directly from (4.1.4) and (4.1.7), together with the fact that ln(g0)

vanishes at p0. �

Claim 4.41. With the above assumptions and constructions, the following event is satisfied:

Event 4.42. The sequence (µn)n is metrically exact i.e. for all A ⊆ Ĉ

Borel measurable we have either µ0(A) = 0 or µn(T n0 (A))−→
n

1.

Proof. Fix A ⊆ Ĉ, and let

Ã :=
⋃
n∈N

T 0
nT

n
0 A

so that

µ0(A) ≤ µ0(Ã) = lim
n→∞

µ0(T 0
nT

n
0 A) = lim

n→∞
µn(T n0 (A))

Thus it suffices to show that µ0(Ã) is either zero or one.
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Suppose that µ0(Ã) > 0. Then (
1Tn0 Ã

µn

µ0(Ã)

)
n∈N

is a sequence of probability measures supported on (Jn)n. Thus by Remark 4.38,

µ0 = lim
n→∞

L 0
n

[
1Tn0 Ã

µn

µ0(Ã)

]

=
1

µ0(Ã)
lim
n→∞

(
1Tn0 Ã

◦ T n0
) (

L 0
n [µn]

)
=

1

µ0(Ã)
lim
n→∞

1Ãµ0 =
1Ãµ0

µ0(Ã)
.

Evaluating at Ã, we see that µ0(Ã) = 1. �

Proposition 4.43.

P(µ0 is atomless) = 1.

Proof. Let

a0 = max
p∈Ĉ

µ0(p),

so that we are trying to show P(a0 = 0) = 1. Fix ω ∈ Ω. For all p ∈ Ĉ we have

µ0(p) ≤ µ1(T0(p)) ≤ a1;

taking the supremum over p ∈ Ĉ yields a0 ≤ a1. Since (Ω,P, θ) is ergodic, there exists

C ∈ [0, 1] such that P(a0 = C) = 1. Thus, we are done if C = 0.

Fix ω ∈ Ω so that an = C for all n ∈ N.

Fix p ∈ Ĉ with µ0(p) = C. By contradiction suppose C > 0. By Claim 4.41, we have

C = an ≥ µn(T n0 (p))−→
n

1.

Thus C = 1, and µ0 = δp. It follows that

p ∈ Supp(µ0) ⊆ J0 ⊆ Ĉ \ S0.

Let m = 2, and let ` ∈ N be given by Lemma 3.20. Then

#(T 0
` T

`
0(p)) ≥ 2;
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in particular, this set is not equal to {p}. But (4.4.17) gives that

{p} = Supp(µ0) = T 0
` (Supp(µ`)) = T 0

` T
`
0(p),

a contradiction. Thus we are done. �

Proposition 4.44. The random objects λ0 > 0, g0 ∈ C(X), and ν0 ∈ M(X) are well-

defined up to equivalence, where (λ, g, ν) ∼ (λ̃, g̃, ν̃) if and only if (λ, g, ν) and (λ̃, g̃, ν̃) are

related almost surely by the change of variables

λ̃0 =
k0

k1

λ0(4.4.22)

g̃0 = k0g0(4.4.23)

ν̃0 = ν0/k0(4.4.24)

where k0 > 0 is (measurable) random. µ0, ψ0, and L0 are well-defined up to a set of measure

zero. In particular (4.4.22) says that ln(λ) is well-defined up to cohomological equivalence.

More precisely, any triple (λ̃, g̃, ν̃) satisfies (4.4.12) - (4.4.14) if and only if there exists

k0 > 0 random satisfying (4.4.22) - (4.4.24). In this case, if µ̃, ψ̃, and L̃ are defined by

(4.4.8) - (4.4.10), then µ̃ = µ almost everywhere, and so on.

Proof. For the forward direction, define the random variable

k0 :=

∫
g̃0dν0.

Clearly k0 > 0; we wish to show (4.4.22) - (4.4.24). Fix ω ∈ Ω. Integrating (4.4.13) [no

tildes] against g̃0, using (4.4.12) [with tildes] to simplify, setting n = 1, and dividing by k1

yields (4.4.22).

Fix ε, κ > 0. Consider the random set K0 := X \ Bs(S0, κ). For each ω ∈ Ω, (4.4.1)

implies that the equation

(4.4.25)

∥∥∥∥Ln0 [g̃0]

Ln0 [g0]
− k0

∥∥∥∥
∞,Kn

≤ εk0

holds for sufficiently large n. Fix ω ∈ Ω and assume that there exists n ∈ N such that 4.4.25

holds for θ−nω. By Lemma 2.4, this assumption is almost certainly valid. Rearranging the
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reindexed (4.4.25) yields ∥∥∥∥k−ng̃0

k0g0

− k−n
∥∥∥∥
∞,K0

≤ εk−n∥∥∥∥ g̃0

k0g0

− 1

∥∥∥∥
∞,K0

≤ ε.

Since ε, κ > 0 were arbitrary, the above equation almost certainly holds for all ε, κ > 0. But

this implies (4.4.23).

Now, (4.4.14) [with tildes] implies that (g̃nν̃n)n is a sequence of probability measures

supported on the Julia set. (4.4.2), (4.4.23), (4.4.12) [no tildes], (4.4.22), and (4.4.13) [with

tildes] yield

ν0 = lim
n→∞

L0
n

[
g̃nν̃n
Ln0 [g0]

]
= lim

n→∞
L0
n

[
kngnν̃n
λn0gn

]
= k0 lim

n→∞
L0
n[ν̃n] = k0ν̃n.

The backwards direction and the claims made about µ̃, ψ̃, and L̃ are purely algebraic and

are left to the reader. �

We now step back and take a more global view by considering the relative dynamical

system (Ω,P, θ,X,T, π1) associated to (T,Ω,P, θ). Let Cf (X) be the set of all measurable

fiberwise continuous functions on X. We define global objects

λ : Ω→ R λ(ω) := λ0 �ω

φ : X→ R φ(ω, p) := φ0(p) �ω

µ ∈M(J ) µ :=

∫
δω × µ0 �ω dP(ω)

ψ : T−1(Ω×X)→ R ψ(ω, p) := ψ0(p) �ω

L : Cf (Ω×X)→ Cf (Ω×X) L [f ](ω, p) := L−1 �ω [f(θ−1ω, ·)](p)

L ∗ :M(Ω×X)→M(Ω×X) L ∗[σ] :=

∫ ∑
x∈T−1

θ−1ω
(p)

eψ(θ−1ω,x)δ(θ−1ω,x)dσ(ω, p)

and so (4.4.16) - (4.4.20) yield global formulas

L [1] = 1
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L ∗[µ] = µ

µ[1] = 1

T∗[µ] = µ

In particular, µ is a T-invariant probability measure on X with π∗[µ] = P.

We would like to know whether µ is the unique equilibrium state. The following theorems

will be proven in Chapter 6:

Theorem 4.45. Fix a holomorphic random dynamical system (T,Ω,P, θ) on Ĉ. Assume

that

A) There exists D <∞ such that P(deg(T ) ≤ D) = 1

B)

(4.4.26) E [ln sup(T∗)] <∞.

Then for every σ ∈Me(X,T,P) with hσ(T � θ) > 0, there exists a (measurable) partition A

of X such that the hypotheses of Proposition 2.14 are satisfied.

Theorem 4.46. Fix a nonsingular holomorphic random dynamical system (T,Ω,P, θ) on

Ĉ with a potential function φ : Ω → C(Ĉ) and a set X ⊆ Ĉ satisfying the hypotheses of

Theorem 4.3. Assume further that (1.2.1) holds, that X has the equicontinuity property, and

that the conclusion of Theorem 4.45 is satisfied. Let µ ∈M(X,T,P) be as defined in Section

4.4. Then µ is the unique equilibrium state of (X,T, φ) over (Ω,P, θ). Furthermore, the

relativistic pressure of φ is given by

(4.4.27) Pφ,P(T � θ) =

∫
ln(λ)dP.

Corollary 4.47. Fix an antilinear holomorphic random dynamical system (T,Ω,P, θ) on

Ĉ satisfying the hypotheses of Theorem 4.45. Then the random version of the equation

htop(T ) = ln(deg(T )) holds; more specifically, we have

htop,P(T � θ) := P0,P(T � θ) = E [ln(deg(T ))].
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Proof. Let φ = 0. Clearly, (4.1.5) - (4.1.7) are satisfied, and X = Ĉ has the equicontinuity

property. Proposition 3.13 shows that (T,Ω,P, θ) is nonsingular (here we are using that

the hypotheses of Theorem 4.45 are satisfied, not just the conclusion). Thus the hypotheses

of Theorem 4.3 are satisfied. Since (1.2.1) is also clearly satisfied, we have verified the

hypotheses of Theorem 4.46.

A simple calculation shows that if φ = 0, then λ0 = deg(T0). Now (4.4.27) gives the

result. �
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CHAPTER 5

EQUICONTINUITY OF THE PERRON-FROBENIUS OPERATOR IN THE CASE OF

A PERTURBATION

5.1. Lemmas Leading Up to the Proof of Theorem 4.9

First, we construct the set B in the conclusion of Theorem 4.9:

Lemma 5.1. Suppose that A ⊆ R is a finite set, and suppose F ⊆ Ĉ is finite with A (F ) ⊆

F . Also suppose that (ii) of Theorem 4.9 holds. Then there exists a neighborhood B of F

and a neighborhood B1 of A such that X := Ĉ\B is closed, connected, and contains at least

three points, and such that

B1(B) ⊂⊂ B.

Proof. We leave it to the reader to verify that condition (ii) implies that there exists a

function c : F → (0,∞) such that for all p ∈ F and for all T ∈ A ,

T∗(p)
c(p)

c(T (p))
< 1.

Assume that such a c is given. For each p ∈ F let φp be any Möbius transformation such

that φp(0) = p and ‖(φp)∗(0)‖se = c(p). For each p ∈ F and T ∈ A let ψp,T = φ−1
T (p) ◦ T ◦ φp,

so that

ψp,T (0) = 0

‖(ψp,T )∗(0)‖e < 1

i.e. 0 is an attracting fixed point for the finite collection (ψp,T )p∈F,T∈A . By the definition

of derivative, it follows that for each p ∈ F and T ∈ A there exists δp,T > 0 such that

|ψp,T (w)| < |w| for all w ∈ Be(0, δp,T ). Let δ = minp,T δp,T > 0, so that for all p ∈ F , for all

T ∈ A , and for all w ∈ Be(0, δ), we have |ψp,T (w)| < |w| ≤ δ, i.e. ψp,T (w) ∈ Be(0, δ).
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Let B0 = {ψ ∈ R : ψ(Be(0, δ)) ⊆ Be(0, δ)}; B0 is subbasic open in the compact-

open topology, and contains ψp,T for all p ∈ F and T ∈ A . Let B0 = Be(0, δ), so that

B0(B0) ⊂⊂ B0.

Let B = ∪p∈Fφp(B0) and B1 = ∩p∈F ∪w∈F φwB0φ
−1
p . It is easily verified that B is

an open neighborhood of F , that B1 is an open neighborhood of A , that X := Ĉ \ B is

closed, connected, and contains at least three points (assuming δ is sufficiently small) and

that B1(B) ⊂⊂ B. �

Next, we give an elementary bound on the multiplicity of a point p /∈ F :

Lemma 5.2. Suppose that A ⊆ R is a finite set, and suppose F ⊆ Ĉ is finite with A (F ) ⊆

F . Also suppose that (i) of Theorem 4.9 holds. Let

r =
∏
S∈A

∏
w∈RPS\F

multS(w).

For all ` ∈ N, for all T ∈ A `, and for all p ∈ Ĉ \ T−1(F ),

(5.1.1) multT (p) ≤ r.

Proof. Suppose T = T `0 , where Tj ∈ A for j = 0, . . . , `− 1. Then

multT (p) =
`−1∏
j=0

multTj(T
j
0 (p)) =

∏
S∈A

∏
q∈RPS

(multS(q))#(j:q=T j0 (p) and S=Tj)

so it suffices to show that for all S ∈ A and for all q ∈ RPS, #(j : q = T j0 (p) and S = Tj)

is at most one, and is zero when q ∈ F .

To prove the latter, note that if T j0 (p) ∈ F , then T `0(p) ∈ F since A (F ) ⊆ F , contradict-

ing the hypothesis that p /∈ T−1(F ).

To prove the former, by contradiction we suppose 0 ≤ j1 < j2 < ` with T j10 (p) = T j20 (p) ∈

RPTj1
= RPTj2

. But then

T j10 (p) ∈ RP
T
j2
j1

∩ FP
T
j2
j1

⊆ F,

and contradiction follows as above. �
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Lemma 5.3. Suppose that A ⊆ R \ R1 is a finite set, and suppose F ⊆ Ĉ is finite with

A (F ) ⊆ F . Also suppose that (i) of Theorem 4.9 holds. If B ⊆ Ĉ is a neighborhood of F ,

then there exist b ∈ N, δ3 > 0, and B2 a neighborhood of A and so that for all T ∈ Bb
2 and

for all p ∈ Ĉ \B,

(5.1.2) diam(T−1(p)) ≥ δ3.

Proof. Let r ∈ N be as in Lemma 5.2. Let b be large enough so that 2b > r. Then (5.1.1)

yields that for all T ∈ A b and for all x ∈ Ĉ \ T−1(F ), we have

multT (x) < 2b ≤ deg(T ).

Thus no point of Ĉ\T−1(F ) is totally ramified, and so no point of Ĉ\F is totally branched.

Now, the map (T, p) 7→ diam(T−1(p)) is continuous; since Ĉ \B is compact the map

T 7→ inf
p∈Ĉ\B

diam(T−1(p))

is continuous, and strictly positive on A b. Thus there exists δ3 > 0 and a neighborhood Bb

of A b on which (5.1.2) holds for all p ∈ Ĉ \B; letting B2 be a neighborhood of A such that

Bb
2 ⊆ Bb yields the lemma. �

In the following lemma, the idea is to construct a set U which can be used as a domain

on which to bound the Perron-Frobenius operator by considering inverse branches. The set

U should be simply connected and should not contain any branch points of T , so that it has

deg(T ) conformally isomorphic preimages. Since U must not contain branch points, it must

vary depending on T , but in a predictable way. Specifically, if S is a perturbation of T then

the the isomorphic preimages of US under S will be close in some sense to the isomorphic

preimages of UT under T . We now state our lemma:

Lemma 5.4. Suppose F ⊆ Ĉ is finite, and suppose B ⊆ Ĉ is a neighborhood of F . Let

X = Ĉ \ B. Fix r ∈ N and d ≥ 1. Suppose T ∈ Rd is such that multT (p) ≤ r for all

p ∈ Ĉ \ T−1(F ). Then there exist C <∞, σ > 0, B ⊆ Rd a neighborhood of T , and (ζi)
d
i=1
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a collection of σ-locally injective holomorphic maps from ∆ to Ĉ, such that

(5.1.3) mult(ζi)
m
i=1 ≤ 9r

Furthermore, for all S ∈ B, there is a simply connected hyperbolic open set US such that

i) US ∩X = X

ii) US ∩ BPS = ∅

Furthermore, for each i = 1, . . . , d there is a holomorphic map ξi,S : US → ∆ such that

iii) S ◦ ζi ◦ ξi,S = id

iv) diamh(ξi,S(US)) ≤ C

v) For all p ∈ US, we have the equality of multisets

S−1(p) = {ζi ◦ ξi,S(p) : i = 1, . . . , d}.

The proof of this lemma is very technical, and requires other lemmas which will not be

used directly in the proof of Theorem 4.9. It may be advisable to temporarily assume Lemma

5.4, and skip directly to the proof of Theorem 4.9.

Remark 5.5. We shall use the following fact from topology repeatedly and without explicit

mention: If W is an open subset of a Riemann surface X = Ĉ or ∆, then P ⊆ X is clopen

relative to W if and only if ∂P ⊆ X \W . In particular,

• If P ∈ CC(W ), then ∂P ⊆ ∂W

• If P ⊆ W and ∂P ⊆ ∂W and if W has finitely many connected components, then

P is the union of some subcollection of the connected components of W

We begin with a technical definition:

Definition 5.6. A set U ⊆ Ĉ is nice if:

i) U is open, simply connected, and hyperbolic

ii) U is finitely connected (Recall that a set is defined to be finitely connected if its

complement has finitely many connected components)

iii) The set B(3)
U := {A ⊆ Ĉ open : #(CC(A ∩ U)) ≤ 3} is a basis of topology for Ĉ
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Figure 5.1. The set K of Construction 5.7. The point p has no neighborhood

A ⊆ B such that #(CC(A ∩ U)) < 3.

Note: The occurence of the number 3 here is best explained by the caption of Figure 5.1.

Next, we construct the set U for a given value of T , not worrying about perturbations

of T . The idea is that F1 := BPT and F2 := F . We call the following a construction rather

than a lemma since specific details of the construction will be used in the sequel.

Construction 5.7. Suppose F1, F2 ⊆ Ĉ are finite, and suppose that B ⊆ Ĉ is a neighbor-

hood of F2. Let X = Ĉ \B. We construct a nice set U ⊆ Ĉ such that

i) U ∩X ⊇ X

ii) U ∩ F1 = ∅, U ∩ F2 = ∅

Proof. Let F = F1∪F2; without loss of generality suppose that F is contained in the upper

half plane and that #(F ) ≥ 3. For each p ∈ F , let Kp = [0,Re[p]] ∪ [Re[p], p]. Fix δ > 0

such that Be(F2, δ) ⊆ B. Let

K =
⋃
p∈F

Kp ∪
⋃
p∈F2

Be(p, δ),

and let U = Ĉ \ K. We leave it to the reader to verify that the set U has the properties

mentioned above, assuming that δ is sufficiently small. �

The following lemma is key to correcting an error made in [[7], p.109, statement directly

below (2.14)]. The paper implicitly assumes that if U is a topological disc then there exist

arbitrarily small neighborhoods of U which are also topological discs. However this is only

true if we assume that U is itself simply connected, which is false in general. For example,

consider the set U constructed in 5.7. U is simply connected, but the number of connected
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components of Ĉ \ U is #(F2) which could be greater than one. Furthermore, if B is small

enough this is true no matter how U is chosen, because of requirements (i) and (ii).

The way in which we correct this error is as follows: Rather than considering a neighbor-

hood of U , we consider a map ζ : ∆→ Ĉ whose image contains U . The image may intersect

itself, but we give a bound on the multiplicity of self-intersection i.e. mult(ζ). We also prove

that the map ζ is uniformly locally injective, so as to be able to apply Lemma 2.10.

Lemma 5.8. Suppose that U is a nice set. Then for every δ > 0, there exist ζ : ∆→ Bs(U, δ)

and ξ : U → ∆ such that

i) ζ ◦ ξ = id

ii) ξ(U) ⊂⊂ ∆.

iii) mult(ζ) ≤ 3

iv) ζ is uniformly locally injective.

Proof. Let K be a transversal of CC(Ĉ \ U). Since U is finitely connected, K is finite; in

particular K is closed. (Note by contrast that if U were not finitely connected, there would

be no closed transversal of CC(Ĉ \U).) Let B be the connected component of Bs(U, δ) \K

containing U . Note that P * B for each P ∈ CC(Ĉ \ U).

The uniformization theorem guarantees that the universal cover of B is conformally

isomorphic to ∆. Thus there exists a covering map P : ∆ → B. By the homotopy lifting

principle, there exists a map ψ : U → ∆ such that P ◦ ψ = id.

Clearly, we cannot set ζ := P and ξ := ψ, for in this case we would have mult(ζ) = ∞

(unless B was simply connected), contradicting (iii). Instead, we will prove the existence

of a neighborhood W of ψ(U) such that if ζW : ∆ → W is a conformal isomorphism, then

ζ := P ◦ ζW and ξ := ζ−1
W ◦ ψ satisfy (i) - (iv).

In the following claim, (E) is most difficult step.

Claim 5.9.

A) ψ(U) ⊂⊂ ∆.

B) P � Bh(ψ(U), 1) is uniformly locally injective
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C) For all p ∈ U , #(P−1(p) ∩ ψ(U)) ≤ 3

D) There exists 0 < δ ≤ 1 such that for all p ∈ Ĉ, #(P−1(p) ∩Bh(ψ(U), δ)) ≤ 3

E) ψ(U) is simply connected.

F) There exists W a simply connected neighborhood of ψ(U) such that W ⊆ Bh(ψ(U), δ).

Proof.

A) It suffices to show that for any sequence (pn)n∈N in U , the sequence (ψ(pn))n∈N has a

cluster point. By the compactness of Ĉ, we may without loss of generality suppose that

(pn)n converges, say to p ∈ U .

We claim that (ψ(pn))n∈N has at least one and at most three cluster points. (The

upper bound will be used in the proof of (C).) To see this, note that since U is nice and

since P is a covering map, there exists a neighborhood Ap of p for which #CC(Ap∩U) ≤ 3

and for which P−1(Ap) is the disjoint union of open sets on which P is a homeomorphism.

For each Q ∈ CC(Ap ∩ U), ψ(Q) is a connected subset of P−1(Ap), and is thus entirely

contained in some open set VQ ⊆ P−1(Ap) on which P is a homeomorphism. Now the

cluster points of (ψ(pn))n∈N are exactly the points of the form P−1
VQ

(p), where Q contains

a subsequence of (pn)n∈N. There is at least one, and at most three.

B) If σ > 0 is the Lebesgue number of the cover

{U ⊆ Ĉ open : P � U is injective}

of Bh(ψ(U), 1), then P is σ-locally injective on Bh(ψ(U), 1).

C) By contradiction, suppose that (x(i))4
i=1 are distinct elements of P−1(p) ∩ ψ(U). For

i = 1, . . . , 4 there exists a sequence (p
(i)
n )n∈N in U such that ψ(p

(i)
n )−→

n
x(i). By combining

these sequences, we find a sequence (pn)n in U such that (ψ(pn))n has four cluster points,

contradicting the proof of (A).

D) By contradiction, suppose that for each n ∈ N there exists pn ∈ Ĉ with four distinct

preimages x
(i)
n ∈ P−1(pn) ∩ Bh(ψ(U), 2−n), i = 1, . . . , 4. Since Bh(ψ(U), 1) is relatively

compact in ∆, we may assume without loss of generality that for i = 1, . . . , 4, the sequence

(x
(i)
n )n∈N converges to some point x(i) ∈ ∆. In fact x(i) ∈ ∩n∈NBh(ψ(U), 2−n) = ψ(U).
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By continuity P(x(i)) = p := limn→∞ pn. Thus x(i) ∈ P−1(p) ∩ ψ(U) for i = 1, . . . , 4. By

the pigeonhole principle, (C) implies that there exist i 6= j with x(i) = x(j). Since P is

locally injective, for n sufficiently large we have x
(i)
n = x

(j)
n . This is a contradiction, since

for each n ∈ N (x
(i)
n )4

i=1 were assumed to be distinct.

E) Since ψ(U) is compact, it suffices to show that every connected component of ∆ \ ψ(U)

is (hyperbolically) unbounded. By contradiction, suppose that Q ∈ CC
(

∆ \ ψ(U)
)

is

bounded. Then Q is compact, and thus P(Q) is closed (as a subset of Ĉ). By the open

mapping theorem, P(Q) is open.

Thus

∂P(Q) ⊆ P(Q) \P(Q) ⊆ P(∂Q) ⊆ P(ψ(U)) ⊆ U

Thus P(Q) is relatively clopen in Ĉ \ U . Thus for each P ∈ CC(Ĉ \ U), P ⊆ P(Q) or

P ∩ P(Q) = ∅. But P(Q) ⊆ B + P ,1 so P ∩ P(Q) = ∅ for each P ∈ CC(Ĉ \ U). Thus

P(Q) ⊆ U . Since P(Q) is open, P(Q)∩U 6= ∅; fix x ∈ Q with P(x) ∈ U . Let p = P(x).

Now P(ψ(p)) = p = P(x), so there exists a deck transformation φ : ∆→ ∆, P ◦ φ =

P, such that φ(ψ(p)) = x. We have φ(ψ(U)) ⊆ ∆\ψ(U) connected with φ(ψ(U))∩Q 6= ∅,

so φ(ψ(U)) ⊆ Q.

Let Q∞ be the unbounded component of ∆ \ ψ(U). Then Q∞ ∩Q = ∅, so

Q∞ ⊆ ∆ \Q ⊆ ∆ \ φ(ψ(U)) = φ
(

∆ \ ψ(U)
)

Since Q∞ is unbounded and connected, it is contained in the unbounded component

φ(Q∞) of φ
(

∆ \ ψ(U)
)

. Thus

φ
(
∆ \Q∞

)
⊆ ∆ \Q∞

which is a bounded set. However, it is well-known that any conformal isomorphism of ∆

which preserves a bounded set has a fixed point (in ∆, rather than in the closure). But

since φ is a deck transformation, the uniqueness of homotopy lifting implies that φ = id.

But then ψ(p) ∈ Q, contradicting that Q ∈ CC
(

∆ \ ψ(U)
)

.

1This is the only point in the argument where we use the hypothesis that Ĉ \ U is finitely connected.
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F) Let

V = Bk

(
∆ \Bh(ψ(U), δ), δ/2

)
⊆ ∆ \ ψ(U).

Clearly, the hyperbolic area of each connected component of V is bounded from below,

and the total hyperbolic area of the bounded components is finite. Thus V has only

finitely many connected components. For each Q ∈ CC(V ), by (E) there exists a closed

connected set (the image of a path) KQ ⊆ ∆\ψ(U) which contains points both in Q and

in the unbounded component of V . Let

K = V ∪
⋃

Q∈CC(V )

KQ;

so that K is closed and connected, and

∆ \Bh(ψ(U), δ) ⊆ V ⊆ K ⊆ ∆ \ ψ(U).

Taking complements,

ψ(U) ⊆ ∆ \K ⊆ Bh(ψ(U), δ).

Let W be the connected component of ∆ \ K containing ψ(U). Since K is connected,

W is simply connected. Thus we are done.

/

By the Riemann mapping theorem, there exists a conformal isomorphism ζW : ∆→ W .

Let ζ = P ◦ ζW , and let ξ = ζ−1
W ◦ ψ, so that ζ : ∆ → Bs(U, δ) and ξ : U → ∆. It is easily

verified that (ζ, ξ) satisfy (i) - (iv). (Note that for (iv), we use the Schwarz-Pick inequality

on the map ζW .) �

Proof of Lemma 5.4. Let F1 = BPT , and let F2 = F . Construction 5.7 yields a nice set

U such that U ∩X = X, U ∩ BPT = ∅, and U ∩ F = ∅. Since U contains no branch points

of T and is simply connected, the homotopy lifting principle (or alternatively, the Riemann-

Hurwitz formula) implies that CCT−1(U) consists of d sets V1, . . . , Vd, each of multiplicity

one.

Claim 5.10. For i = 1, . . . , d, Vi is a nice set.
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Proof.

i) Clearly Vi is open. Since Vi has multiplicity one, it is conformally isomorphic to

U . In particular, Vi is simply connected and hyperbolic, since these are conformal

invariants.

ii) Since U is nice, U is finitely connected. If P is a connected component of Ĉ \ U ,

then T−1(P ) has at most d connected components (exactly d counting multiplicity).

Thus T−1(Ĉ \ U) = Ĉ \ T−1(U) has finitely many connected components.

Now T−1(U) = ∪di=1Vi. In particular, T−1(U) \ Vi = ∪j 6=iVj has exactly d − 1

connected components.

Each connected component of Ĉ \ Vi is open, and therefore intersects either Ĉ \

T−1(U) or T−1(U)\Vi nontrivially, and in fact contains some connected component

of the set that it intersects. Thus the number of connected components of Ĉ \ Vi

is at most the number of connected components of Ĉ \ T−1(U) plus the number of

connected components of T−1(U) \ Vi; in particular, this number is finite. Thus Vi

is finitely connected.

iii) Fix x ∈ Ĉ and Bx ⊆ Ĉ a neighborhood of x. We want to show that there exists

Ax ∈ B(3)
Vi

such that x ∈ Ax ⊆ Bx. By Lemma 2.13, we may without loss of

generality assume that T (∂Bx) ∩ T (Bx) = ∅.

Since U is nice, there exists AT (x) ∈ B(3)
U such that T (x) ∈ AT (x) ⊆ T (Bx). Let

Ax = T−1(AT (x)) ∩Bx.

We have x ∈ Ax ⊆ Bx. We claim that Ax ∈ B(3)
Vi

i.e. #(CC(Ax ∩ Vi)) ≤ 3. Now

Ax ∩ Vi =
⋃

Q∈CC(AT (x)∩U)

T−1(Q) ∩Bx ∩ Vi.

Since AT (x) ∈ B(3)
U , #(CC(AT (x) ∩ U)) ≤ 3. Thus it suffices to show that for each

Q ∈ CC(AT (x) ∩ U), T−1(Q) ∩Bx ∩ Vi is connected.

Consider T−1
Vi

: U → Vi the inverse branch of T corresponding to Vi. Now,

T−1(Q)∩Vi = T−1
Vi

(Q) is connected, being the continuous image of a connected set.
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Thus it suffices to show that T−1
Vi

(Q) ⊆ Bx or T−1
Vi

(Q) ∩ Bx = ∅. To see this, note

that

Q ⊆ U ∩ AT (x)

⊆ U ∩ T (Bx)

⊆ U \ T (∂Bx)

T−1
Vi

(Q) ⊆ T−1
Vi

(U \ T (∂Bx))

⊆ Vi \ ∂Bx

= Vi \Bx ∪ (Vi ∩Bx)

Since TVi(Q) is connected, this completes the proof.

/

The next logical step would be to apply Lemma 5.8 to get (ζi)
d
i=1. However, we will

instead delay this step and instead perform a somewhat more complicated logical maneuver:

We will first prove the existence of a number δ > 0 such that when Lemma 5.8 is applied,

the resulting sequence (ζi)
d
i=1 satisfies (5.1.3). To this end we will prove the following:

Claim 5.11.

mult(Vi)
d
i=1 ≤ 3r

Proof. Fix x ∈ Ĉ. By Lemma 2.13, there exists a neighborhood Bx of x such that

TBx := T � Bx : Bx → T (Bx)

is proper of degree k := multT (x). Since U is nice, there exists AT (x) ∈ B(3)
U with T (x) ∈

AT (x) ⊆ T (Bx).

As above, let

Ax = T−1(AT (x)) ∩Bx = T−1
Bx

(AT (x));
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Ax is a neighborhood of x. Now for each Q ∈ CC(AT (x)∩U), the set T−1
Bx

(Q) = T−1(Q)∩Bx

has at most k connected components (exactly k counting multiplicity). Thus

Ax ∩ T−1(U) = T−1
Bx

(AT (x) ∩ U) =
⋃

Q∈CC(AT (x)∩U)

T−1
Bx

(Q)

has at most 3k ≤ 3r connected components.

For each i = 1, . . . , d, if x ∈ Vi then Vi contains a connected component of Ax ∩ T−1(U).

Thus multx(Vi)
d
i=1 ≤ 3r. Since x was arbitrary, we are done. /

Claim 5.12. There exists δ > 0 such that mult(Bs(Vi, δ))
d
i=1 ≤ 3r.

Proof. By contradiction, suppose that for all n ∈ N there exists xn ∈ Ĉ such that

multxn(Bs(Vi, 2
−n))di=1 > 3r.

Without loss of generality, suppose that (xn)n converges, say to x ∈ Ĉ. Again without loss

of generality, we may suppose that I := {i = 1, . . . , d : xn ∈ Bs(Vi, 2
−n)} is independent

of n. Taking limits, we find that x ∈ Vi for all i ∈ I. But then #(I) ≤ mult(Vi)
d
i=1 ≤ 3r,

contradicting that multxn(Bs(Vi, 2
−n))di=1 > 3r for all n. /

For each i = 1, . . . , d we now apply Lemma 5.8 to Vi and δ; the result is a pair of maps

ζi : ∆→ Bs(Vi, δ) and ξ̃i : Vi → ∆. Let ξi = ξ̃i ◦ T−1
Vi

, so that (i) - (iv) of Lemma 5.8 become

i) ζi ◦ ξi = T−1
Vi

ii) ξi(U) ⊂⊂ ∆

iii) mult(ζi) ≤ 3

iv) ζi is uniformly locally injective

Combining Claim 5.12 and (iii) above yields (5.1.3).

For each δ0 > 0 let Bδ0 be the neighborhood of T guaranteed by Lemma 2.12. We claim

that if δ0 is sufficiently small, then the conclusion of Lemma 5.4 is satisfied for all S ∈ Bδ0 .

To this end, fix S ∈ Bδ0 . Let ΦBP : BPT → BPS be the bijection guaranteed by Lemma

2.12. From the construction of U given in Construction 5.7, we have ∞ /∈ BPT . Thus if δ0
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Figure 5.2. The set US \Be(BPT , δ1) = U \Be(BPT , δ1) is connected. Every

connected component of US ∩Be(BPT , 2δ1) intersects US \Be(BPT , δ1).

is sufficiently small, then δ0 < ds(∞,BPT ), so that ∞ /∈ BPS. Let

US := U \
⋃

p∈BPT

[p,ΦBP(p)]

From the construction of U , it follows that if δ0 is sufficiently small, then US is open, simply

connected, and hyperbolic, and that (i) and (ii) of Lemma 5.4 are satisfied.

Let Φ∞ : T−1(∞) → S−1(∞) be the bijection guaranteed by Lemma 2.12. For each

i = 1, . . . , d, let zi = Φ∞(ζi ◦ ξi(∞)), so that S−1(∞) = {z1, . . . , zn} (as multisets). By the

homotopy lifting principle, there exists a unique map ηi,S : US → Ĉ so that S ◦ ηi,S = id and

ηi,S(∞) = zi. Thus {ηi,S : i = 1, . . . , d} = I (id � US < T ).

Fix δ2 > 0. By Lemma 2.11, there exists δ1 > 0 small enough so that for all p, q ∈

Be(BPT , 2δ1), there exists a bijection Φp,q : T−1(p) → T−1(q) satisfying (2.5.3) for all x ∈

T−1(p). From the construction of U , it is clear that if δ1 is sufficiently small, then U \

Be(BPT , δ1) is connected. Now assume that δ0 is small enough so that

3δ0 ≤ inf
p∈Ĉ\Be(BPT ,δ1)

diamd(T
−1(p))

(Note that δ0 now depends on δ1, and indirectly on δ2.) Fix p ∈ U \ Be(BPT , δ1), and let

Φp : T−1(p) → S−1(p) be the bijection guaranteed by Lemma 2.12. For all x ∈ T−1(p) and

for all y ∈ S−1(p),

• If y = Φp(x), then ds(x, y) ≤ δ0

• If y 6= Φp(x), then ds(x, y) ≥ ds(x,Φ
−1
p (y))− δ0 ≥ 2δ0

93



In particular, for i = 1, . . . , d, we have ds(ζi ◦ ξi(p), ηi,S(p)) /∈ (δ0, 2δ0).

Now, if δ0 is sufficiently small, we haveBs(BPT , δ0) ⊆ Be(BPT , δ1), so that US\Be(BPT , δ1) =

U \Be(BPT , δ1); in particular, this set is connected. Furthermore

ds(ζi ◦ ξi(∞), ηi,S(∞)) = ds(ζi ◦ ξi(∞),Φ∞(ζi ◦ ξi(∞))) ≤ δ0;

thus we have

(5.1.4) ds(ζi ◦ ξi(p), ηi,S(p)) ≤ δ0

for all p ∈ US \Be(BPT , δ1).

From the construction of the set US, it is clear that each connected component Q of

US ∩ Be(BPT , 2δ1) intersects US \ Be(BPT , δ1), say at p ∈ Q. Let q ∈ BPT be such that

de(p, q) ≤ 2δ1. Let x = Φp,q(ζi ◦ ξi(p)) ∈ T−1(q), so that by (2.5.3), we have ds(x, ζi ◦ ξi(p)) ≤

δ2. Thus by (5.1.4), we have ds(x, ηi,S(p)) ≤ δ0 + δ2.

By a connectedness argument similar to the previous three paragraphs, it can be shown

that if δ2, δ0 are sufficiently small, then ds(x, ζi ◦ ξi(p)), ds(x, ηi,S(p)) ≤ δ0 + δ2 for all p ∈ Q.

Thus for all p ∈ US, we have

(5.1.5) ds(ζi ◦ ξi(p), ηi,S(p)) ≤ 2(δ0 + δ2)

Let σ > 0 be the constant of uniform local injectivity for ζi. Since ζi is an open mapping,

we have that if δ2 and δ0 are sufficiently small, then for all x ∈ ξi(U) ⊂⊂ ∆,

Bs(ζi(x), 2(δ0 + δ2)) ⊆ ζi(Bh(x, σ4)).

Combining with (5.1.5), we have that for all p ∈ US,

(5.1.6) ηi,S(p) ∈ ζi(Bh(ξi(p), σ/4)).

Since ζi is σ-locally injective, it is injective when restricted to the ball Bh(ξi(p), σ/2). Let

ξi,S(p) be the unique inverse of ηi,S(p) under ζi � Bh(ξi(p), σ/2), so that ηi,S = ζi ◦ ξi,S.

94



We claim that the map ξi,S is holomorphic, and in particular continuous. To this end,

fix p, q ∈ US so that

dh(ξi(p), ξi(q)) ≤ σ/4

Then

ζi(ξi,S(q)) = ηi,S(q) ∈ ζi(Bh(ξi(q), σ/4)) ⊆ ζi(Bh(ξi(p), σ/2)).

By the injectivity of ζi � Bh(ξi(p), σ/2), we have ξi,S(q) ∈ Bh(ξi(p), σ/2). This is true for all

q sufficiently close to p. Thus the formula

ξi,S = (ζi)
−1
Bh(ξi(p),σ/2) ◦ ηi,S

holds in a neighborhood of p. Thus ξi,S is holomorphic near p. Since p ∈ US was arbitrary,

ξi,S is holomorphic.

We now show (iii) - (v) of Lemma 5.4:

iii) S ◦ ζi ◦ ξi,S = S ◦ ηi,S = id.

iv) diamh(ξi,S(US)) ≤ C := diamh(ξi(U)) + σ/2 which is finite and independent of S

v) For all p ∈ US,

S−1(p) = {η(p) : η ∈ I (id � US, T )} = {ζi ◦ ξi,S(p) : i = 1, . . . , d}

Thus if δ0, δ1, and δ2 are sufficiently small, we are done. �

5.2. Proof of Theorem 4.9

In this section, we fix A ⊆ R \ R1 and F ⊆ Ĉ finite with A (F ) ⊆ F satisfying the

hypotheses of Theorem 4.9, i.e. for all ` ∈ N, for all T ∈ A `, and for all p ∈ FPT ,

i) p ∈ RPT implies p ∈ F

ii) p ∈ F implies T∗(p) < 1, i.e. p is an attracting fixed point of T .

We furthermore fix τ < 1.

Let B ⊆ Ĉ a neighborhood of F and B1 ⊆ R a neighborhood of A be given by Lemma

5.1. Let K = X = Ĉ \B. Let r ∈ N be as in Lemma 5.2. Let b ∈ N, δ3 > 0, and B2 ⊆ R a

neighborhood of A be given by Lemma 5.3.
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Fix ` ∈ N; ` will be defined later, and will depend only on r, D := maxA (deg), and τ .

Fix T ∈ A `. By Lemma 5.2, multT (p) ≤ r for all p ∈ Ĉ \ T−1(F ). Let dT = deg(T );

Lemma 5.4 applies. The results are CT <∞, σT > 0, BT ⊆ RdT a neighborhood of T , and

(ζ
(T )
i )dTi=1 a collection of σ-locally injective holomorphic maps from ∆ to Ĉ satisfying (5.1.3).

Let

C5 = max
T∈A `

CT <∞

σ = min
T∈A `

σT > 0

B` =
⋃
T∈A `

BT ⊆ R,

so that B` is a neighborhood of A `. Let B ⊂⊂ B1 ∩B2 be a neighborhood of A such that

B` ⊂⊂ B`.

Fix C1 <∞ and α > 0. Let

H := sup
B

(T∗) <∞.

Fix M <∞ and γ a modulus of continuity; M and γ will be defined later, and will depend

only on

`, b, C1, C5, r,D,H, τ, α, σ, δ3.

(We call these “the parameters”.) We claim that the conclusion of Theorem 4.9 is satisfied

for (M,γ,B,B), i.e. we claim that if (Tj)j∈N is a sequence of rational maps in B, and if

(φj)j∈N is a sequence of potential functions satisfying (4.1.15) and (4.1.16) for all j ∈ N, then

for all n ∈ N (4.1.1) and (4.1.3) hold.

To this end, suppose that (Tj)j∈N is a sequence of rational maps in B, and suppose that

(φj)j∈N is a sequence of potential functions satisfying (4.1.15) and (4.1.16) for all j ∈ N.

Since B ⊆ B1, we have Tj(B) ⊆ B for all j ∈ N; thus (Tj)
−1(X) ⊆ X.

Let c = τ 1/3, so that τ < c2 < 1. Let β =∞ and let C2 = 0, so that (4.1.15) and (4.1.16)

imply (4.1.10) and (4.1.11) for j = 0, . . . , n− 1. By the definition of D given above, (4.1.9)

holds. Thus we are well on our way towards being able to apply the inverse branch formalism
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(Definition 4.18). However, the maps (ζi)
m
i=1 will be different in the proof of (4.1.1) and in

the proof of (4.1.3).

Proof of (4.1.1): We will show (4.1.1) by induction; we describe first the inductive step,

since the base cases will become clear once M is established. To this end, we fix n ∈ N,

and assume that (4.1.1) holds for all j = 0, . . . , n − 1. We will show that (4.1.1) holds for

N := n+ `. This is a sort of “jump induction”. The appropriate base cases for this type of

induction are the cases n = 0, . . . , `− 1.

Since Tj ∈ B for j = n, . . . , N −1, we have TNn ∈ B` ⊆ B`, so there exists Sn ∈ A ` such

that TNn ∈ BSn . By Lemma 5.4, there is a simply connected hyperbolic open set UN ⊆ Ĉ

satisfying conditions (i) and (ii) of Lemma 5.4, with S = TNn . Let m = dSn = deg(TNn ). For

each i = 1, . . . ,m there is a holomorphic map ξi : UN → ∆ satisfying (iii) - (v) of Lemma

5.4, with S = TNn and C = C5.

For each i = 1, . . . ,m, let ζi := ζ
(Sn)
i . We have now defined all objects required for the

inverse branch formalism (Definition 4.18). Apply this formalism to get the operator An0 .

By the inductive hypothesis, (4.1.1) holds for j = 0, . . . , n; by the backwards invariance

of X, it holds for X̃ := T jn(X) as required in Corollary 4.21. Thus we may apply Corollary

4.21. Note that the r in this corollary is not the same as our r, but by (5.1.3) we may

substitute r = 9r into (4.2.10), and (4.2.9) becomes a true formula.

For each i = 1, . . . ,m, we have that ζi is σ-locally injective, and so we may apply Lemma

4.22. Thus (4.2.13) holds for all x, y ∈ ξi(UN). Furthermore, for each x, y ∈ ξi(UN), (iv) of

Lemma 5.4 gives that dh(x, y) ≤ C5. Thus if we let g = 1, then we have

(5.2.1) sup
ξi(UN )

(An0 [1])i ≤ eC4Cα5 inf
ξi(UN )

(An0 [1])i.

By (v) of Lemma 5.4, we have T nN(p) = {ζ1(x1), . . . , ζn(xn)} for all p ∈ UN . Thus we can

rewrite (2.4.1) on UN :

LN0 [1] =
m∑
i=1

(
eφ

N
n Ln0 [1]

)
◦ ζi ◦ ξi
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By (i) of Lemma 5.4, we have UN ∩X = X. Thus taking extrema over UN ∩X gives

sup
X
LN0 [1] ≤

m∑
i=1

esup(φNn ) sup
ξi(UN∩X)

(Ln0 [1] ◦ ζi)

inf
X
LN0 [1] ≥

m∑
i=1

einf(φNn ) inf
ξi(UN∩X)

(Ln0 [1] ◦ ζi)

Multiplying (4.2.9) [with f = 1] by (4.1.16) yields

m∑
i=1

esup(φNn ) sup
ζ−1
i (X)

[Ln0 [f ] ◦ ζi − (An0 [f ])i] ≤ τ ` inf(LNn [1])C3e
M inf

X
Ln0 [f ]

≤ C3e
Mτ ` inf

X
LN0 [1].

Now, the backwards invariance of X together with (iii) of Lemma 5.4 imply that ξi(UN∩X) ⊆

ζ−1
i (X). Thus we have

(5.2.2) sup
X
LN0 [1] ≤ C3e

Mτ ` inf
X
LN0 [1] +

m∑
i=1

esup(φNn ) sup
ξi(UN∩X)

(An0 [1])i.

We concentrate on the last term. By (4.1.15) and (5.2.1),

m∑
i=1

esup(φNn ) sup
ξi(UN∩X)

(An0 [1])i ≤
m∑
i=1

e`C1(π/2)αeinf(φNn )eC4Cα5 inf
ξi(UN∩X)

(An0 [1])i

≤ e`C1(π/2)α+C4Cα5

m∑
i=1

einf(φNn ) inf
ξi(UN∩X)

Ln0 [1] ◦ ζi

≤ e`C1(π/2)α+C4Cα5 inf
X
LN0 [1].

Recombining with (5.2.2), we have

sup
X
LN0 [1] ≤

(
C3e

Mτ ` + e`C1(π/2)α+C4Cα5
)

inf
X
LN0 [1].

Dividing both sides by infX(LN0 [1]) yields

e‖ ln(LN0 [1])‖osc,X ≤ C3e
Mτ ` + e`C1(π/2)α+C4Cα5 .

Rearranging yields

e‖ ln(LN0 [1])‖osc,X − e`C1(π/2)α+C4Cα5

1− τ `C3

≤ τ `C3

[
eM − e`C1(π/2)α+C4Cα5

1− τ `C3

]
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If ` is sufficiently large, we have τ `C3 < 1. In particular, this choice of ` can be made using

only the information of r, D, and τ . (In fact, C3 depends only on the variables stated plus

c, which depends only on τ , and C2 and β, which are in fact constants in this proof.) It is

crucial here that C3 does not depend on C5 or on σ, since each of these depends indirectly

on `.

Thus we have

e‖ ln(LN0 [1])‖osc,X − e`C1(π/2)α+C4Cα5

1− τ `C3

≤ max

(
0, eM − e`C1(π/2)α+C4Cα5

1− τ `C3

)
.

Solving for ‖ ln(LN0 [1])‖osc,X yields

‖ ln(LN0 [1])‖osc,X ≤ max
(
`C1(π/2)α + C4C

α
5 − ln(1− τ `C3),M

)
Let

M = `C1(π/2)α + C4C
α
5 − ln(1− τ `C3),

so that we have completed the inductive step. As promised, M depends only on the param-

eters.

To prove the base case, we fix n = 0, . . . , `− 1. Now

‖ ln(Ln0 [1])‖osc ≤ ‖φn0‖osc ≤ `C1(π/2)α ≤M,

completing the proof of (4.1.1).

�

Proof of (4.1.3): We next want to construct γ satisfying (4.1.3) for all n ∈ N.

Fix ε > 0. We claim that there exists δε > 0 depending only on ε and the parameters

such that for all n ∈ N,

(5.2.3) ρ
(X)
ln(Ln0 [1])(δε) ≤ ε.

This claim will show that

γ(δ) := inf{ε : δε ≥ δ}

is a modulus of continuity. By construction, γ satisfies (4.1.3). Thus the proof of (5.2.3) is

sufficient to complete the proof of Theorem 4.9.
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Claim 5.13. There exists ε3 > 0 depending only on b, C1, and D such that for all k ∈ N,

for all n ∈ N, for all a ∈ Ĉ and for all p ∈ X, if

N := n+ bk

δk := H−kδ3/2,

then

(5.2.4)
∑

x∈TnN (p)∩Bs(a,δk)

eφ
N
n (x)

LNn [1](p)
≤ (1 + ε3)−k.

Proof. By induction on k. n and a will remain fixed, so the inductive claim is that (5.2.4)

holds for all p ∈ X.

Base case k = 0: This is clear from (2.4.1).

Inductive step: Assume that (5.2.4) holds for k, for all p ∈ Ω. Let k̃ = k + 1, so that

Ñ = N + b. Fix p ∈ X. By the backwards invariance of X, TN
Ñ

(p) ⊆ X, so by the inductive

hypothesis (5.2.4) holds for all x ∈ TN
Ñ

(p). Now

TNn (Bs(a, δk̃)) ⊆ Bs(T
N
n (a), δ3/2)

which cannot contain every element of TN
Ñ

(p), because of (5.1.2).

We have

∑
z∈Tn

Ñ
(p)∩Bs(a,δk̃)

eφ
Ñ
n (z)

LÑn [1](p)

=
∑

x∈TN
Ñ

(p)∩Bs(TNn (a),δ3/2)

eφ
Ñ
N (x)LNn [1](x)

LÑn [1](p)

∑
z∈TnN (x)∩Bs(a,δk̃)

eφ
N
n (z)

LNn [1](x)

≤
∑

x∈TN
Ñ

(p)∩Bs(TNn (a),δ3/2)

eφ
Ñ
N (x)LNn [1](x)

LÑn [1](p)
(1 + ε3)−k

= (1 + ε3)−k

1 +

∑
x∈Tn

Ñ
(p)\Bs(TNn (a),δ3/2)

eφ
Ñ
N (x)

∑
x∈TN

Ñ
(p)∩Bs(TNn (a),δ3/2)

eφ
Ñ
N (x)


−1
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≤ (1 + ε3)−k

(
1 +

1

Db − 1

inf(eφ
Ñ
N )

sup(eφ
Ñ
N )

)−1

≤ (1 + ε3)−k
(

1 +
1

Db − 1
e−bC1(π/2)α

)−1

,

which yields (5.2.4) for k̃ if we set

ε3 :=
1

Db − 1
e−bC1(π/2)α > 0.

As promised, ε3 depends only on b, C1, and D. /

Fix k ∈ N; k will be specified later and will depend only on ε3, C3, M , and ε.

Let {a1, . . . , am} be a maximal δk-separated subset of Ĉ. For each i = 1, . . . ,m, let

Ui = Bs(ai, 2δk),

and let ζi : Ui → Ĉ be the identity map. Apply the inverse branch formalism (Definition

4.18) to get the operator An0 .

Now (4.1.1) has already been proven. As in the proof of (4.1.1), the backwards invariance

of X implies that (4.1.1) holds on the appropriate domain X̃ = T jn(X) in order to apply

Corollary 4.21. Thus we may apply Corollary 4.21. The value r is no longer relevant to

mult(ζi)
m
i=1; nonetheless we have the following bound:

Claim 5.14.

mult(ζi)
m
i=1 ≤ 25.

Proof. Fix x ∈ Ĉ. For i = 1, . . . ,m, if x ∈ Bs(ai, 2δk), then Bs(ai, 0.5δk) ⊆ Bs(x, 2.5δk).

The collection (Bs(ai, 0.5δk))i is disjoint, so we have

mult(Bs(ai, 2δk))
m
i=1 ≤

λs(Bs(0, 2.5δk))

λs(Bs(0, 0.5δk))
=

sin2(2.5δk)

sin2(0.5δk)
<

2.52

0.52
= 25.

/

Thus (4.2.9) is true with r replaced by 25.
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Fix i = 1, . . . ,m. Since ζi is injective, it is σ-locally injective with σ =∞. Thus we may

apply Lemma 4.22. Plugging g = 1 into (4.2.13) yields

ρln(An0 [1])i(ε) ≤ C4ε
α.

Let

Pi = Bs(ai, δk) \
⋃
j<i

Bs(aj, δk),

so that (Pi)
m
i=1 is a partition of Ĉ, and Pi ⊆ Bs(ai, δk) for i = 1, . . . ,m.

Fix p ∈ X. We weaken (5.2.4):∑
x∈TnN (p)∩Pi

eφ
N
n (x) ≤ (1 + ε3)−kLNn [1](p)

∑
x∈TnN (p)∩Pi

eφ
N
n (x)[Ln0 [1](x)− (An0 [1])i(x)] ≤ (1 + ε3)−kLNn [1](p) sup

Ui∩X
(Ln0 [1]− (An0 [1])i)

Summing over i = 1, . . . ,m and combining with (4.2.9) gives

LN0 [1](p)−
m∑
i=1

∑
x∈TnN (p)∩Pi

eφ
N
n (x)(An0 [1])i(x) ≤ (1 + ε3)−kLNn [1](p)

m∑
i=1

sup
Ui∩X

(Ln0 [1]− (An0 [1])i)

≤ (1 + ε3)−kLNn [1](p)C3e
M inf

X
(Ln0 [1])

≤ (1 + ε3)−kC3e
MLN0 [1](p).

Let

k =

⌈
ln(C3e

M)− ln(1− eε/2)

ln(1 + ε3)

⌉
∈ N,

so that solving for LN0 [1](p) yields

(5.2.5) LN0 [1](p) ≤ eε/2
m∑
i=1

∑
x∈TnN (p)∩Pi

eφ
N
n (x)(An0 [1])i(x).

Fix δ2 > 0; δ2 will depend only on ε and the parameters. Let δε > 0 be the constant

guaranteed by Lemma 2.11 for Dbk, Hbk, and δ2; as promised, δε depends only on ε and the

parameters. Fix q ∈ X with ds(p, q) ≤ δε. We will be done if

(5.2.6)
LN0 [1](p)

LN0 [1](q)
≤ eε.

Let Φ : T nN(p)→ T nN(q) be the bijection guaranteed by Lemma 2.11.
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We introduce the following notational convention: By a subscript of i, x, y, we mean

that the sum, maximum, or minimum is to be taken over all i = 1, . . . ,m and over all

x ∈ T nN(p) ∩ Pi. For shorthand we write y := Φ(x). Thus (5.2.5) becomes

LN0 [1](p) ≤ eε/2
∑
i,x,y

eφ
N
n (x)(An0 [1])i(x).

Now clearly

LN0 [1](q) ≥
∑
i,x,y

eφ
N
n (y)(An0 [1])i(y).

We continue, applying (4.2.13):

LN0 [1](p)

LN0 [1](q)
≤ eε/2

∑
i,x,y

eφ
N
n (x)(An0 [1])i(x)∑

i,x,y

eφ
N
n (y)(An0 [1])i(y)

≤ eε/2 max
i,x,y

eφ
N
n (x)(An0 [1])i(x)

eφNn (y)(An0 [1])i(y)

≤ eε/2 exp

(
max
i,x,y

[φNn (x)− φNn (y)] + C4 max
i,x,y

dUi(x, y)α
)

Fix i, x, y. We have

ds(x, y) ≤ δ2(5.2.7)

ds(ai, x) ≤ δk.(5.2.8)

For each j = n, . . . , N − 1, the Lipschitz continuity of T jn gives

ds(T
j
n(x), T jn(y)) ≤ Hj−nδ2

φj(T
j
n(x))− φj(T jn(y)) ≤ C1(Hj−nδ2)α

φNn (x)− φNn (y) ≤ C1δ
α
2

N∑
j=n

Hα(j−n) = C7δ
α
2 ,

where

C7 := C1

bk∑
j=0

Hjα.
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We now need to bound dUi(x, y) in terms of δ2. Without loss of generality suppose that

δ2 ≤ δk/2, so that

ds(ai, y) ≤ 3δk/2.

Without loss of generality suppose that δk ≤ 1/4. A simple calculation shows that

‖id‖shUi ≥
1− (c1/c2)2

1 + c2
1

, [on Bs(ai, 3δk/2)]

where

c1 := tan(3δk/2)

c2 := tan(2δk)

Further calculation shows that

‖id‖shUi ≥
1− (3/4)2

1 + 12
=

7

32
. [on Bs(ai, 3δk/2)]

(Here we have used the upper convexity of the tangent function.)

Integrating along a hyperbolic geodesic gives

(5.2.9) dUi(x, y) ≤ 32

7
ds(x, y) ≤ 32

7
δ2.

Thus

LN0 [1](p)

LN0 [1](q)
≤ eε/2 exp

(
max
i,x,y

[φNn (x)− φNn (y)] + C4 max
i,x,y

dUi(x, y)α
)

≤ eε/2 exp((C7 + C4(32/7)α)δα2 )

We set the right hand side equal to eε, and solve for δ2. Since δ2 depends only on ε and the

parameters, the proof is complete. �
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CHAPTER 6

EXISTENCE AND UNIQUENESS OF EQUILIBRIUM STATES

6.1. Proof of Theorem 4.45

Remark 6.1. This proof is essentially based off of the proof in the deterministic case, given

by Mañé [[13], Lemma II.4 p.33]. The biggest difference is the following: In the proof of

Mañé’s Lemma II.5 [p.37], which gives a lower bound for the derivative of a point in terms

of its distance from the critical points, Mañé uses the compactness of Ĉ to get a non-explicit

lower bound. However, this would not suffice for our purposes, because we need the bound

to not only have the right behavior near critical points, but also to be uniform in a sense

across all possible rational maps T . This is made explicit in Lemma 6.2 below.

To prove Theorem 4.45, we need several lemmas:

Lemma 6.2. Fix D < ∞. Then there exists a constant C8 < ∞ depending only on D such

that for all T ∈ Rd with 1 ≤ d ≤ D and for all x ∈ Ĉ, we have

(6.1.1) h0 ≥
δ2D

C8H4D
,

where

h0 := T∗(x)(6.1.2)

δ := ds(x,RPT )(6.1.3)

H := sup(T∗).(6.1.4)

Proof. Fix T ∈ Rd and x ∈ Ĉ, and let h0, δ and H be as defined in (6.1.2) - (6.1.4).

By composing with a spherical isometry, we may without loss of generality suppose that

x = T (x) = 0; this does not change the value of h0, δ, H, and therefore does not change the

truth value of (6.1.1).
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Write T = f/g the quotient of two polynomial functions. Since T (0) = 0, we have

f(0) = 0; we may without loss of generality suppose that g(0) = 1. We can write g in the

form

(6.1.5) g(z) =
d∏
i=1

(
1− z

βi

)
,

where β1, . . . , βd are the roots of g (possibly with repetition).

Let h = f ′g − g′f , so that

m := deg(h) ≤ 2d− 2

T∗(z) = |h(z)| 1 + |z|2

|f(z)|2 + |g(z)|2

h0 = T∗(0) = |h(0)|.

We can write h in the form

(6.1.6) h(z) = h(0)
m∏
i=1

(
1− z

γi

)
,

where γ1, . . . , γm are the roots of h (possibly with repetition).

Note that γ1, . . . , γm are also the ramification points of T (other than ∞). Thus by

(6.1.3), we have tan(δ) ≤ γi for i = 1, . . . ,m.

Fix ε > 0, and let

A := Be(0, 1/ε) \
d⋃
i=1

Be(βi, εβi).

For all z ∈ A, we have the following bound for T∗(z):

T∗(z) ≤ h0

m∏
i=1

∣∣∣∣1− z

γi

∣∣∣∣ 1 + 1/ε2

d∏
i=1

∣∣∣∣1− z

βi

∣∣∣∣2
≤ h0

(
1 +

1/ε

tan(δ)

)m
1 + 1/ε2

ε2d
.

Let us assume now that ε ≤ 1/2. By definition, δ ≤ diam(Ĉ) = π/2. Calculus gives

δ ≤ tan(δ). Thus

T∗(z) ≤ h0

(
π/2

δ
+

1/ε

δ

)m
1 + 1/ε2

ε2d

≤ 1.25(π/4 + 1)h0

(
1

δε

)m
1

ε2d+2
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≤ 3
h0

δmε2d+m+2

≤ 3(π/2)2D h0

δ2Dε4D

Now by the change of variables formula,

d =

∫
T∗(z)2dλs(z)

=

∫
A

T∗(z)2dλs(z) +

∫
Ĉ\A

T∗(z)2dλs(z)

≤ sup
A

(T∗(z))2λs(Ĉ) + sup(T∗(z))2λs(Ĉ \ A)

≤ 9(π/2)4D h2
0

δ4Dε8D
+H2λs(Ĉ \ A).

We concentrate on this last term:

λs(Ĉ \ A) ≤ λs(Ĉ \Be(0, 1/ε)) +
d∑
i=1

λs(Be(βi, εβi))

λs(Ĉ \Be(0, 1/ε)) = λs(Be(0, ε))

= 1− 1

1 + ε2
≤ ε2.

For each i = 1, . . . , d, consider the map Qi : Be(1, ε) → Be(βi, εβi) defined by Qi(z) = βiz.

We have

‖(Qi)∗(z)‖se = |βi|
1

1 + |βiz|2

≤ 1

2|z|
≤ 1

2(1− ε)
≤ 1

λs(Be(βi, εβi)) =

∫
Be(1,ε)

[‖(Qi)∗(z)‖se]2dλe(z)

≤ λe(Be(1, ε)) = πε2

Thus

λs(Ĉ \ A) ≤ (1 + dπ)ε2 ≤ 2dπε2.

Let

ε =
1

H
√

4π
≤ 1/2,
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so that

d ≤ 9(π/2)4D h2
0

δ4Dε8D
+H2(2dπε2)

= 9(2π2)4Dh
2
0H

8D

δ4D
+ d/2

1/2 ≤ d/2 ≤ 9(16π8)D
h2

0H
8D

δ4D

Rearranging yields (6.1.1). �

Lemma 6.3. There exists a sequence of partitions (Ak)k∈N of Ĉ such that for all k ∈ N,

A) diam(Ak) ≤ 2−k

B) For all x ∈ Ĉ and for all δ > 0,

(6.1.7) ln #(Ak � Bs(x, δ)) ≤ 6 ln(2) + 2 max(0, ln(δ/2−(k−1))).

Proof. Fix k ∈ N. Let (xi)
m
i=1 be a maximal 2−(k+1)-separated sequence in Ĉ. Let

Ak =

{
B(xi, 2

−(k+1)) \
⋃
j<i

B(xi, 2
−(k+1)) : i = 1, . . . ,m

}
;

(A) follows easily.

Now,

ln #(Ak � Bs(x, δ)) ≤ ln #(i = 1, . . . ,m : Bs(xi, 2
−(k+2)) ∈ Bs(x, δ + 2−k))

≤ ln(λs(Bs(0, δ + 2−k)))− ln(λs(Bs(0, 2
−(k+2)))),

since the balls (Bs(xi, 2
−(k+2)))mi=1 are disjoint, as (xi)

m
i=1 is 2−(k+1)-separated. We continue:

ln #(Ak � Bs(x, δ)) ≤ 2 ln sin(δ + 2−k)− 2 ln sin(2−(k+2))

≤ 2 ln(δ + 2−k)− 2 ln(2−(k+2))

= 4 ln(2) + 2 ln(1 + δ/2−k)

≤ 6 ln(2) + 2 max(0, ln(δ/2−k)).

�
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Figure 6.1. Construction of the set W .

Lemma 6.4. Fix 0 < h ≤ H <∞ and δ ≤ π/4. Suppose that T ∈ R satisfies

T∗ ≤ H(6.1.8)

T∗ ≥ h. [on Bs(a, δ)](6.1.9)

Let W = Bs(a, hδ/H). Then T � W is injective; furthermore, for all x, y ∈ W ,

(6.1.10) ds(T (x), T (y)) ≥ ds(x, y)

[
T∗(x)− H̃

2
ds(x, y)

]
,

where H̃ is as in Lemma 3.15.

Proof. Let U = Bs(a, δ). Let δ2 > 0 be the largest number such that there exists an inverse

branch η of T on Bs(T (a), δ2) sending T (a) to a such that η(Bs(T (a), δ2)) ⊆ U . Since δ1 is

maximal, there exists p ∈ ∂Bs(T (a), δ2) such that η cannot be extended to any neighborhood

of p. We claim that δ2 ≥ hδ. By contradiction, suppose otherwise; note that by the inverse

chain rule (6.1.8) becomes

(6.1.11)
1

H
≤ η∗ ≤

1

h
.

Thus η is Lipschitz continuous with a corresponding constant of 1/h; we have

η(Bs(T (a), δ2)) ⊂⊂ U.

This implies that there exists x ∈ η(Bs(T (a), δ2)) ⊆ U such that T (x) = p.

In particular, since x ∈ U , we have T∗(x) ≥ h > 0, so T is injective on some neighborhood

Bs(x, ε) of x. Let ε2 > 0 be small enough so that

Bs(p, ε2) ⊆ T (Bs(x, ε)).
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Then there exists

η̃ : Bs(p, ε2)→ Bs(x, ε) ⊆ U

an inverse branch of T such that η̃(p) = x. Since x ∈ η(Bs(T (a), δ2)), it follows that η and

η̃ agree in a neighborhood of some point. Basic spherical geometry shows that the set

Bs(T (a), δ2) ∩Bs(p, ε2)

is connected. Thus η and η̃ agree on this intersection, so η can be extended, contradicting

that δ2 is maximal.

Thus δ2 ≥ hδ. Thus there exists an inverse branch of T

η : V := Bs(T (a), hδ)→ U

such that η(T (a)) = a. But by (6.1.11), the exact same argument can be applied to η,

yielding an inverse branch of η

ζ : W := Bs

(
η(T (a)),

1

H
hδ

)
→ V

such that ζ(η(T (a))) = T (a). But an inverse branch of an inverse branch of T must just be

T , so ζ = T � W . Since ζ is an inverse branch of η, ζ is injective. Fix x, y ∈ W ; we will show

(6.1.10). Now T (x), T (y) ∈ V with η(T (x)) = x, η(T (y)) = y. Let γ : [0, ds(T (x), T (y))] →

V be the geodesic connecting T (x) and T (y), parameterized at unit speed. Then η ◦ γ

connects x with y. Define f : [0, ds(T (x), T (y))]→ [0, π/2] by

f(t) := d(η ◦ γ(t), x).

Then

f(0) = 0

f(ds(T (x), T (y))) = ds(x, y).

We have

f ′(t) ≤ ‖(η ◦ γ)∗(t)‖se
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= η∗ ◦ γ(t)

=
1

T∗(η ◦ γ(t))

≤ 1

(T∗(x)− H̃f(t))+

,

the last inequality coming from Lemma 3.15. Let

Ψ(r) =


T∗(x)r − H̃

2
r2 r ≤ T∗(x)

H̃
T∗(x)2

2H̃
r >

T∗(x)

H̃

Note that Ψ is C1, nondecreasing, and that Ψ(0) = 0.

To show (6.1.10), it clearly suffices to show that

(6.1.12) t ≥ Ψ(f(t))

for all t ∈ [0, ds(T (x), T (y))]. We already know that this inequality holds at at least one

point, namely t = 0. If f(t) < T∗(x)

H̃
, the chain rule gives

(Ψ ◦ f)′(t) ≤ T∗(x)− H̃f(t)

T∗(x)− H̃f(t)
= 1;

if f(t) ≥ T∗(x)

H̃
, it gives

(Ψ ◦ f)′(t) = 0 ≤ 1.

The mean value inequality yields (6.1.12). �

Proof of Theorem 4.45. By the random Ruelle inequality [[4] Theorem 1, p.248],1

0 < hσ(T � θ) ≤ 2 max

(
0,

∫
ln(T∗(x))dσ(ω, x)

)
,

1There is a minor error in the referenced paper. On page 250, the statement “Without loss of generality,

...” is incorrect because this change would significantly affect the bounds from Lemma 3 [p.249]. One

solution is to generalize Lemma 1(b) [p.247] to the case where the sequence of partitions is not assumed to

be increasing. This is not too difficult; for the proof in the deterministic case see [[20] Corollary 1.8.10, p.57].
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and thus

(6.1.13)

∫
ln(T∗(x))dσ(ω, x) > 0.

Thus by the Birkhoff ergodic theorem, there exists ε > 0 such that σ(X \ Aε) = 0, where

(6.1.14) Aε :=

{
(ω, x) ∈ X :

n−1∑
j=0

ln(Tj)∗ ◦ T j0 (x)− nε−→
n
∞

}
.

Note than Aε ∩ RPT = ∅. (By abuse of notation, we use RPT to mean the set {(ω, x) : x ∈

RPTω}.)

Let (Ak)k∈N be as in Lemma 6.3. Fix ω ∈ Ω. For each k ∈ N, let

(6.1.15) δk := max

2
(
2−kC8H

4D+1
)1/(2D+1)

,

(
2−k+1C8H

4DH̃

1− e−ε

)1/(2D)
 ,

and let

δ−1 := max(δ0, π/2).

Then (δk)k≥−1 is a nonincreasing sequence whose limit is zero. Furthermore, for k ∈ N

2−k ≤ 2
1− e−ε

H̃

δ2D
k

C8H4D
(6.1.16)

2−k ≤ (δk/2)2D+1

C8H4D+1
.(6.1.17)

Let

(6.1.18) Bk := Bs(RPT , δk),

so that

B := {Bk−1 \Bk : k ∈ N} ∪ {RPT}(6.1.19)

A :=
⋃
k∈N

Ω×Ak � (Bk−1 \Bk) ∪ {RPT}(6.1.20)

are partitions of X, with A a refinement of B. Lt B0,k, B0, and A0 denote the ωth fibers of

Bk, B, and A, respectively.
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Claim 6.5. Fix ω ∈ Ω. If x, y ∈ Ĉ with y ∈ Aω(x), then

(6.1.21) ds(T (x), T (y)) ≥ ds(x, y)e−εT∗(x).

Proof. If x = y ∈ RPT , (6.1.21) is trivial. Otherwise, there exists k ∈ N such that

x, y ∈ B0,k−1 \B0,k and y ∈ Ak(x). Now (A) of Lemma 6.3 gives

(6.1.22) ds(x, y) ≤ 2−k,

and (6.1.18) gives

(6.1.23) ds(x,RPT ) ≥ δk.

Thus (6.1.1) gives

(δk/2)2D

C8H4D
≤ T∗ ≤ H; [on Bs(x, δk/2)]

so that Lemma 6.4 applies on the disk

W := Bs

x, δk2
(

(δk/2)2D

C8H4D

)
H

 = Bs

(
x,

(δk/2)2D+1

C8H4D+1

)
.

By (6.1.17) and (6.1.22), y ∈ W . Thus we have (6.1.10), which yields (6.1.21) as long as

T∗(x)− H̃

2
ds(x, y) ≥ e−εT∗(x),

or equivalently

ds(x, y) ≤ 2T∗(x)
1− e−ε

H̃
.

But this follows from (6.1.22), (6.1.16), and (6.1.1). /

Suppose that σ ∈ Me(X,T,P) with hσ(T � θ) > 0. We are done if (A) and (B) of

Theorem 4.45 hold.

To show (A), we will show that

Hσ(B � π−1εΩ) <∞(6.1.24)

Hσ(A � B ∨ π−1εΩ) <∞.(6.1.25)
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Then by a well-known formula for conditional entropy,

Hσ(A � π−1εΩ) = Hσ(A � B ∨ π−1εΩ) +Hσ(B � π−1εΩ) <∞.

To show (6.1.24), define the map k : X→ N by

k(ω, x) :=


min(k ∈ N : ds(x,RPT ) ≥ δk) if x /∈ RPT

∞ if x ∈ RPT

Note that B = k−1εN̂.

Claim 6.6.

(6.1.26)

∫
kdσ <∞.

Proof. By (6.1.15), there exists C10 <∞ depending only on D and ε such that

(6.1.27) δk ≤ C10H
32−k/(2D+1)

for all k ∈ N. Fix (ω, x) ∈ X; if we let

k̃ :=

⌈
−(2D + 1)

1

ln(2)
ln

(
ds(x,RPT )

C10H3

)⌉
∈ N,

then algebra shows ds(x,RPT ) ≥ δk̃; thus

(6.1.28) k(ω, x) ≤ k̃ ≤ 1 + (2D + 1)
1

ln(2)
[ln(C10) + 3 ln(H)− ln(ds(x,RPT ))] .

Now, Lemma 3.15 gives

(Tω)∗(x) ≤ H̃ωds(x,RPTω).

Taking logs, integrating against dσ(ω, x), and combining with (6.1.13) and (4.4.26) yields∫
ln ds(x,RPTω)dσ(ω, x) > −∞.

Combining with (6.1.28) and (4.4.26) yields (6.1.26). /
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By an elementary calculation [[20] Lemma 10.3.1, p.314], it follows thatHσ(B) = Hσ(k−1εN̂) <

∞; we have shown (6.1.24).

To show (6.1.25), first note that

Hσ(A � B ∨ π−1εΩ) =

∫
Hσ(Aω � Bω,k(ω,x)−1 \Bω,k(ω,x))dσ(ω, x).

Fix k ∈ N and ω ∈ Ω. Now

Hσ(Aω � Bω,k−1 \Bω,k) ≤ ln #(Aω � Bω,k−1 \Bω,k) = ln #(Ak � Bω,k−1 \Bω,k).

Combining with (6.1.18) and (6.1.27),

Hσ(Aω � Bω,k−1 \Bω,k) ≤ ln

( ∑
p∈RPT

#
[
Ak � Bs(p, C10H

32−(k−1)/(2D+1))
])

;

combining with (6.1.7),

Hσ(Aω � Bω,k−1 \Bω,k)

≤ ln #(RPT ) + 6 ln(2) + 2 max

(
0, ln

(
C10H

32−(k−1)/(2D+1)

2−(k−1)

))
≤ ln(2D − 2) + 6 ln(2) + 2 max

(
0, ln(C10) + 3 ln(H) + ln(2)

(
1− 1

2D + 1

)
(k − 1)

)
,

which is integrable by (4.4.26) and (6.1.26). Thus we have shown (6.1.25), completing the

proof of (A).

To show (B), let Aε ⊆ X be defined by (6.1.14). We claim that (2.6.2) holds on Aε. To

this end, fix (ω, x) ∈ Aε; we must show that(∨
j∈N

T−jA ∨ π−1εΩ

)
(ω, x) = εX(ω, x),

i.e. ∨
j∈N

T 0
j Aj(T

j
0 (x)) = {x}.

By contradiction, suppose that y ∈
∨
j∈N T

0
j Aj(T

j
0 (x)) \ {x}. Then for all j ∈ N, T j0 (y) ∈

Aj(T j0 (x)). By Claim 6.5,

ds(T
j+1
0 (x), T j+1

0 (y)) ≥ ds(T
j
0 (x), T j0 (y))e−ε(Tj)∗ ◦ T j0 (x);
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iterating yields

ds(T
n
0 (x), T n0 (y)) ≥ ds(x, y) exp

(
n−1∑
j=0

ln(Tj)∗ ◦ T j0 (x)− nε

)
−→
n
∞,

which is a contradiction since diam(Ĉ) = π/2 < ∞. Thus A σ-almost generates X over

Ω. �

6.2. Proof of Theorem 4.46

Let εΩ and εX be the partition of Ω and X into points, respectively.

Fix σ ∈Me(X,T,P). We will show that

(6.2.1) hσ(T � θ) +

∫
φdσ ≤

∫
ln(λ)dP,

with equality if and only if σ = µ.

Since Ω× B,S ⊆ X are forward invariant, the ergodicity of σ implies that each of them

has measure zero or one. If S has measure one, then hσ(εX � π−1εΩ) ≤ ln(2) < ∞, so

hσ(T � θ) = 0. We deal with this case below. Suppose that σ(Ω× B) = 1. For each ω ∈ Ω,

the containment

T0(B) ⊂⊂ B

together with the Schwarz-Pick lemma imply that

diamB(Supp(σ1)) ≤ diamB(Supp(σ0))

with equality if and only if Supp(σ0) is a singleton. By ergodicity, we have equality almost

surely; thus σ0 is almost surely a point measure. Thus hσ(εX � π−1εΩ) = 0, so again

hσ(T � θ) = 0.

Suppose that σ ∈Me(X,T,P) satisfies hσ(T � θ) = 0. (4.1.7) gives∫
φdσ ≤

∫
sup(φω)dP(ω) <

∫
ln inf(Lω[1])dP(ω) ≤

∫
ln(λ(ω))dP(ω).

(The last inequality comes from integrating (4.4.13) against 1, taking logarithms, and inte-

grating against dP(ω).
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This completes the proof of (6.2.1) in the case where hσ(T � θ) = 0. Thus the only case

which remains is the case hσ(T � θ) > 0. In this case we also know that σ((Ω×X) \ S) = 1,

and that there exists a partition of (X,T, σ) which is generating relative to (Ω, θ,P) and which

has finite relative entropy. By Theorems 4.45 and 2.14, we have (2.6.4), where (σω,p)(ω,p)∈X

is the Rohlin decomposition of σ relative to T−1(εX). Thus

hσ(T � θ) +

∫
ψdσ =

∫ [
Hσω,p(εX) +

∫
ψdσω,p

]
dσ(ω, p)

By the finite variational principle, the integrand is bounded above by

(6.2.2) ln

 ∑∗

(θ−1ω,x)∈T−1(ω,p)

eψ(θ−1ω,x)

 .

(Recall that ∗ indicates that the sum is taken without multiplicity.) Since all terms are

positive, the same sum with multiplicity is at least as large. Thus

Hσω,p(εX) +

∫
ψdσω,p ≤ ln

 ∑
(θ−1ω,x)∈T−1(ω,p)

eψ(θ−1ω,x)


= ln(L [1](ω, p))

= ln(1) = 0.

Integrating against dσ(ω, p) , we find that

hσ(T � θ) +

∫
ψdσ ≤ 0.

Expanding ψ and rearranging,

hσ(T � θ) +

∫
φdσ ≤

∫
ln(λ)dP.

Equality is achieved if and only if for σ-almost every (ω, p) ∈ X,

A) The maximum in the finite variational principle is achieved i.e.

σω,p =
1

C

∑∗

(θ−1ω,x)∈T−1(ω,p)

eψ(θ−1ω,x)δ(θ−1ω,x)

where C is the appropriate normalization constant.
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B) The sum in (6.2.2) is the same whether or not multiplicity is counted. This happens

if and only if p is not a branch point of Tθ−1ω.

We claim that (A) and (B) occur for σ-almost every (ω, p) if and only if σ = µ. This will

complete the proof due to the remarks below.

In the presence of (B), (A) is equivalent to the simpler equation

C)

σω,p =
∑

(θ−1ω,x)∈T−1(ω,p)

eψ(θ−1ω,x)δ(θ−1ω,x)

= L ∗[δ(ω,p)].

Thus, (A) and (B) hold if and only if (B) and (C) hold. We show that this occurs if and

only if σ = µ:

(⇒) Integrating (C) against dσ(ω, p) yields

σ = L ∗
[∫

δ(ω,p)dσ(ω, p)

]
= L ∗[σ].

Since σ is supported on X \ S, for all ε > 0 there exists κ > 0 such that

P(σ0(Bs(S0, κ)) ≥ ε) < 1. Fix ω ∈ Ω and assume that there exists a sequence

(nk)k∈N of positive integers so that

σnk(Bs(Snk , κ)) ≤ 2−k.

for all k ∈ N. By Lemma 2.3, this assumption is almost certainly valid. Now,

Remark 4.38 gives

µ0 = lim
k→∞

L 0
nk

[σnk ] = lim
k→∞

σ0 = σ0.

Since this is true for P-almost every ω ∈ Ω, we have that σ = µ.

(⇐) Proposition 4.43 implies (B), since each rational map has only finitely many branch

points. Disintegrating (4.4.17) yields (C).

However, we are not done quite yet. We know that µ is supported on J ⊆ (Ω × X) \ S,

but we do not yet know that hµ(T � θ) > 0. Nevertheless, the calculations made under this
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assumption still hold, since (2.6.4) is always true (for any relative dynamical system) when

hσ(T � θ) = 0. Thus we are done.
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APPENDIX A 

A LOGICAL TEST FOR MEASURABILITY 



A.1. Statements

The purpose of this appendix is to explore the issue of measurability in relative dynamical

systems. The idea is a simple one; namely that many statements can be seen to be measurable

simply from the way that they are written. In fact, it is clear that in any language in which

atomic propositions correspond to measurable sets and in which only quantification over

countable sets is allowed, every proposition corresponds to a measurable set. However this

is insufficient for our purposes because we would like to quantify over uncountable sets. For

example, consider the following event:

Event A.1. There exists p ∈ J0 such that T n0 (Bs(p, δ1)) ⊇ Ĉ \ Bs(Sn, κ). (Here J0 ⊆ Ĉ is

the random Julia set and S0 ⊆ Ĉ is the random exceptional set, defined in Section 3.1.)

(The measurability of this event is used in the proof of (4.3.8), in order to be able to

apply a continuity of measures argument.)

The domain of quantification J0 is almost certainly uncountable. However, this event

will turn out to be measurable Corollary A.10. Let us think about how to prove directly

that Event A.1 is measurable. Consider the random set

K0 := {p ∈ Ĉ : T n0 (Bs(p, δ1)) ⊇ Ĉ \Bs(Sn, κ)}

The question that Event A.1 asks is whether J0 ∩ K0 6= ∅. If this were an open set, we

could quantify over a countable dense subset of Ĉ, and answer the same question. However

J0 is a closed set, not an open set. It seems probable that most of the time J0 will not

even intersect the countable dense set, rendering its detection power invalid. We solve this

problem by noticing that J0 has the property of being “strongly measurable”, meaning that

the map (ω, x) 7→ ds(x,Jω) is jointly measurable (Remark 3.7). This means that we can

look at ε-neighborhoods of J0, where the countable dense set has detection power. Taking

the limit as ε goes to zero, we retain measurability since ε can be quantified countably.

This solves the problem of detecting J0, but there is still the issue of detecting K0.

Since K0 is linguistically non-atomic, we would like to have some way of checking that K0 is
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strongly measurable based on its subformulas. In fact, we will do this by inductively showing

that its subformulas are continuous functions of p.

We begin with the following definitions. By “locally compact”, we always mean that all

closed and bounded subsets of X are compact; any locally compact metrizable space has a

compatible metric satisfying this condition.

• If X is a locally compact separable metric space, let K (X) be the set of all com-

pact subsets of X, endowed with the Vietoris topology (also known as the narrow

topology, or the topology induced by the Hausdorff metric). Let F (X) be the set

of all closed subsets of X, endowed with the Fell topology (also known as the vague

topology). Both of these are Polish topologies [[18] Theorem B.2(iii) p.399, Theo-

rem C.8 p.405]. Precise definitions are given below in the second paragraph of the

proof of Lemma A.2.

• If X is a locally compact separable metric space, and if Y is a Polish space, let

C(X, Y ) be the set of all continuous functions from X to Y , endowed with the

compact-open topology. This topology is Polish; in fact it is induced by the col-

lection of pseudometrics (maxK(d))K∈K (X). In other words, this topology is the

topology of locally uniform convergence.

• If X is a locally compact separable metric space, letM(X) be the set of all locally

finite measures on X, endowed with the weak-* topology.

• If X is a compact Riemann surface with a Riemannian metric, let Div(X) be the

set of all effective divisors on X, endowed with the quasimetric

d(D1, D2) := inf{δ : ∃Φ : D1 → D2 a bijection such that d(x,Φ(x)) ≤ δ ∀x ∈ D1}

Note that Div(X) is a locally compact separable metric space.

• If X and Y are Riemann surfaces, let A (X, Y ) be the set of all holomorphic maps

from X to Y , endowed with the compact-open topology. This topology is Polish,

being a closed subspace of C(X, Y ). We write A (X) := A (X,X).
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The following lemmas are a collection of some well-known results, together with some (pos-

sibly) new ones. Proofs are given in Section A.2.

Lemma A.2. Suppose that X, Y , Z are locally compact separable metric spaces. The maps

(A.1.3) - (A.1.57) are continuous, except for the starred maps which are only Borel measur-

able. For (A.1.37) and (A.1.28), assume that X is a geodesic metric space i.e.

B(B(x, δ1), δ2) = B(x, δ1 + δ2)

for all x ∈ X and δ1, δ2 > 0. For (A.1.43) - (A.1.57), assume that X, Y , and Z are compact

Riemann surfaces.

Lemma A.3. Suppose that (Ω,A) is a measurable space, suppose that X, Y, Z are locally

compact separable metric spaces, and suppose that

f : Ω×X × Y → Z.

Then f is measurable and fiberwise continuous (m.f.c.) if and only if the induced map

f̃ : Ω×X → C(Y, Z)

is m.f.c.

Lemma A.4. Suppose that X is a locally compact separable metric space. For each of the

expressions (A.1.59) - (A.1.65), the set of all tuples satisfying the quoted condition is closed.

Lemma A.5. Suppose that X and Y are locally compact separable metric spaces. The maps

(K,P ) 7→ ∀K(P ) := {x ∈ X : (x, y) ∈ P ∀y ∈ K(x)} ∈ F (X)(A.1.1)

(K,P ) 7→ ∃K(P ) := {x ∈ X : ∃y ∈ K(x) (x, y) ∈ P} ∈ F (X)(A.1.2)

[K ∈ C(X,K (Y )), P ∈ F (X × Y )]

are Borel measurable. (These correspond to (A.1.69) and (A.1.70).)
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Set-theoretic operations:

K 7→ K ∈ F (X) [K ∈ K (X)](A.1.3)

(f, x) 7→ f(x) ∈ Y [x ∈ X, f ∈ C(X, Y )](A.1.4)

(f1, f2) 7→ f2 ◦ f1 ∈ C(X,Z) [f1 ∈ C(X, Y ), f2 ∈ C(Y, Z)](A.1.5)

x 7→ {x} ∈ K (X) [x ∈ X](A.1.6)

(K1, K2) 7→ K1 ∪K2 ∈ K (X) [K1, K2 ∈ K (X)](A.1.7)

(F1, F2) 7→ F1 ∪ F2 ∈ F (X) [F1, F2 ∈ F (X)](A.1.8)

(F,K) 7→ F ∩K ∈ K (X) [F ∈ F (X), K ∈ K (X)] ∗(A.1.9)

(F1, F2) 7→ F1 ∩ F2 ∈ F (X) [F1, F2 ∈ F (X)] ∗(A.1.10)

(f,K) 7→ f(K) ∈ K (Y ) [K ∈ K (X), f ∈ C(X, Y )](A.1.11)

(f, F ) 7→ f−1(F ) ∈ F (X) [F ∈ F (Y ), f ∈ C(X, Y )] ∗(A.1.12)

Arithmetic operations:

(a, b) 7→ a+ b ∈ R [a, b ∈ R](A.1.13)

(a, b) 7→ a− b ∈ R [a, b ∈ R](A.1.14)

(a, b) 7→ ab ∈ R [a, b ∈ R](A.1.15)

(a, b) 7→ a/b ∈ R [a ∈ R, b ∈ R \ {0}](A.1.16)

(a, b) 7→ ab > 0 [a > 0, b ∈ R](A.1.17)

(a, b) 7→ min(a, b) ∈ R [a, b ∈ R](A.1.18)

(a, b) 7→ max(a, b) ∈ R [a, b ∈ R](A.1.19)

a 7→ |a| ∈ R [a ∈ R](A.1.20)

Topological and metric operations:

F 7→ X \ F ∈ F (X) [F ∈ F (X)] ∗(A.1.21)
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F 7→ ∂F ∈ F (X) [F ∈ F (X)] ∗(A.1.22)

F 7→ int(F ) ∈ F (X) [F ∈ F (X)] ∗(A.1.23)

(x, y) 7→ d(x, y) ∈ [0,∞) [x, y ∈ X](A.1.24)

(F,K) 7→ d(F,K) ∈ [0,∞] [F ∈ F (X), K ∈ K (X)]

(A.1.25)

(F1, F2) 7→ d(F1, F2) ∈ [0,∞] [F1, F2 ∈ F (X)] ∗

(A.1.26)

(K, δ) 7→ X \B(K, δ) ∈ F (X) [K ∈ F (X), δ ≥ 0] ∗(A.1.27)

(K, δ) 7→ B(K, δ) ∈ K (X) [K ∈ K (X), δ ∈ (0,∞), X is a g.m.s.](A.1.28)

f 7→ lim
n→∞

f(n) ∈ X [f ∈ C(N, X), assuming the limit exists] ∗(A.1.29)

(K,m) 7→ diamm(F ) ≥ 0 [K ∈ K (X),m ∈ N]

(A.1.30)

F 7→ #(F ) ∈ N ∪ {∞} [F ∈ F (X)] ∗(A.1.31)

Functional analysis operations:

(K, f) 7→ max
K

(f) ∈ R [K ∈ K (X), f ∈ C(X,R)](A.1.32)

(K, f) 7→ min
K

(f) ∈ R [K ∈ K (X), f ∈ C(X,R)](A.1.33)

(K, f) 7→ ‖f‖osc,K ≥ 0 [K ∈ K (X), f ∈ C(X,R)](A.1.34)

(K, f) 7→ ‖f‖∞,K ≥ 0 [K ∈ K (X), f ∈ C(X,R)](A.1.35)

(F, f) 7→ sup
F

(f) ∈ R [F ∈ F (X), f ∈ C(X,R)] ∗(A.1.36)

(f, δ) 7→ ρf (δ) ≥ 0 [f ∈ C(X, Y ), δ ≥ 0, X is a compact g.m.s.](A.1.37)

(K, f, α) 7→ ‖f‖α,K ≥ 0 [K ∈ K (X), f ∈ C(X, Y ), α > 0] ∗(A.1.38)

x 7→ δx ∈M(X) [x ∈ X](A.1.39)
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(f, µ) 7→ fµ ∈M(X) [f ∈ C(X,R), µ ∈M(X)](A.1.40)

(f, µ) 7→
∫
fdµ ∈ R [f ∈ C(X,R), µ ∈M(X), X is compact](A.1.41)

(K, f, µ) 7→
∫
K

fdµ ∈ R [K ∈ K (X), f ∈ C(X,R), µ ∈M(X)] ∗(A.1.42)

Complex analysis operations:

T 7→ T ∈ C(X, Y ) [T ∈ A (X, Y )](A.1.43)

(T1, T2) 7→ T2 ◦ T1 ∈ A (X,Z) [T1 ∈ A (X, Y ), T2 ∈ A (Y, Z)](A.1.44)

T 7→ deg(T ) ∈ N [T ∈ A (X, Y )](A.1.45)

(T, x) 7→ multT (x) ∈ N [T ∈ A (X, Y ), x ∈ X] ∗(A.1.46)

T 7→ ‖T∗‖ ∈ C(X, [0,∞)) [T ∈ A (X)](A.1.47)

x 7→ [x] ∈ Div(X) [x ∈ X](A.1.48)

T 7→ RPT ∈ Div(X) [T ∈ A (X, Y )](A.1.49)

T 7→ BPT ∈ Div(Y ) [T ∈ A (X, Y )](A.1.50)

T 7→ FPT ∈ Div(X) [T ∈ A (X)](A.1.51)

(D1, D2) 7→ D1 +D2 ∈ Div(X) [D1, D2 ∈ Div(X)](A.1.52)

D 7→ Supp(D) ∈ F (X) [D ∈ Div(X)](A.1.53)

D 7→ deg(D) ∈ N [D ∈ Div(X)](A.1.54)

(D, f) 7→
∑
D

f ∈ R [D ∈ Div(X), f ∈ C(X,R)](A.1.55)

(D,T ) 7→ T ∗D ∈ Div(X) [D ∈ Div(Y ), T ∈ A (X, Y )](A.1.56)

(D, f) 7→ f∗D ∈ Div(Y ) [D ∈ Div(X), f ∈ C(X, Y )](A.1.57)

Implicitization:

y(x) 7→ (x 7→ y(x)) ∈ C(X, Y ) [y ∈ Y with free variable x ∈ X](A.1.58)
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Atomic propositions:

K 7→ “K 6= ∅” [K ∈ K (X)](A.1.59)

F 7→ “F = ∅” [F ∈ F (X)](A.1.60)

F 7→ “F = X” [F ∈ F (X)](A.1.61)

(x, y) 7→ “x = y” [x, y ∈ X](A.1.62)

(x, F ) 7→ “x ∈ F” [x ∈ X,F ∈ F (X)](A.1.63)

(a, b) 7→ “a ≤ b” [a, b ∈ R](A.1.64)

(F1, F2) 7→ “F1 ⊆ F2” [F1, F2 ∈ F (X)](A.1.65)

Non-atomic propositions:

(P1, P2) 7→ “P1 and P2”(A.1.66)

(P1, P2) 7→ “P1 or P2”(A.1.67)

P 7→ “not P” ∗(A.1.68)

(K,P (x)) 7→ “∀x ∈ K P (x)” [K ∈ K (X)](A.1.69)

(K,P (x)) 7→ “∃x ∈ K P (x)” [K ∈ K (X)](A.1.70)

(F, P (x)) 7→ “∀x ∈ F P (x)” [F ∈ F (X)] †(A.1.71)

(F, P (x)) 7→ “∃x ∈ F P (x)” [F ∈ F (X)] ∗(A.1.72)

Inspired by this list, we define a language L. L will consist of a pair (EL,PL), where EL

and PL are subsets of the set of all finite strings over the alphabet A consisting of all symbols

in LaTeX. An element of EL will be called an expression in L, and an element of PL will be

called a proposition of L.

Fix two disjoint subsets V,C ⊆ A which are disjoint from the set of symbols needed

to do the operations (A.1.3) - (A.1.57). (We distinguish between the syntax, e.g. +, deg,

B(·, ·), which are not allowed in V or C, from the mere placeholders e.g. F , T , x, which

are allowed.) An element of V is called a formal variable, and an element of C is called a
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formal constant. If a particular formula is given that you are trying to test the measurability

of, then you should generally let V be the set of all variables which have been bound by

quantifiers or implicitization, and let C be the set of all remaining variables used in the

formula, For example, in Event A.1,

V := {“p”}

C := {“J0”, “Sn”, “T n0 ”, “δ1”, “κ”}

We define the set EL by induction: A string is in EL if and only if:

• It is a formal variable or constant

• It is obtained by concatenating previously existing elements of EL according to the

rules (A.1.3) - (A.1.57), with the qualification that the starred rules can only be

used if each of the strings being concatenated contains no free variables.

• It is obtained by “implicitizing” a formal variable according to rule (A.1.58). Specif-

ically, if e1 ∈ EL and v1 ∈ V, then e = (v1 7→ e1(v1)) is a new element of EL.

For example, the string

“(x 7→ B(x, δ))”

is proved to be in EL in four steps:

• “x” ∈ V ⊆ EL

• “δ” ∈ C ⊆ EL

• “B(x, δ)” ∈ EL by rule (A.1.28) (here we assume that X is a g.m.s.)

• “(x 7→ B(x, δ))” by rule (A.1.58).

The set PL is defined similarly: A string is in PL if and only if either it is obtained by

concatenating elements of EL according to the rules (A.1.59) - (A.1.65), or it is obtained by

concatenating previously existing elements of PL according to the rules (A.1.66) - (A.1.72),

again with the qualification that the starred rules can only be used if each of the strings

being concatenated contains no free variables. The daggered rule can be used as long as
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the input string taking the place of the domain of quantification (i.e. F ) contains no free

variables.

Denote the set of free variables of an expression or proposition by F (e) or F (p); i.e.

variables which occur in the string but are neither bound to a quantifier nor implicitized.

Remark A.6. There are many subtleties in the language L. For example, the statement

“F1 ⊆ F2” has different rules of construction than the logically equivalent statement “∀x ∈

F1, x ∈ F2”. In fact, the latter has the † restriction (F1 cannot have free variables), whereas

the former has no restriction. The reason for this is because of the precise implementation of

measurability and continuity concepts in the Theorems A.8 and A.9 below. They are not the

only possible choice of inductive claims, and another choice could possibly yield a different

language.

Remark A.7. Although this list cannot possibly be exhaustive, we have included expressions

which are not directly relevant to this dissertation, on the grounds that they could be useful

in the future.

We now come to the issue of interpretation. Fix a measurable space (Ω,A), and for each

c ∈ C fix a topological space Xc and a Borel measurable map c∗ : Ω → Xc. c∗ is called the

interpretation of c. For each v ∈ V fix a locally compact separable metric space Xv. (Xc or

Xv may happen to equal a constructed space e.g. Xc = K (X) for some X.)

If e ∈ EL, we informally define the interpretation of e to be the map

e∗ : Ω×
∏

v∈F (e)

Xv → Xe

which inputs a tuple (ω, (xv)v) and outputs the thing that you get when you plug in (c∗(ω))c

and (xv)v into the string e. For example, if

e = “d(x, y)”,

then

Xe := [0,∞)
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e∗(ω, (x, y)) := d(x, y) ∈ Xe;

here we use the convention that (x, y)“x” = x and (x, y)“y” = y. With a little work, e∗ can

be defined inductively in a rigorous manner.

Similarly, for each proposition p ∈ PL, we informally define the interpretation of p to be

the map

p∗ : Ω→ P

 ∏
v∈F (p)

Xv


which inputs ω and outputs the set

p∗(ω) := {(xv)v : p is true when you plug in (c∗(ω))c and (xv)v}

For example, if

p = “x ∈ J0”,

then

p∗(ω) = {x ∈ Ĉ : x ∈ J0 �ω} = J0 �ω .

Again, with more work we could define p∗ in a rigorous manner by induction.

Note that if p has no free variables then p∗ : Ω → P({()}) ≡ {True,False} can be

reinterpreted as a subset of Ω. (Here () denotes the empty tuple.)

We have the following results, which are the only motivation for constructing so idiosyn-

cratic a language.

Theorem A.8. Fix (Ω,A), (Xc)c∈C, (Xv)v∈V, and c∗ : Ω → Xc. For each e ∈ EL, we have

that e∗ is m.f.c.

Theorem A.9. Fix (Ω,A), (Xc)c∈C, (Xv)v∈V, and c∗ : Ω→ Xc. For each p ∈ PL, then

A) For all ω ∈ Ω, p∗(ω) is closed i.e. p∗(ω) ∈ F (
∏

v∈F (p) Xv)

B) p∗ : Ω→ F (
∏

v∈F (p) Xv) is Borel measurable

We call a map p∗ satisfying (A) and (B) strongly measurable or s.m.

The case F (p) = ∅ gives the following corollary:
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Corollary A.10. (Measurable Conventions) In Theorem A.9, if p has no free variables,

then p∗, interpreted as a subset of Ω as above, is a measurable set.

A.2. Proofs

We omit the majority of the proofs. Those which are omitted are either obvious or

well-known.

The proofs build on each other, in an order which is inconsistent with the order in which

they are listed. In addition, some proofs demonstrate continuity and/or measurability by

using prototype versions of Theorems A.8 and A.9, compiled using only functions which were

already known to satisfy the requirements. However, there is no circular reasoning.

We follow the notation found in [18]. Suppose that G is open, F is closed, and K is

compact. Let

FG := {F ∈ F (X) : F ∩G 6= ∅}

KG := {K ∈ K (X) : K ∩G 6= ∅}

FK := {F ∈ F (X) : F ∩K = ∅}

K F := {K ∈ K (X) : K ∩ F = ∅}

CGK := {f ∈ C(X, Y ) : f(K) ⊆ G}.

By definition, sets of the forms FG,FK form a subbasis for F (X), sets of the form KG,K F

form a subbasis for K (X), and sets of the form CGK form a subbasis for C(X, Y ). dH denotes

the Hausdorff metric on K (X), which induces the Vietoris topology [[18] Corollary C.6

p.404].

In some cases, we will use the existence of a sequence Kn := B(a, n) ∈ K (X) such that

X =
⋃
n∈NKn, and of a countable dense set Q ⊆ X.

Proof of Lemma A.2:

(A.1.6):

{x : {x} ∈ KG} = G
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{x : {x} ∈ K F} = X \ F

are open.

(A.1.7):

{(K1, K2) : K1 ∪K2 ∈ KG} = KG ×K ∪K ×KG

{(K1, K2) : K1 ∪K2 ∈ K F} = K F ×K F

are open.

(A.1.11): Fix f0 ∈ C(X, Y ), K0 ∈ K (X), and ε > 0. Fix δ1 > 0 such that B(K0, δ1)

is compact. Fix δ2 > 0 so that

ρ
(B(K0,δ1))
f0

(δ2) ≤ ε/2.

Let δ3 = min(δ1, δ2) > 0. Suppose that f ∈ C(X, Y ) and K ∈ K (X) are close

enough to f0 and K0 so that

max
B(K0,δ1)

d(f, f0) ≤ ε/2

dH(K,K0) ≤ δ3.

Now

dH(f(K), f0(K0)) ≤ dH(f(K), f0(K)) + dH(f0(K), f0(K0))

≤ ε/2 + ε/2 ≤ ε.

(A.1.12): For each K ∈ K (X),

f−1(F ) ∩K = ∅ ⇔ f(K) ∩ F = ∅.

Now, the map (f, F ) 7→ f(K) ∩ F is measurable by Theorem A.8. Thus the set

((f, F ) 7→ f−1(F ))−1(FK) = ((f, F ) 7→ f(K) ∩ F )−1(F (Y ) \FY )

is Borel measurable. Since the sets (FK)K form a basis for the σ-algebra of Borel

sets, the map (f, F ) 7→ f−1(F ) is Borel measurable.
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(A.1.32):

max
K

(f) = max(f(K))

Noting that the map K 7→ max(K) [K ∈ K (R)] is Lipschitz 1-continuous com-

pletes the proof.

(A.1.36):

sup
F

(f) = sup
n∈N

max
F∩Kn

(f)

(A.1.37):

ρf (δ) = max
x∈X

max
y∈B(x,δ)

|f(x)− f(y)|

(A.1.38):

‖f‖α,K = sup
δ>0

rational

max
x∈K

max
y∈K\B(x,δ)

f(y)− f(x)

qα

(A.1.41): ∫
K

fdµ = inf
δ>0

rational

∫
(x 7→ φδ(d(x,K)))fdµ,

where

φδ(t) :=


0 t ≥ δ

1− t/δ 0 ≤ t < δ

1 t < 0

(A.1.21) - (A.1.23): [[18] Theorem 2.25 p.37 (iii)]

(A.1.25):

d(F,K) = min
x∈K

d(x, F )

To see that the map (x, F ) 7→ d(x, F ) is continuous, fix x0 ∈ X, F0 ∈ F (X), and

ε > 0, and let d0 = d(x0, F0). If x ∈ X and F ∈ F (X) are close enough to x0 and

F0 so that

d(x, x0) ≤ ε/2

F ∈ FB(x0,d0+ε/2) ∩FB(x0,d0−ε/2),

133



then

|d(x, F )− d(x0, F0)| ≤ ε.

Here we have used the fact that all closed and bounded subsets of X are compact.

Without this condition we could only show that (K1, K2) 7→ d(K1, K2) is continuous

for K1, K2 ∈ K (X).

(A.1.26):

d(F1, F2) = inf
n∈N

d(F1 ∩Kn, F2 ∩Kn)

(A.1.27): If K̃ ∈ K (X),

(X \B(K, δ)) ∈ F K̃ ⇔ d(K, K̃) ≥ δ.

(A.1.28): The map is Lipschitz 1-continuous with respect to each input.

(A.1.30):

diamm(K) = max
x1∈K

· · · max
xm∈K

min
i,j
i 6=j

d(xi, xj).

(See Section 3.2 for definition of diamm.)

(A.1.31):

#(F ) ≥ m⇔ ∃n such that diamm(F ∩Kn) > 0.

�

Proof of Lemma A.3: For the backwards direction, note that f(ω, x, y) = f̃(ω, x)(y).

(Indeed, this is the definition of f̃ .) We prove the forward direction:

Fix K ⊆ Y compact and U ⊆ Z open, so that CUK is an arbitrary basic open subset of

C(Y, Z). We will show that the set f̃−1(CUK) is measurable and fiberwise open.

Let Q ⊆ K be countable dense. Then

f̃−1(CUK) =
⋂
y∈Q

(f ◦ iy)−1(U),

where iy : Ω×X → Ω×X × Y is the obvious inclusion. This proves measurability.
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Fix ω ∈ Ω and x ∈ f̃ �−1
ω (CUK). Since f �ω is continuous, for each y ∈ K there exist

Vy ⊆ X and Wy ⊆ Y open neighborhoods of x and y respectively so that

f(ω, Vy,Wy) ⊆ U.

Let (Wy)y∈F be a finite subcover i.e. K ⊆
⋃
y∈F Wy. Then

f

(
ω,
⋂
y∈F

Vy, K

)
⊆ U

x ∈
⋂
y∈F

Vy ⊆ f̃ �−1
ω (CUK).

Since x ∈ f̃ �−1
ω (CUK) was arbitrary, f̃ �−1

ω (CUK) is open. �

Proof of Lemma A.4:

(A.1.59) - (A.1.61):

{K ∈ K (X) : K 6= ∅} = K (X) \K X

{F ∈ F (X) : F = ∅} = F (X) \FX

{F ∈ F (X) : F = X} =
⋂
x∈X

F (X) \F {x}

(A.1.63):

{(x, F ) : x ∈ F} = {(x, F ) : d(x, F ) = 0}

which is closed by Theorem A.9.

(A.1.65):

{(F1, F2) : F1 ⊆ F2} =
⋂
x∈X

{(F1, F2) : d(x, F2) ≤ d(x, F1)}

which is closed by Theorem A.9.

�
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Proof of Lemma A.5: We rewrite (A.1.1) - (A.1.2):

{x ∈ X : (x, y) ∈ P ∀y ∈ K(x)} =

(
x 7→ max

y∈K(x)
d((x, y), P )

)−1

(0) ∈ F (X)

{x ∈ X : ∃y ∈ K(x) such that (x, y) ∈ P} =

(
x 7→ min

y∈K(x)
d((x, y), P )

)−1

(0) ∈ F (X),

both of which are measurable by Corollary A.10. (Here we let Ω = C(X,K (Y ))×F (X×Y ),

and let “K”∗ and “P”∗ be the first and second projections.) �

Remark A.11. This proof is deceptively simple, since it depends on all the theory which has

been developed so far. Lemma A.5 is probably the most important result in this appendix.

Proof of Theorem A.8:

Base case:

e ∈ C: e∗ is measurable by hypothesis. Since e has no free variables e∗ is auto-

matically fiberwise continuous.

e ∈ V: In this case e∗ is just projection onto the eth coordinate, which is clearly

m.f.c.

Inductive step:

Case 1: Suppose that e1, . . . , en are expressions of L with m.f.c. interpretations

e1∗, . . . , en∗, and suppose that

e = “f(e1, . . . , en)”,

where f is one of the functions (A.1.3) - (A.1.57).

1A: If f is continuous (i.e. is unstarred), then

e∗ := f ◦ (e1∗, . . . , en∗)

is Borel measurable, and for each ω ∈ Ω

e∗ �ω:= f ◦ (e1∗ �ω, . . . , en∗ �ω)

is continuous.
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1B: If f is only Borel measurable (i.e. is starred), then e∗ is still Borel

measurable. Since e has no free variables, for each ω ∈ Ω the domain of

e∗ �ω is a singleton, and thus e∗ �ω cannot fail to be continuous.

Case 2: Alternatively, suppose that rule (A.1.58) is being used i.e. suppose that

e1 is an expression of L, suppose that v1 ∈ F (e1), and suppose that

e = “(v1 7→ e1(v1))”.

By assumption

e1∗ : Ω×
∏

v∈F (e1)\{v1}

Xv ×Xv1 → Xe1

is m.f.c., so by Lemma A.3,

e∗ : Ω×
∏

v∈F (e1)\{v1}

Xv → Xe := C(Xv1 , Xe1)

is m.f.c. Clearly F (e) = F (e1) \ {v1}, so we are done.

�

Proof of Theorem A.9.

Base case: Suppose that e1, . . . , en [n = 1, 2] are expressions of L with m.f.c. inter-

pretations e1∗, . . . , en∗, and suppose that

p = s(e1, . . . , en)

where s is one of the maps (A.1.59) - (A.1.65). (Note that p is therefore a string,

since the maps (A.1.59) - (A.1.65) have quotation marks.) In particular, by Lemma

A.4 the set s∗ consisting of all tuples x1, . . . , xn such that s(x1, . . . , xn) is a true

statement is closed i.e.

s∗ ∈ F

(
n∏
i=1

Xei

)
.

Interpreted as a map from Ω to F (
∏n

i=1 Xei), s∗ is measurable since its range is a

singleton. Let

e∗ : Ω×
∏

v∈F (p)

Xv →
n∏
i=1

Xei
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be the product of e1∗, . . . , en∗; e∗ is m.f.c. By definition

p∗(ω) := {(xv)v∈F (p) : e∗(ω, (xv)v) ∈ s∗}.

By Lemma A.3, the map

ẽ∗ : Ω→ C

 ∏
v∈F (p)

Xv,
n∏
i=1

Xei


is measurable. Now

p∗(ω) = (ẽ∗(ω))−1(s∗) = ((f, F ) 7→ f−1(F )) ◦ (ẽ∗, s∗)(ω)

By Lemma A.2, in particular (A.1.12),

ω 7→ p∗(ω) ∈ F

 ∏
v∈F (p)

Xv


is measurable.

Inductive step:

(A.1.66),(A.1.67): Suppose that p1, p2 are propositions of L with s.m. inter-

pretations p1∗, p2∗, and suppose that

p = “p1 ∩ p2”.

Then

p∗(ω) = p1∗(ω) ∩ p2∗(ω) = ∩(p1∗(ω), p2∗(ω))

which is clearly closed; the map ω 7→ p∗(ω) is measurable by (A.1.10). (A.1.67)

is proved similarly.

Note that we do not need a star here, despite the fact that (A.1.10) has a star.

This is because the domain of p∗ is just Ω, which has no topology, rendering

continuity unnecessary.

(A.1.68): Suppose that p1 is a proposition of L with s.m. interpretation p1∗ and

with no free variables, and suppose that

p = “not p1”.
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Then

p∗(ω) :=

 ∏
v∈F (p)

Xv

 \ p1∗(ω).

Since p has no free variables,∏
v∈F (p)

Xv = {()},

so clearly (A) is satisfied. The map

i : F 7→ {()} \ F

is measurable because it is a permutation of the finite set P({()}). Thus

p∗ = i ◦ p1∗

is measurable, so (B) is satisfied.

(A.1.69),(A.1.70): Suppose that e1, p1 are an expression and a proposition of L,

respectively, with interpretations e1∗, p1∗, with e1∗ m.f.c. and p1∗ s.m. Suppose

that

p = “∀v ∈ e1, p1(v1)”,

where v1 ∈ F (p1) \ F (e1). By definition

F (p) = F (e1) ∪ F (p1) \ {v1}.

Let

X := Xv1

Y :=
∏

v∈F (p)

Xv,

so that

X × Y =
∏

v∈F (e1)∪F (p1)

Xv.

Now

p∗(ω) = {y ∈ Y : ∀x ∈ e1∗(ω), (x, y) ∈ p1∗(ω)} = ∀e1∗(ω)(p1∗(ω));
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by Lemma A.5, p∗ is s.m. (A.1.70) is proved similarly.

(A.1.71),(A.1.72):

∀x ∈ F P (x)⇔ ∀n ∈ N ∀x ∈ F ∩Kn P (x)

∃x ∈ F P (x)⇔ ∃n ∈ N ∃x ∈ F ∩Kn P (x).

Since a countable union of closed sets may not be closed unless they are subsets

of {()}, the ∗ requirement must be imposed on (A.1.72), whereas only the †

requirement is needed on (A.1.71).

�
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