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ABSTRACT

Hampel's influence function has been used by Devlin, Gnanadesikan, and Kettenring to detect bivariate observations which have unusual influence on estimates of correlation. In the validation of energy data systems such observations may sometimes be considered to be outliers. The identification of such outliers may be valuable for the detection of errors in a data base.

When data are used in regression equations, those observations which have the greatest effect on the multiple correlation coefficient or the regression coefficients are of interest. The contours of constant influence are derived for the multiple correlation coefficient in the case of regressing two variables on a third.

In some problems the analytic form of the influence function may be difficult to derive. In such cases the empirical estimator of the influence function, as proposed by Mallows, may be useful for detecting outliers.

For FPC form 4 power plant data, the correlation between generation and consumption is a parameter of interest to users of the data. Estimates of the contours of constant influence were determined and used to detect outliers with respect to bivariate correlation.

1. INTRODUCTION

The influence function was defined by Hampel (1974) as a tool in assessing robust estimators. Devlin, Gnanadesikan, and Kettenring (1975) illustrate the potential use of the influence function for detecting outlying multivariate observations. The concept is that for estimators of parameters in a multivariate population an influence function can usually be defined which indicates where in the n-dimensional space of observations,
the observed vectors would have a large effect on the value of the estimator of the parameter. If we have a sample of observation vectors and we find that one of these vectors has a much greater effect on the estimator than any of the others we may consider that vector to be an outlier. If further consideration brings forth other information indicating that the suspected observation is an outlier we might decide that the estimate obtained by omitting the observation is more reasonable. Other alternative actions would be replacement with a new observation, imputation (i.e., replacement with a value considered likely for the conditions under which the observation was taken) or correction if it is possible to determine the error in the generation of the observation. In any case it is good statistical practice to note in any reporting of the data how outliers were treated and what the value of the original observation was.

Devlin, Gnanadesikan, and Kettenring (1975) illustrate how the influence function can be applied to detect outliers with respect to bivariate correlation. Some of the results for bivariate correlation will be given in Section 2.

In multivariate analysis several types of correlation are of interest. In data validation we are usually considering multivariate observations and users of the data will often compute bivariate correlations or do regression analyses in which the multiple correlation coefficient is used as a measure of goodness of fit for the regression equations. For the case of regressing two variables on a third variable, the influence function is derived in Section 3.

Mallows (1974) gives various estimates of the influence function which can be applied to a given data set. These estimates can be used to determine which observations could be considered as outliers. The
"empiric" estimate of the influence function seems to be one such estimator with desirable properties and general applicability.

In the instances of bivariate correlation given in Section 2 and multiple correlation given in Section 3 the influence function is derived as a function of some unknown parameters. These derivations are useful in that they give information about the directions, in the n-dimensional observation space, in which the influence function increases most rapidly. They also give information about the directions in which the influence function increases little or not at all. For a given data set the influence function can be approximated by replacing the unknown parameters with their sample values.

In the case of bivariate correlation the contours of constant value of the influence function are hyperbolae in the plane. These contours depend on the mean vector, the component standard deviations, and the correlation coefficient. Using the sample estimates for these parameters, one can obtain approximations to these contours which can be superimposed over a scatter plot of the data. Such a graphical procedure is a useful method for spotting outliers.

In some situations the parameters of interest may be so complex that a derivation of the influence function would be difficult. In such cases the empiric estimate is a useful tool for determining outliers. A description of the empiric estimate and some of its properties is given in Section 4.

We shall now give a definition of the influence function. The influence function depends on the parameter we are estimating, the observation vector whose influence we are measuring, and the distribution function of
a random observation vector. The parameter can be considered as a functional of the distribution function F and is commonly written T(F). The estimator usually can be expressed as T(F_m) where F_m is the empirical distribution function (i.e., F_m(\mathbf{y}) is the fraction of the m sample vectors \mathbf{x} whose coordinates are all less than or equal to the coordinates of \mathbf{y}).

The influence function is defined by the following equation whenever the limit on the right hand side exists:

\[
I(F,T(F),\mathbf{x}) = \lim_{\varepsilon \to 0} \frac{T((1 - \varepsilon)F + \varepsilon \delta_{\mathbf{x}}) - T(F)}{\varepsilon}
\]

In equation (1) \mathbf{x} = (x_1, x_2, \ldots, x_m) is the point of interest in the observation space, \varepsilon is a positive real number, and \delta_{\mathbf{x}} is the distribution function which has all its probability mass concentrated at the point \mathbf{x}.

For most practical applications the influence function will be well defined. Hampel (1974) gives a more general definition which allows the influence function to be vector valued. His definition allows for the consideration of several parameters simultaneously. This general definition will not be considered in this paper.

2. THE INFLUENCE FUNCTION FOR BIVARIATE CORRELATION

In the case of bivariate correlation \mathbf{z} = (x_1, x_2) and

\[
T(F) = \frac{\int x_1 x_2 dF(x_1, x_2) - \int x_1 dF(x_1, \infty) \int x_2 dF(\infty, x_2)}{\sqrt{\int x_1^2 dF(x_1, \infty) - (\int x_1 dF(x_1, \infty))^2}[\int x_2^2 dF(\infty, x_2) - (\int x_2 dF(\infty, x_2))^2]}
\]

\[
= \frac{\text{Cov}(X_1, X_2)}{\sqrt{\text{Var}(X_1) \text{Var}(X_2)}}
\]
(X₁,X₂) is a random vector with distribution function F. The correlation coefficient T(F) shall also be denoted as ρ. Let u₁ = E(X₁), u₂ = E(X₂), σ₁² = Var(X₁), and σ₂² = Var(X₂). It is convenient to define

\[ Y₁ = \frac{X₁ - u₁}{σ₁} \]

and

\[ Y₂ = \frac{X₂ - u₂}{σ₂} \]

Since the transformation from (X₁,X₂) to (Y₁,Y₂) does not affect the correlation, I(F,T(F),(x₁x₂)) = I(H,T(H),(y₁,y₂)) where

\[ y₁ = \frac{x₁ - u₁}{σ₁}, \quad y₂ = \frac{x₂ - u₂}{σ₂} \]

and H is the distribution function for (Y₁,Y₂). Now, since T(F) = T(H) = ρ, we shall denote the influence function by I(H,ρ, (y₁,y₂)). Eₜ(Y₁), Eₜ(Y₂), Varₜ(Y₁), and Varₜ(Y₂) shall denote the means of variances of Y₁ and Y₂.

**Proposition 1:** I(H,ρ, (y₁,y₂)) = \( y₁y₂ - \rho(y₁² + y₂²) \)

where H is any bivariate distribution function for which Eₜ(Y₁) = Eₜ(Y₂) = 0 and Varₜ(Y₁) = Varₜ(Y₂) = 1.

**Proof:** By definition I(H,ρ, (y₁,y₂)) = \( \lim_{ε→0} \frac{T(G) - T(H)}{ε} \)

where G(u₁,u₂) = (1 - ε)F(u₁,u₂) + εL(u₁≥y₁,u₂≥y₂) and L(u₁≥y₁,u₂≥y₂) = 1 if u₁≥y₁ and u₂≥y₂, is 0 otherwise. In general for any statement A, L(A) = 1 if A is true, L(A) = 0 if A is false.
\[ T(G) = \frac{\int u_1 u_2 dG(u_1, u_2) - \varepsilon y_1 y_2}{\sqrt{\int u_1^2 dG(u_1, \infty) - \varepsilon^2 y_1^2}(\int u_2^2 dG(\infty, u_2) - \varepsilon^2 y_2^2)} \]

where
\[ G(u_1, \infty) = (1 - \varepsilon) H(u_1, \infty) + \varepsilon L(u_1 \geq y_1) \]

and
\[ G(\infty, u_2) = (1 - \varepsilon) H(\infty, u_2) + \varepsilon L(u_2 \geq y_2) . \]

Note that when \((Y_1, Y_2)\) has distribution function \(G\), \(E_G(Y_1) = \varepsilon y_1\) and \(E_G(Y_2) = \varepsilon y_2\) since \(E_H(Y_1) = E_H(Y_2) = 0\). We see that
\[ \int u_1 u_2 dG(u_1, u_2) = (1 - \varepsilon) \int u_1 u_2 dH(u_1 u_2) + \varepsilon \int u_1 u_2 dL(u_1 \geq y_1, u_2 \geq y_2) \]
\[ = (1 - \varepsilon) \rho + \varepsilon y_1 y_2 . \]

We also have
\[ \int u_1^2 dG(u_1, \infty) = 1 - \varepsilon + \varepsilon y_1^2 \]

and
\[ \int u_2^2 dG(\infty, u_2) = 1 - \varepsilon + \varepsilon y_2^2 \]

since
\[ \int u_1^2 dH(u_1, \infty) = \int u_2^2 dH(\infty, u_2) = 1 . \]

So
\[ \frac{T(G) - T(H)}{\varepsilon} = \varepsilon y_1 y_2 + (1 - \varepsilon) \rho - \varepsilon^2 y_1 y_2 - \frac{\rho}{\varepsilon h(\varepsilon)} \]

where
\[ h(\varepsilon) = (1 - \varepsilon + \varepsilon y_1^2 - \varepsilon^2 y_1^2)^{\frac{1}{2}} (1 - \varepsilon + \varepsilon y_2^2 - \varepsilon^2 y_2^2)^{\frac{1}{2}} . \]

Now
\[ \lim_{\varepsilon \to 0} \frac{T(G) - T(H)}{\varepsilon} = y_1 y_2 + \rho \lim_{\varepsilon \to 0} \frac{1 - \varepsilon - h(\varepsilon)}{\varepsilon h(\varepsilon)} . \]
Since \( h(\varepsilon) \to 1 \) as \( \varepsilon \to 0 \) both \( 1 - \varepsilon - h(\varepsilon) \) and \( \varepsilon h(\varepsilon) \) tend to zero as \( \varepsilon \to 0 \).

L'Hospital's rule is applicable and hence we get

\[
\lim_{\varepsilon \to 0} \frac{1 - \varepsilon - h(\varepsilon)}{\varepsilon h(\varepsilon)} = \lim_{\varepsilon \to 0} \frac{-1 - h'(\varepsilon)}{\varepsilon h'(\varepsilon) + h(\varepsilon)}.
\]

Differentiation of \( h \) yields

\[
h'(\varepsilon) = \frac{1}{2} \left( 1 - \varepsilon + (\varepsilon - \varepsilon^2)y_1^2 \right)^{-\frac{1}{2}} \left( 1 - \varepsilon + (\varepsilon - \varepsilon^2)y_2^2 \right)^{\frac{1}{2}}(1 - 2\varepsilon - 1)
\]

\[
+ \frac{1}{2} \left( 1 - \varepsilon + (\varepsilon - \varepsilon^2)y_2^2 \right)^{-\frac{1}{2}} \left( 1 - \varepsilon + (\varepsilon - \varepsilon^2)y_1^2 \right)^{\frac{1}{2}}(y_2^2 - 1).
\]

So

\[
\lim_{\varepsilon \to 0} h'(\varepsilon) = \frac{y_1^2 + y_2^2 - 1}{2}.
\]

Therefore

\[
\lim_{\varepsilon \to 0} \frac{-1 - h'(\varepsilon)}{\varepsilon h'(\varepsilon) + h(\varepsilon)} = \frac{-\left(y_1^2 + y_2^2\right)}{2}.
\]

Hence

\[
\lim_{\varepsilon \to 0} \frac{T(G) - T(H)}{\varepsilon} = \frac{\left(y_1y_2 - \rho (y_1^2 + y_2^2)\right)}{2}.
\]

Although this proposition is given by Devlin, Gnanadešikan, and Kettenring (1975), who attribute it to Mallows, this author has not seen it proved anywhere in the literature. We note that if \( F \) is any bivariate distribution function for which \( EF(X_1), EF(X_2), EF(X_1^2), \) and \( EF(X_2^2) \) are all finite, so that a correlation between \( X_1 \) and \( X_2 \) exists,

\[
I(F,\rho,(x_1,x_2)) = I(H,\rho,(y_1,y_2)) = y_1y_2 - \frac{\rho (y_1^2 + y_2^2)}{2}.
\]
where

\[ y_1 = \frac{x_1 - \mu_1}{\sigma_1}, \quad y_2 = \frac{x_2 - \mu_2}{\sigma_2} \]

and \( \mu_1 = E_F(X_1), \mu_2 = E_F(X_2), \sigma_1^2 = Var_F(X_1), \) and \( \sigma_2^2 = Var_F(X_2). \) \( H \) is the distribution of the random vector \((Y_1, Y_2)\) where

\[ Y_1 = \frac{X_1 - \mu_1}{\sigma_1} \quad \text{and} \quad Y_2 = \frac{X_2 - \mu_2}{\sigma_2}. \]

Consider the equation

\[ y_1 y_2 - \frac{\rho(y_1^2 + y_2^2)}{2} = C \tag{2} \]

where \( C \) is some constant. Let

\[ v_1 = \frac{1}{\sqrt{2}} \left[ \frac{y_1 + y_2 + (y_1 - y_2)}{\sqrt{1 + \rho}} + \frac{(y_1 - y_2)}{\sqrt{1 - \rho}} \right] \]

and

\[ v_2 = \frac{1}{\sqrt{2}} \left[ \frac{y_1 + y_2 - (y_1 - y_2)}{\sqrt{1 + \rho}} + \frac{y_1 - y_2}{\sqrt{1 - \rho}} \right]. \]

After some algebra we see that equation 2 is equivalent to

\[ (1 - \rho^2) v_1 v_2 = 2C. \tag{3} \]

This shows us that the contours of constant influence are hyperbolae with axes along the principal axes, the standardized sum and difference of \( y_1 \) and \( y_2. \)

For a sample of size \( n \) from a bivariate population let \( r \) be the usual sample estimate of the correlation coefficient. We would use
(1 - r^2)u_{i1}u_{i2} as an estimate of the influence function at the ith observation point \( X_i = (X_{i1}, X_{i2}) \) where

\[
\begin{align*}
    u_{i1} &= \frac{1}{\sqrt{2}} \left[ \frac{y_{i1} + y_{i2}}{\sqrt{1 + r}} + \frac{(y_{i1} - y_{i2})}{\sqrt{1 - r}} \right], \\
    u_{i2} &= \frac{1}{\sqrt{2}} \left[ \frac{y_{i1} + y_{i2}}{\sqrt{1 + r}} + \frac{(y_{i1} - y_{i2})}{\sqrt{1 - r}} \right],
\end{align*}
\]

\[
y_{i1} = \frac{x_{i1} - m_1}{s_1}, \quad y_{i2} = \frac{x_{i2} - m_2}{s_2}
\]

and \( m_1, m_2, s_1^2, \) and \( s_2^2 \) are the sample estimates of \( \mu_1, \mu_2, \sigma_1^2, \) and \( \sigma_2^2 \) respectively. Since \((1 - r^2)u_{i1}u_{i2}\) is approximately equal to \((n - 1)d\) where \( d \) is the difference between the estimate of \( \rho \) with the ith observation included and the estimate with the ith observation deleted, we see that the influence on the ith observation is approximately the influence function estimate divided by \( n - 1 \). In general, a rough statement would be that for any observation the influence function estimate measures the effect of the observation on the estimator scaled by a factor of the sample size. The justification for the previous statement will be given in Section 4 on the empiric estimate of the influence function.

In the validation study of the FPC form 4 data it was discovered that the correlation between the variables consumption and generation was considered to be of interest. We decided to include the influence function for bivariate correlation between generation and consumption as an outlier detection tool in our analysis of the data.
3. THE INFLUENCE FUNCTION FOR MULTIPLE CORRELATION

In this section we will consider three random variables $Y$, $X_1$, and $X_2$. We are interested in the multiple correlation between $Y$ and the pair $(X_1, X_2)$. The multiple correlation is defined as the square of the correlation between $Y$ and that linear combination of $X_1$ and $X_2$ which has the maximum correlation with $Y$. Let

$$
\Sigma = \begin{pmatrix}
\sigma_y^2 & \sigma_{yx_1} & \sigma_{yx_2} \\
\sigma_{yx_1} & \sigma_{x_1^2} & \sigma_{x_1x_2} \\
\sigma_{yx_2} & \sigma_{x_1x_2} & \sigma_{x_2^2}
\end{pmatrix}
$$

be the covariance matrix for $(Y, X_1, X_2)$. We partition $\Sigma$ writing

$$
\Sigma = \begin{pmatrix}
\sigma_1^2 & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{pmatrix}
$$

where

$$
\sigma_1^2 = \sigma_y^2, \quad \Sigma_{12} = \Sigma_{21}^t = (\sigma_{yx_1}, \sigma_{yx_2})
$$

and

$$
\Sigma_{22} = \begin{pmatrix}
\sigma_{x_1^2} & \sigma_{x_1x_2} \\
\sigma_{x_1x_2} & \sigma_{x_2^2}
\end{pmatrix}
$$

The multiple correlation $R^2$ (sometimes $R$ is called the multiple correlation) is shown in Anderson (1958) p. 86 to be

$$
\frac{\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}}{\sigma_y^2}.
$$
Computations show

\[ \Sigma_{22}^{-1} = \frac{1}{\sigma_{X_1}^2 \sigma_{X_2}^2 - \sigma_{X_1 X_2}^2} \begin{pmatrix} \sigma_{x_2}^2 & -\sigma_{x_1 x_2} \\ -\sigma_{x_1 x_2} & \sigma_{x_1}^2 \end{pmatrix} . \]

So, after matrix multiplications, we find that

\[ R^2 = \frac{1}{(\sigma^2 \sigma_{X_1}^2 \sigma_{X_2}^2 - \sigma_{X_1 X_2}^2)} \left[ \sigma_{x_2}^2 \rho_{y x_1}^2 - 2 \sigma_{y x_2} \sigma_{x_1 x_2} \sigma_{y x_1} + \sigma_{x_1}^2 \sigma_{y x_2}^2 \right] \]

\[ = \frac{\rho_{y x_1}^2 + \rho_{y x_2}^2 - 2 \rho_{y x_1} \rho_{y x_2} \rho_{x_1 x_2}}{1 - \rho_{x_1 x_2}^2} . \]

\( \rho_{y x_1}, \rho_{y x_2}, \) and \( \rho_{x_1 x_2} \) are the bivariate correlation between \( Y \) and \( X_1 \), \( Y \) and \( X_2 \), and \( X_1 \) and \( X_2 \) respectively. \( R^2 \) is well defined as long as \( Y, X_1, \) and \( X_2 \) all have finite second moments. \( R^2 \) depends only on the bivariate correlations and therefore we may standardize \( Y, X_1, \) and \( X_2 \) without affecting \( R^2 \).

Let

\[ R^2(\varepsilon) \text{ denote } T \left( (1 - \varepsilon)F + \varepsilon \delta_{(y, x_1, x_2)} \right) . \]

Let

\[ H(\varepsilon) = \frac{R^2(\varepsilon) - R^2}{\varepsilon} . \]

We see that \( H'(0) = I(F, R^2, (y, x_1, x_2)) \).

Now

\[ H'(0) = \left. \frac{dR^2(\varepsilon)}{d\varepsilon} \right|_{\varepsilon = 0} = 0 . \]
So, by the rules of calculus,

\[
H'(0) = \frac{1}{(1 - \rho_{x_1}x_2)^2} \left[ (1 - \rho_{x_1}x_2^2) \left( \rho_{yx_1} \rho_{yx_1}'(0) ight) \right. \\
+ \rho_{yx_2} \rho_{yx_2}'(0) - \rho_{yx_1} \rho_{yx_2} \rho_{x_1}x_2'(0) \\
- \rho_{yx_1}x_2 \rho_{yx_2}'(0) - \rho_{x_1}x_2 \rho_{yx_2} \rho_{yx_1}'(0) \\
+ \left. \left( \rho_{yx_2}^2 + \rho_{yx_1}^2 - 2\rho_{yx_1} \rho_{yx_2} \rho_{x_1}x_2 \rho_{x_1}x_2'(0) \right) \right].
\]

Equation (4) simplifies to yield

\[
H'(0) = \frac{2}{(1 - \rho_{x_1}x_2)^2} \left[ \rho_{x_1}x_2'(0) \left\{ \rho_{x_1}x_2 (\rho_{yx_1}^2 - \rho_{yx_1} \rho_{yx_2} \rho_{x_1}x_2) \\
+ \rho_{yx_2}^2 - \rho_{yx_1} \rho_{yx_2} \right\} + \rho_{yx_2}'(0) \left( \rho_{yx_1} - \rho_{x_1}x_2 \rho_{yx_2} \right) (1 - \rho_{x_1}x_2^2) \\
+ \rho_{yx_2}'(0) \left( \rho_{yx_2} - \rho_{x_1}x_2 \rho_{yx_1} \right) (1 - \rho_{x_1}x_2^2) \right].
\]

where

\[
\rho_{x_1}x_2'(0) = x_1x_2 - \rho_{x_1}x_2 \frac{(x_1^2 + x_2^2)}{2}
\]

\[
\rho_{yx_1}'(0) = yx_1 - \rho_{yx_1} \frac{(y^2 + x_1^2)}{2}
\]

and

\[
\rho_{yx_2}'(0) = yx_2 - \rho_{yx_2} \frac{(y^2 + x_2^2)}{2}.
\]
In the interesting special case where $\rho_{x_1x_2} = 0$, this simplifies to

$$H'(0) = \left[ 2yx_2\rho y_{x_2} + yx_1\rho y_{x_1} - \dot{x}_1x_2\rho y_{x_1}\rho y_{x_2} \right] - \rho_{y_{x_1}}^2(y^2 + x_1^2)$$  \hspace{1cm} (6)

$$- \rho_{y_{x_2}}^2(y^2 + x_2^2).$$

In any case we see from equations (5) and (6) that the surfaces of constant influence are hyperbolic.

4. THE EMPIRIC INFLUENCE FUNCTION

The empiric version of the influence function is defined as follows:

$$I_E(m,T,X) = \lim_{c \to 0} \frac{1}{c} \left[ T((1 - c)F_m + c\delta_{x_i}) - T(F_m) \right]$$

where $F_m$ is the empiric distribution function for the sample of size $m$. We would be particularly interested in $I_E(m,T,X_i)$ for $i = 1, 2, \ldots, m$ where $X_i$ is the $i$th observation vector from a sample of size $m$.

The empiric influence function has some desirable large sample properties as pointed out by Mallows (1974). Included among these are the following:

P. 1. Consistency

P. 2. Approximate independence

Consistency means $I_E(m,T,X)$ converges in probability to $I(T(F),F,X)$ at each $X$ as $m \to \infty$. Approximate independence means that $I_E(m,T,X_i)$ and $I_E(m,T,X_j)$ are asymptotically independent random variables for each $i \neq j$ as $m \to \infty$. Mallows does not give a mathematically precise definition of approximate independence.
These two properties justify the use of influence function contours superimposed over a scatter plot of the data for reasonably large samples. We see that in large samples it is reasonable to interpret the value of the influence function at an observation as being a measure of the effect of that observation on the estimate independent of the other observations.

The empiric influence function also has the property that it is a statistic (i.e., it can be evaluated for a given sample and does not depend on unknown parameters). It also can be evaluated at all vectors \( \mathbf{x} \) in the n-dimensional observation space and not just at the sample points.

Suppose we have \( m + 1 \) observation vectors and let \( F_m \) be the empiric distribution function for \( x_1, x_2, \ldots, x_m \). Consider \( I_E(m, T, x_{m+1}) \) for some \( T \) of interest.

\[
I_E(m, T, x_{m+1}) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left[ T((1 - \varepsilon)F_m + \varepsilon x_{m+1}) - T(F_m) \right].
\]

Now if \( m \) is large

\[
\frac{1}{m+1}
\]

is small and if we replace \( \varepsilon \) by

\[
\frac{1}{m+1}
\]

we get an approximation to the limit.

\[
T\left(\frac{mF_m + \varepsilon x_{m+1}}{m+1}\right)
\]
where $F_{m+1}$ is the empiric distribution function for all $m+1$ observations.

We see that $I_E(m,T,x_{m+1}) \approx (m+1)[T(F_{m+1}) - T(F_m)]$. Note that $T(F_{m+1})$ is our estimate when $x_{m+1}$ is included in the sample and $T(F_m)$ is the estimate when $x_{m+1}$ is deleted. Hence $T(F_{m+1}) - T(F_m)$ represents the effect of the observation $x_{m+1}$ on the estimate and our remark that the influence function is approximately this effect multiplied by the sample size is justified.
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