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at the 40- to 200-J level were completed. 
They supported completely our predictions 

in the military applications area, in particu 
lar with accurate physics measurements. 
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Preface 
This report presents the unclassified activities and accomplishments of the Laser Program at 
the Lawrence Livermore National Laboratory for the calendar year 1981. The classified work 
of the Program in 1981 is being reported separately. The Laser Program at LLNL, comprised 
of both Laser Fusion and Laser Isotope Separation efforts, is supported by the United States 
Department of Energy. 

Our purpose in preparing these reports is to present our work in depth for the benefit of 
the inertial-confinement-fusion and isotope-separation communities. Accordingly, concepts, 
theoretical analyses, computational results, design and configuration of experiments, data, and 
results are presented in detail to allow critical technical evaluation and to make it possible to 
reproduce or extend any of the work presented here. In 1981, we realized significant scientific 
and engineering accomplishments in all areas of our Program, as summarized in Section 1. 

This report is published in sections that correspond to the division of technical activity in 
the Program. Section 1 provides a Program Overview, presenting highlights of the technical 
accomplishments of the elements of the Program, a summary of activities carried out under 
the Glass Laser Experiments Lead Laboratory Program, as well as discussions of Program re
sources and facilities. Section 2 covers the work on solid-state Nd:glass lasers, including sys
tems operations and Nova and Novette systems development. Section 3 reports on target-
design activities, plasma theory and simulation, code development, and atomic theory. Section 
4 presents the accomplishments of the Target Fabrication group, Section 5 contains the results 
of our diagnostics development, and Section 6 reports the results of laser-target experiments 
conducted during the year, along with supporting research and development activities. 
Section 7 presents the results from laser research and development, including solid-state R&D 
and the theoretical and experimental research on advanced lasers. Section 8 conlains the re
sults of studies in areas of energy and military applications, including those relating to electri
cal energy production by inertial-confmement fusion systems. 

E. V. George 
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Laser Program Overview 
Introduction J. L. Emmett 

The principal components of the Laser Program at the Lawrence Livermore 
National Laboratory (LLNL) are Inertia! Confinement Fusion (ICF) and Laser 
Isotope Separation (LIS). The goal of the ICF Program is to produce significant, 
well-diagnosed thermonuclear experiments with laboratory laser facilities. In the 
near term, these experiments are for military applications (for example, under
standing material responses under very high temperatures and pressures, or 
studying processes that occur under extreme conditions experienced in nuclear 
weapons). With high-gain targets, simulations of nuclear explosion effects can 
also be obtained. The combination of high-gain targets, an efficient driver, and a 
reliable reactor system will make available the promise of unlimited fusion 
power for world energy requirements. This latter possibility offers tremendous 
economic payoff, but it also will require considerable technical and economic 
development. 

During the last decade of ICF research, we have made significant progress to
ward achieving our goals. We now have a good understanding of the physical 
processes occurring with direct-illumination and hohlraum targets. We have 
been able to construct large, flexible laboratory laser drivers, and with them we 
have demonstrated control of laser beam-plasma interactions so as to obtain an 
environment around the fuel capsule suitable for symmetrical, high-density 
compression. We have achieved a diagnosed compression of deuterium-tritium 
(D-T) to 100 X its liquid density. We have also begun, and will be conducting, a 
wide variety of experiments of significance to the Nuclear Weapons Program at 
LLNL using our Nd:glass laser facilities. 

In 1981, we completed our 1-jum laser-target experimental program. We com
pleted our experiments with Shiva in December 1981 and dismantled part of it 
for use in Novette and Nova. We disassembled the Argus laser in August 1981 
to make room for the 10-kJ, 0.53-jum Novette laser. During 1981, we completed 
our measurements on direct-drive and radiation-driven targets using 2w and 3OJ 
light on Argus. In particular, from our hohlraum experiments, we found greatly 
improved target performance at the shorter wavelengths. With Shiva, we mea
sured the production of hot electrons associated with the onset of Raman and 
2<ope instabilities in controlled scalelengths using disk targets. These data greatly 
improved our understanding of the interaction of light with long scalelengths 
in reactor-size targets. Another important series of experiments—conducted in 
collaboration with the Naval Research Laboratory (NRL)—were those in which 
we measured the ablation-induced acceleration of foils. The foil motion was di
agnosed by using x-ray backlighting to illuminate the target and a unique x-ray 
microscope and x-ray streak camera to record the data. The results of these, and 
similar experiments on imploding fuel capsules, permitted us to measure the 
coupling efficiency of the laser drive to the target, the state of the moving mate
rial, and the uniformity of target motion, both in a planar and in a converging 
case. 

Our work during the next decade of experimentation will be associated with 
detailed measurements of laser-target scaling and compressed fuel conditions. 
Novette and Nova scaling experiments will conclude with measurements of 
laser interaction of scalelengths appropriate to high-gain targets. On Novette, by 



using cryogenic targets, we expect to measure 200-400 X liquid D-T density 
compression and up to 1000 X with Nova. Our emphasis will be quality of the 
convergence, the conditions of the fuel when it begins to burn, and the effi
ciency of implosions. As a result of taking these programmatic directions, we 
have begun studies of cryogenic target construction, high-resolution x-ray-
imaging diagnostics, including a framing camera to obtain two-dimensional re
cording of the data and techniques to develop target layers or fuel additives for 
radiochemical analysis. The laser requirements will be met with the Nova laser. 
This laser is now specified to be a 10-beam system, with harmonic conversion 
to provide ~70 kj of 0.53- or 0.35-^m light for a variety of target experiments. 
(The funding decisions and change of scope of the original 1-jtm laser to accom
modate the harmonic system were not finalized in 1981, the period of this re
port. We received DOE approval for the Nova Phase I 10-beam harmonic-
conversion project in April 1982.) 

We reorganized the Laser Program at LLNL in the summer of 1981 to reflect 
the growth of the LIS Program and the need to change priorities in ICE In par
ticular, the Fusion Laser Program was divided into the Laser Systems Program 
and the Laser R&D Program to reflect the fact that the Nova/Novette technol
ogies were maturing and R&D resources had to be applied to developing a new 
driver. The remaining activities—Target Design, Target Fabrication, Fusicn Ex
periments, and Systems Studies—remained substantially the same as before. 
Our lead laboratory responsibilities continue in the area of advanced driver 
development, but at a very reduced level, because there was insufficient fund
ing for the KrF-scaling program developed last year. Our responsibility as lead 
laboratory for short-wavelength laser experiments continues. This activity has 
fostered continued interchange between the laboratories—LLNL, University of 
Rochester Laboratory for Laser Energetics, KMS Fusion, Inc., and the Naval Re
search Laboratory (NRL). In addition to our collaboration with NRL on the ac
celerated-foil experiment desciibed above, we worked with KMS to obtain 
target-scaling information and target-fabrication technology, and we have collab
orated with the University of Rochester on harmonic-conversion technology. 

The goal of the Laser Isotope Separation Program is to develop laser isotope 
separation technology for both military and civilian applications. The atomic va
por laser isotope separation process (AVLIS), which we are developing for the 
production of enriched uranium fuel for light-water reactors, holds the promise 
for being more efficient, less expensive, and less energy-consuming than cur
rently available technologies. During 1981, process designs for the applications 
of laser isotope separation to uranium and plutonium enrichmen* were com
pleted. Detailed analysis on plant and development module design, science and 
technology base, and program plan for LIS deployment for uranium enrich
ment were presented to the Department of Energy's Process Evaluation Board 
(PEB). (In 1982, the PEB recommended the selection of our atomic vapor LIS 
Process—over Los Alamos National Laboratory's molecular LIS process, and 
TRW's plasma-separation process—for large-scale engineering development and 
demonstration.) In a departure from previous Laser Program Annual Reports, a 
review of the progress during 1981 for the Laser Isotope Separation Program is 
not included in this year's report. 



Summary of Major Activities 

Summary of Major 
Activities 
In this report, we present the achievements 
and research accomplishments for calendar 
year 1981 for the Laser T-ogram. These re
sults represent the combined activities of 
more than 642 people, with a total operat
ing budget of $87.2 million for the year. In 
the remainder of this section, we present a 
summary of the major technical activities of 
the inertial confinment fusion (ICF) pro
gram (along with some unclassified high
lights of the laser isotope separation (LIS) 
program), followed by highlights of the 
Lead Laboratory Program and summaries of 
Program resources and physical facilities. 

Fusion Lasers 

The overall objective of the Fusion Laser 
Program is—through our in-house technical 
efforts state-of-the art to provide the short-
wavelength laser system facilities required 
for the national ICF program. The Fusion 
Laser Program was reorganized in 1981; it 
presently consists of two technical disci
plines: Solid State Laser Systems and 
Fusion Laser Research and Development. A 
brief synopsis of the major accomplish

ments for 1981 is given in the paragraphs 
that foJow. 

Solid State Laser Systems. The objective 
of the Solid State Laser Program is to de
sign, construct, and operate the Ndiglass 
laser facilities required for inertia! fusion re
search at LLNL. In 1981, we focused our ef
forts on three technical areas: Argus/Shiva 
operations, Novette, and Nova. 

During the year, we concluded the series 
of fusion-target experiments using the Shiva 
laser system, finally shutting the entire facil
ity down on December 23. Up to that time, 
a great deal of scaling information on 
fusion targets was obtained; a particular ex
ample of work conducted in 1981 was the 
measurement of the production of hot elec
trons associated with the onset of the 
Raman and 2o>p(, instabilities in controlled-
plasma-scalelength targets. With the Argus 
facility we completed a very successful se
ries of measurements on direct-drive and 
hohlraum-drive targets using 2u and 3« ra
diation. Several physics and engineering ex
periments related to frequency conversion 
were also conducted with the Argus facility. 
In August 1981, the Argus Facility was shut 
down to prepare its building for installation 
of the Novette laser sy.tem. 

The Novette laser system (shown in Fig. 
1-1) was designed to provide >10 k] of 2w 
light for laser—plasma interaction experi
ments and to test the performance of the 

Fig. 1-1. Artist's con
ception of the Novette 
Laser System sched
uled for completion in 
the fall of 1982. 
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Fij>. 1-2. The Nova 
harmonic-conversion 
systeiu. 

large-aperture Nova laser components. It 
uses Shiva laser parts for the small-aperture 
component and the target system, Nova 
large-aperture laser components, and special 
support hardware, such as the support 
frame. In addition, it uses prototype har
monic generation and diagnostic systems 
for testing our Nova concepts. Installation 
of the system began in September 1981, 
with completion estimated for November 
1982. 

Progress on the Nova design continued, 
driven very strongly by the Novette sched
ule. The successful Argus short-wavelength 
target-interaction experiments and the suc
cessful laser harmonic-conversion modeling 
and experiments program led to a recom
mendation to DOE to change the scope of 
Nova to include 2u> and 3w target-irradiation 
capability. The Nova harmonic system de
sign (see Fig. 1-2) was completed and pre
sented to DOE. It has the unique capability 
of generating either 2w or 3u> (as well as us
ing unconverted beams at 1.053 pan) by sim
ply rotating a double crystal array from its 
2u position by 10° and tilting it by 0.25° to 
generate 3w light with the same ~70% con
version efficiency experienced with 2<o. This 
system has extended the versatility of the 
Nova laser markedly, and led to formal 
DOE acceptance of the change in scope in 
April 1982. 

Fusion Laser Research R&D. In 1981, 
Solid State Lasers R&D and Advanced 

Lasers were combined into one program. 
The goals of the program were to continue 
to support the research and development 
necessary for Nova, Novette, and the on
going laser research programs; and to con
duct research on advanced systems capable 
of being used for a single-pulse test facility 
or a high-repetition-rate reactor driver. The 
Solid State support included harmonic con
version, damage measurements at lu and 
its harmonics, and the development of 
Nova components, such as the plasma shut
ter. The advanced research activities center 
on developing new laser architectures and 
efficient solid state amplifier designs, new 
lasers (e.g., the free-electron laser), crystal
line laser media, pulsed power sources 
(such as the compensated pulsed alter
nator), and innovations in rare-gas-halide 
design using Raman pulse compression 
techniques. In 1981, a poor spatial quality 
KrF laser was used as a pump source for a 
good spatial quality Stokes beam. We found 
that the good spatial quality of the Stokes 
beam was preserved after amplification, in 
agreement with theoretical expectations (see 
Fig. 1-3). 

Target Design. The combined efforts of 
our plasma, code development, and design 
groups are required for the design of targets 
to achieve program goals. The demonstra
tion of the compression of D-T to reactor-
target densities, approaching 1000 X liquid 
density is a principal program objective. 

^•MH^HM^tfTrMr^^__/1 , ^ U n c o a t e d • • 
Crystal a r r a y — ^ ^~~~^\ 

V - f /4 doublet • » • 
^ — Beam dump 

1 u = 1.05 pm 

*. Detune crystal array: 

E along crystal axis 

• Remove beam dump 

• Posit ion doublet lenses 

2UJ - 0.53 p m 

Tune crystal array for 2u>: 
rotate 4 5 " , t i l t to phase-match 

Insert beam dump 

Position doublet lenses 

3UJ = 0.35 jim 

• Tune crystal array for 3i*. 
rotate 10°, t i l t 1/4° 
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• Posit ion doublet lenses 
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The Argus series of experiments on 
wavelength scaling was designed and ana
lyzed in 1981. Using light of wavelengths 
1.06, 0.53, and 0.35 /um, these experiments 
further confirmed our predictions of excel
lent laser-plasma coupling and reduction in 
hot electron production at short wave
lengths. Novette experiments were planned 
for further tests of the coupling of intense 
laser light with larger-scale-length 
underdense plasmas. These high-density 
and plasma-scaling Novette experiments are 
a precursor to Nova scaling experiments in 
which we plan to implode scaled-down ver
sions of our reactor targets to the same fuel 
densities as in the reactor-scale target 
designs. 

A number of improvements were made 
to LASNEX. These include improved treat
ment of the transport of suprathermal elec
trons and x rays. In addition, our studies of 
ion-beam-driven targets have provided a 
clear outline of the parameter space for ef
fective driving of ion-beam-reactor targets. 

Target Fabrication. The target fabrication 
program continued to provide a wide vari
ety of targets for the on-going Argus experi
mental series using 2u> and 3o> light, as well 
as a vigorous Shiva program designed to 
understand both suprathermal electron pro
duction and target-coupling effects. In addi

tion to the ongoing experimental program, a 
great deal of effort is being expended on 
target developments for future activities. 
These activities are centered on producing 
targets capable of attaining highly com
pressed D-T fuel conditions on Novette, 
typically 200-4C0X, and 500-1000X on 
Nova. In addition, metal shells for the inner 
shell of a direct drive two-shell target were 
developed. Finally, to diagnose final fuel 
conditions, tracer gases and tracer layers are 
desired in the fuel to permit the use of 
x-ray spectroscopic and ladiochemistry 
techniques. 

As a result of these new requirements, 
we began concentrating our advanced re
search on metal shell formation, on hole-
drilling techniques using an ion drill 
developed by Hughes Research Labora
tories that can drill 1-um holes through 
more than 10 jim of material, and on radio
graphic measurements of opaque shells. 

Fusion Experiments and Diagnostics. 
The Fusion Experiments program completed 
experiments on the harmonically converted 
Argus laser; a wide variety of target types 
were irradiated. Studies of absorption, en
ergy transport, suprathermal electron pro
duction, and stimulated scattering processes 
at the 40- to 200-J level were completed. 
They supported completely our predictions 

Fig. 1-3. Backward-
wave Raman scatter
ing in methane. 

r- Light guide 

Pumps exiting light guide 
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!'ig. 1-4. A summary 
of work conducted 
with the harmonics of 
the Ndrglass laser. 

at the 40- to 200-J level were completed. 
They supported completely our predictions 
on the benefits of using submicrometer 
laser wavelengths in laser-plasma interac
tion. Figure 1-4 illustrates these results; for 
completeness, we show data from LLNL, 
1'Ecole Polytechnique, the University of 
Rochester, the Naval Research Laboratory, 
and Rutherford Laboratory. 

Using the Shiva laser, we essentially fin
ished our studies at the 10-kJ level using 
1-̂ m light. These studies included the de
sign of targets with acceptable levels of pre
heat. They also included x-ray backlighting 
techniques, which we used for accurate 
measurement of the coupling of laser light 
to spherical and planar targets. This tech
nique enables us to measure the energy and 
power-transfer efficiency of the light-to-
fuel-capsule process. To more completely 
understand the light-to-plasma-coupling 
process, we developed a sophisticated 
x-ray/optical-streak-camera diagnostic that 
has enabled us to measure the relationship 
between the onset of stimulated light scat
tering and the production of hot electrons. 
This work culminated an extremely success
ful and productive four years of experimen
tation on Shiva. 

Energy and Military Applications. The 
first realized benefit of ICF research will lie 

in the military applications area, in particu
lar with accurate physics measurements. 
The versatility of our Nd:glass research 
lasers regarding pulse duration and pulse 
shaping, harmonic-conversion capability, 
and independent beam targeting was dem
onstrated this year. The x-ray backlighting 
techniques demonstrated a technique for 
fluid-instability measurements and for 
shock-wave measurements. The ability to 
focus several beams on a common spot has 
provided us with a technique to obtain uni
form drive for equation-of-state measure
ments. By shifting the laser wavelength, we 
can now control the level of target preheat 
for accurate materials studies. We began ex
periments, using several of the above tech
niques, by obtaining accurate non-LTE 
(local thermodynamic equilibrium) spectral 
measurements on the Shiva laser. 

The ultimate benefit of ICF is the attain
ment of high-gain target performance. The 
output from these targets is potentially use
ful for nuclear-effects simulation; with effi
cient drivers and an automatic target 
factory, commercial ICF may be possible. 

In the area of reactor design, we com
pleted several studies on our liquid lithium 
wall HYLIFE (high-yield, lithium-injection, 
fusion energy) reactor cencept. The most in
teresting results of these studies showed 
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Lead Laboratory Program for 1.06-itta and Shorter-Wavelength Experiments 

withstand 30 years of pulsed operation 
without fatigue or radiation damage to the 
walls, and has a residual radioactivity, bio
logical ha2ard potential, and thermal decay 
power that are all 10 X lower than present 
fission reactors or planned fusion reactors. 
This reactor design provides us with an 
attractive baseline concept for ICE To im
prove this design, we have investigated a 
wide range of other systems that are consis
tent with the ICF concept. They include 
higher-repetition-rate concepts, a higher-
temperature concept, and a specialized 
hydrogen production system. 

Authors: J. F. Holzrichter 

Laser Isotope Separation 

During 1981, process designs for the appli
cation of laser isotope separation (LIS) to 
uranium and plutonium enrichment were 
completed. In !ieu of contributions of this 
Annual Report (as well as the counterpart 
classified LIS Annual Report produced in 
past years), documents describing the plant 
design, development module design, science 
and technology base, and program plan for 
LIS deployment for uranium enrichment 
were presented to the USDOE Pro.-ess 
Evaluation Board (PEB). This thorough doc
umentation is published in many classified 
volv mes, under separate covers. 

In early 1982, the PEB recommended the 
selection of our Atomic Vapor US (AVLIS) 
process for large-scale engineering develop
ment and demonstration over Los Alamos 
National Laboratory's Molecular LIS process 
and TRW's (Redondo Beach, Calif.) Plasma 
Separation process. A similar competition 
and selection among these three processes 
is anticipated later in 1982 for plutonium 
enrichment. Our analysis shows that— 
based on its state of development and eco
nomic potential—the AVLIS process is 
again more attractive than the competing 
processes. We are looking forward to the 
process selection. 

The Special Isotope Separation Labora
tory (SISL) and office complex (Building 
482) are being built to support the LIS 
Program by providing the facilities for 
production-systems performance tests, com
ponent engineering, and long-term technol
ogy advances. The facility will include 
85 000 ft2 (7900 m2) of laboratory space and 

additional office space for 175 people. This 
$25 million line-item project is currently 
proceeding within budget on an accelerated 
schedule toward laboratory occupancy in 
the second quarter of FY83. 

Author J. I. Davis 

Lead Laboratory 
Program for l.Q6-/tm 
and Shorter-
Wavelength 
Experiments 
A Lead Laboratory Program was formalized 
in 1979 to coordinate the activities of par
ticipants involved in laser fusion with 
1.06-jim and shorter wavelengths. LLNL 
has responsibility for technical oversight of 
the Program. Major contractors participating 
in the pursuit of National ICF goals and 
milestones are KMS Fusion, Inc. (KMSF), 
the University of Rochester's Laboratory for 
Laser Energetics (UR/LLE), and the Naval 
Research Laboratory (NRL). Additional 
funds and technical direction are also pro
vided to specific efforts in both university 
and industrial research laboratories. The 
technical and fiscal organization, as well as 
the operating mode of the Lead Laboratory 
Program, were described in our 1980 Laser 
Program Annual Report. 

The objectives of the supporting pro
grams, both at the major support labora
tories and those activities of universities and 
industry also funded through the lead lab
oratory program, are to supplement the ef
fort at LLNL in areas of critical impoitance, 
and to complement the efforts at LLNL by 
pursuing promising alternate approaches. 
Table 1-1 summarizes the Glass Laser Ex
periments Lead Laboratory Program sup
ported university and industrial research 
contracts in place in 1981. Each support lab
oratory continues to have an identified 
technical area of concentration. 

KMS Fusion 

The KMSF program emphasizes both target 
fabrication technology and laser-target 
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Table 1-1. 1981 uni
versity and industrial 
research supported by 
the 1CF glass laser ex
periments lead labora
tory program. 

interaction physics for both classified and 
unclassified portions of the program. KMS 
ftision continued to support the National 
ICF Program by fabricating targets for use 
by the major program participants. Some of 
the polymeric and glass shells of various 
compositions reflect an extension of capabil
ities in areas such as shell dimensions and 
hydrogen permeation. Work on planar lith
ium foils for NRL experiments required ac
quiring expertise in processing and handling 
highly reactive lithium in order to maintain 
its purity. 

Several types of hohlraum targets were 
fabricated in support of the KMSF classified 
target experiments program. The remaining 
unclassified work centered on producing 
planar targets of low density, low average-
atomic-number foams. Fibrous foam targets 
with p ~ 0.02 g/cm3 and mean fiber sepa
rations ~ 1 im\ were produced. In addition 
multi-layered diagnostic targets for thermal 
and suprathermal transport experiments 
were also fabricated. Significant advances 
were made in obtaining uniform, smooth 
polymer and aluminum coatings on glass 
sphere targets. 

The KMSF Chroma I laser, which pro
duces up to 2 TW at 100 ps, with two 20-
cm-diam beams, provides a capability of 
operating at 1.05, 0.53, and 0.35 urn. During 
1981, KMSF engaged in four ICF target-ir
radiation campaigns: 
• Long-scalelength, low-density gas-jet 

experiments, 
• High-Z disk laser-plasma interaction 

experiments, 

• Hohlraum experiments dedicated to inves
tigating physics issues of indirect drive. 

• The first phase of a direct-drive, uniform-
illumination, cryogenic implosion 
experiment. 
Gas-jet experiments were conducted dur

ing the spring of 1981 to study laser-plasma 
interactions in long-scalelength, underdense 
plasmas. Because of the long axial scale 
lengths, gas jet plasmas provide an interest
ing facility to study reactor-like laser-
plasma interactions, which can be well 
characterized by interferometric techniques. 
Early results indicate that the dominant 
coupling mechanisms are inverse brems-
strahlung and stimulated Brillouin scattering 
(SBS). 

High-Z disk experiments were performed 
at 1.05 and 0.53 jim to compare with similar 
spherical experiments performed earlier at 
KMSF, wherein CH-, Ai- and Au-coated 
glass microspheres were irradiated at inten
sities from 1 to 5 X 101 5 W/cm2, and with 
high-Z disk experiments performed at 
LLNL. The series emphasized the study of 
nonlinear laser-plasma interaction effects by 
employing space and time-resolved optica! 
diagnostics, and plasma profiles as deter
mined by holographic interferometry. When 
a high-intensity focal region was created 
ahead of the disk target, stimulated Raman 
scattering was observed at a level consistent 
with the existence of low-density plasma 
conditions in the focal region. Time-
resolved measurements of the 2w emission 
show that if plasma generated at the disk 
surface participates in the emission 

Institution 
UC/San Diego 
U Washington 

NRL 
UCLA 

Westinghouse 
MPB 

U. Arizona 

U. Hawaii 

Math. Sd. NW 
U. Florida 

UCLA 

Principal 
Investigator 

K. Brueckner 
A. Keuvk 

J.Boris 
F.Chen 

E. Sucov 
M. Bachynski 

R. Morse 

B. Henke 

R. Crawford 
C. Hooper 

A. Wong 

Topic 
Heavy ion transport effects 
Stimulated optical scattering 
experiments 
Implosion stability physics 
laser interactions with 
plasma small-scale 
turbulence 
Dry-wall ICF reactors 
Hot-electron transport 
theory 
Implosion dynamics and 
stability theory 
X-tay measurements, refer
ence laboratory 
Opacity measurements 
Evaluation of opacity effects 
in ICF experiments .. 
TwcKtimensional, stimu
lated scattering ocperhneiMs 
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occurring at the focal spot, it must be trav
eling at a velocity greater than 108 cm/s. 

University of Rochester/Laboratory 
for Laser Energetics 

The experimental and theoretical/ 
calculational program at Rochester empha
sizes studying the feasibility of the 
multibeam, short-wavelength (0.35 ;um), 
direct-illumination approach to ICE The 
two major facilities used for these studies 
are the symmetric 24-beam, 1.06-|i<m Omega 
laser, and the single-beam, frequency-
tripled (0.35 Mm) GDL laser. 

Some of the major results obtained from 
experiments using the GDL 0.35-/im laser 
system on disk target, include 
• Absorption measurements in the intensity 

regime of 1 0 u to 1.5 X 10 1 5 W/cm2 

showed that inverse bremsstrahlung was 
the primary absorption mechanism. Ab
sorption in excess of 70% at 101 5 W/cm2 

was measured with high-Z targets. 
• Energy-transport measurements using lay

ered targets showed an enhanced ablation 
rate with 0.35-nm radiation, compared to 
longer-wavelength experiments. 

• Preheat measurements showed consider
ably reduced fast electron induced preheat 
with 0.35-fim radiation, compared to 
longer-wavelength irradiation. 

• Ablation-pressure measurements yielded 
results in the 80-Mbar range at an on-
target intensity of 101 5 W/cm2. 
The full Omega laser system was acti

vated as a 1.06-jun target-irradiation facility. 
The following summarizes some of the 
achievements using this facility 
• Operation of a 24-beam system, with all 

beams accurately pointed, focused, and 
syncronized, was demonstrated. 

• In an initial experimental program per
formed with 100-ps pulses at power levels 
up to 7TW, and simple D-T glass 
microballoon targets operating in the ex-
ploding-pusher mode, neutron yields of 
1.3 X 10 1 0 were obtained. 

• The characteristics of the passive and ac
tive elements in the Omega beamline 
were measured to determine the near and 
equivalent plane intensity and phase dis
tributions through the systems, and to use 
these data to normalize appropriate 
propagation codes. With 100-ps pulses and 

200 GW/beam, a maximum peak-to-valley 
intensity variance was measured in the 
near field of ~20% and in the equivalent 
target plane of ~50%. 

• A set of target experiments was performed 
using 700 ps pulses with 12 and 24 beams 
on spherical targets of nominal 400-/jm 
diameter. Absorption values ranged from 
70% at 1014 W/cm2 for Ti spheres, to 
~25% at 1015 W/cm2 for CH spheres. 

t> The dependence of shell convergence 
symmetry on irradiation uniformity was 
investigated using 700-ps pulses in the 
low 10 W/cm' range, irradiating 400-|iim-
diam targets having aspect ratios as high 
as 200. Preliminary results indicate these 
targets are sensitive to large-scalelength ir
radiation nonuniformities. 

• Theoretical investigations were conducted 
of the optimal Ompga focusing strategy 
for beams of realistic radial intensity pro
file and beam-to-beam energy imbalance. 
The calculated nonuniformity of irradia
tion was found to be approximately 6% 
for focal distances of +6R. 

• Extensive numerical simulations of the 
nonlinear evolution of ablation-driven 
Rayleigh-Taylor instability were 
performed. 
In addition, the UR/LLE facilities con

tinue to be available for a wide variety of 
experiments proposed and conducted by 
outside users under the DOE-sponsored 
National Laser Users Facility (NLUF) 
Program. 

Naval Research Laboratory 

Tiie piugram ai INKL emphasizes the identi
fication and elucidation of critical physics is
sues affecting the direct-laser-driven 
approach to high-gain ICE NRL is conduct
ing a program, which it initiated in 1978, to 
use long-pulse, low-intensity, near-infrared 
laser pulses (1 inn) to ablarively accelerate 
targets to as near ICF reactor conditions as 
possible, and to critically examine the phys
ics requirements that most impact a high-
gain pellet. 

The output from the Pharos II Nd-Laser 
(500 J, 3 ns, 1.05 ̂ m) is used to accelerate 
flat millimeter-diameter disk targets. The in
tensity uniformity across the millimeter fo
cal spot is uniform to better than ±35%. 
Time-synchronized 200- to 500-ps laser 
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Table 1-2. Resources 
of Laser Fusion and 
LIS programs for FY81 
in comparison with 
those of prior years. 

pulses are available for optical and x-ray 
diagnostics. 

During 1981, considerable progress was 
made in the understanding of ablative 
acceleration of targets in the 10'3 W/crn2 

regime. Some highlights of the 1981 pro
gram include 
• Cold target velocities of 160 km/s were 

attained with: hydrodynamic efficiency 
= 15%; rear-surface temperatures of 7eV; 
an ablation pressure of 5 Mbar; and target 
uniformity iv/v = ±7%. 

• The properties and structure of the high 
density portion of the accelerated targets 
were measured using the double-target 
method and x-ray backlighting. 

• Illumination uniformity scaling was devel
oped as a function of irradiance and per
turbation wavelength. "Cloudy day" effect 
smoothing was observed. 

• Structured targets have been used to 
begin experiments on Rayleigh-Taylor, 
Kelvin-Helmholtz, and associated hydro-
dynamic instabilities. 

• A joint NRL-LLNL experiment at Shiva to 
extend some of the NRL results into the 
10" W/cm2 range was planned and 
conducted. 

fi A tracer-dot diagnostic technique was in
vented and used to measure the ablated-
plasma-flow properties. 

• A study of the benefits of phase conjuga
tion to improve pellet illumination unifor
mity was made. With 24 beams, a ± 2% 
uniformity could be attained using phase 
conjunction 

u> Wavelength-irradiance scaling of I 0 7 X 2 7 

for symmetrization was found 
computationally and theoretically. 

Author L. W. Coleman 

Program Resources 
For FY81, resources in the Laser Program 
totaled $87.2 million in operating funds, 
^T*.3 million in equipment funds, and 
$35.7 million for construction projects. Total 
internal program manpower, including the 
Nova construction project, was 642 employ
ees. Table 1-2 and Fig. 1-5 show the history 
of funding and manpower for the last 
10 years for the Laser Fusion and Laser Iso
tope Separation Programs. 

Laser Fusion Program 

Operating funds of $57.5 million repre
sented a 10% increase in buying power 
over FY80. The start of the Novette project 
and other high-procurement-oriented activi
ties resulted in a manpower reduction from 
last year. This reflects the Program's com
mitment to high industrial and academic 
participation in program activities. Procure
ment of Novette-related hardware, operat
ing spares for Nova, and Nova prototypes 
resulted in higher proportional costs for the 
Glass Laser Development element of the 
program, compared with FY80. The distri
bution of costs by program element is 
shown in Table 1-3. 

The Nova project was appropriated $25 
million, bringing the total thus far to $104 
million of the authorized $195 million. Con
struction of the office and laboratory build
ing neared completion, and orders for laser 
components and materials were placed. 

An additional $5.5 million was appropri
ated for the Fusion Target Development 
Facility, allowing building construction (due 

Fiscal year 
1972 1973 1974 1975 1975 1976T* 1977 1978 1979 I960 1981 

C'peraSng costs ($ million) 
Laser rusion S3 135 18.4 19.9 ZL2 7.0 30.8 40.4 40.6 48.0 575 
Laser Isotope Separation .•— , ,— 0.74 4.8 72 2.1 8.1 10.9 142 17.9 29.7 

Manpower 
Laser rusion 15* 232 223 230 244 259 281 355 355 .162 354 
Laser Isotope Separation — ' • ' . — 23 70 

' • . » ' . 
92 94 116 131 151 190 

Equipment ($ rmUiori) 
Laser rusion 09 •?• 1 1 1.17 ZO '2.4:~ 05 2S 3.6 3.1 2.8 4.7 
Laser Isotope Sepejanpn : — : - • . - — : 0.13 0.7 15 0.3 2.4 1.9 72. Zl 8.6 
transition quartet: 
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for completion in early 1982) and procure
ment of components for the special facilities. 

Equipment funding of $4.7 million repre
sented a needed increase over previous 
years, allowing the procurement of necessary 
instruments and analytical tools required for 
advances in diagnostics, target fabrication, 
and laser research and development. 

Laser Isotope Separation 

In FY81, the operating budget for the Laser 
Isotope Separation Programs was $29.7 mil
lion, the equipment budget was $8.6 mil
lion, and the General Plant Projects (GPP) 
budget was $1.35 million. The manpower 
numbers reflect all LLNL personnel in di
rect support of the programs: scientific, 
technical, nontechnical, clerical, and craft. In 
addition to this in-house LLNL manpower, 
we use non-LLNL contract personnel for 

support of peak-program loads. This effort 
averaged approximately 50 "heads" for 
FY81. A breakout of the U S Programs by 
FY81 budget category and manpower is 
given in Table 1-4. 
Authors: L. P. Al tbaum and J. P. Dow 

Table 1-3. Laser fusion 
program — FY81 costs 
and manpower by 
budget category. 

Budget category Manpower Cost ($ thousand) 

Nd:glass laser development 
New laser development 
Fusion tlieory and experiments 
Energy and military applications 
Heavy-ion source development 

46 
28 

268 
10 

_ 2 
354 

11402 
3864 

40503 
1584 

172 
57525 

^^TWI^^^^V^ 
. MMfWMr, Co* ($ thouMnd) 

riumt«MtcMMha> 

133 

1* 

1 
4 

• _ 4 
190 

1 8 6 3 5 

10155 

100 
540 
300 

29730 

40 -

•g 30 -

1 1 1 1 1 i i i 

/ -

-

Laser fusion— / 
Funding/ 

-

/ Laser fusion— 
/ Manpower 

/ / 

- / / 

1 

LIS programs-
Manpower ^ ^ * 

j / \ ^ " ^ LIS programs— 
S ^ r Funding 

r i I i 1 1 1 1 

— 500 

400 

Table 1-4. Laser Iso
tope Separation 
programs—FY81 op
erating costs and man
power by budget 
category. 

— 300 t 

- 200 

— 100 

73 74 75 76 77 
Fiscal Year 

78 79 80 Fig. 1-5. Ten-year his
tory of Laser Program 
operating funds and 
manpower. 
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Fig. 1-6. Overall laser 
prni;ram locating new 
facilities. 

Program Facilities 
Introduction 

Throughout the past year, the Laser Pro
gram has continued to experience signifi
cant growth. We have made important 
progress toward housing all of our people 
and experiments in permanent facilities, and 
we are now at work providing the program 
with an internal communication system. We 
have completed, or brought to near comple
tion, several new office and laboratory 
buildings. Significant progress has been 
made toward the completion of the Nova 
Project, and the preparation for Novette has 
begun. Modification and modernization of 
many existing facilities have been carried 
out, and the initial planning and design for 
additional new facilities has been accom
plished (see Fig. 1-6). 

Major construction efforts for the ICF 
program centered on construction of the 
Fusion Target Development Facility, the dis
mantling of the Argus experiment for the 
start of Novette construction, and the start 

of work on a Program-wide information 
network. 

Table 1-5 summarizes the comparative 
space distribution for the program for 1980 
and 1981. The current total of 411 057 ft2 

represents an increase of 12.0% from 1980 
and indicates the continuing expansion of 
office and laboratory space requirements. 

Laser Fusion 

Nova Office Building and Nova Labora
tory. Building construction and physical 
progress continued throughout 1981 on 
both the 59 000-ft2 Nova office building and 
the 115 000-ft2 Nova laboratory addition. 
Completion of both facilities is expected in 
early 1982. 

Novette. The completion of initial plan
ning and the removal of the Argus experi
ment from the Building 381 high bay will 
allow for the upcoming assembly and in
stallation of Novette in 1982. All facility 
modifications were accomplished within the 
initial cost and schedule guidelines. 

Fusion Target Development Facility 
(FTDF). Construction of the building was 

1-12 
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90% complete in 1981, despite inclement 
weather and other delays. The new 
47500-ft 2 facility (shown in Fig. 1-7) will be 
ready for occupancy and activation in early 
1982. Preparations are under way for this 
move, and activation should be done by 
April 1982. 

FTDF is being constructed to meet the 
present and anticipated future needs of the 
ICF program. Since its earliest development, 
the Laser Target Fabrication effort has been 
scattered throughout the program in various 
laboratories and temporary trailers. This has 
produced cramped, often inadequate work
ing conditions. The new FTDF building will 
provide the central laboratory capability 
necessary to fabricate the complex targets 
required for achieving major program 
milestones. 

Construction on the entire $7.6 million 
line-item project, which began in December 
of 1980 and includes both conventional and 
special facilities, is scheduled to be com
pleted by February 1982. One of the many 
noteworthy aspects of the project is the 
decision to employ the "design-construct" 
method for engineering and construction. 

In recent years "design-construct" has 
become the predominant building technique 
for industrial interests in the San Francisco 
Bay Area. Most of the newer construction in 
the region of Santa Clara County popularly 
called "Silicon Valley" was accomplished 
using this the approach. Early in the plan
ning phase for FTDF, several compai able 
facilities at a number of companies were 

visited and evaluated. Those major facilities, 
similar in design and application to struc
tures at LLNL, have been completed in Jess 
than one-half the normal time and for less 
than 60% of the cost for previous meihods. 

The "design-construct" approach repre
sents a major departure from building 
methods previously employed at LLNL. 
Past practice had always been to develop 
the criteria for building use and application, 
hire an architect/engineer (AE) firm to de
sign the building, solicit construction bids, 
and award a contract based on detailed 
plans and specifications. 

By contrast, in the "Jesign-construct" 
approach, a single contractor is hired to de
sign and build the facility, using only stan
dardized methods of construction. These 
standardized methods are derived from a 
set of "performance specifications" estab
lished by LLNL. Matching the performance 
specifications with the applicable standard
ized construction method allows the con
tractor to determine a fixed-price bid. FTDF 
represents the first major project of its kind 
at LLNL and within the Department of 
Energy. 

Laser Machine Shop. An important 
event in the progress of the Program's 

Table 1-5. Laser pro
gram space distribu
tion for 1980 and 1981. 

Buiiding space (ft2) 1980 1981 % Change 
Permanent Offices 50 930 50 930 0 
Owned Office Trailers 74 007 74 007 0 
Rental Office Trailers 11329 28 365 150.4 
Permanent Laboratories 191956 207 806 8.3 
Technician Support Areas 38 929 49 949 28.3 
TOTAL 367151 411057 11.96 

Fig. 1-7. Fusion target 
development facility 
(FTDF). 
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Fig. 1-8. Laser electro-
optical facility (LEO-
Building 272). 

facility plans was the construction and ac
tivation of the 6700-ft2 Laser Machine Shop. 
Relocation of the Machine Shop from the 
Building 381 basement was a vital first step 
for the installation of the Novette experi
ment. The new shop was finished on time 
and provides space for future growth. 

Fusion Experiments Analysis Facility. 
The first phases of construction for the 
Fusion Experiments Analysis Facility (FEAF) 
began in September 1981. This 2500-ft2 

addition to Building 381 will contain the 
computer equipment for data analysis of 
Novette and Nova experimental results. The 
facility will be completed in mid 1982. 

Building 381 Interior Upgrade. Plan
ning and design work continued during 
1981 on the interior upgrade of Building 
381, the Laser Fusion Office Building. Work 
will include the optimization of office space, 
the determination of equipment locations, 
the establishment of conference room re
quirements, and the development of total 
upgrading needs. 

LIDNET. As the Laser Program has con
tinued to grow, ihe timely dissemination of 
information to program people has become 
increasingly more difficult. To help solve 
this problem, we are currently installing an 
internal communications system which will 
allow the real-time distribution of general 
information throughout the program. 

Following an encouraging conceptual 
study, plans are now being implemented to 
provide a system called LIDNET (the Laser 
/nformation Distribution NETwork), which 

v. ill initially consist of about 18 color-
television monitors strategically located 
around the Laser Program. These receivers 
will be interconnected to form a small 
closed-circuit television network. The sys
tem operator and central elements of 
LIDNET will be located in the new Fusion 
Experiments Analysis Facility. 

The use of different television channels 
will allow us to place information on vari
ous channels for easy and quick access. The 
Lab's in-house channels will carry lecture 
broadcasts and educational materials. Laser 
Program information will include items 
such as meeting room availability, meeting 
announcements, the availability of new 
publications, as well as general information. 
Eventually, channels will allow program 
scientists to monitor experiment status in 
real time. The final system will significantly 
improve the flow of information within the 
Program. 

Laser Isotope Separation 

Beam Line-of-Sight Pipeline (LOS). The 
2600-ft-long LOS pipeline was completed 
for the LIS program in October 1981 on 
schedule and well within our budget. This 
20-in.-diam pipe was installed in two 
straight sections between Buildings 175 and 
272 and Buildings 272 and 332 to provide a 
vacuum line-of-sight for experiments in the 
various facilities. The installation alignment 
variation was within ± 1 in. for each 
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section. The vacuum integrity was verified 
at 20 /tiTorr. Project activation is under way. 

Isotope Separation Collector Facility. 
The Isotope Separation Collector Facility, 
which provides 8000 ft2 of highly versatile 
laboratory-quality floor space, was bid 
ur'ng the "design-construct" concept. The 
building shell was constructed by an out
side contractor, while the interior was being 
designed in house. Installation of the inte
rior, including ceilings, walls, lights, etc., 
was done by the LLNL craft labor contrac
tor. Through this approach, we were able to 
award the contract in February 1981 and 
complete the facility in October. This facil
ity completes the major development in the 
170 block and is an integral portion of the 
Building 175-177 complex. 

Laser Electro-Optical Facility (LEO). 
The 7850-ft2 LEO building (shown in Fig. 
1-8) provides permanent light laboratory 
space for high-power laser experiments in 
the laser isotope separation (LIS) program. 
Working in conjunction with the LOS pipe
line, the new laser systems can be used 
with the existing Mars experiment, experi
ments in Building 332, and eventually 
within the new collector facility. Construc
tion began in April and was completed in 
early November 1981. 

Special Isotope Separation Laboratory. 
Construction began on the new Special 
Isotope Separation Laboratory (SISL) late in 
1981. The $25 million project includes 60 
000 ft2 of office space and 85 000 ft2 of lab
oratory to support the technology develop
ment effort of the LIS Program. 
Congressional appropriation of $14 million 
permits construction to continue in FY82 
with project completion in 1983. 

Long-Range Facilities Planning 

The continued need for a long-range devel
opment plan for the Laser Program has re
sulted in the creation of formal documents 
to direct and detail the requirements of fa
cilities planning. The successful completion 
of this effort was a major accomplishment 
of the Facilities Group during the past year. 
These plans will act as the fundamental cri
teria for subsequent development of pro
gram facilities. 

Author: R. A. McCardle 

Major Contributors: M. L. Atkinson, R. L. 
Hanks, S. Hisola, R. A. Jones, R. P. Rufer, 
J. M. Replogle, and J. F. Wengert 
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Solid-State Laser Systems 
Introduction R. O. Godwin 

The major events of 1981 in the solid-state laser program are summarized in the 
following paragraphs. In the articles that follow, we give expanded descriptions 
of progress in the design and construction of our new laser systems, Novette 
and Nova. Activities during 1981 on the operating solid-state laser systems are 
covered in Section 6. 

Argus. After five years of very successful experimentation, the Argus system 
was shut down in August to prepare its building for installation of the Novette 
laser system. Transforming Argus from an operating experimental facility to a 
completely empty laser bay was completed in only two weeks. During its last 
months of operation, Argus was used for several physics and engineering ex
periments related to frequency conversion, for a series of wavelength-scaling 
target experiments, and, finally, for high-power 2a> (frequency-doubled) target 
experiments. These activities are described in Section 6. 

Shiva. During 1981, we employed the Shiva laser system to conduct fusion-
target experiments for the LLNL Weapons Program, for the Laser Program, and 
for the Naval Research Laboratory (as described in Section 6). In the fall, 2 of 
the 20 Shiva beamlines were partially removed to free their hardware for uf_ in 
the Novette laser system. The entire Shiva laser was finally shut down on 
December 23 to prepare for construction of the Nova laser system. Shiva had an 
operating lifetime of slightly more than four years. 

Nova and Novette. Design and construction of the Nova laser system contin
ued during the year. Meanwhile, because of uncertainties in the funding rate 
and scope of the Nova project, we directed a major effort toward designing and 
procuring the hardware necessary to demonstrate the first two beams of the 
Nova laser system in the form of the Novette laser. The firm objective of op
erating two Nova laser beams as Novette gave the Nova project group strung 
motivation to accomplish specific goals while the issue of Nova's funding rate 
and project scope was being resolved by the Department of Energy. 

Shortly before midyeai, the Laser Fusion Program was reorganized in prepa
ration for the transition from Argus and Shiva to Novette and Nova. Since this 
change spelled a major shift in Laser Program priorities and facilities manage
ment, we decided to combine under common management the operation of Ar
gus and Shiva and the task of designing and constructing Novette and Nova. 
The newly formed organization is called the Laser Systems and Operations 
Group, which consists of three functional groups: the systems operations group, 
the Nova project group, and the Novette project group. 

Formation of the Laser Systems ai d Operations Group minimized the diffi
culty of scheduling and coordinating activities between the operating lasers and 
the newly constructed systems. For example, when the .Argus laser system was 
shut down and removed in preparation for installation of Novette, the Argus 
personnel were easily transferred to either the Shiva operations team or the 
Nova project group. Similarly, when Shiva was shut down, its personnel were 
transferred to either the Novette or the Nova project group to provide required 
manpower. 

The Novette project group, which will assemble and activate the laser, cur
rently consists of a project office with matrix support from the Nova project 
group. When Novette becomes operational in late 1982, a Novette operations 
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group will be formed to operate and maintain the Novette laser system. Inte
grated management of laser activities is helping us make better use of both Lab
oratory and contract personnel. 

Novette 
Introduction 

Even a cursory review of the inertial-
confinement fusion (ICF) literature of three 
years ago reveals that opinion was divided 
concerning the wavelength at which lasers 
would best drive an ICF target.'"3 Early 
simulations suggested that short-
wavelength laser light (X < 1.0 Mm) would 
couple to target plasmas more efficiently 
than longer wavelengths (X > 1.0 pm). 
Shorter-wavelength heating of higher 
electron-plasma densities would, it was 
thought, lead to laser-plasma interactions 
that were freer of "anomalous" absorption 
processes.2,3 Meanwhile the Nova laser 
project, authorized by Congress to reach 
ICF ignition conditions, was well 
under way.4'' 

It has now been established, through 
much small-scale experimental work at 
LLNL and other laboratories, that the above 
hypotheses concerning laser-plasma interac
tion at shorter wavelengths are substantially 
correct.6"8 Data from these experiments 
made harmonic conversion of Nova highly 
attractive to target designers; it hardly 

seemed prudent to extrapolate 30-J Argus 
laser experiments to systems designed for 
operation at several hundred kilojoules. 
With this realization, experimenters and 
laser designers reviewed many alternatives 
for multikilojoule, short-wavelength laser-
target interaction facilities. 

Not surprisingly, the carefully cost-
optimized Nova laser chain was the least 
expensive option analyzed. The Novette 
laser system, first reported in the 2980 Laser 
Program Annual Report, is composed of Ar
gus and Shiva parts, a special frame, and 
borrowed large-aperture Nova amplifiers5; 
Novette's construction costs have been sig
nificantly reduced by taking advantage of 
early Nova component deliveries. Figure 2-1 
is an artist's rendering of Novette viewed 
from the southwest. 

The Novette project has a number of 
missions. The first activity is testing the 
laser-design concepts that are critical to 
Nova. Our simulations of the pulsed gain, 
insertion losses, cumulative aberrations, and 
nonlinear propagation effects that dominate 
glass laser design will all be verified or im
proved with Novette experience. We will 
also be able to cope with operations issues, 
such as system maintenance, alignment, 
and target focusing, well before we must 
deal with these problems on Nova. This 
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opportunity alone may pay for the Novette 
project, but there are many other Novette 
missions of even greater importance. For ex
ample, Novette will advance laser-system 
engineering by providing a test bed for 
pulse shaping, which is considered essential 
for Nova ignition targets. Novette is also 
likely to be the first LLNL facility to irradi
ate cryogenic targets. 

Roughly one-half of Novette's target-
experiment time will be devoted to high-
density implosion studies to support Nova 
target design. Another one quarter of the 
target-irradiation effort will go into scaling 
studies that, we hope, will make use of 
mulukilojoule, short-wavelength laser light 
to verify and extend experiments conducted 
with Argus and Shiva. The final one-
quarter of Novette's experimental time will 
^e devoted to studying plasma physics in 
support of other divisions at LLNL. Novette 
was planned with these priorities in mind; 
the following 10 articles describe its state of 
development at the end of 1981. 

Author. K. R. Manes 

Novette Status Summary 

During the year, we also altered the system 
to improve performance or to address cost 
and schedule constraints. Major changes 
include 
• Using a neutral-solution antireflection pro

cess on spatial-filter lenses, apodizers, 
crystal-array windows, and focus lenses to 
reduce losses and improve damage 
thresholds. 

• Reducing the glass thickness in the final-
focusing train by using f/4 doublet focus
ing lenses, which also function as the 
diagnostic splitters and target-chamber 
vacuum windows. 

• Moving the 50-mm rod amplifiers from 
the master oscillator room (MOR) to the 
preamplifier section on the center 
spaceframe. 

• Locating local particulate filters within the 
spaceframe to provide a clean environ
ment for intercomponent couplings in the 
laser chains. 
Construction of Novette is well under

way. To make room for Novette, the Argus 
laser was shut down on September 1, 1981; 
the Argus components were removed and 
modifications were undertaken. By year's 
end, workers had begun to install the laser 
and target spaceframes, the central VAX 
computer, and the MOR components. At 
the end of 1981, the Shiva facility was shut 
down to provide components and man
power for the completion of Novette. 

Figure 2-2 shows the present activation 
schedule, which is designed to realize the 
first 0.53-^m target experiment by the end 
of 1982. Critical items in the schedule are 
the large-aperture, neutral-solution-
processed optics; the KDP frequency-
conversion arrays; and the large-aperture 
amplifiers. At present, we believe these 
items can be obtained in time to keep the 
proposed schedule. 

Laser-System Configuration. The 
Nd:phosphate-glass amplifier chains'' for 
Novette will be built fcom parts borrowed 
from the first two chair- of Nova. The early 
assembly of these chains will allow Nova 
chain performance and beam quality to be 
assessed before assembly of the full Nova 
system. Novette will also provide us with 
an early ?.w target-irradiation capability. 
Figure 2-3 shows the layout of these chains 
in the west section of the Building 381 high 
bay; Fig. 2-4 shows the layout of the chain 
turning mir-ors and diagnostics, the 

The Novette laser fusion system, first de
scribed in the 1980 Laser Program Annual 
Report,9 is a two-beam irradiation system 
that will provide an early capability for per
forming high-power fusion experiments at 
0.53 iim. As described last year, the system 
consists of 
• Two Nd:phosphate-glass laser chains 

made up of parts from Shiva and bor
rowed parts from Nova. 

• Appropriately designed master-oscillator 
and preamplifier stages. 

• Large-aperture potassium dihydrogen 
phosphate (KDP) arrays for frequency-
doubling. 

• The Shiva target chamber, modified to ac
cept two large-aperture beams. 

• Target-diagnostic systems, consisting 
mainly of modified Shiva and Argus 
instruments. 
During 1981, we finalized the laser de

sign; nearly completed the detailed design 
of Novette's unique systems and compo
nents; ordered parts; and established a 
workable schedule for system activation. 
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Fig. 2-2. Activation 
schedule for Novetle; 
the goal is to (ire a 2u 
target shot by the end 
of 1982. 
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frequency-conversion optics, and the target 
chamber in the east section of the bay. 

During 1981, the neutral-solution leaching 
process evolved to the point that high-
damage-threshold antii effective (AR) sur
faces on BK-7 glass could be applied 
repeatably to large-aperture optics. The 
neutral-solution process thus became appli
cable to Novette optics and allowed us to 
replace the previously uncoated spaHal-filter 
input lenses in our design with lenses hav
ing both low loss and a high damage 
threshold. In addition, there will be an in
crease in the damage resistance of the 
spatial-filter output lenses, the 46- cm 
apodizers, the crystal-array windows, and 
the target-focusing optics when thin-film 
AR surfaces are replaced with neutral-
solution-processed surfaces. 

Table 2-1 lists the optical components in 
the Novett" chain, indicating their impor
tant optical properties and surface treat
ment. Figure 2-3 shows the damage 
threshold assumed for surfaces in asressing 
Novette system performance. Our latest ex
perience indicates that the damage thresh
old of surfaces properly treated with the 
neutral-solution process equals or exceeds 
that of bare surfaces.'2 

Chain Performance at 1.05 jun. We have 
used the MALAPROP and SNOBALL 
system-simulation codes 1 3 1 4 to reexamine 
energy-output capabilities of the Novette 
chains, including the properties of neutral-
solution-processed AR surfaces. The 

MALAPROP runs determined the output-
energy limitations imposed by the damage 
threat to surfaces within the laser chain at 
various pulse lengths. The SNOBALL runs 
then gave detailed interstage energies and 
fluences and the nonlinear self-focusing 
growth (AS) accumulated between 
successive spatial-filter pinholes at the 
MALAPROP maximum energies. Tor these 
runs, we used the conservative amplified 
gains and other system parameters listed in 
Table 2-1 and the surface-damage thresh
olds shown in Fig. 2-5. To obtain conserva
tive performance projections, we have 
chosen to use the nominal lower-limit 
amplifier-gain values, rather than the me
dian values used in most Nova calculations. 
Thin-film AR coatings remain on the Fara
day rotator disks, and we included these in 
the MALAPROP simulations. We increased 
the transmission level of the spatial-filter in
put lenses to 0.99 to account for the lower 
losses resulting from the AR processing. 

Figures 2-6 and 2-7 show results of the 
MALAPROP calculations at 1 and 3 ns, re
spectively. At 1 ns, damage to the neutral-
solution AR surface of the input lens to the 
46-to-74-cm spatial filter limits the la out
put to 3.9 kj/beam on the target. The cor
responding maximum drive energy to the 
frequency-conversion crystals is 
9.4 kj/beam. At 3 ns, damage to the thin-
film AR surface of the 31.5-cm Faraday ro
tator disk limits the lu output to 13.6 
kj/beam on target. The corresponding 
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maximum drive energy to the KDP crystals 
is 14.5 kj/beam. 

The results of the SNOBALL calculations, 
summarized in Table 2-2, confirm that the 
maximum-energy projections given by 
MALAPROP are realistic. At 1 ns, the AB of 
2.9 in the 46-cm stages is below the value 

of 3.5 thought to be the maximum permissi 
ble for satisfactory spatial-filter pinhole 
transmission.15 

Por pulse lengths between 0.1 and 1 ns, 
we believe the performance limit is im
posed by AB instability growth in the 46-CT 
stages, resulting in a constant power outpu! 

A 
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- '!iis range of pulse lengths. For pulse 
^ths between 3 and 5 ns, we have as-

•:ned a constant damage threshold, result-
.; in a constant maximum output energy 
• rr the range of pulse lengths. These as-
.mptions, and a linear interpolation be-
veen 1 and 3 ns, lead to the i.05-/im 

performance curves from 0.1 to 5 ns shown 
in Fig. 2-8. 

Performance at 0.53 nm. The 74-cm-
diam, 1.05-jum output from the Novette 
laser chains will be frequency-doubled in 
monolithic KDP crystal arrays located be
tween the final turning mirror and the 

Fig. 2-3. One Novclte 
laser-amplifier chain 
in the Building 381 
high bay. 
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Fig. 2-4. The Novette 
output-beam trans
port, frequency-
doubling, and target-
focusing systems. 

Fig. 2-5. Surface-
damage thresholds as
sumed in assessing 
Novette amplifier-
chain performance. 
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Thin-film AR 
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target-focusing lenses. The individual ele
ments in the array are machined so that 
their faces are accurately oriented with the 
phase-matching angle to allow the array to 
be adjusted for optimum conversion as a 
single element. The individual KDP crystals 
are Type II; we chose a thickness of 18 mm 
to obtain conversion efficiencies greater 
than 70% for intensities between 0.8 and 
5.0 GW/cm2. Efficient conversion will be 
possible for pulse lengths up to 5 ns. 

Present plans are to build one 5- X 
5-crystal array of 15- X 15-cm crystals and 
one 3- X 3-crystal array of 27- X 27-cm 
crystals. The first large-aperture crystals will 
be harvested in mid-1982; however, the 
yield of good-quality large crystals may be 
insufficient to produce the 3- X 3-crystal 
array. If this is the case, and depending on 
the availability of material, we may build a 
second 5- X 5-crystal array for the initial 
activation of Novette. We see no serious 
obstacle to eventually obtaining large 
enough boules to build a 74-cm-aperture, 3-
X 3-crystal array. 

The constraints on 0.53-^m energy avail
able to the target are imposed by 
• Amount of 1.06-ftm energy available from 

the laser to drive the crystals. 
• The conversion efficiency of the crystal 

array. 
• Nonlinear self-focusing growth in the 

frequency-conversion and focusing-optics 
trains.16 

With the advent of neutral-solution AI< sur
faces, and with the low average-energy 
density at the crystal array resulting from 
expanding the beam to 74 cm, the damage 
threat to frequency-conversion and focusing 
optics appears not to be a serious con
straint, except in intensity spikes that resuit 
from instability growth. 
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Component Beam Glass No. Refraction Nonlinear Small-signal Surface Propagation 

No. description diameter (cm) thickness (cm) and angle index index gain treatment 3 distances (cm) 

0 Preamp and alignment 
1 Apodizer 2.7 0 I 1 0 0.63 — 0 
2 SF input 2.7 0.5 1 1.507 1.24 0.99 TF 5 
3 Pinhole 
4 SF output 3.75 0.5 1 1.507 1.24 0.99 TF 523 
5 Rod (50 mm) 3.75 40 I 1.523 1.05 20 TF 628 
6 Pockels isolator 3.75 11 1 1.5 1 0.87 TF.P 763 
7 Splitter 3.75 0.5 1.507 1.24 0.97 1113 
8 SF input 3.75 0.5 t 1.507 1.24 0.99 TF 1233 
9 Pinhole 

10 SF output 9.17 1 1.507 1.24 0.99 TF 1528 
11 Disk (94 mm) 9.17 2.4 > 1.523 1.05 6.5 B 1579 
12 Faraday isolator 9.17 4.3 1.67 2.1 0.88 TF,P 1852 
13 Disk (94 mm) 9.17 2.4 j 1.523 1.05 6.5 B 1971 
14 SF input 9.17 1.2 1.507 1.24 0.99 NS 2176 
13 Pinhole 
16 Si-' output 15 1.2 1.507 1.24 0.99 NS 2 433 
17 Mirror 15 0 0.99 HR 2685 
18 Faraday isolator 15 2.5 1.67 2.1 0.92 TF,P 2900 
19 Disk (150 mm) 15 3 -' 1.523 1.05 3.6 B 3045 
20 SF input 15 1.4 1.507 1.24 0.99 NS 3 247 
21 Pinhole 
22 SF output 20.8 1.9 1.507 1.24 0.99 NS 3 991 
23 Splitter 20.8 2 1.507 1.24 0.97 4058 
24 Faraday isolator 20.8 2.9 1.67 2.1 0.89 TF,P 6356 
25 Disk (208 mm) 20.8 2.5 -C 1.523 1.05 2.1 B 4 465 
26 Disk (208 mm) 20.8 2.5 - : 1.523 1.05 2.1 B 
27 Disk (208 mm) 20.8 2.5 1.523 1.05 2.1 B 
28 SF input 20.8 1.8 1.507 1.24 0.99 NS 5050 
29 Pinhole 
30 SF output 31.5 2.8 1 1.507 1.24 0.99 NS 6096 
31 Faraday isolator 31.5 4.8 1 1.67 2.1 0.88 TF.P 6356 
32 Mirror 31.5 0 1 0.97 HR 6669 
33 Disk (315 mm) 31.5 4.3 - 2 1.523 1.05 1.7 B 7074 
34 Disk (315 mm) 31.5 4.3 - 2 1.523 1.05 1.7 B 
35 Disk (315 mm) 31.5 4.3 - 2 1.523 1.05 1.7 B 
36 Disk (315 mm) 31.5 4.3 - 2 1.523 1.05 1.7 B 
37 SF input 31.5 2.6 1 1.507 1.24 0.99 NS 7822 
38 Pinhole 
39 SF output 46 3.7 1 1.507 1.24 0.99 NS 9100 
40 Slit apodizer 46 3 1 1.507 1.24 0.99 NS 9487 
41 Disk (460 mm) 46 4.3 - 2 1.523 1.05 2.85 B 9558 
42 Disk (460 mm) 46 4.3 - 2 1.523 1.05 1.85 B 
43 Disk (460 mm) 46 4.3 - 2 1.523 1.05 1.85 B 
44 SF input 46 3.7 1 1.507 1.24 0.99 NS 10089 
45 Pinhole 
46 SF output 74 5.7 1 1.507 1.24 0.99 NS 12489 
47 Focus optics 74 12.7 1 1.507 1.24 0.91 NS 15 803 

•TF - thin-film AR. 
NS - neutral-solution AR. 
B - bare surface. 
HR - thin-film, high reflection. 
r - thin-film polarizer. 

The crystal thickness of 18 mm optimizes 
the 2a> conversion process over the intensity 
range of interest for Novette. The upper 
curve in Fig. 2-9 shows the calculated con
version efficiency for Gaussian temporal 
pulses in a single crystal with a misalign
ment of 100 Mrad from the optimum phase-
matching angle. Measured conversion data 

from single crystals in large-aperture beams 
(D as 10 cm) typically fit the calculations of 
A0 = 100 Mrad (Ref. 17). The lower curve in 
Fig. 2-9 is a match to the experimental data 
obtained from the 15-cm-aperture, 3- X 
3-crystal prototype array. We believe the 
departure from the calculated curve results 
from differences in the orientation of 

Table 2-1. Novelte op
tical configuration. 
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Fig. 2-6. MALAPROP 
calculations of peak 
fluences at Novette 
spatial-filter lenses 
and focusing optics at 
a pulse length of 1 ns. 

Fig. 2-7. MALAPROP 
calculations of peak 
fluences at Novette 
spatial-filter lenses 
and focusing optics at 
a pluse length of 3 ns. 
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individual crystals in the array from the 
phase-matching angle (typically 100 jtrad for 
this array). 

The machining of the Novette arrays will 
profit from the experience gained with the 
prototype; we expect the Novette arrays to 
be closer to the optimum angle than the 

prototype, and conversion-efficiency values 
should approach the upper curve in Fig. 
2-9. Additional losses will occur from resid
ual reflection and scattering at surfaces and 
from apodizing the interstices between ar
ray elements. Because the design of the 
crystal and apodizer are not yet finalized, 
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Component Small-signal 
1 ns 3 ns 

Component Small-signal Saruratior t Energy B-integral Fluence Saturation Energy Tin tegral Fluence 
No description gain gain (J) Added Total 07cm2) gain 0) Added Total GVcm4) 

1 Apodizer 0.63 0.63 0.111 0 0 -/• 0.044 0.63 0.8525 0 0 0.3376 
2 SF input 0.99 0.99 0.1099 0.0284 0.0284 0.0277 0.99 0.844 0.0726 0.0726 ., 0.2127 
3 Pinhole 0.1099 1 0.0284 0.844 0.0726 
4 SF output 0.99 0.99 0.1088 0.0146 0.0429 0.0142 0.99 0.8356 0.0373 0.110 0.1092 
5 Rod (50 mm) 20 18.12 1.971 0.0567 0.0571 0.255 15.19 12.69 0.133 0.1341 1.641 
6 Pockels isolator 0.87 0.87 1.715 0.0437 0.1008 0.255 0.87 11.04 0.0937 0.2278 1.641 
7 Splitter 0.97 0.97 1.664 0.225 0.103 0.2218 0.97 10.71 0.482 0.2326 1.428 
8 SF input 0.99 0.99 1.647 0.220 0.1052 0.2152 0.99 10.6 0.473 0.2373 1.385 
9 Pinhole 1.647 0.105 10.6 0.2366 

10 SF output 0.99 0.99 1.631 0.0730 0.106 0.0356 0.99 10.49 0.157 0.2389 0.2293 
11 Disk (94 mm) 6.5 6.014 9.805 0.0189 0.1248 0.2121 5sa 58.42 0.0389 0.2778 1.264 
12 Faraday isolator 0.88 0.88 8.629 0.269 0.1517 0.2121 0.88 51.41 0.0535 0.3313 1.264 
13 Disk (94 mm) 6.5 5.651 48.76 0.0968 0.2485 1.055 4.365 224.4 0.1697 0.5009 4.853 
14 SF input 0.99 0.99 48.28 0.0259 0.2744 1.055 0.99 222.1 0.0398 0.5407 4.853 
15 Pinhole 48.28 0.1692 222.1 0.3034 
16 SF output 0.99 0.99 47.79 0.959 0.284 0.3903 0.99 219.9 0.0147 0.5554 1.796 
17 Mirror 0.99 0.99 47.32 0 0.284 0.3864 0.99 217.7 0 0.5554 1.778 
18 Faraday isolator 0.92 0.92 43.53 0.0289 0.3129 0.3825 0.92 200.2 0.0443 0.5997 1.76 
19 Disk (150 mm) 3.6 3.208 139.7 0.1072 0.4201 1.129 2.69 536.8 0.1519 0.7515 4.355 
20 SF input 0.99 0.99 138.3 0.0324 0.4525 1,129 0.99 533.4 0.0416 0.7931 4.355 
21 Pinhole 138.3 0.1781 533.4 0.2524 
22 SF output 0.99 0.99 136.9 0.0226 0.4751 0.5813 0.99 528 0.0291 0.8222 2.242 
23 Splitter 0.97 0.97 132.8 0.0233 0.4984 0.5754 0.97 512.2 0.03 0.8522 2.22 
24 Faraday isolator 0.89 0.89 118.2 0.0481 0.5465 05582 0.89 455.9 0.0618 0.914 2.153 
25 Disk (208 mm) 2.1 1.95 230.4 0.0711 0.6176 0.9688 1.778 810.5 0.0881 1.002 3.408 
26 Disk (208 mm) 2.1 1.884 434.1 01366 0.7541. 1.825 1.658 1344 0.1527 1.155 5.651 
27 Disk (208 mm) 2.1 1.787 775.7 0.2521 1.006 3.261 1.536 2064 0.2465 1.401 8.678 
28 SF input 0.99 0.99 767.9 0.1202 1.126 3.261 0.99 2044 0.1066 1.508 8.678 
29 Pinhole 767.9 0.6739 2044 0.7148 
30 SF output 0.99 0.99 760.2 0.0807 1.207 1.408 0.99 2023 0.0716 1.58 3.746 
31 Faraday isolator 0.88 0.88 669 0.1975 1.405 1.394 0.88 1780 0.1752 1.755 3.709 
32 Mirror 0.97 0.97 648.9 0 1.405 1.226 0.97 1727 0 1.755 3.264 
33 Disk (315 mm) 1.7 1.557 1010 0.1734 1.578 1.852 1.45 2504 0.1505 1.905 4.591 
34 Disk (315 mm) 1.7 1.516 1531 0.2675 1.845 2.807 1.396 3496 0.216 2.121 6.409 
35 Disk (315 mm) 1.7 1.466 2245 0.4015 2.247 4.116 1.343 4694 0.2983 2.42 8.605 
36 Disk (315 mm) 1.7 1.413 3172 0.5828 2.83 5.814 1.293 6071 0.3959 2.815 11.13 
37 SF input 0.99 0.99 3140 0.3095 3.139 5.814 0.99 6010 0.1975 3.013 11.13 
38 Pinhole 0.9999 3140 2,013 6010 1.505 
39 SF output 0.99 0.99 3108 0.2045 3.344 2.699 0.99 5950 0.1305 3.143 5.166 
40 Slit apodizer 0.% 0.% 2984 0.1616 3.505 2.672 0.% 5712 0.1031 3.247 5.115 
41 Disk (460 mm) 1.85 1.574 4697 0.3812 3.887 4.038 1.46 8341 0.2376 3.484 7.17 
42 Disk (460 mm) 1.85 1.497 7031 05907 4.477 6.044 1.386 11560 0.3411 3.825 9.935 
43 Disk (460 mm) 1.85 1.42 9982 0.8697 5.347 8.581 1.319 15 250 0.4641 4.289 13.11 
44 SF input 0.99 0.99 9882 0.6501 5.997 8.581 0.99 15100 0.331 4.62 13.11 
45 Pinhole 0.9997 9870 2.858 15100 1.608 
46 SF output 0.99 0.99 9780 0.383 638 3.281 0.99 14950 0.1951 4.816 5.014 
47 Focus optics 0.91 0.91 8900 0.8103 7.19 3.249 0.91 13600 0.4127 5.228 4.964 

we cannot assign a hard number, but we 
have estimated this loss at 4%. 

Since the nonlinear self-focusing instabil
ity parameter, S, varies inversely with 
wavelength, the growth of beam spatial 
noise can become a serious problem for 
high-power, high-frequency beams. Includ
ing the dispersion in n2, B at comparable in
tensities is approximately 2.5 larger at 0.53 
tan than at 1.06 Mm (Ref. 18). This factor 
caused us to examine closely the total glass 
thickness between the crystal array and the 

target, as well as the upper B limit that is 
tolerable in these assemblies. 

The configuration that resulted from 
these examinations preserves the functions 
required, witn considerable reduction in the 
glass thickness between the frequency-
doubling crystals and the target (Fig. 2-10). 
The configuration shown in the figure con
sists of 
• Windows on the frequency-doubling array 

with a 20:1 diameter-to-thickness ratio. 
• A 2-cm-thick lu beam absorber. 

Table 2-2. Calculated 
performance of the 
Novette chains at 1,05 
pm for pulses of 1 and 
3 ns (saturation 
fluence = 3.82 J /cm 2 ) . 
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F:g. 2-8. Projected en
ergy on target from a 
single Novette beam 
at 1.05 and 0.53 |im as 
a function of pulse 
length. 

Fig. 2-9. The conver
sion efficiency of the 
Novette frequency-
doubting array is ex
pected to lie within 
the gree.i band. 

Fig. 2-10. Arrange
ment of Novette 
frequency-conversion 
and focusing optics.f 

• Focusing optics comprising an f/4 doublet 
of BK-7 glass. 

The first element of the lens doublet serves 
as the vacuum barrier for the target cham-

2 4 
Pulse length (nsl 
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FocusingJens 
BK-7-

ber; an uncoated back surface on the sec
ond element provides a 4% reflection to the 
alignment/diagnostic packages, eliminating 
the need for separate vacuum windows and 
diagnostics beamsplitters. The f/4 lenses, 
while not optimal for a two-beam system, 
represent a compromise between speed and 
glass thickness that is reasonable until a 
faster reflective focusing system can be 
obtained. 

We have used finely zoned MALAPROP 
code runs to assess the maximum AB thai 
can be tolerated in the 2u optical train be
tween the crystal array and the target. 
Figure 2-11 summarizes the results, showing 
the peak intensity of self-focusing spikes 
plotted against the nonlinear self-focusing 
growth accumulated through the 2u optical 
train. The self-focusing spikes, measured at 
the rear surface of the second lens element, 
were caused by small obscurations in the 
beam at the input to the crystal-array out
put window. The results shown in the fig
ure are for modulation caused by a single 
round obscuration in the beam and for two 
obscurations close enough to form overlap
ping interference rings. Note the occurrence 
of intensity growth thai is characteristic of 
an exponentially growing instability. 

For the case of two interfering obscura
tions, the maximum permissible AB at 
which obscurations remain below the bare-
surface damage threshold lies in the range 
from 2.0 to 2.5. This constraint limits the in
tensity of the 2u beam, as Fig. 2-12 illus
trates. The ordinate in this figure is the lw 
drive to the frequency-conversion crystal; 
the abscissa is the 2w output intensity. The 
curve shows the upper limit of the transfer 
efficiency to 2a> for a Gaussian temporal 
pulse shape of maximum intensity shown 
on the lw axis. The maximum available lw 
drive at three pulse lengths is shown by the 
vertical red lines. The horizontal solid green 
lines are the 2w intensities that correspond 
to AB = 2.0 and 2.5. Clearly, with the 
present focusing-optic arrangement, the 
limit is always imposed by the lw drive 
from the laser; however, this situation 
would change with the addition of only a 
small amount of a nonlinear material into 
the 2u beam path, or with a small increase 
in lw power available from the laser chains. 
Energies on the right side of the figure are 
the maximum credible 2w energies available 
at each pulse length. 
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Figure 2-8 summarizes the on-target en
ergy capabilities of a single Novette beam. 
The upper red curve illustrates the maxi
mum 1.05-|um output discussed above. The 
lower, green band represents our current 
best estimate of the 0.53-jim output capabil
ity. We expect Novette's performance to 
closely approach the upper limit derived 
from the single-crystal conversion-efficiency 
curve in Fig. 2-9, but performance typical of 
the prototype-array data (i.e., lower limit) 
cannot yet be excluded. 

The limited availability of large-aperture 
UV-transmitting optics and of large-aperture 
KDP boules precludes frequency-tripling on 
Novette during its initial operating period. 
In 1982, we must address the problems of 
obtaining large-aperture, high-quality UV 
optics and high-quality KDP crystals. We 
expect that sufficient quantities will be 
available to frequency-triple Novette in one 
to two years. Frequency-tripling will be ac
complished primarily by changing the KDP 
arrays to the quadrature arrangement de
scribed in the Nova portion of this section. 
It will also be necessary to change the 
present array output windows to fused sil
ica; change the focusing lenses to fused sil
ica, or substitute a reflective focusing 
system; and add the 3u> diagnostics and 
alignment packages. With these changes, 
energy capabilities typical of those de
scribed for Nova beamlines at 3w should be 
possible. 

Summary. The two-beam Novette laser 
will provide the capability for performing 
high-power target-irradiation experiments 
with frequency-doubled beams (0.53 urn) 
from large-aperture Nd:phosphate-glass am
plifier chains beginning in late 1982. The 
system will be able to deliver up to 13 TW 
to fusion targets in 1-ns pulses, or up to 
20 kj in pulses of 3 to 5 ns. An option to 
frequency-triplr (0.35 <̂m) is available for 
the future, when large-aperture UV optics 
become available and budget conditions 
permit. 

Author: D. R. Speck 

Major Contributors: J. T. Hunt, K. R. 
Manes, W. W. Simmons, and W. E. 
Warren 

3 

' 1 ' 1 ' 1 
AD = 100urad 

— AB = 2.5 
*5~" 

E 6.7 kJ> AS = 2.0 / 
^ 

tte
ns

ity
 (

G
W

 

_ L = .8 cm S 

/ 9.9 U 

— 

np
ut

 i - / 9.3 kJ | 
-

3 
^F C r> 

'3 

1 , 1 
-

0 1 2 3 

Input fundamental {GW/cm2i 

Novette Master Oscillator Room 
and Preamplifier Configuration 

During 1981, we developed our early con
ceptual design of the Novette master oscil
lator room (MOR) and preamplifiers into 
the final design now being built. The re
quirements listed in the J980 Laser Program 
Amuia! Report™ have not been significantly 
altered, but we have made several changes 
in the detailed implementation of the 
requirements. 

The required pulse-width range for target 
irradiation is obtain ^Q from the two oscil
lators on the main table (lower right in Fig. 
2-13). The short-pulse oscillator will gener
ate pulses in the range from less than 
100 ps to 1 ns, and the pulse slicer following 
the long-pulse oscillator will provide pulses 
from 1 to 5 ns, or longer. The operating 

Fig. 2-11. Calculations 
of peak intensity at 
the output surface of 
the Novette focusing 
lenses resulting from 
nonlinear growth of 
modulation caused by 
obscurations on the 
input surface of the 
array output window. 

lift. 2-12. Output 2u, 
power density vs the 
input fundamental for 
Gaussian pulses. 
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Gaussian b e a m -
(4.89 m m 

F W e - 2 ) 

-Fiducial beam 

U V probe beam 

0 Quarter-wave plate 

Q 90° rotater 

R A 1 1-cm rod glass ampl i f ier 

PC-1 1-cm Pockels cell isolatoi 

SF Spatial f i l ter 

WP Waveplate 

Regenerative 
ampl i l ie i 

-Long-pulse 

Fig. 2-13. Schematic o 
the Novette master os
cillator room. 

principle and synchronization of the 
Novette oscillators have already been de
scribed in detail.2" The only new develop
ment is the use of Nd:YLF crystals having 
gain maxima at 1.05 nm to match the phos
phate glass in the amplifier chains. 

The switchout and slicer following the 
oscillators are two-stage, 10-mm-diam 
Pockels-cell devices giving prepulse attenu 
ation of better tha.i 107. The isolators 
(PCM and PC1-2 in Fig. 2-13) are both 
single-stage Pockels cell devices, that use 
the same 10-mm-diam Pockels cells as in 
the switchout. These two isolators will give 
additional prepulse attenuation of 10'. 

Fire MOR amplifiers (RA1-1 through 
RA1-5) wiil all be 1-cm-diam, high-gain 
phosphate-glass amplifiers. In tests with 
less than 1 k] of pump energy in a proto
type amplifier, we observed small-signal 
gains in excess of 30. In these tests, we used 
a 15-cm-long Q-98 (Kigre) rod with 3% Nd 
doping in a double-ellipse pump cavity. We 
therefore designed the Novette amplifiers 
for 1-cm-diam glass rods with a 15-cm ac
tive length. For the required gain of 30, the 
pump energy will be less than i k); thus, 
we expect an operating lifetime of ~ 4 
X 106 shots, equal to one year's operation, 
when the amplifiers are pulsed every 10 s. 

We had previously planned to use 
Nd:YLF preamplifiers at a repetition rate up 
to 10 pps, but the uncertain availability of 
good-quality 1-cm-diam YLF and the cost of 
develooing the necessary high-repetition 
rate vower supplies led us to use glass pre
amplifiers. Consequently, we expect the 
repetition rate of the Novette preamplifiers 
to drop from about 10 pps with YLF to 
0.1 pps with glass. As we describe below, 
this primarily affects the use of the pream
plifiers to align the frequency-con version 
crystal arrays. 

Relay Design. The Novette laser beam is 
fully relayed from the oscillator into the ap
erture at the start of each laser chain. Each 
oscillator has a flat output mirror that estab
lishes the input relay plane for the system. 
The calculated spot size from both oscil
lators is 1.40 mm (full width to e 2 inten
sity) for the Gaussian beams. Lenses Nos. 1 
ana 2 (shown in Fig. 2-13) then magnify the 
beam to fill the rod amplifier (RA1-3) and 
relay the beam from the oscillator to tne in
put of the spatial filter (SF-1). Spatial filter 
SF-1 then relays the beam into the laser 
bay to relay plane 3 (Fig. 2-14). Spatial filter 
SF-3 relays the beam to the 6.36-mm-diam 
aperture at relay plane 4. The final sparial 
filter in the preamplifier (SF-4) relays the 
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beam to the laser-arm input aperture of 
27-mm diameter. The combined transmis
sion of these t •••!< apertures is 10%, giving 
each arm a rjeam that is uniform to ± 5% 
(neglecting diffraction effects in the system). 

In conventional relays in a laser chain, 
the beam is focused between the relay 
lenses; these sections of the chain are evac
uated and contain no components. We have 
departed from this practice on Novette, 
however. For the relay following the oscil
lators (formed by lenses Nos. 1 and 2), the 
input spot size from the osi.l"^;ors is small, 
and the total relav distance is long enough 
(15 m) that the actual beam waist between 
the lenses is about the same as the spot size 
from the oscillators. This allows us to put 
components between the lenses. 

We have chosen the positions and focal 
length of the two lenses to magnify the 
beam and fi.l the aperture of the final 1-cm 
rod amplifier (RA1-3 in Fig. 2-13) and to al
low enough propagation distance from the 
oscillator to lens No. 1 to produce a suffi
ciently large spot size in the switchout fol
lowing lens No. 1. The focal lengths of 
lenses Nos. 1 and 2 are 1650 and 5763 mm, 
respectively, placed 1634 and 9047 mm from 
the oscillator. The advantage of the Novette 
relay design is that we can fully relay the 
beam from the oscillator without requiring 
the use of long evacuated pipes that waste 

space on the oscillator table. W^ also obtain 
a beam waist of 1.57 mm in the section be
tween the pulse shaper and the first turning 
mirror following the long-pulse oscillator. 
This section of the beam chain is, a good lo
cation for a fast optical switch that can 
shape more complicated pulses from the 
long-pulse oscillator. 

The beam shape remains Gaussian 
through the first two 5-cm rod amplifiers 
(RA5-1 and RA5-2 in Fig. 2-14); and it is 
then filtered (SF-3) to reduce spatial modu
lation on the beam as much as possible. 
The beam is next passed through a hard 
aperture and relayed to the chain-input ap
erture with relay SF-4. 

If there is no pinhole in spatial filter SF-4, 
large diffraction rings result on the beam at 
the output of the filter. At the chain-input 
aperture, however, the beam is perfectly re
layed without diffraction rings. By properly 
choosing the size of the pinhole, we can re
duce the diffraction rings that follow the 
spatial filter, but we then introduce modula
tion on the beam at the chain-input aper
ture. We will select and employ the pinhole 
so that the diffraction nngs at both loca
tions are about the same, Calculations show 
that, under these circumstances, the modu
lation on the beam in the section between 
SF-4 and the chain-input aperture is tbout 
10% for a beam diameter of 34 mm. In 

Fig. 2-14. Schematic of 
the Novette preampli
fier section. 
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Fig. 2-15. The Novette 
MOR at (lie end of 
1981 (point of view 
corresponds to the up
per right of Fig. 2-14). 

practice, we will make the beam diameter 
in this section as large as possible without 
clipping the bearr. in the components 
(thereby reducing diffraction effects as 
much as po?iible). 

X-ray Backlighting. We have designed 
the Novette MOR to provide for x-ray 
backlighting of the target. The short-pulse 
oscillator will generate pulses o\ 0.07 to 1 ns 
for target irradiation, and the long-pulse os
cillator will be used for backlighting. The 
pulses from the two oscillators are com
bined with polarizer P-1 (Fig. 2-13); they are 
timed 20 ns apart, with the target-irradiation 
pulse first. The mix of these two pulses into 
the system is then selected by waveplate 
WP-1, and both pulses are amplified in a 
common beamline through the 5-cm ampli
fier RA5-4 (Fig. 2-14). Pockels cell PC5-2 
will switch the polarization of the second 
(backlighting) pulse, and polarizer P-2 will 
then separate these pulses and send a dif
ferent pulse down each chain. We will add 
a 20-ns delay to the target-irradiation chair, 
so that the target-irradiation pulse and the 
backlighting pulse arrive at the target 
simultaneously. 

We will also use the short-pulse oscillator 
in the MOR to align the 2u-conversion 

crystals at this end of the beam chains. In 
this application, a 100-ps pulse from the 
short-p.ilse oscillator is amplified through 
the 1-cm rod amplifiers up to a repetition 
rate of 0.1 pps (the maximum for glass am
plifiers). Waveplate WP-3 (Fig. 2-13) is ad
justed to switch the polarization; the 
polarizer following WP-3 redirects the beam 
so that it bypasses Pockels cell isolator 
PC1-2 and sensor No. 1. The beam is then 
recorr.bined into the main beamline with 
orthogonal polarization and relayed into '!n> 
laser bay with spatial filter SF-1. 

In the laser bay, the beam is once again 
redirected by a polarizer located upstream 
from the first 5-cm rod amplifier (Fig. 2-14). 
The beam then goes directly to the chain-
input aperture, bypassing all the compo
nents in the preamplifier section. We 
estimate that ~100 mj can be put through 
the chain-input aperture at a spot size of 
22 mm (full width at e 2 intensity), 
which—at a spot size of 42 cm at the crystal 
array—will yield ~0.02 ,uj of 2w energy 
(sufficient for detection). 

In the Novette MOR, we will also gener
ate ~20-ps pulses for UV probing of the 
Novette target. As Fig. 2-13 shows, these 
short pulses are obtained by running a 
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second short-puise oscillator synchronously 
with the primary oscillators for target ir
radiation and injecting a 100-ps pulse from 
the additional oscillator into a regenerative 
pulse compressor1'" to obtain a synchro
nous 20-ps pulse. This pulse is amplified by 
two 1-cm glass amplifiers to about 20 mj 
and is sent to the laser, where the pulse is 
Rarr an-shifted and converted to the fourth 
harmonic for UV probing of the target. 

There are two continuous-w^ve (cw) YLF 
alignment lasers in the front end of 
Novette. The first one is located in the 
MOR beamline just before sensor No. 1. 
This cw laser is used to align the preampli
fier section and the laser chains. The second 
cw YLF laser is located on the laser 
spaceframe (lower left of Fig. 2-14); this 
alignment laser goes directly to the chain-
input apertures to give its maximum power 
into either or both of Novette's arms. 

The MOR is being built in a separate 
room adjacent to the laser high bay. We are 
using the existing Argus concrete tables in 
the MOR, with the addition of a 12-in.-high 
computer floor around the tables for wiring 
and other utilities. We have also built 
acrylic covers over the ta iles and installed 
blowers that circulate air into the covers 
through high-efficiency particulate (HEPA) 
filters. We expect these steps to provide the 
components on the tables with a class-100 
clean environment. (Classes of cleanliness 
refer to the number of particles <0.3 /jm in 
1 ft1.) Figure 2-15 shows the MOR under 
renovation at the end of 1981; in this photo
graph, facility modifications have been 
completed, and the tables are being readied 
for component installation. 

All power conditioning for the oscillator 
and 1-cm amplifiers will be located on racks 
in the MOR. Power into the MOR is filtered 
through isolation transformers, and interac
tion with the rest of the Novette system is 
through fiber-optic cables. The lack of direct 
electrical connection to the laser bay or con
trol room, and the single-point grounding 
system in the MOR, combine to provide 
good immunity from electrical noise. 

Author: D. J. Kuizenga 

Major Contributors: E. S. Bliss, J. E. 
Murray, and D. R. Speck 

Novette Laboratory 

The Novette target-irradiation system illus
trated in "ij 2-16 will occupy approxi
mate}' 3.?tHs' ft; in Building 381, where the 
Argus ay*'*-.*, was previously housed. Ap
proximately 40% of this space is located on 
the first floor in the 28-ft-high main bay, 
which will contain the laser preamplifier, 
laser-driver sections, and the target chamber 
with its support equipment. Principal access 
to the main bay is through 18-ft-high doors 
in the west and north walls. An emergency 
exit in the east wall has also been added. 
Personnel can enter the support laboratory 
areas through the hallway acce;,;, the mas
ter oscillator room, the Novette operatio. ,s 
center, or the target-staging laboratory. 

The remainder of the first-floor space, ap
proximately 7000 ft2, is occupied by the ma
jor support laboratories required to operate 
Novette 
• The target-staging lab is used to prepare 

and maintain equipment in the target area 
and to prepare targets for insertion into 
the target chamber. 

• The diagnostics room provides a central 
location for acquisition of all target- and 
most laser-diagnostic data. 

• The central computer room houses the 
minicomputer that supports Novette's 
centralized control facility. 

• The control room houses the central oper
ator consoles from which Novette's con
trol and data-acquisition functions will be 
coordinated. 

't The operations center is located centrally 
for the coordination of Novette construc
tion and operation. 

• The master oscillator room houses the 
four oscillators and supporting control 
equipment for the Novette laser. For the 
safety of personnel and equipment, the 
MOR and control rooms are electrically 
isolated (to 60 kV) from the rest of the 
facility. 

• The electro-optics and calorimetry labora
tory houses off-line electro-optics repair 
facilities and a calibration station. 
The 12 000 ft2 basement area immediately 

under the high bay houses the power con
ditioning equipment and target-diagnostics 
areas. The high-voltage capacitor banks will 
be separated from the rest of the basement 
by safety walls that will isolate the area in 



Novette 

in the laser bay are ±0.5°C; in the MOR, 
temperature deviations are ±2.5°C. 

For a system as large as Nova, a fully fil
tered, recirculating air-conditioning system 
is needed to meet required temperature and 
cleanliness standards. For the smaller 
Novette system, in which the components 
are arranged on a horizontal plane close to 
the flooi, we can control air cleanliness by 
using smaller filter units in strategic 
locations. 

In Novette's circulation system, air enters 
through the ceiling and exhausts at the base 
of the sidewalls. Filters located immediately 
downstream of the blowers filter 95% of all 
particles 5 ^m or larger. These Novette fil
ters are less effective than the Nova HEPA 
filters (located where air enters the room) 
that will filter all particles 0.3 Mm or larger. 

Novette's clean air will be provided by 
placing filter modules inside the space-
frame; these modules will blow class-100 air 
horizontally across component interfaces 
that open for operational or maintenance 
reasons. From recent tests and previous ex
perience, we know that this system ran eas
ily achieve class-1000 clean a>r locs:ly near 
open components, and better than class-
10 000 clean air generally. The filters rerir- ) 
culate room air and have a combined 
recirculation volume of 66 000 ftVmin, 

Fig. 2-16. Novette t n e e v e n t 0 f capacitor failures and will pre-
northeast. v e n t accidental access when the banks are 

being charged. The remaining area under
neath the target chamber will be used for 
access to diagnostics instruments that pro
trude through the 4-ft concrete floor. This 
area will also house two special-purpose 
1." boratories: one for optical spectrometer 
equipment, and the other for radiation-
chemistry diagnostics. There will also be a 
curtained area for holographic reconstruc
tion during backlighting experiments. 

Although most of the Novette laser-
system design closely parallel's the design of 
the Nova system, a number of Novette sub
systems differ; their configuration is dictated 
in part by particulars of the facility. The sta
tus of major Novette-specific activities is de
scribed in the following four articles. 

Author: G. J. Suski 

Cleanliness and Temperature Control. 
The Novette system in Building 381 does 
not have a temperature-control system com
parable to that of the Nova system in 
Building 391. Nonetheless, temperature con
trol in the Novette laser bay is certainly ad
equate: as measured at beam height over a 
period of three days, temperature deviations 
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completely filtering room air every 5.5 min. 
To lower the airborne particle count in the 
Novette bay, we have covered the acousti
cal ceiling riles with heat-shrinkable plastic 
wrap, painted the acoustic wall tiles with 
acrylic paint, and installed new floor 
covering. 

The Novette clean-air modules are ar
ranged inside the spaceframe with horizon
tal flow (rather than overhead with vertical 
flow) to allow convenient overhead crane 
access and to prevent supporting structures 
from interfering with laser operational 
space. The modules will not touch the 
frame; they are mounted on the floor with 
vibration-isolated mounts. The air-module 
motors will require approximately 15 kW 
for power; Building 381 can easily accom
modate this additional load.23 

Cleanliness of the MOR was achieved 
with an innovative approach. The optical 
tables were enclosed in large sliding covers 
with HEPA filter modules suspended in the 
top (see Fig. 2-4). This arrangement pro
vides class-100 clean-air conditions, greatly 
reducing the contaminants on optical 
surfaces. 

Authors: C. A. Hurley and H. G. Patton 

Spaceframe. The Novette spaceframe 
serves as a stable support for all compo
nents in the laser system. There are four 
major frame units, three for the laser and 

one for the target area (Fig. 2-17). Their to
tal weight is 50 tons. All frames are con
structed using 6-in.-square (i.e., 6 X 6 in.) 
steel tubing for main column and beam 
members; diagonal bracing members are 
constructed of 4-in.-square steel tubing for 
ease of fabrication. The beams are tied to 
the building floor with strategically located 
seismic anchors and allowed to thermally 
expand from the anchor locations on roller-
bearing supports. The supporting floor is a 
massive 1-m-thick monolithic reinforced 
concrete slab that sits on concrete columns. 
The spaceframe can move with respect to 
this slab because its thermal inertia differs 
from that of the slab. 

The four frame units were designed to be 
dynamically stable, while accommodating 
convenient maintenance and utility access 
to components. We used computer analyses 
to establish the dynamic response of each 
frame both to ground vibrations measured 
at the site and to LLNL design-basis seismic 
loadings. Deformations resulting from 
ground vibrations were judged to be accept
able on the basis of laser-beam deflection. 
We used modal analyses of the frames to 
determine the influence of frame-member 
size and locations, as well as variations in 
support and anchor-restraint conditions. 

A,.a!vsis of the Novette spaceframe is not 
complete. However, we checked the tallest 
laser frame and found it to be at least four 
times stiffer than the Nova frame. Based on 
this early analysis, we assume that the 

Fig. ?-17. Two views 
of I .. iV'ette 
s p a c •: '.;• u . 
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spaceframe design is sufficiently stable, and 
our knowledge of the Nova design gives us 
confidence that the Novette design is stable. 
We are, therefore, proceeding with 
fabrication. 

The north and south laser frames are 
154 ft long, 6 ft high, and 4 ft wide. The 
third laser-frame unit, which is located be
tween the north and south frames, is 106 ft 
long and 4 ft wide. At one end, it has a sec
tion raised 8 ft 6 in. from the floor. The tar
get spaceframe unit is shaped like a cross, 
93 ft long and 54 ft wide; it has a platform 
measuring 21 by 54 ft at the center, sur
rounding the target chamber. This area is 
primarily for diagnostic support and access. 
The working level of the target frame is ele
vated 9 ft from the floor; the center of the 
target chamber is supported 12 ft from the 
floor. The target-chamber frame unit is 
accessed by a system of stairs and foot 
walks that are vibrationally isolated from 
the spaceframe. Space under the raised tar
get frame is reserved for service and for di
agnostics packages. 

Author: C. A. Hurley 

Novette Nitrogen-Cooling System. After 
firing, Novette laser components will be 
convectively cooled with a closed-loop, 
nitrogen-gas system similar to that planned 
for Nova. The nitrogen gas is distributed 
through a welded-aluminum piping system. 
The flow through a component is estab
lished by the pressure loss in the compo
nent filter; groups of amplifiers with a 
common filter are cooled in series to mini
mize the nitrogen flows required. 

The nitrogen gas is recirculated by a 
"Roots-type" blower and thermally condi
tioned by a chiller unit. An additional 
chiller unit allows a further reduction in the 
gas temperature during the initial cooling 
phase to achieve a more rapid cooling of 
the laser components; at the design flow of 
500 cfm per chain, cooling time is calculated 
to be less than two hours. 2 4 ' 2 5 A liquid-
nitrogen stoiage tank and vaporizer unit 
supplies nitrogen gas for purging and filling 
the closed-loop distribution system. 

Author: H. L. Julien 

Novette Power Conditioning 

The Novette pulse-power system is a two-
beam subset of the Nova pulse-power sys
tem. Differences between the two systems 
arise from differences between their build
ings and from Novette's rapid construction 
schedule. The grounding of the Novette 
system, which has been arranged to be 
electrically similar to Nova and Shiva, was 
accomplished by arranging cables in the 
basement to substitute for the ground m.itt 
that exists in the newer systems. Because (if 
the limited space available in the basement, 
high-density capacitors are used more ex 
tensively in Novette than in Nova. Pockels-
cell pulsers for the Novette MOR have been 
taken from Shiva with little or no modifica
tion. We are working to improve the reli
ability of these units, and we anticipate a 
later upgrade. 

Bank Staging and Layout. The Novette 
energy-storage layout is shown in Fig. 2-18. 
The rod bank is separately enclosed and in
terlocked (the left side of the figure), so that 
the rod amplifiers can be fired indepen
dently. Capacitor racks are run north to 
south, with circuits stacked six high. A 6-ft 
aisle runs along the south end of the racks 
for access by forklift and the capacitor-
loading equipment module (CLEM). Along 
the south and east walls of the bank are the 
switches and switch-control racks that make 
up part of the wall structure. To the east of 
the storage area are the power supplies, 
fan-ot'ts, and cross-connect racks. A person
nel aisle runs along the far south wall out
side the bank area. The dashed outlines in 
Fig. 2-18 indicate space allocated to capac
itor banks, switch racks, and power supplies 
both for future additional 46-cm amplifiers 
and for a backlighting beam. 

The Novette power-conditioning staging 
for the capacitor bank, power supplies, and 
switches is summarized in Table 2-3. The 
first column lists such major components as 
amplifiers, Faraday rotators, and the pulsed 
ionization lamp check (PILC) (The PILC is 
a subsystem used to check out the pulsed-
power system in general and the flashlamps 
in particular; it is described in detail in 
"Power Systems and Energy Storage," later 
in this section.) 



-Switches and energy storage 
for rod amplifiers 

Controls. The Novette control system is 
a subset of the Nova control system (see 
"Control Systems," later in tnis section); it 
uses the same techniques and the same 
hardware. Figure 2-19 shows the organiza
tion of the two central operator consoles 
that control the four primary subsystems 
(power conditioning, alignment, laser di
agnostics, and target diagnostics). Much of 
the power-conditioning control system 
hardware has been fabricated and tested as 
part of the 1-MJ test facility. Items con
trolled, synchronized, or monitored for 
Novette include the master oscillator, nine 
groups of ignitron switches, seven diagnos
tic devices, 16 high-voltage power supplies, 
and the safety interlock system. Some 
control-system segments have been in
stalled in the Novette building; integration 
of these devices with the control computers 
will begin early in 1982. 

Control-svstem operation of the laser is 
described in detail in "Sequencing, Syn
chronization, and Safety Sysiems," later in 
this section. With the command menus dis
played, the shot director can execute selec
tive tasks, request the display of system 
status, or request additional control options, 
thereafter inputting his commands to the 

control system via a touch panel monitored 
by the VAX computer. Status data are dis
played to the operator via color graphic dis
plays. Commands to hardware devices are 
relayed from the controlling VAX computer 
to the devices by a pair of microprocessors. 
These microprocessors constantly poll all 
devices for status information and signal 
status changes to the VAX. 

Software for the control computers is 
scheduled to be completed in time for over
all system activation. Much of the micropro
cessor software has been completed and 
tested as part of the Nova prototype „ys-
em. We have also defined control and dis

play software for the control-room consoles 
and have generated some sample displays. 

Personnel-Safety Interlock System. The 
Novette personnel-safety interlock system is 
designed to protect personnel from electrical 
and optical hazards. Protection is accom
plished by a logic system that monitors 
doors, runsafes, panic-interrupt boxes, beam 
shutters, and other interlock points and de
cides when laser oscillators and power sup
ples may generate optical and electrical 
hazards. 

Interlock logic is implemented in a triple-
redundant voting format in which there are 
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Component No. Circuits Energy Lamps 
Faraday rotator 4 
(9.4 cm) 
Eawday sitator 2 
(15.0 cm) 
Faraday rotator 2 
(20.8 cm) 
Faraday rotator 2 
(315 cm) 
Rod amplifiers 6 
Disk amplifier (9.4'cm) 4 
Disk amplifier (15.0 cm) 2 
Disk amplifier (20.8 cm) 6 
Disk amplifier (313 cm) 8 
Disk amplifier (46.0 cm) 6 
PILC -
Total 

4 84-3 kja 

8 192-3 kj 

10 400-5 kj 

10 400-5 kj 

Capacitance 
per circuit 

Inductor 
size Power 
(dH) "supply 

Fig. 2-18. Novette 
energy-storage layout. 

Switches 

6 
32 
24 
48 
80 
96 
3 

ST 

252-3 kj 
576-3 kj 
432-3 kj 

1200-12.5 kj 
3000-115 kj 
3600-12.5 kj 

13-3 k) 
7800-12.5 kj 
800-5 kj 

1554-3 k] 

36-19 ii 
64-44 ii 
48-44 ii 
96-44 i! 

160-41 ii 
480-1') ii 

5if>T^ 
368-4; 

101 

116 

200 

200 

203 
87 
87 

104 
156 
156 

450 
450 
450 
450 
650 
450 

"The 3-, 5-, and 12.5-kJ figures indicate the energy per c. 
bThe 19- and 44-m. fijiurs indicate the siffi of the flash! 

three identical logic units that vote. The 
system takes the action specified by two of 
the three interlock logic units. The interlock 
logic units are implemented with solid-state 
logic, extensively filtered to prevent errone
ous actions and damage due to electrical 
noise generated by the pulse-power system. 
The logic is programmed with a patch 

1 

1 

1 

1 
I'

l l 
4 
3 
1 

2 
2 
.2 
2 
4 
6 
3 

p.i:- in the logic-unit chassis. This allows 
return to the current configuration, 

whin evaluating changes in the system-
intt'tiock logic. The voting is implemented 
with mechanical relays, chosen because the 
typical failure mode is an open circuit (as 
opposed to a short circuit for solid-state 
devices). 

Table 2-3. Novette 
power-conditioning 
staging. 
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Electrical isolation between (1) the inter
lock logic system and the devices inside the 
MOR and (2) the control room is accom
plished with fiber optics. A dc fiber-optic 
signal transmits the state of the control-
room and MOR keys to the logic units. 
Fiber-optic converters are used within the 
MOR in conjunction with voting circuitry. 
Fiber-optic signals from the interlock-logic 
units are converted to 120-V (ac) outputs as 
a result of a two-out-of-three vote of the 
fiber-optic converters. Contact closures 
within the MOR are converted to dc fiber
optic signals by the fiber-optic converters 
and sent to the interlock-logic units. 

All inputs and outputs of the interlock-
logic units, the fiber-optic converters, and 
the relays in the voting circuitry are moni
tored by the power-condHioning front-end 
processors. These data are available to the 
VAX computer through a multipart 
memory. 

Oscillator Controls and Fast Timing. 
Novette will serve as the proving ground 
for the Nova oscillator controls, now under 
development, which are discussed in 
detail in "Nova Front End: Oscillator Sub
systems," later in this section. Components 
and assemblies making up this prototype 
subsystem have been developed and tested 
at the unit level and have been installrd in 
the Novette MOR. Integration into an op
erating subsystem will both support 
Novette and qualify the design for Nova. 
High manufacturing standards have been 
set for all assemblies, so that few changes 
will be needed to upgrade the Novette os
cillator controls to the quality level and con
figuration required for Nova. 

Authors: D. J. Chrfclie, D. G. Gritton, 
B. T. Merritt, J. A. Okies, and 
K. Whitham 

Major Contributors: B. M. Carder, G. R. 
Dreijuerst, R. W. Holloway, J. W. 
Morton, and J. A. C. Smart 

Novette Crystal Arrays for 
Harmonic Generation 

During 1981, we continued to develop the 
techniques and components required for 
large-aperture frequency conversion. Vari
ous aspects of this development are re

ported in "Harmonic Conversion" in Sec
tion 7; the results of the prototype tests de
scribed there are encouraging; they provide 
valuable information for the design calcula
tions and scaling of the first two large-aper
ture (74 cm) KDP crystal arrays, which are 
to be installed on the Novette system in 
late summer of 1982. The first of these ar
rays will utilize 15-cm-square crystal seg
ments in a 5 X 5 matrix. This element size 
was chosen because of material availability 
and compatibility with the Novette activa
tion schedule, Longer-range plans for 
Novette and Nova call for 27-cm-square 
segments in a 3 X 3 matrix (see "Frequency 
Conversion and Target Focus," later in this 
section). 

By the end of 1981, we had received 34 
15.5-cm KDP crystal blanks. These blanks 
are being processed through the same pro
duction cycle used for the prototype crystals 
(see "Harmonic Conversion" in Section 7). 
Figure 2-20 is a photograph of a 15-cm-
square crystal blank mounted on the 
diamond-turning machine for a face-cutting 
operation. Pen marks on the crystal surface 
are used to visually monitor material re
moval. When finished, the crystals will be 
15-cm-square by 1.8 cm thick and will be 
precisely oriented (to within ±30 iixad) for 
Type-II phase matching from the 1.05-̂ m 
fundamental to the 0.53-Mm second har
monic at 22°C. 

Fabrication and installation of the 74-cm-
aperture Novette harmonicrgeneration ar
rays during the coming year will provide 
early 2u> capability for Novette. We will also 
gain valuable large-array experience that 
can be applied to frequency conversion on 
Nova. 

Authors: B. C. Johnson and J. D. 
Williams 

Major Contributors: F. T. Marchi, B. W. 
Woods, and S. E. Stokowski 

Novette Target Systems 

The Novette target system consists of a 
mixture of Nova and Shiva hardware and 
software systems. We plan to use many of 
the Shiva diagnostics as well, supplement- { 
ing them with new instruments for special
ized measurements. The Novette control 
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Fig.2-J0. A 15- X 15-
X 1.8-cm KDP crystal 
blank mounted on a 
diamond-turning ma
chine prior to a face-
cutting operation. 

systems will utilize Nova concepts, except 
where manpower or time limitations restrict 
implementation. 

Of Novette's target experimentation time, 
we plan to devote one-half to high-density 
implosion studies, one-fourth to scaling ex
periments, and the remaining one-fourth to 
plasma-physics experiments in support of 
military applications.26 Table 2-4 summa
rizes the initial diagnostics planned for 
these tasks. We will have the capability to 
measure neutrons, x rays, scattered and re
flected light, and target-fuel density. We 
will be able to temporally resolve most of 
these emissions, to resolve spectra, and to 
acquire images. (For detailed descriptions of 

these diagnostics, see Section ? and /•••-.• 
ous Laser Program Annual Rcpo>!:-" 

Chamber and Spaceframe. Las. 
diagnostics require special care iV; ,' 
ing, along with careful spacefranv.' •.! •••• 
eliminate conflicts with the frame mv \ • 
Figure 2-21 shows the kind of scale ;v.. 
that helped us plan diagno.-'ic plaremtT.;-
on Novette. In orienting the .\r>;i-i clumlv! 
we chose a spherical coordin>,;' :••. .i'-m :ha: 
provides a convenient 6,</> des;gi:.::i < > •; 
diagnostic locations (Fig. 2-22). hgi'-i 
shows, in polar projection, the location 
the target chamber of ports for diagnostic 
and target equipment. The ports suitable for 
large diagnostics are oriented between 
0 = 45° and 135°, necessitating fan-shaped 
mounting areas north and south of the 
chamber. (The spatial resolution of many 
diagnostics is limited to a range of just a 
few micrometres; these diagnostics must be 
very stable with respect to the target, so we 
have provided a wide spaceframe both to 
the north and south of the target chamber.) 

A series of ladders and catwalks provide 
access to the target chamber and diagnos
tics. To enhance future operational capabil
ity, we have also provided for access to 
several isolated areas within the target-
chamber area. 

We positioned the target chamber in the 
target bay so that the entire Novette system 
would fit into the existing Argus high-bay 
area.30 Although the center of the chamber 
is 12 ft above the high-bay floor, we deter
mined that the 22 X microscope and the 
Shiva filter-fluorescer diagnostics could be 
installed on Novette only if their lines of 
sight (LOS) penetrated the high-bay floor 
and their detector stations were situated in 
the basement. We drilled eight holes in the 
floor to accommodate both known and fu
ture diagnostic and equipment require
ments. We also provided an LOS to the 
Argus neutron time-of-flight facility, even 
though this diagnostic is not initially 
needed for Novette. Implementing this LOS 
required cutting through the webbing of 
one of the high bay's supporting 
H-columns. 

To s?ve money and space, we combined 
the target and laser bays into one room by 
removing the curtain that separated the 
bays on Argus. This is a departure from the 
separate-room system philosophy previ
ously implemented on Argus and Shiva and 
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to be implemented on Nova. Since we will 
no longer be able to separate laser and tar
get activities as we have in the past, we will 
need much closer coordination of these 
operations. 

Basement and C..agnostic Room. We al
located basement space between power 
conditioning and target diagnostics, with 
target system-* occupying the area from be
neath the tar et chamber to the east end of 
the bay. In addition to providing space for 
diagnostic expansion into this area, we plan 
to develop tw o laboratory areas here: one 
(or the radial m-chemistry diagnostic and 
one to be shared by the optical spectros
copy and 4u 'robe diagnostics. The base
ment locatir for radiation chemistry 
provides gooi. shielding from background 
radiation (dik to the three-foot concrete 
floor above) nd allows for gravity feed of 
the collector up. 

We will retit the old Argus diagnostic 
room for Novette diagnostics. Nearly all of 
the electronics data-acquisition system will 
be located hi >, outside the target room. No 
personnel ha. ird exists outside the target 
room from ei'tier neutrons or x rays for the 
maximum la; -r-shot energy of 30 kj. Never
theless, we ai led 1 in. of lead shadow 

shielding to the wall separating the target 
room from the diagnostic room to prevent 
target-generated x rays from inducing noise 
in our instruments. 

A total of 22 equipment racks and 2 con
trol racks will be installed in four groups in 
the diagnostic room. Each grc-jp will be in
dividually connected to a special indepen
dent instrumentation ground established 
through the building foundation beneath 

Table 2-4. Initial 
Novette target 
diagnostics. 

Diagnostics Previous use 
Energy-balance system 
Dante H x-ray spectrometers (2) 
Soft x-ray streak camera 
22X x-ray microscope with 
streak camera 
8X x-ray microscope 
Zone-plate camera 
Pinhole cameras (2) 
Filter fluoresce*' • ~iy 
spectrometer 
Optical x-ray streak camera 
(OX-2) 
Henway x-r̂ y spectrograph 
AL1CS x-ray spectrograph 
4w probe 
Cassegrain telescope 
(optical imaging system) 
Optical spectroscopy 
Radiochemistry 
Lead neutron counter 
Copper neutron counter 

Shiva; nudiled for 2u and 3a> 
One fron. siv-va; one new 
Shiva 

Shiva 
Shiva 
Shiva 
Shiva 

Argus 

New 
Shiva 
Shiva 
New 

New 
Shiva 
Shiva 
Shiva 
Shiva 

Fig. 2-21. Novette 
target-chamber model 
with selected diagnos
tics. Target chamber is 
1.6 m in diameter. 
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Fig. 2-22. The Novette 
target-chamber coordi
nate system. 

the room. Racks will be supplied with iso
lated clean power; instrument cooling 
within the racks will be independent of the 
diagnostic-room climate control. Isolated 
signal cableways will connect the room 
with both the target room and the base
ment. Isolated fiber-optic cableways will 

+V (North) 

+Z (E«tl < ' Loser 

+X (Down) 

Targvt insertion 

provide communication and trigger-signal 
paths to the control room and other parts of 
the data-acquisition system. 

We removed an Argus neutron time-nf-
flight water-barrier shield to free the space 
for vacuum-roughing equipment. This 
building at the northeast corner of the high 
bay will house three roughing modules ami 
six cryopump compressors. Four access 
holes were drilled through the wall into the 
target bay for roughing and cryo lines and 
for control cabling. 

Diagnostic Data Acquisition. Target-
diagnostic data acquisition on Novette will 
combine established system practices with 
new system concepts. For example, the 
target-diagnostic system wiil be grounded 
independent of other Novette diagnostic 
systems. Detectors will be isolated from 
their instruments, and ground loops will be 
prevented by the use of fiber-optic links to 
communicate between parts of the system. 

On the other hand, the digital data-
quisition system will be of Nova design 
d will differ significantly from the Argus 

Fig. 2-23. Many di
agnostics and target 
equipment locations 
have been chosen for 
Novette. The east laser 
beam is at the center 
of the plot. 

180 

Novette target chamber 
diagnostic status 

Laser light 
65 

X-ray 
52 

Neutron 
4 

Ion/plasma 
25 

Alpha particfe 
0 

Target equipment 
23 

Total 
169 

270 ?) 
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and Shiva systems. Digital data-acquisition 
will again be a CAMAC-based system rely
ing on existing front-end equipment: 
Tektronix R7912 transient digitizers, Le 
Croy 2249VV and LLNL-programmable 
charge integrators, programmable gain am
plifiers, calorimeter digitizers, and oscillo
scopes. Rgure 2-24 shows this system; a 
detailed description is given ir "Control 
Systems," later in this section. The digital 
data-acquisition system relies on a target-
svstems configuration stored and accessed 
by ORACLE, a commercial data-base sys
tem (the target chamber diagnostic plot 
shown in Rg. 2-23 was generated by 
ORACLE). 

We made provisions in the MOR to gen
erate three optical signals for target di-
agnosl' a trigger pulse, a fiducial pulse, 
and a 4u; probe pulse. Each as indepen
dent access to the laser bay. 

The Novette diagnostic triggering system 
will use the Shiva system hardware with 
minor modifications. In the MOR, we will 
receive a portion of the switrhed-out long-
or short-pulsed oscillator sigi al and trans
mit it to the diagnostic room via a fiber
optic cable. This optical signal will be de
tected, a delay will be added electronically 
to compensate for different propagation 
times, and the signal will b- regenerated. 

Trigger signals will be distributed via fiber
optic and transformer-isolated electrical 
cables. 

Optical and electrical timing fiducials that 
accurately represent the target-irradiation 2OJ 
pulse shape are required by several di
agnostics for picosecond timing measure
ments and for studies involving 
comparisons of waveshape variations. A 
plan for acquiring and recording these 2u> 
target-irradiation pulse-envelope signals at 
the correct time is under consideration; 
however, it will be extremely difficult be
cause of the geometry of the 2o; optical 
components. Alternatively, we are also con
sidering a plan for generating electrical 
fiducials using the trigger system as a 
source. 

Target Chamber. We have adapted the 
Shiva target chamber for Novette by rotat
ing its vertical axis to the horizontal and 
aligning the chamber eas; and west. We 
will remachine the diagnostic ports to cor
rect the misalignment caused by weld 
shrinkage when the Shiva chamber was 
fabricated. During the remachining process, 
• A new neutron LOS will be added. 
• Eight ports will be enlarged to accommo

date the new viewing optics and to pro
vide a port for an x-ray backlighting 
beam. 

One-way link Novette 
VAX 

One of 
control room 
displays 

Fig. 2-24. The architec
ture of Novette's data-
acquisition system. 
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Fig. 2-25. The Novette 
2u>-conversion-crystal 
array, focusing lenses, 
and vacuum system 
integrated with the 
modified Shiva target 
chamber. 

• The true angles of the diagnostics ports, 
relative to the three major axes, will be 
determined. 
The chamber, in this horizontal attitude, 

will be supported by 4 of the 10 gussets 
used on Shiva. However, cross bracing to 
the remaining gussets will redistribute the 
loads around the chamber and reinforce the 
bridge in the spaceframe. Welded supports 
have been fabricated out of 0.5- and 0.75-
in.-thick plates; with mating parts, these 
supports will gird the box steel of the 
spaceframe in four places. The supports 
have several screw-adjusting feet that will 
allow for x-y-z alignment of the chamber to 
the theoretical z-centerline position. 

Figure 2-25 shows the target chamber, in
cluding the sections for the vacuum pumps 
and the KDP frequency-conversion module. 
There are additional supports at the ends of 
the 47-in. extension spools—to couple to 
the chamber and the Nova lens 
positioners—and at the KDP module. Each 
spool houses a laser-diagnostic whole-beam 
calorimeter that can be inserted into the 
beamline, when required. 

The Nova focus-lens system will be used 
on Novette; this system is comprised of an 
f/4 doublet lens, with the first lens acting as 
the vacuum barrier. The lens package is be
ing designed to accommodate a full range 
of beam colors (red, green, and blue) with 
minimum disassembly. This requires an ax
ial translation of the lens doublet of 14 in. 
In addition, the second lens must be dis

placed and tilted relative to the first lens to 
direct the diagnostic beam (which reflects 
off the final uncoated surface) into the 
incident-beam diagnostic package. A de
tailed discussion of the lens and frequency-
conversion systems may be found in "Fre
quency Conversion and Target Conver
sion," later in this section. 

We will use the Shiva target-positioning 
system on Novette, but with target insertion 
oriented vertically instead of horizontally. 
We anticipate no adjustment problems with 
this change, so no hardware modifications 
will be needed." This system will accom
modate cryogenic targets using a new pylon 
now under design by target fabrication. 

The existing Shiva ijcal-control target-
positioning processor and software will be 
used with only a slight software modifica
tion. On Novette, the target viewers will no 
longer be orthogonal to the inserter (see 
Fig. 2-22). A software transformation of co
ordinates will allow the target to .track the 
viewer axes; this will ease the job of man
ually positioning the target. 

The target-positioning control system will 
operate only in a local mode at the front-
end processor, with additional pendant con
trols near the chamber and at the 22 X 
microscope. We will not integrate the 
target-positioning system into Novette's 
central controls because of the effort re
quired to install Novanet into the existing 
software. Thus, all target manipulations will 
be done from the target room. 
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Both Shiva target viewers will be in
stalled on the target chamber early in the 
activation phase to allow definition of 
target-chamber center. Viewer control will 
be via the Shiva local-control process^ 
used for the target inserter. 

Four new target viewers will become 
available for installation on the target 
chamber lat.T in the activation phase.32 We 
will adapt a Shiva stand-alone LSI-11 step
ping motor controller (B-processor) to drive 
the motors. Additional hardware panel con
trols will be provided for on-off functions, 
including ac power to TV cameras and illu
mination lasers. These panels will also pro
vide voltage-level setting for the liquid-
crystal cells that control the illumination-
source output for each viewer. 

The new viewer-control hardware system 
will be compatible with Nova-type 
stepping-motor controls; all cabling will be 
plug-compatible. This allows for future up
grading of this system with the enhanced 
Nova stepping motor controller (see "Con
trol Systems," later in this section); integra
tion into the Novette central control system 
will then be possible. 

Vacuum System. Three independent 
pumping sys*ems comprise the Novette 
vacuum system: two for evacuating the tar
get chamber, and an auxiliary system for di
agnostic preparation. The roughing pumps 
reside in a mechanical pump room at the 
east end of the target bay and are con
nected to the chamber and diagnostics via 
three 4-in. lines. Pressure in these lines will 
be about 1 Torr. High-vacuum pumpir.g in 
each subsystem will be provided by cryo 
and turbo pumps, with the base pressure 
expected to be approximately 10 '' Torr. 
Two independent cryo-turbo pairs will 
pump the target chamber, although cross
over roughing lines allow for operation of 
both when one rout ing module is down. 

The extension spools that couple the lens 
positioner to the chamber allow the turbo 
and cryo pumps to be directly coupled to 
the chamber system; the turbo pumps are 
suspended beneath and the cryo pumps are 
positioned on top. Our pumping rate is ex
pected to be 5000 litre/s; with the dose-
coupled arrangement just described, we will 
exceed the Shiva pumping capacity, even 
with the tripling of the chamber volume 
due to :he spools. The roughing modules 
for this system will come from Shiva; the 

8-in. turbos come from Argus; the 12-in. 
cryos were purchased as test pumps for 
Nova. Six cryo compressors will also be 
housed in the pump room; these compres
sors will provide sufficient capacity for ini
tial and future cryo pumping needs. A 
quadrupole mass spectrometer, in conjunc
tion with one of the turbo pumps, will be 
used for leak checking. 

Nova vacuum controls with hardware 
control panels will be used. All valves will 
incorporate either a microswitch or an air-
pressure switch to provide status signals for 
the control system. For a more detailed dis
cussion of vacuum-system controls, see 
"Control Systems," later in this section. 
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Nova 

Introduction 

The Nova laser is a large Ndiglass system 
that is currently under construction. When 
complete, Nova will be the primary laser-
driven inertial-confinement fusion (ICF) ex
perimental facility in the mid-1980s, 
providing the next logica1 increase in laser 
energy over the 10-kJ Shiva system. The 
primary programmatic objective for Nova is 
demonstrating the ignition of thermonuclear 
burn—a crucial step tow ard the cemonstra-
tion of feasible laser-driven inertial fusion. 
Nova's energy levels and proposed wave
length flexibility will allow us to improve 
our understanding of the absorption mecha
nisms and implosion processes of ICF phys
ics. Nova will alco enable us to define 
target physics for more advanced laser 
drivers now under development. 

Nova was originally authorized by Con
gress, at $195 million, as a 20-beam system 
operating at 1.05 jum and producing 200 to 
300 kj. Phase 1 of the Nova project involves 
construction of a 59 000-ft2 office building, 
construction of a 115 000-ft" laboratory 
building, and installation of a 10-beam 
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Nd:glass laser system adjacent to the exist
ing Shiva facility (see Fig. 2-26). Nova's 
Phase I operating criteria proposed to the 
Department of Energy (DOE) are: 
• Energy of 80 to 120 kj in 3-ns pulses at 

1.05 Mm. 
• Energy of 50 to 80 kj, with frequency con

version to the second harmonic (2w 
= 0.53 /im). 

• Energy of 40 to 70 kj, with frequency con
version to the third harmonic (3u> 
= 0.35 /am). 

During Phase II, the remaining 10 Nova 
beams are to be installed in the Shiva 
building. The full Nova complement of 20 
beams will be brought to an integrated tar
get chamber in two opposed clusters of 10 
beams each (Fig. 2-27). 

Nova's cost and completion date are de
pendent upon available funding levels in 
fiscal years 1982 through 1984. Entering 
FY 1982, we were authorized by DOE at a 
cumulative total of $104 million. The Con
gress has passed a bill authorizing an addi
tional $37.5 million for FY 1982, although 
the Office of Management and Budget and 
DOE have not yet released these funds. 
Should these funds be released in a timely 
manner, Phase I of Nova can be completed 
in FY 1984 for a total cost of $176 million, if 
• The scope of the project is modified to in

clude wavelength conversion. 

• The remaining funds for completion 
($34.5 million) are authorized in FY 1983. 
As 1981 began, we had received permis

sion from the DOE Assistant Secretary for 
Defense Projects to proceed with the full 
Nova project: a 20-beam system that in
cludes wavelength conversion to 2a; and 3a'. 
Before we could implement this configura
tion, however, an Energy Systems Acqui
sition Advisory Board (ESAAB) had to 
affirm the 1980 DOE decision. With the 
changing administration and new DOE per
sonnel, the ESAAB hearing originally 
scheduled in December 1980, and subse
quently rescheduled several times, did not 
occur. 

Although full Nova remains an option, 
events since 1980 dictate that Phases 1 and 
II be accomplished serial' • Whether Phase 
II is built depends on the funding situation 
for Nova, which is unclear as we enter cal
endar year 1982. We are currently autho
rized to obligate $108 million to Nova 
through FY 1982; however, the Congress 
has recommended that this appropriation 
be extended to $141,5 million in accordance 
with full-Nova funding plans. We have 
generated a plan for Nova construction tha1 

encompasses serial Phase I-Phase II imple
mentation with both 2« and 3u capability, 
and we are proceeding with this plan pend 
ing more definitive direction. 
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Current Status. In june of 1981, we be

gan to execute our Nova Phase I procure
ment plans. Included in these procurements 
were options for the full-Nova materials 
quantities; these options expire early in 
1982. We also envisioned, and began in ear
nest to plan and construct, a two-beam 
Nova prototype system, called Novette, 
consisting of two Nova arms. (Novette is 
described in detfi;! earlier in this section.) 
Novette vvhi. , .ncludes wavelength con
version, to 0.53 jim, will be completed in late 
1982. We have continued with plans and 
designs for com erting both Phase I and tull 
Nova to 2u.' and 3ui, using operating funds 
to procure long-lead-time items such as 
large harmonic-conversion KDP crystals. In 
anticipation of implementing frequency 
conversion on Nova, we conducted a semi
annual review on September 24, 1981, for 
representative! from the DOE Office of In-
ertial Fusion ana from the DOE San Fran
cisco Office. 

As calendar year 1981 closed, we had 
placed orders for all of the optical compo
nents (including phosphate laser glass) for 
10 Nova beams. We have also ordered the 
target chamber. The laboratory and office 
buildings are both virtually complete, and 
we expect to take occupancy in 1982 (see 

"Conventional Facilities," later in this sec
tion). The Argus laser system he 3 been shut 
down, allowing construction of the Novette 
system to get under way. The Shiva laser 
system has also been shut down to provide 
laser and target-chamber hardware for 
Novette. 

During 1981, we made progress in vari
ous aspects of our laser engineering effort. 
Through a continuation of the formalized 
design-review process begun in 1980 (see 
"Project Management Systems," later in this 
section), we have solidified our Nova sub
system and component criteria. In addition, 
we have started testing prototype compo
nents and subsystems in the power-
conditioning and controls test facilities. 
These evaluations are aimed at 
• Achieving higher-fiuence damage thresh

olds on production-component surfaces 
(see "Damage Studies" in Section 7). 

• Demonstrating a working, system-
compatible plasma shutter for protection 
of the laser chain against target back-
reflections (see "Plasma Shutter" in 
Section 7). 

The remaining laser subsystems are in vari
ous stages of final design and procurement 
activities, as described in the following arti
cles. Altogether, a total of $33 million in 
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Fig. 2-28. The Nova 
target chamber and 
some of the major 
diagnostics 
instrumentation. 

laser-related contracts was awarded in 1981. 
Figure 2-28 is an artist's rendering of the 

Nova target chamber. The west beams are 
equally spaced on the surface of a cone 
whose vertex is at the target. These beams 
are opposed by the east beams so that east 
and west beams radiate through a coordi
nate system centered at the target. Figure 
2-28 is illustrative of the full 20-beam sys
tem; for 10 beams, alternate openings 
would be missing, although beams would 
still be opposed in pairs. The initial (base
line) choice of cone angle is 100°, and the 
focusing length is 3 m. This configuration 
will allow for a full complement of experi
mental and diagnostic instruments, some of 
which are shown in Fig. 2-28. The Nova 
target chamber is discussed in detail in 
"Target Systems," later in this section. In 
experiments with the Argus laser system, 
we have demonstrated that, by using the 
nonlinear optical properties of potassium 

dihydrogen phosphate (KDP) crystals, we 
can double or triple the frequency of the 
basic 1.05-Mm wavelength from high-power 
Ndrglass lasers with conversion efficiencies 
exceeding 70%. Since shorter wavelengths 
are much more favorable for the physics of 
1CF laser-target interactions, we arc plar • 
ning to implement frequency conversion in 
the Nova system. If this plan is approved 
by DOE, we will able to focus - 8 0 k) of 
green (0.53 nm) light - —70 k) of blue 
(0.35 Aim) light onto laser-fusion targets with 
10 Nova beams. We have designed the 
Nova frequency-conversion schenv in some 
detail (see "Frequency Conversion ai.d Tar
get Focus," later in this section). 

It is possible that advanced Nova targets 
will require higher-energy pulses of longer 
duration than those presently envisioned. 
Additionally, future experiments on Nova 
call for temporally shaped pulses that will 
require additional amplifiers with reserves 
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of both power and energy. In anticipation 
of these requirements, we have allocated 
space within the Nova baseline chain lay
out for additional amplifiers in both the 
penultimate 31.5-cm-amplifier stage and the 
final 46-cm-amplifier stage. There is also 
space in the laser bay for additional (but 
smaller) amplifier chainr, as adjuncts for ex
tended target diagnostics. 

Sumtnary. The tirst phase of the Nova 
project is well under way. The buildings are 
more than 90% complete, the laser is in the 
final detail-design phase, and most of the 
long-lead-time laser components have been 
ordered. Our calculations indicate that the 
Nova laser system will perform at the up
per end of the predicted performance range. 
We are preparing to incorporate frequency 
conversion ;o 2u and 3u> into the laser sys
tem as part of Phase II, which is still subject 
to DOE approval at this time. 

Authors: R. O. Godwin and W. W. 
Simmons 

Nova System Design and 
Performance 

Design Considerations. We ha\ e designed 
the Nova laser system with master-
oscillator, power-amplifier (MOPA) architec
ture. A laser pulse of controlled temporal 
shape is first generated by the oscillator, 
then preamplified, and then split into 20 
beams (10 beams in Phase I). After travers
ing an adjustable optical-delay path (used 
to synchronize the arrival of the various 
beams at the target), the pulse enters the 
amplifier chain. This chain consists of 
• A rod amplifier and several disk ampli

fiers to increase the pulse power and 
energy. 

• Spatial filters to maintain the spatial 
smoothness of the beam profile while ex
panding its diameter. 

• Isolators (Faraday rotators and Pockels 
cells) to prevent the entire laser from 
breaking spontaneously into oscillations 
that could drain its stored energy and 
damage the target prematurely. 

• A plasma shutter located at the focus of 
if the last spatial filter to protect the laser 

chain from target back-reflectiun. 

A schematic layout of the entire chain is 
shown in Fig. 2-29. Fluence and energy 
along the chain were calculated with the 
SNOBOL code, at a maximum on-target en
ergy of 15.6 kj for one beam. 

The beam is collimated between spatial 
filters; thus, each of the components in a 
particular section has the same diameter. In 
the 4.0-cm-diam section, the amplifier is a 
single glass rod, and the isolator is an 
electro-optic Pockels-cell crystal placed be
tween crossed polarizers. This cell operates 
as a fast (10 ns) optical gate, preventing 
interchain oscillations and, at the same 
time, reducing unwanted amplified sponta
neous emission (ASE) to tolerable levels. 
ASE is radiation at the laser wavelength, 
amplified by passage through the chain, 
that can strike and damage the target before 
the laser pulse arrives. We anticipate reus
ing the Pockels cells from Shiva on Nova. 
In all larger-diameter sections, the ampli
fiers consist of face-pumped disks set at 
Brewster's angle to the passing beam, i i 
Fig. 2-29, we summarize the energy-stoi ge 
and gain characteristics of the various Nova 
amplifiers. 

We have optimally designed our spatial 
filters to provide entrance-lens-to-entrance-
lens imaging. Thus, a smooth beam-
intensity profile is projected along the 
chain, and energy extraction by the laser 
pulse is maximized. Figure 2-29 shows the 
maximum energy output, fluence, energy, 
and energy extraction along the .arious 
chain portions for 3ns operation. 

When the pulse exits from the final 
beam-expanding spatial filter, it has been 
amplified to an energy level of 10 to 15 kj, 
and its diameter is 74 cm. Turning mirrors 
direct the beam to the target chamber, 
where focusing lenses concentrate it on the 
target. The first of the turning mirrors is 
partially transparent, allowing approxi
mately 2% of the pulse to enter the output-
sensor package. This diagnostic unit senses 
and reports on the alignment status, energy 
and power, spatial quality, and other 
characteristics of the beam. A plasma shut
ter located at the focal position of the final 
spatial filter protects the laser by preventing 
light reflected from the target from reaching 
the laser amplifiers. In the absence of this 
protection, such light would travel back 
down the chain (being amplified in the 
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process) and might destroy some of the op
tical components. 

Neutral-Solution Processing. The 
fluence (energy per unit area) at which opti
cal components suffer damage has been the 
subject of intense investigation and im
provement. In each section of the Nova 
laser chains, the beam is amplified to near 
the lens-damage threshold for maximum 
energy output at a specified pulse duration. 
This "isofluence" design maximizes the en
ergy output per unit cost while keeping the 
chain, as a whole, below the component-
damage limit. 

Perhaps the most exciting development 
during 1981 was the demonstration that 
neutral-solution (NS) processing of the sur
faces of conventional silicate glasses could 
yield surfaces with both very low reflectiv
ity and high damage thresholds. The NS 
processing technology, developed by Schott 
Optical Company, supplants previous 
developmental anti-reflective (AR) technol
ogies based upon special phase-separable 
g.asses, as discussed in the 1980 Laser Pro
gram Annual Report.™ Our tests with NS 
processing during the year have given us 
high confidence that 
• The NS process is controllable; it can be 

applied to lens surfaces without substan
tially affecting their figure and wavefront 
quality. 

• The damage threshold of NS-processed 
components is characteristic of that for 
"bare" surfaces (referred to in previous 
Laser Program Annual Reports as the "B"-
level damage fluence) and may, in fact, be 
higher. 

• Damage thresholds of NS-processed com
ponents appear to have a square-root-of-
time dependence, as illustrated in Fig. 
2-30. For the data in this figure, we mea
sured the front and back surfaces of two 
samples of freshly cleaned, NS-processed 
BK-7 (the straight line is included for 
reference). 

• NS processing can yield surface 
reflectivities less than 0.1% at a single 
wavelength (1.05 jim, for the spatial filter 
lenses within the amplifier chain). 

Implementation of NS processing has sub
stantially influenced performance projec
tions for the baseline Nova chain. As 
shown in Fig. 2-31, NS processing repre
sents an improvement of ~ 10% in laser 

performance at 1 (im. The lower curves rep
resent "B"-fluence damage limits with un
related spatial-filter e: ranee lenses; the 
upper Turves show improved performanre, 
at the same damage limits, when the Fres-
nel losses of these lenses are eliminated by 
NS processing (discussed further in the fol
lowing article). 

Baseline Chain Layout. The layout . f 
one Nova baseline chain is shown in Fig. 
2-32. In general architecture, this layout re
sembles the chain layout presented in pre
vious Laser Program Annual Reports. The 
significant changes are twofold. First, the 
thickness of the 20.8-mm-diam amplifier 
disks has been increased (from 25 to 
30 mm), giving increased energy perfor
mance at 1 ns. Second, the spatial-filter 
lenses are now NS-processed BK-7 rather 
than uncoated lenses; with this change, the 
Fresnel reflection losses at each surface are 
reduced from ~-4% to near zero. 

We have taken ghost foci into account in 
laying out the baseline chain, locating com
ponents near spatial filters to avoid the 
occurrence of such foci within any glass 
material. Also, the entrance lenses of the 
spatial filters are of meniscus design to help 
minimize the effect of ghost foci. 

Baseline Performance at 1.05 nm. Full-
system simulations using our comprehen
sive modeling code, MALAPROP, have 
resulted in the performance profiles shown 
in Fig. 2-33. This figure gives plots of peak 
and mean beam fluence, as a function of 
distance along the chain, for several pulse 
durations spanning the range of interest to 
Nova design. Locations of the spatial-filter 
lenses are indicated by the "bowties" at the 
top of the figure. On-target energy for the 
indicated pulse duration is inset. "B"-
fluence thresholds for AR-coated target 
lenses and NS-processed spatial-filter lenses 
are shown as dashed lines. Average beam 
fluences are represented by dots. In each 
case, the calculations were done at that per
formance level representing the onset of 
damage to the most susceptible component; 
except at 1 ns, this component is the target-
focusing lens system. 

At the shortest pulse durations, we ob
served significant growth of the peak-to-
average ratio throughout the beam-
transport space between the final spatial ' 
filter and the target-focusing optics. This is 
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a manifestation of self-focusing attnbuted to 
the nonlinear index of the glass in the laser 
chain and to the nitrogen in the 50-m air 
path through which the beam is passing. 

As the pulse duration increases, beam in

tensity decreases and this nonlinear effect 
dies away. At the longest pulse duration 
(3 ns), the chain is running near "isoflu-
ence" conditions, and the beam extracts 
50% of the stored energy in the final 46-cm 
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large-aperture frequency conversion. Vari
ous aspects of this development are re-

ing them with new instruments for special 
ized measurements. The Novette control 

" ) • ' 

a manifestation of self-focusing attnbuted to 
the nonlinear index of the glass in the laser 
chain and to the nitrogen in the 50-m air 
path through which the beam is passing. 

As the pulse duration increases, beam in

tensity decreases and this nonlinear effect 
dies away. At the longest pulse duration 
{3 ns), the chain is running near "isoflu-
ence" conditions, and the beam extracts 
50% of the stored energy in the final 46-cm 
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amplifier. When damage fluence levels ,v. 
the target lens become higher, we can ad-i 
additional amplifiers in the final stages u-
reach still higher energy outputs. 

Our baseline-chain performance estim.-.i 

Nova 

are summarized in Fig. 2-34, which illus
trate i the "safe" performance region for one 

• l i chain. If the beam were perfectly 
rth spatially, and if it filled 70% of the 
able amplifier aperture, the laser could 

Fig. 2-29. Nova chain-
component param
eters, amplifier 
characteristics, and el
ement performance 
for a 3-ns pulse under 
isofluence conditions. 

A/V Spatial filter ]WW Spatial frlU"- W\A N ^ ^ > < C K Spatial filter 

If 
9.2 

'03 

2.9 

0.94 

!l I I II II 
15 

199 

1.7 1.63 

0.99 1.0 0.99 

183 

1.61 

0.92 

559 

2.97 

0.95 

15 20,8 

554 548 

4.89 2.32 

0.99 1.0 

20.8 

_....,. 
73 

.!..!! 
0.89 

20.8 

898 

2.48 

20.8 

1556 

4.29 

20.8 

2447 

6.76 

0.97 

20.8 31.5 

2423 2398 

11.0 4.44 

0.99 1.0 0.99 

31.5 

2326 

4.40 

0.9B 

7.4 

5.07 

4.2 2.3 2.3 

3.06 1.90 1.73 1.57 

6 

0.2 

0.1161 

2.2 [ 

2.4 

0.14 f 

0.53 0.77 0.77 

0.077 

3.C 3.2 

3.0 3.0 

0.28 0.39 

I V V ^ m i i OG— 
Spatial filter 

£ r l 

46 

:SR4 

6 / 

46 

'40 

5.66 

0.97 

1.93 

1.46 

0.062 

3.2 

13820 

46 

18040 

46 

17860 17510 

E 3 E HE 
74 

16985 16305 

J_ 
4.3 

0.38 

7.79 

0.97 

1.93 

1.38 

4.1 

0.062 

3.2 

4.3 

0.46 

10.2 

0.97 

1.93 

1.31 

4.1 

0.062 

3.2 

4.3 

0.51 

16.70 

0.99 0.99 

5.93 

0.99 0.96 

ill 

(-) 

n m 
15880 

5.41 

0.96 (-) 

2-33 



Nova 
Suiiace-
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'>r pulse 
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I n; 2-11. Nova single-
ih,iin maximum 
(>m\er'energy perfor-
rnamv nvti a putee-
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Pig. 2-32. Schematic of 
the Nova optical lay
out, including 
11 vq uencv-converting 
M")!' .irravs. 

25 

= 15 

S 10 

6i 5 

< With rwutrat-wlulion-procHMd 
"B"-flu«ict tpntial-filttr l«nwt 

With uncotttd "B"-fliitnct 
•pHM-fllttr l imn 

100 ps 300 pi 1 ns 3 ns 
Pulse width 

10 ns 

be operated at points indicated along the 
upper curve. However, small component 
imperfections introduce modulation on the 
beam. Thus, to avoid component damage, 
the laser can only be operated at or below 
the lower performance curve, which is de
termined by dividing the upper curve by 
the computed peak/average ratio. 

Frequency-Conversion Considerations. 
Based on extensive analysis and experimen
tation during 1981, we have determined 
that 
• Frequency or wavelength conversion 

should be accomplished as close as practi
cal to the target-focusing system (i.e., at 
the 74-cm clear aperture). 

• Conversion to either 2w or 3w can be ac
complished with a single complex crystal 
array (see "Frequency Conversion," later 
in this section). 

« Type II KDP crystals in 3 X 3 arrays are 
optimal for conversion to 2OJ and 3u>, 
given the current state of the art in solu
tion crystal growing (see the following 
article). 

• Precision diamond turning is the preferred 
finishing technique for preparing KDP 
surfaces to better than ± 30-^rad angular 
tolerance and to better than ±1.0jum of 
crystal-to-crystal thickness variations. 
These considerations and others have led 

to the proposed frequency-conversion/ 

[A ] N-cm-aperture amplifiers 

IX Spatial filters 

W Faraday isolators 

^ Mirrors 

001 Focus lens, window, debris shield 

II Frequency-conversion crystal array 
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target-focusing subsystem configuration il
lustrated in Fig. 2-35. In the figure, the aux
iliary alignment optics (the cross hair and 
retroreflector near the technician) are shown 
pulled out of the beamline. An insertable 
dichroic absorber plate is placed between 
the frequency-conversion array and the 
target-focusing lenses. Some of the features 
relevant to this baseline subsystem are de
scribed in the following paragraphs. 

Performance analysis of self-focusing has 
shown that the system output at 2w and 3&> 
is B-limited, insofar as power is concerned, 
at a B of about 2.5 rad, counting only fused 
silica and beam dumps. Figure 2-36 indi
cates the nonlinear intensity growth with B 
of modulation on the propagating 2a>/3oi 
beam. The computations were performed 
with the MALAPROP propagation code for 
a fused-silica path length of 21 cm, which is 
typical of the Nova optical train following 
the frequency-conversion array. Source 
terms for this calculation were multiple 
obscurations of 200-jjm diameter. Various 
component-damage regimes are indicated; 
the component most prone to damage is 
the final-focusing lens. Nova operation at a 
B-integral of 2.2 will produce the power lev
els shown in the box insert. Note that oper
ation at a B-integral of 3 will produce 
damage tracks in the lenses and will also 
destroy the surfaces. 

The performance analysis described 
above gives the performance curve shown 
in Kg. 2-37 for the assumed nonlinear-
index values of silica at 2a (1.2 X 10~ 1 3 

esu) and 3u (1.5 X 10 ~ 1 3 esu). Note in the 
figure that power is limited by B-integral ef
fects below 1 ns for 2« and below 2 ns for 
3<o. Intensive efforts are underway to mea
sure the nonlinear index of silica early next 
year (see "Basic Research in Optical Materi
als" in Section 7). 

To minimize the B-integral, we have cho
sen a doublet f/4 focusing-lens configura
tion. The first of these lenses also serves as 
the target-chamber vacuum barrier. The fi
nal surface will be left uncoated to provide 
a backward-traveling sample of the 
frequency-converted beam to the output 
sensor package. The results of extensive 
ghost-focus analysis have located the 
frequency-converting KDP array and the 

4 | | ' I ' 

jo.r«r 
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8.7 rad 

Fig. 2-33. Performance 
profiles of one Nova 
chain for four pulse 
durations. 

40 80 120 160 
Dlatanca along chain (m) 

Fig. 2-34. Performance 
at 1.05 Mm should not 
result in damage to 
optical components in 
the power/energy do
main below the 
maximum-
performance line. 
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Fig. 2-35. Artist's ren
dering of the KDP 
Nova frequency-
conversion array and 
target-focusing lenses. 

Fig. 2-36. Growth of 
spatial modulation 
(self-focusing) in the 
near field as a func
tion of the B-integral. 

100 

B-intagral (rad) 

beam dump between 1.4 and 1.5 m up
stream from the focusing lenses. 

Finally, fused silica (to be used for the ar
ray output window and the target-focusing 
lenses) remains the only identified material 
that does not solarize under intense 0.35-Mm 
(3u) radiation. 

Author: W. W. Simmons 

Optical Components 

The Nova laser-fusion facility is probably 
the largest precision optical project ever un
dertaken. The following statistics illustrate 
the scale of the 20-beam optics for the 
Nova laser project 
»2000 major optical components. 
• 4000 litres of laser glass. 
• 2000 litres of fused silica. 
• 20 000 litres of borosilicate glass. 
e 300 litres of crystals. 
• 400 m 2 of optical-quality surfaces. 
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• 200 m 2 of optical thin-film coating. 
• Maximum component diameter of 1.1 m. 
• Maximum component weight of 380 kg. 
• Average flux on components of 3 X 109 

W/cm2 at 1 ns. 
• Average optical-surface accuracy of 

0.06 Mm. 
During design and construction of the 

Nova laser system, the LLNL optics group 
has had enormous coopei .ition and support 
from the optical industry in researching aid 
developing new optical materials, fabrica
tion techniques, and coatings. Together, we 
have successfully applied several new 
developments in these three areas, 
including 
• Large-scale melting of phosphate laser 

glass. 
• Monolithic edge-claddings for laser disks. 
• Continuous melting of borosilicate glass. 
• Precision flat-lapping machines. 
• Damage-resistant thin-film high-

reflectance coatings. 
• Anti-reflective (AR) leached surfaces. 
• Large KDP crystals. 
• Diamond-turning of KDP. 
• Large-sized filter glasses. 
Due to the new requirements for 2w and 3w 
generation, we have also enlisted industrial 
support for continued development of fused 
silica of the quality, size, and volume neces
sary tor Nova. 

The optical technologies for the Nova 
laser can be divided into three categories: 
materials, optical surfacing and figuring, 
and coatings (including thin-film evaporated 
coatings and newly developed techniques 
for producing integral AR coatings). Each of 
these categories are discussed in detail be
low. The overall technology tree for Nova 
optics is shown in Fig. 2-38. 

Advances in Material Technology. Scal
ing up previous technologies has provided 
many of the major challenges and achieve
ments in optical materials in the past year. 
In some cases, we have scaled up existing 
technologies by as much as an order of 
magnitude. At the same time, we have 
pressed on with the development of essen
tially new processes and technology. 

Phosphate laser glass of the type used for 
Nova was developed for, and has been 
used in recent years by, the University of 
Rochester, Osaka University, and others. 
The largest disks in these systems are about 

1.05 urn 

Energy per chain (kJ i 

2 litres in volume and have surface dimen
sions of approximately 20 X 40 cm. Most of 
the laser glass in Nova, however, resides in 
disks of ~ 8 litres in volume with surface 
dimensions of ~30 X 60 cm. When fin
ished, these large disks must have an opti
cal homogeneity within \/6 at a wavelength 
of 0.63 /an and a stress birefringence within 
0.5 nm per cm. The major manufacturers for 
the laser glass for Nova are Hoya Optics 
U.S.A. in Fremont, Calif, ana Schott Opti
cal Glass in Duryea, Pa. Kigre Corp. of To
ledo, Ohio, will be manufacturing some of 
the smaller disks. 

At the beginning of 1981, there were sev
eral major technical problems with phos
phate laser glass that had to be solved by 
the glass companies 
• Maintaining a long fluorescent lifetime by 

keeping water out of the glass. 
• Finding a laser-disk edge-cladding that 

can survive the severe environment 
within the amplifier cavity. 

» Producing glass with high optical homo
geneity in the very large sizes required for 
Nova. 

The most difficult problem in the largest 
disks has been cladding the disk with a 
glass thut absorbs at 1.05 /im; this is neces
sary to prevent depumping of the disk itself 

Fig. 2-3",. Power/ 
energy performance 
limits at lu, 2u>, and 
3w for one Nova 
chain. 
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Fig. 2-38. Technology 
flow used for Nova 
optics. 
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by unwanted parasitic laser oscillations 
within the disk. Within the Nova amplifiers, 
claddings will be subjected to large ther
mally generated stresses from exposure to 
very high flashlamp intensities and also 
from the absorption of a large fraction of 
the stored energy in the disk. 

The glass companies were successfr1 in 
developing monolithic claddings that have 
not been damaged in our amplifier tests. 
Basically, the cladding is phosphate glass 
that has been copper-doped to absorb 
1.05 Mm. The composition of this cladding 
glass is adjusted to match two specific 
characteristics of the laser glass 
• First, the cladding glass must match the 

index of refraction of the laser glass to 
minimize reflectivity at the interface of the 
two glasses. 

• Second, both glasses must have the same 
thermal expansion, from the annealing 
point to room temperature, to avoid resid
ual stress that would make the cladding 
glass unusable. 

To produce the monolithic claddings, the 
cladding is poured around the edge of an
nealed and shaped laser disks. The compos
ite part is then fine-annealed and ground to 
its final shape. 

This year, we have received edge-cladded 
laser disks of ever)' size, except the 46-cm 
split disks. The finishers have already com

pleted several disks, which we will use in 
Novette. The wavefront quality of these 
disks meets our specification that distortion 
be less than X/6 at 0.63 fim within the speci
fied clear aperture, as shown in Fig. 2-39. 
However, we find that the monolithic edge-
cladding process doe? '.ntroduce a 
wavefront "roll-off" next to the interface of 
the cladding and laser glass. The roll-off 
effect does not appear to encroach on the 
specified clear aperture, but we will con
tinue to monitor it in production disks. 

In recent years, Schott Optical Glass has 
made advances in the manufacture of mas
sive melts of borosilicate glass (BK-7), and 
these advances have played a significant 
role in making Nova a cost-effective laser. 
For example, Nova includes 98 massive 
mirrors, some of which have very high ho
mogeneity because of transmission require
ments for diagnostics. In addition, all 20 
laser chains include two BK-7 lens blanks 
having a clear aperture of 77 cm; these 
lenses are the output spatial filter lens and 
the diagnostic objective lens. The BK-7 glass 
for the first 10 beams is all poured, and 
many of the components are already com
plete. The borosilicate for all these compo
nents came from one large continuous melt. 

One of the more remarkable achieve
ments of 1981 was the increased size of 
solution-grown KDP crystals. Up to about 
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seven years ago, the biggest crystals of KDP 
and KD*P (a slower-growing, deuterated 
form of KDP) were about 2.5 cm in diame
ter. For the Shiva laser, we required 5-cm-
diam KD*P for Pockels cells; we have 
begun developing 10-cm-diam KD*P for the 
Pockels cells on Nova. 

With the advent of plans to implement 
frequency-doubling on Nova, we began to 
work with the glass manufacturers to in
crease the size of crystal boules And to de
termine optimum potential sizes for crystal 
arrays for Nova's 74-cm output apertures. 
We decided to start with 15-cm-square (i.e., 
15 X 15 cm) KDP crystals in a 5 X 5 array 
for the first one or two beams, and then to 
proceed with 3 X 3 arrays using 27-cm-
square crystals (see "Frequency Conver
sion," earlier in this section). 

We have received a total of 35 15-cm-
square plates from Interactive Radiation in 
Northvale, N. J., and Cleveland Crystals in 
Cleveland, Ohio; we are finishing them. 
Figure 2-40 shows the good optical quality 
of a 15-cm-square KDP crystal. These two 
companies have also harvested the first 
three boules large enough to yield our first 
27-cm-square crystals; Fig. 2-41 compares 
the first of these boules with a boule typical 
of those obtainable five years ago. 

KDP crystals grow on a seed placed in a 
supersaturated solution of KDP salt. Along 

with Lasermetrics in Englewood, N. J., both 
Interactive Radiation and Cleveland Crys
tals are working on an LLNL-funded pro
gram to increase the size, quality, and 
quantity of seeds for KDP production. They 
have grown about 35 seeds with outside di
mensions greater than 30 CTI and are grow
ing over 50 more such seeds to provide 
sufficient KDP for doubling the Nova fun
damental frequency. 

One of the primary factors limiting the 
availability of large crystals is their slow 
growth rate: 1 to 2 mm per day. For in
stance, a crystal boule 3C cm wide on a side 
takes 9 to 12 months to grow. This slow 
growth rate is both a risk and a cost 

A Fig. 2-39. Interfero-
gram of a finished 
31.5-cm phosphate 
laser disk. 

Fig. 2-40. Interfero-
gram (double pass at 
0.63 txm) through 
2-cm-thick, 15-cm-
aperture KDP crystal. 
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Fig. 2-41. The very 
large crystal at left is 
the first boule of a 27-
cirt-square KDP crys
tal for frequency 
conversion of Nova. 

liability. We are, therefore, working with 
North American Philips Laboratories of 
Briarcliff Manor, N. Y., to further develop a 
system that has the potential of increasing 
the growth rate of KDP by a factor of 2 to 4. 

The supersaturation of the KDP solution 
must be maintained while the crystal grows. 
The most common growth process main
tains supersaturation by lowering the solu
tion temperature. The alternative is to 
recharge the growth solution while holding 
it at a constant temperature. Philips has 
grown approximately eight 5-cm KDP 
boules at growth rates of up to 6.3 mm per 
day in its 100-litre system. We find that the 
optical quality of the Philips crystals is ex
cellent and that the laser damage in the 
bulk is average (see "Damage Studies" in 
Section 7). Philips is continuing to refine its 
system and will begin growing 15-cm crys
tals in 1982. 

Another area o f cirrent development is in 
massive, high-homogeneity fused silica for 
the output windows of the crystal array 

and for the focusing-lens doublet. It appears 
that fused silica is the only material so far 
identified that performs well at high ener
gies at the third- harmonic wavelength 
(0.35 iim). For this reason, we are working 
with Coming Glass in Canton, N. Y., and 
with Hereaus-Amersil in Hanau, Germany, 
to establish acceptable quality levels and to 
determine production parameters for Nova's 
fused-silica components. Corning and 
Hereaus-Amersil will supply us with 80-cm-
diam test blanks in 1982. 

In 1981, H.oya Optics delivered three 60-
cm-diam pieces of the filter glass that we 
will use in 2w experiments to absorb 1-jim 
light and transmit 0.5-Mm light. Two pieces 
have good optical homogeneity, and 
Eastman-Kodak, Rochester, N. Y, is now 
finishing them for Novette. 

Advances in Optical Fabrication. To 
fabricate numerous high-precision optical 
components within reasonable cost and 
schedule constraints, it was necessary to do 
a great deal of planning and facility con
struction with the finishing companies. 
Those efforts are described in the following 
paragraphs. Much of our collaborative 
optical-fabrication efforts had to do with op
tical surfaces. From the the point of view of 
optical manufacturing, there are three basic 
types of surfaces 
• Spherical and aspherical surfaces on 

lenses. 
• Flat surfaces on polarizers, windows, and 

laser glass. 
• Surfaces on KDP crystals, which, although 

flat, have very special alignment 
requirements. 
Each Nova beam contains several lenses, 

the largest of which are those used for the 
80-cm-diam spatial filter, the target-focusing 
system, and the diagnostic objective lens. 
The spatial-filter lenses, with ratios of diam
eter to focal length of about 20, have 
asphericities of ~ 3 nm; these asphericities 
are figured into spherically polished sur
faces. Figure 2-42 shows an output spatial-
filter lens being inspected by the 
manufacturer; the interferogram of the same 
lens, Fig. 2-43, demonstrates its wavefront 
quality. The aspheric focusing lens is a dou
blet with three spherical surfaces and one 
aspheric surface of about 50-^m deviation 
from the best-fit sphere. The diagnostic 
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objective is a single-component f/2 lens 
whose aspheric surface has a 1-mm devi
ation from a spherical surface. 

For aspherics as steep as these, the mod
ern method is to generate precisely the de
sired asphericity into the surface prior to 
polishing, using numerically controlled ma
chines. The polishing is then done with the 
aid of motor-driven flexible laps that are 
also controlled numerically, using interfero-
metric data as feedback. The steep aspherics 
are being manufactured by Tinsley Labora
tories in Berkeley, Calif., and Eastman-
Kodak in Rochester, N. Y, both of whom 
have built special machines for the Nova 
project. Perkin-Elmer Corp. of Norwalk, 
Conn., is manufacturing the spatial-filter 
lenses through the 50-cm size. 

In 1981, Eastman-Kodak and the Zygo 
Corp. of Middlefield, Conn., completed con
struction of our large lapping machines 
(Figs. 2-44 and 2-45) at their facilities. The 
Eastman-Kodak machine measures 4.1 m in 
diameter, and the Zygo machine measures 
3.6 m in diameter; both machines are now 
producing Nova lenses. Each machine has 
associated with it an 80-cm-aperture Fizeau 
interferometer for the frequent checking of 
parts during the manufacturing process. 
These interferometers are located adjacent 
to the machines and kept at the same 
temperature. 

One of the newer technologies used in 
optical fabrication is single-point diamond-
turning. This technology is used very effec
tively on metal mirrors of certain types and 
on plastics, but most glasses do not ma
chine well. KDP is much softer than glass, 
however, and experiments at LLNL showed 
that diamond-turning is a feasible approach 
to machining it. 

Diamond-turning is especially attractive 
for KDP because KDP surfaces must be pre
cisely oriented to the internal crystal struc
ture so that the optimum phase-matching 
angle for each crystal is obtained when the 
crystals are assembled in a coplanar array. 
Another requirement for the KDP crystal ar
ray is very tight thickness control. Both 
these requirements make diamond-turning 
of KDP much more efficient than conven
tional polishing. 

The KDP diamond-turning technology 
developed at LLNL (see "Frequency Con-

* Fig. 2-42. An 80-cm-
diam Nova spatial-
fitter lens in a test 
fixture. 

_ftft#l«ll«»ll l * W * » * « * * • ' 

Interferogram of 80-cm-aperture Nova spatial-
filter lens. (Dcuble pass at 0.63-jtm wavelength 
Tinsley Laboratories.) 

version," earlier in this section) has proved 
to be so effective that the crystal vertex™*! 
are building diamond-turning machines for 
the prefinishing of their crystals; prefimsh-
ing requires less accuracy, but diamond-
turning lends itself to the the process very 

Fig. 2-43. Interfero
gram (double pass at 
0.63 urn) of the lens 
shown in Fig. 2-42. 
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effectively. At present, we are performing 
the final diamond-turning at LLNL, but we 
expect that one or more commercial ven
dors will participate as production 
accelerates. 

Advances in Coatings and AR Surfaces. 
There are three basic kinds of thin-film di
electric coatings for optical components 
• High-reflection coatings for mirrors. 
• AR films on the air/glass surfaces of the 

Fig. 2-44. The 4.1-m-
diam flat-lapping ma
chine at Eastman-
Kodak. 

Fig. 2-45. The 3.6-m-
diam flat-lapping ma
chine at Zygo Corp. 
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— ~ " Fig. 2-46. The large 

lens-coating chamber 
at Spectra-Physics. 

Fig. 2-47. The large 
lens-coating chamber 
at Optical Coating 
Laboratories. 
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Fig. 2-48. Reflectance 
and transmittance 
photometer for mea
suring coating charac
teristics on large 
optical components 
(up to 109 cm diam 
and weighing up to 
380 kg). 

Nova wavelength-separation filters. 
• Polarizing filter coatings used in conjunc

tion with Pockels cells and rotator glass. 
In 1981, Spectra-Physics in Mountain 

View, Calif., and Optical Coating Labora
tories in Santa Rosa, Calif., began operation 
of LLNL-funded coating chambers. The 2.4-
X 2.9-m (96- X 114-in.) chamber at 
Spectra-Physics (Fig. 2-46) is cryogenically 
pumped—a unique feature in the coating 
industry. We believe that the employment 
of a cryopump will keep the vacuum coater 
free from oil contamination, which may im
prove the coating's resistance to laser-
caused damage. 

Optical Coating Laboratories has done 
two test studies in our 3-m (120-in.) cham
ber located in their laboratory (Fig. 2-47). 
They deposited 1.05-MITI reflective coatings 
on 94- and 109-cm-diam BK-7 parts and 
found coating variations of 0.5 and 1.5%, 

respectively. Their test coatings met or ex
ceeded the assigned goals for all criteria. In 
the second test series, they successfully de
posited AR coatings and partially transmit
ting, high-reflection coatings designed to 
function at 1.05, 0.53, and 0.35 tan. The test 
coatings contained layers of zirconia and sil
ica, instead of the common combination of 
titania and silica, because titania absorbs at 
0.35 urn. 

The absolute reflectance, transmittance, 
and spatial uniformity of these coatings are 
now being measured on a specialized scan
ning photometer (Fig. 2-48) designed and 
built by LLNL and Optical Coating Labs. 
The photometer operates av 1.06, 0.53, and 
0.35 nm to simulate closely the funda
mental, second, and third harmonics of the 
Nova laser. The optic element is scanned 
on a large x-y carriage while reflectance or 
transmittance data are taken continuously. 
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The system is controlled by an LSI 11/23 
computer that processes the data and then 
prints out the results as hard copy or stores 
them on a memory disk The detectors are 
temperature-controlled to within ±0.1°C, 
which aids in achieving an absolute accu
racy of ±0.1 to 0.5% for full-scale opera
tion, depending on the operating point. The 
photometer is capable of scanning a large 
(1-m diam) optical element in 20 to 30 min. 

tor AR surfaces, we will use a neutral-
solution leaching process (see the previous 
article) that produces a low-density surface 
with a refractive-index gradient. Leached 
glass surfaces with AR properties are a new, 
promising development for high-power 
laser optics. LLNL's interest in these sur
faces was stimulated by our measurements 
of their high laser-damage thresholds (a 
median of about 12 J/cm2 for 1.06-/am oper
ation with 1-ns pulses), which are higher 
than those for thin-film dielectric coatings 
by a factor of 2. 

Along with the glass companies, we have 
studied two techniques for producing AR 
glass surfaces. One of these is based on the 
selective dissolution of one phase of a two-
phase glass. This glass is produced by heat
ing borosilicate glass to a temperature 
above the glass transformation point, which 
results in separation of the glass in borate-
rich and silica-rich phases. Examples of this 
glass type are supplied by Hoya Optics as 
ARG-2 and by Schott as BK-3PS. Treated 
surfaces have less than 0.2% reflectivity 
over the full visible and infrared spectral re
gions, which indicates that a gradient-index 
surface has been made. 

The primary drawback of phase-

separated g'.ass is the large amount of bulk 
scattering loss due to Rayleigh scattering 
from the heterogeneous glass. This scatter
ing is small in the infrared spectrum, but 
the scattering increases as X*4 into the ul
traviolet spectrum, in which bulk-loss coef
ficients of 0.01 co 0.02 c m - 1 are typical. In 
addition to the high scattering at short 
wavelengths, we also found it difficult to 
maintain a precision optical surface during 
the etching process, which resulted in a 
degradation of the optical figure. 

In an effort to overcome these problems 
with phase-separated glasses, Schott investi
gated neutral-solution etching of BK-7 sur
faces, a process previously studied by 
Schroeder.34 Schott's studies found that the 
surface reflectivity of neurral-solution-
etched BK-7 is not as wavelength-
independent as the surface reflectivity of 
phase-separated glass (Fig. 2-49). When 
used in conjunction with a single-frequency 
laser, however, this wavelength dependence 
is not a disadvantage. We also found that 
the laser-damage threshold of etched boro
silicate surfaces is comparable to or exceeds 

400 600 800 1000 
Wwdtngth (nm) 

1200 

Fig. 2-49. Reflectivity 
of BK-7 surfaces 
treated with the 
Schott neutral-
solution process. 

Fig. 2-50. Jnterfero-
grams of a 20-cm-
diam Shiva window 
taken (at before, and 
(b) after the neutral-
solution treatment. 
(Source: Schott Optical 
Glass, Inc.) 
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Fig. 2-51. Reflectivity 
of flat silver-plated re-
Hectors for Nova box 
amplifiers. 

the damage threshold of uncoated surfaces 
and was at least twice that .of thin-film 
coatings (see "Damage Studies" in 
Section 7). 

Finally, the neutral-solution leaching pro
cess did not change the optical figure of the 
component; this is illustrated in Fig. 2-50, 
which shows interferograms of a 20-cm-
diam window taken before and after treat
ment. The peak-to-valley wavefront 
distortion at 1.06 tan was 0.046 before leach
ing and 0.1 after leaching. We shall employ 
this treatment for all of Nova's spatial-filter 
lenses and windows, and we are planning a 
treatment facility al LLNL to process optics 
up to 1 m in diameter. 

Author: S. E. Stokowski 

Major Contributors: N. Thomas, F. T. 
Marchi, G. R. Wirtenson, and E. P. 
Wallerstein 

Mechanical Systems 

During 1981, we made progress with a 
number of mechanical systems; here, we re
port developments with laser amplifiers and 
mirrors, the spaceframe, the cleaning and 
assembly of components, and the nitrogen 
cooling system. These systems and hard
ware were described in the 1980 Laser Pro
gram Annual Report^; our engineering effort 
this year has been directed primarily toward 
final detail design, assembly, and fabrica
tion methods and facilities. 

Amplifiers. There are three types of am
plifiers in each Nova laser chain. The small
est amplifier, located at the beginning of the 
chain, is a rod amplifier with a clear aper-

&£0 040 0.90 0.80 1.00 
•' Wavtongm (Mm) 

1.20 ; 

ture of 5 cm. Next come the round-disk am
plifiers, which have apertures of 10 and 
15 cm. Finally, the largest amplifiers—box-
disk amplifiers—have apertures of 20.8, 
31.5, and 46 cm. 

There are 14 amplifiers in each of the 10 
(Phase I) or 20 (Phase II) laser chains of 
Nova. The detailed designs for all ampli
fiers are complete, and all the Phase I am
plifiers are in fabrication. The disk holders 
and reflectors are made of nickel, using the 
electroforming process, and are then silver-
plated. 

Higher reflectivity makes amplifiers more 
efficient. The flat reflectors in the top and 
bottom of Nova amplifiers are made of 
plated stainless steel, the surface of which is 
mill-finished to a 4-jiin.-finish surface. We 
achieve a 4-jttin. finish on the more 
complex-shaped reflectors (the crenulated 
flashlamp reflectors and elliptical disk hold
ers) by machining the electroforming tool
ing from which the parts are made. Silver is 
then deposited on both flat and complex re
flectors at a thickness of 0.0005 to 0.0007 in., 
using a super-bright silver solution. 

To ensure maximum reflectivity, we must 
maintain strict and sensitive control of the 
plating-tank temperature and use 
micrometre-sized filters. We do not polish 
the reflectors after they are silver-plated, 
both to avoid surface contamination and 
because polishing does not always improve 
reflectivity. Our measurements of the flat 
reflectors show a reflectivity of ~90% at 
wavelengths above 500 nm (Fig. 2-51). Sim
ilar measurements of the crenulated reflec
tors show a reflectivity of ~86%. 

SpacerVames. Spaceframes serve as stable 
supports for all components in the laser 
system. Figure 2-52 shows the locations and 
relative sizes of the principal spaceframe 
structures 
• Optical components in the master oscil

lator room (located in the basement) are 
supported on a single frame of table 
height. 

• The frames located in the east and west 
laser bays support the much larger optical 
components that make up Nova's laser 
beamlines. 

• Individual frames in the switchyard sup
port turning mirrors and diagnostic 
equipment. ( 

• The remaining frame, located in the target 
room, supports the target chamber and 
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the final turning mirrors, which direct the 
laser beams from the switchyard into the 
target chamber. 
All frames are constructed using 6-in.-

square (i.e., 6 X 6 in.) tubing for the main 
columns and beam members; diagonal 
bracing members are constructed of 4-in.-
square tubing for ease of fabrication. The 
Nova spaceframes are tied to the Nova lab 
building with strategically located seismic 
anchors, from which the frame can ther
mally expand on roller-bearing supports. 

All frames are designed to be dynami
cally stable while accommodating conve
nient maintenance and utility access to 
components. The stability of laser-bearing 
spaceframes is measured in the deflection of 
the laser beams due to ground vibration. 
We performed computer analyses to estab
lish the dynamic response of each frame 
both to ground vibrations measured at the 
Nova site and to LLNL design-basis seismic 
loadings. The calculated beam deflections 
we obtained indicated that our final designs 

for Nova's various spaceframes are accept
able. Table 2-5 itemizes the maximum 
translations and rotations we calculated for 
each final frame design used in the stability 
assessment. 

We used modal analyses of the frames to 
determine the influence of frame-member 
size and location and to explore variations 
in the restraint conditions of frame supports 
and anchors. Table 2-6 itemizes the first 
three modal frequencies calculated for each 
final frame design. 

The master-oscillator support frame con
sists of accessible table-height "islands" tied 
together structurally below a raised floor. 

Frame locution 
Tranilation 

(cm) 
Rotation 
(jurad) 

Muter oadllator room 
Uatrtwy 
Switchyard 

Mirror frarfc 
DtagnoKki frame* 

Target dumber 

±0.24 
±4,48 

±4.31 

±3.6(1 

±0.15 
±0.69 

±0.70 

±0.88 

*AnalyaU of '<w final design is in progress, 

Table 2-5. Calculated 
maximum deforma
tion of Nova 
spaceframes due to 
ground vibrations. 

Fig. 2-52. Plan and 
elevation views of the 
Nova spaceframes. 
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Table 2-6. Modal fre
quencies of Nova 
spaceframes. 

Nova 
The islands support laser hardware on sur
faces composed of plate steel and a com
mercial honeycomb table top. A seismic 
anchor is located near the middle of the 
frame; roller-bearing supports are located in 
the periphery of the frame base. 

First mode Second mode Third mode 
Frame location (Hz) (Hz) (Hi) 

Master oscillator room 19.40 24.80 30.30 
Laser bay 6.90 7.02 7.26 
Switchyard 

Mirror frame 
Diagnostic frame" 

Targe! chamber 

6.79 

3.36 

7.28 

5.05 

7.74 

5.15 

"Analysis of the final design is in progress. 

Fig. 2-53. An artist's 
rendering of a Nova 
burning mirror 
mounted in its three-
legged gimbal for tiit 
adjustment. 

Each laser-bay spaceframe is 192 ft long, 
27.5 ft high, and 10 ft wide. Diagonal brac
ing is provided at mid-height along the 
length of both sides to give the frame longi
tudinal stability. For lateral stability, diag
onal bracing is provided in the lateral plane 
at 20-ft intervals along the length of the 
frame. Additional in-plane diagonal bracing 
is provided at three levels. Two seismic an
chors are located near the center of each 
laser-bay spaceframe, and linear roller-
bearing supports are spaced along the 
frame at 20-ft intervals. 

The switchyard support frames (for the 
turning mirrors and diagnostic equipment) 
are designed to be used in either a 10- or 
20-beam laser system, with different ori-
enUliuns for each system. All frames are 
seismically anchored to the floor at multiple 
support points, since thermal expansion is 
not a major concern with small frames. The 
switchyard spaceframes are dynamically 
stable, with rotation of the turning mirrors 
being particularly important. The maximum 
anticipated mirror rotation is 0.4 jirad, with 
the deformations given in .'able 2-5. 

The target-chamber frame consists of a 
beam-grid base structure and a large upper 
structure supporting the target chamber and 
mirrors. The c erall target-chamber 
spaceframe measures 62 ft high, 71 ft long, 
and 47 ft wide. The base structure is later
ally secured to the building walls and verti
cally supported by diagonally braced 
columns. The upper scructure is anchored to 
the base structure and to four points below 
the centrally located target chamber; the up
per structure can thermally expand from 
these points on roller-bearings located be
tween the upper and base structures. Lat
eral stability of the upper structure is 
provided by diagonal bracing and by the 
overall geometric shape of he east and 
west ends of the frame. 

Mirror Assemblies. The Nova target 
chamber, located in a room separate from 
the laser room, is approximately 180 ft from 
the output end of each laser beam. Turning 
mirrors are used to direct the beams the rest 
of the way to the target; for a 10-beam sys
tem, nine of the beams need four mirrors 
and one uses six mirrors. Construction of 
the Nova mirror assemblies has begun, and 
we expect the first deliveries in April 1982. ., 

Four different-sized mirror mounts (one 
of which uses two different bezel sizes) are 
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required to accommodate the five different 
mirror sizes on Nova. Each mirror-mount 
bezel is attached to the mounting plate at 
three points 120° from each other (Fig. 
2-53). Two of the three supports are linear 
actuators that provide angular adjustment 
by varying their length; the third support is 
a hinge. These supports are connected by a 
spherical rod end bearing at the bezel and 
by hinges at the other end. Each mount has 
an angular resolution of 0.5 lurad/step 
through a total range of ± 17 mrad. The 
square mounting plates are attached to the 
spaceframe using kinematic mounts; adjust
ments in x and y are achieved by relative 
motion of the square plates. In the figure, 
the gimbal is shown in a transport cart. 

Clean Room and Associated Hardware. 
The Nova clean room is an adaptation of 
the class-100 Shiva clean room. This facility, 
with an area of 335 m 2 (Fig. 2-54), has been 
extensively updated to accommodate the 
large box amplifiers to be installed on Nova 
and Novette. The Nova clean room has a 
vertical air flow with an air velocity of 
about 30 m/min; high-efficiency particulate 
air (HEPA) filters are mounted overhead. 

The Nova clean room will initially pro-

t~'l n / 

cess a total of 305 Nova amplifiers. These 
large box amplifiers are now too large and 
expensive, and their cleanline level too 
critical, to allow them to be .embled by 
hand. (Tests by Milcm et al lave shown 
the relationship between ck an optics and 
laser-induced damage.36) The most critical 
optical elements in Nova amplifiers are the 
neodymium-doped phosphate glass disks. 
These optical components are subjected to 
both the incoming beam energy and the 
energy associated wit! the various arrays of 
xenon flashlamps lor ited inside the ampli
fiers. The combined iluence of the 
flashlamps and beams can rapidly heat or 
evaporate contaminants such as dirt or film 
on the glass surface. This process may 
cause either loca lzed melting or large local 
stresses in the f^ass surface. Repeated stress 
of this kind can cause fragments of glass to 
actually break out of the glass disk, become 
contaminants themselves, and escalate the 
destructive process even further. 

The cost of the largest Nova disks now 
approaches $50 000 each; we have, there
fore, designed special handling equipment 
and techniques for cleaning, assembling, 
and inspecting the disks and any other 

Fig. 2-54. The Nova 
class 100 clean room 
layout, including 
preclean room and 
flashlamp-assembly 
and test room. 
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Fig. 2-55. A 20.8-cm 
amplifier disk in the 
spin-cleaning 
machine. 

amplifier components that could contami
nate them. The old drag-and-wipe method 
of cleaning optical components has been re
placed by a spin-cleaning machine that 
cleans the largest optics in 4 to 5 nun (com
pared to approximately one hour using the 
old technique). The spin-cleaning method 
(Fig. 2-55) has the added advantage of per
mitting optical elements to be handled with 
a fixture instead of a hand. 

In the spin-cleaning room, optical compo
nents are washed with a solution of dis
tilled water and soap containing 30% 
alcohol, rinsed with distilled water, loaded 
into the spin cleaner where the glass is ro
tated at a circumferential speed of 
280 m/min, and again rinsed with distilled 
water. The spinning dries the surfaces in 
about 60 s after the final rinse. The spin 
cleaner can handle optics weigiiing up to 
27 kg, including the Nova 46-cm split disks 
(larger optics must be cleaned by hand). 

Once the disk has been cleaned, the han
dling fixture is used to lift the disk from the 
spin cleaner and onto a specially designed 
clean-assembly cart. The disk is sealed in a 
reflective housing, tilted 90° on the cart, 
and transported to an amplifier assembly 
station. After assembly, the amplifier is 
lifted by a clean crane into its final resting 
place: the Nova amplifier housing 

The housings—and all other metal com
ponents that make up the Nova 
amplifiers—will normally be given a 
precleaning in a room adjoining the clean 
room. Once the housing surfaces have been 
scrubbed with various cleaning solvents and 
are free of foreign particles and oil films, 

they are transported by cart to the Nova 
clean room. Once inside the clean room, the 
carts roll the amplifier components into a 
custom-made high-pressure spray booth. 

This large spray booth uses the same 
cleaning principle as the smaller Shiva 
spray booth. A cleaning solvent 
(trichlorotrifluoroethana) is sprayed at 
6.9 MPa (1000 psi) through spray nozzlt-s 
centimetres away from the components. 
This high-pressure spray can remove in ex
cess of 99.9% of particles 5 ium and larger in 
a matter of seconds. After spraying, the sol
vent is recycled through filters and a dis
tiller to maintain the maximum level of 
cleanliness. As with the Shiva spray booth, 
we will verify cleanliness by examining a 
membrane filter located in the solvent re
turn line. 

The silver-coated reflectors in Nova am
plifiers require special attention. Once the 
silver surfaces have been cleaned of foreign 
particles, they are moved to a cleaning area 
where the silver is given a low-pressure 
spray of thiourea solution. After the silver 
tarnish is removed, the silver-coated reflec
tors are ultracleaned like the metal 
components. 

Xenon flashlamps also require special at
tention. First, all flashlamp assemblies are 
thoroughly cleaned in the spray booth and 
assembled on flashlamp-assembly carts. 
They are then transported to an adjoining 
room, where the flashlamps are tested us
ing 30 kV of electricity in a special nitrogen-
filled enclosure. After passing this test, the 
flashlamp assemblies are transported back 
to the clean room and given a final high-
pressure spraying. The flashlamps are next 
transported to the amplifier assembly sta
tion and loaded into the amplifiers by one 
of two clean cranes. 

The amplifier assembly sequence is not 
complete until all components have been 
inspected. Since the assembly of optical ele
ments could cause wavefront distortion or 
strain birefringence, our inspection equip
ment includes a combined interferometer 
and polariscope located in the east corner of 
the clean room. 

Assembly. There are three categories of 
assembly for Nova and Novette laser-chain 
components 
• Components (such as disk amplifiers) that 

are irradiated by laser and flashlamp 
energy. 
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• Components (such as spatial filters, turn
ing mirrors, isolators, rotators, and focus
ing optics) that are irradiated by laser 
energy only. 

• Components that touch or are adjacent to 
components in the first two categories. 

The class 100 assembly of highly sensitive 
disk amplifiers (the first category) is dis
cussed above. Although components in the 
second category are not as sensitive as disk 
amplifiers, they are exposed to the 
laser-beam fluence and, thus, require class 
1000 assembly conditions. Components that 
touch Nova optics, such as bezels or 
mounting hardware, must be cleaned and 
assembled in a manner consistent with the 
cleanliness of the optic. Components that 
are near optics but nof in contact with them 

can be assembled under class 10 000 to class 
100000 clean conditions. 

We will be assembling optical compo
nents in the Shiva high bay, which rou
tinely operates as a class 10 000 clean room. 
Along with the assembly equipment, we are 
installing equipment for cleaning both op
tics and metal parts; the assembly-handling 
fixtures have been designed for clean opera
tion. Figure 2-56 illustrates two methods of 
handling a 31.5-cm Faraday rotator-
polarizer; Fig. 2-57 shows the cleaning and 
assembly sequence for a large fuming 
mirror. 

Nova Nitrogen Cooling System. The 
Nova nitrogen cooling system is used to 
cool laser components between shots: the 
system is designed to provide quick cooling 

Lifting 
fixture 

Fig. 2-56. A crane and 
transport cart for han
dl ing large Faraday 
rotators. 

Transport 
cart 

2-51 



Nova 
Fig. 2-57. Cleaning 
and assembly se
quence for large turn
ing mirrors. 

Installation on 
space frame 

Receiving mirror 
(or assembly 

Polishing the glass 

Bezel 
assembly 

Completed 
Bezel 
assembly 

at reasonable cost. In the larger amplifiers, 
nitrogen enters the disk cavity and 
flashlamp cavity through a plenum input. 
Gas for the flashlamp cavity on the 46-cm 

amplifier is manifolded in series, as shown 
in Fig. 2-58. Three 46-cm amplifiers are 
placed in series on the spaceframe and 
close-coupled, so that they function as one 

2-52 



Nova 

30 in. 

Fig. 2-58. Three 4. -cm 
box amplifiers 
mounted in series on 
the Nova spaceframe. 

Junction box 

30 In. Lamp-cable 
shroud 

Nova 46-sm amplifier 

-Flashlamp cooling manifold 

-Pump cavity cooling manifold 

-Spaceframe 

Fig. 2-59. Preliminary 
design for the Nova 
nitrogen-gas cooling 
system. (See p. 2-54.) 

amplifier with six disks. The space between 
disks in the Nova amplifiers is approxi
mately 2 in., and the space between disks of 
adjacent amplifiers is approximately 4 in. 

Nova laser components are larger than 
those previously used on Shiva; thus, they 
require higher nitrogen flow rates to 
achieve even moderate cooling periods. Ac
cording to calculations presented in the 
1980 Laser Program Annua! Report?7 each 
Nova laser chain requires a continuous ni
trogen flow rate of 500 cfm to cool in a pe
riod of four hours. To accomplish quicker 
cooling in a cost-effective manner, we have 
investigated two main options: recirculation 
of the nitrogen gas to reduce operation 
costs, and use of a stepped-temperature 
scheme to reduce the cooling period. 

Recirculation of nitrogen gas requires 
three components 
• A clean recirculation blower. 
• A chiller unit for thermally reconditioning 

the gas. 
• A low-pressure-loss piping and filtration 

system. 
During 1981, we investigated various com
ponents and preliminary designs to evaluate 
both the feasibility and effectiveness of a 
recirculation system based on these 
elements. 

After considering a number of options, 
we found acceptable a "Roots"-type blower 
with externally housed bearing supports for 

Components 

the lobe shafts. The chiller unit is required 
to compensate for adiabatic compression in 
the blower and for heat extracted from the 
laser components; we identified a unit of 
reasonable size that fits easily into the Nova 

2-53 



Nova 

Hg. 2-60. _ayout of 
the Nova energy-
storage system. 

nitrogen-supply system. Our preliminary 
design of a piping and filtration system (Fig. 
2-59) was found to require reasonable 
blower power (55 hp) at a total pressure 
loss of 1 psi, calculated for the high-flow 
cooling condition mentioned above. Based 
on these developments, we will implement 
a nitrogen-recirculation system on Nova. 

The stepped-temperature scheme we in
vestigated uses a stepped change in the ni
trogen gas temperature to achieve improved 
convective heat-transfer in the laser compo
nents. The gas temperature is lowered dur
ing the first cooling phases to increase the 
difference in temperature between the com
ponent surfaces and the gas; then, at a 
predetermined system-temperature condi
tion, the gas temperature is increased to the 
desired equilibrium level for the final cool
ing phase. For the full Nova system, we cal
culated that a stepped-temperature system 
can reduce the anticipated cooling time of 
four hours to just two hours. Although we 
must c 'nduct experiments to confirm this 
effect, we plan to install on Nova the addi
tional chiller unit required for the stepped-
temperature scheme. 

Authors: C. A. Hurley, F. A. Frick, H. L. 
Julien, C. R. McKee, A. Martos, and 
H. G. Pafton 

Power Systems and Energy Storage 

During 1981, we refined designs, completed 
drawings, and began procurements for 

Nova. We revised our earlier designs to in
crease reliability and ease of maintenance. 
After extensive testing, we adjusted our 
procurements to select components (particu
larly resistors and ignitrons) of higher qual
ity. We have also extended the use of fiber 
optics to further isolate the pulsed-power 
system from the control system. 

Safety is an area of particular importance 
for power systems and energy storage. We 
have expended much effort to ensure that 
Nova's hazardous pulsed-power system will 
be safe for both personnel and equipment. 
For example, we have designed an exten
sive interlock system that integrates electri
cal, laser, and radiation safety; this interlock 
safety system will be prototyped on 
Novette. 

During the past year, the basic flashlamp 
circuit has been refined, and we have 
staged and laid out the entire Nova pulsed-
power system. Almost all components to be 
used on Nova—including a fiber-optic-
connected, computer-driven control sys
tem— have been tested in our megajoule 
test facility. We have tested techniques for 
driving Pockels cells, and we are receiving 
the MVA power supplies for the Nova ca
pacitor bank. 

Figure 2-60 illustrates the layout of the 
Nova energy-storage system. The Nova 
power bank is comprised of capacitors total
ing 100 MJ. The capacitor bank for Phase I 
of Nova is housed in 16 rows, each 53 ft 
long, comprised of steel shelving and cir
cuits stacked seven high on each side of the 
aisle. Each circuit stores from 18 to 50 kj of 

- Nova Phase II 
pulsed-power substation 

Nova Phase I substation 

i- Power supplies 
' and distribution 

- Power supplies 
and distribution 

Energy-: torage I 
bank 
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energy, depending on the load requirement. 
At the end of each row of circuits is a 
switch control rack that contains up to five 
circuits along with computer-interface and 
diagnostic circuitry. 

Each circuit is packaged in a module with 
its own pulse-forming network and its own 
vacuum-formed plastic tray that provides 
25 kV of isolation between the rack and the 
circuit common. The rack is set on 
insulators and tied to ground through a 
1-kfl resistor. Each circuit also has its own 
safety-dump resistor. The dump circuits are 
mounted on a vertical channel adjacent to 
the capacitor circuit (shown in Fig. 2-61); 
this vertical channel has up to seven dump 
circuits on it. 

To develop a system of known reliability, 
we constructed a 1-MJ test bank and put 
4000 cycles on it using prototype Nova cir
cuitry. Based on these tests, we have or
dered parts for the first phase of Nova (10 
beams). Power-conditioning staging for 
both phases of Nova is summarized in 
Table 2-7. 

Capacitor Circuit. A photograph of the 
basic flashlamp circuit is shown in Fig. 2-61; 
a schematic is given in Fig. 2-62. The loca
tion of the spark gap in this circuit repre
sents a major change from previous 
designs. For Nova, the spark gap will be lo
cated across the inductor and flashlamp 
combination; previously the spark gap was 
placed only across the inductor. 

Relocation of the spark gap resulted from 
unusual failures in the Shiva capacitor bank 
that caused flarhlamps to break. We deter
mined that, during certain transients, the 
spark gaps were flashing over while the ca
pacitors were still mostly charged, allowing 
the capacitors to discharge themselves into 
the flashlamps without being limited by the 
inductor. The increased current density and 
shortened pulse lengths caused the 
flashlamps to explode. Typically, all the cir
cuits on a given switch would experience 
flashlamp failure. 

For Nova, circuits operating with a 
flashlamp load will be connected as shown 
in Fig. 2-62. If, under transient conditions, 
••he spark gaps should flash over, the capac
itors will discharge through the spark gaps 
into a 5-fi resistor, and the energy stored in 
he inductors will be dissipated into both 

the 5-fi resistor and the flashlamp. The re
sistor size of 5 fi represents a compromise 

among various factors; we require the resis
tor to provide resistance that is 
• Large enough to limit the capacitor 

current. 
• Small enough to limit the voltage across 

the inductor. 
• Sufficiently different from the flashlamp 

impedance so that the lamp-circuit di
agnostic circuit can discern whether the 
flashlamp or the dummy load (the 5-Si re
sistor) is connected. 

The 5-Q resistor can also serve more than 
one function. We can employ it either as a 
dummy load, with the select switch in the 
alternate position, or as a surge-limiting re
sistor, with the select switch positioned as 
shown in Fig. 2-62. 

Test Program. Before installing certain 
components in the test bank, we put them 
through separate test programs to establish 
their performance characteristics. The high-
density capacitors were tested in this way; 

Fig. 2-61. The !»<"'• 
Nova energy-storage 
module. 
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Table 2-7. Power-
conditioning staging 

/ / , 
* Q-ifmimnot Aadu^qr fl 

for Nova. / / , -'' ptrdKUit date Jfcwnr • 

Component No Qroult \t Bawgr U m p . • w> ' 0*» •W* Switches 

ftradav rotator 22 22 48MSJ* _ MM ' . « -* f- 3MK 3 
(Mem) 
Kinder nMor 
(150 a s ) 

» t» ' JMMW -
c-3 

- 2ktM 4 

Faraday rotator 
(20.8 cm) 

20 100 400Wkj — 200 — 4kVK 8 

Esraday rotator 
(313 cm) 

20 '' 80 3 3*0-3 kj — 200 — 4VVX1 8 

Rod ampbfkr 
(3 8 cm) 
Ampkner (9.4 cm) 

28 28 1176-3 W 1*8-19 in* 203 450 3kVA 6 Rod ampbfkr 
(3 8 cm) 
Ampkner (9.4 cm) 40 320 5760-3 kj , 640-44 In. 87 430 2MW 20 
AmpWier(15.0cm) 30 249 4328-3 k) 480-44 in. 87 ,450 1 MVA 20 
Amplifkr(20.8cm) SO 480 12M6-12JkJ 9MM4m. 104 '' 450 2 MVA •P ! 
AmpK8er(315cm) 8 800 XUX-125 kj W0C -44 in. 156 650 4 MVA 40 
AmpBB»r(46X)cm) 6 t 960 36000-12^14 4800-19 in. 156 450 4 MVA 60,. 
PILC 
Total 

~"~ . 14 . .. C4-3kI 
\ 3TO i7B*S-SkJ 

— t: JS 
•i 

2kVA 14 PILC 
Total 

~"~ . 14 . .. C4-3kI 
\ 3TO i7B*S-SkJ 4968-19 m. 

JS 
•i 

2kVA 
iJB 

4 000-5 k) 
7800042,5 kj 

3680-44 lit. , 
l i : ' 

1:2 MVA 

• ! : 

"The 3-, 5-, and 125-UJ flguret IncSca'i the enagy per capacitor, 
'The 19- and 44-in. figure* indicate the MM of the flaahlamps. 1 

Fig. 2-62. Schematic of 
a basic Nova circuit. 
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the test program is described elsewhere.'58-" 
The high-power resistors also required a 
separate test program. On Shiva, the high-
power resistors had the highesi failure rate 
of any component. Consequently, we 
screened the products of over 20 vendors 
and performed extensive tests to find cost-
effective resistors to be used as dummy 
loads and dumps on Nova. 

Dummy loads are used as alternate loads 
for testing the enetgy-storage system; 
dumps are resistors used to absorb energy 
left in the capacitors after a shot. Dump re
sistors are rated at 1000 Q to give a 
resistance-capacitance (RC) time-constant 
that is long enough to allow the mechanical 

dump mechanism to 'eact and to keep the 
current low. Dump resistors must be capa
ble of absorbing up to 200 kj in a single 
shot under fault conditions. The dummy 
load is rated at 5 fl and has similar energy 
requirements. 

Our experience in modeling and testing 
circuits has shown that normal operating 
levels in the bank are exceeded by large 
margins in fault conditions; to prevenc 
propagation of fault damage, components 
must be very conservatively rated. We iden
tified two vendors whose products meet our 
needs: The Carborundum Co., and Allen ( 
Bradley, Ltd. We performed tests on their 
products that extended the data well 
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beyond the Nova operating point, and we 
identified explosion energies for each com
ponent in the high-power circuit. We have 
placed orders with Allen Bradley, Ltd., for 
dummy loads and dump resistors for 
Phase I of Nova; Fig. 2-63 shows dummy 
load and dump resistors in a typical circuit 
installation. 

Ignitron Switches. The Nova energy-
storage system uses ignitrons for the switch 
element; we have taken a number of steps 
to ensure their reliable operation. The most 
troublesome aspect of iguitrcns in a large-
population system like Nova is their pro
pensity to prefire. We now buy ignitrons 
that meet a specified maximum pretire rate 
under incoming test conditions. In addition, 
the cathode of each tube is water-cooled to 
16 to 18°C, and the anode is heated to 
50 °C. In the past, anode heating was ac
complished by heat lamps. On Nova, we 
will use direct-contact heaters pov/ered by 
isolation transformers; this reduces power 
consumpiion from 500 W per tube to 26 W. 
In addition, to prevent prefire, two ignitrons 
are placed in series in each switch, and a 
voltage divider is used to equalize tube 
voltage (Fig. 2-64). We also perform periodic 
high-potting to 25 kV ac to check the condi
tion of each tube. 

To detect and localize any prefire that 
might occur, we place a voltage monitor in 
each switch r rck. This monitor is fiber
optic-coupled to the control system; if 
prefire occurs, the event is immediately rec
ognized and remedied. We have taken simi
lar steps to diagnose and respond to ignitor 
failure in ignitrous. On Nova, both ignitors 
on each tube are fired on each shot, and 
current transformers monitor each one. This 
trigger information is fiber-optic-coupled to 
the control system so that failures can be 
localized and repaired quickly. A large 
current-transformer is used to monitor the 
main switch current as well, so that each 
switch is fully diagnosed. 

On Nova, we will use 200 dual size-D ig
nitron switches. An integral number of am
plifiers must be connected to individual 
switches to prevent partial firing of—and 
possible damage to—an amplifier's 
flashlamps. The switches are staged so that 
individual beamlines may be fired indepen
dently. The subassemblies for these 
switches are all designed, and long-lead-
time orders have been placed. We will soon 

order ignitors for qualification to our new 
specification. 

Nova Power Supplies. To achieve ade
quate capacitor-bank lifetime, the Nova 
bank must be charged within 30 s. This re
quires that we apply 25 to 30 MVA of dc 
power to the bank. We will use small 
Shiva-type 100-kVA supplies to charge the 
modules for the rod amplifiers and rotators, 
but most of the bank will be charged by 12 
substation-sized power supplies (plus one 
spare) located in the substation areas out
side the Nova laboratory building. For 
Phase I of Nova, we have ordered seven of 
these large units from Aydin Engineering of 
Palo Alto, Calif. The first unit has been 

Fig. 2-63. A dummv 
load and dump resis
tor in .1 lvnic.il Viva 
cirruil a m . ; i r . tmn. 

Fig. 2-64. An ignitron 
switch assembled for 
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thoroughly tested and has over 3000 charge 
cycles on it; four of the remaining six units 
were delivered this year. 

We have designed new control hardware 
for the 100-kVA power supplies, including a 
new phase controller, new silicon-
controlled rectifier (SCR) gate-driver cards, 
and new isolation amplifiers. The new 
phase-controller module provides higher 
reliability and performance and requires no 
calibration. This is accomplished using a 
phase-locked loop, a precise analog-to-
digital converter, and digital logic. We de
signed new SCR gate-driver cards to elimi
nate a noise problem we experienced with 
our earlier design. We proved this year that 
noise within the supply could turn on the 
gate drivers erroneously; the new cards 
eliminate this problem. 

Our new isolation amplifiers achieve 
high-voltage isolation through a fiber-optic 
link. A voltage-to-frequency converter at 
the output-voltage divider transmits an op
tical puise train having a frequency that is a 
linear function of the output voltage. This 
pulse train is sent to the isolation-amplifier 
module via fiber-optic cable. The module 
converts the pulse train to a voltage that is 
a linear function of the pulse frequency. 
The total system, converting voltage to fre
quency and frequency to voltage, is accu
rate, linear, and temperature-stable. 

Optical-Isolation Pulsers. Optical isola
tion is required in the laser chain to prevent 
amplified spontaneous emission, to prevent 
oscillation from building up, and to prevent 
reflected power from damaging compo
nents. On Nova, we will obtain the re
quired isolation using three basic 
techniques; Pockels cells for small apertures, 
Faraday rotators for apertures up to 35 cm, 
and plasma shutters for larger apertures. 
Pockels cells use electrically active crystals 
in a switched electric field to redirect re
flected power. Faraday rotators use the Far
aday effect in doped glass to redirect 
reflected power. Plasma shutters use 
exploding-wire technology to place a block
ing plasma in the way of reflected laser 
light. 

We have used a number of techniques to 
pulse Pockels cells in the nanosecond re
gime. Cells in the laser chains must each be 
switched simultaneously. For Nova, an 
N-way fan-out was designed to be switched 
with a hydrogen thyratron; its rise time is 

15 ns, which is adequate for chain Pockels 
cells. In the case of Pockels cells near the 
oscillator front end, the rise time must be 
maintained at 1 to 3 ns with no more than 
200 ps of jitter. For this application, we use 
planar triode pulsers. The planar triode is a 
3000-MHz device which can be operated in 
a switched mode. In this mode, for pulses 
from 5 to 25 ns, the rated cathode current 
can be greatly extended, and a single tube 
is capable of putting out 30 A with several 
kilovolts of anode swing. Figure 2-65 shows 
a planar triode pulse chassis; Ref. 40 de
scribes the application in greater detail. 

The Faraday-rotator pulse system is very 
similar to the flashlamp system, wiu the 
exception that the circuit uses no inductor 
for pulse shaping. The load is the coil in the 
rotator body that generates the magnetic 
field. The inductance-capacitance (IC) of the 
energy storage and the load coil would ring 
at about 9 kHz if the backswing diode were 
not used. The ringing would not be dele
terious to the rotator's performance, since 
there is sufficient time at the first current 
peak to satisfy system requirements; how
ever, the ringing exchanges a great deal jf 
charge through the switch, and many addi
tional switches would be required were the 
diode not used. 

This year, we eliminated the water circuit 
on the Faraday-rotator diode stacks. Our ex
perience on Shiva showed that the low-
conductivity water (LCW) used for resistive 
equalization eventually would leak, causing 
problems with wet components in the ca
pacitor banks. The water circuit was used 
primarily for voltage distribution because it 
acts like a resistive divider; nevertheless, the 
cooling it provides is not necessary under 
the low-repetition-rate conditions of the 
Shiva and Nova laser systems. For Nova, 
we have solved this problem by using dis
crete high-voltage resistors rather than LCW 
for resistive equalization. 

The plasma-shutter pulsed-power system 
has been described in detail elsewhere.4 1 , 4 2 

In summary, it utilizes four UV pre-
illuminated rail gaps, lew-inductance capac
itors, an elastomer-dielectric system, and co
axial geometry to obtain the required 
650 kA in 400 ns in a small package that fits 
in the laser chain. The system has been suc
cessfully tested on an arm of the Shiva ( 
laser, and it has stopped beams of Nova in
tensity in the time required. 



Power-Conditioning Controls. The 
pulsed-power system is controlled and 
monitored by the computer system dia
grammed in Fig. 2-66. The central control 
computer is a DEC VAX 11/780. Operators 
control the system using a display/touch 
video panel, selecting control functions 
from a series of menus. The computer re-

No™a 
sponds by generating a series of commands 
to the hardware devices. These commands 
are put in a memory shared with LSI 11/23 
front-end processors (FEPs) that route the 
commands to the hardware through fiber
optic links. The FEPs constantly poll the 
hardware devices (or status information, 
placing it in the common memory. The 

Fig. 2-65. Planar-triode 
pulser chassis used to 
pulse Pockels cells in 
the nanosecond 
regime. 
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Fi-;. 2-67. Design of 
the Nova control-
system message 
format. 

control computer thus has constant access 
to system status. 

Pulsed-power devices are connected to 
the FEPs in a redundant fashion. The inter
nal bus of the FEPs is serialized and ex
tended to service numerous devices. The 
interconnection network, calied Novabus,43 

divides the devices among 12 parallel 
chains. The DEC FEPs use a multiplexed 
parallel bus (known as the Q bus) for com
munications between devices within a chas
sis. The LSI-11 Q bus is comprised of some 
56 discrete signals: 16 for data, 18 for ad
dress, and 22 for control. The Q bus is both 
asynchronous and multiplexed; each bus 
transaction is sequenced by handshake sig
nals between the device initiating the bus 
cycle (usually the CPU) and the responding 
device. 

Each bus transaction is complete within 
about 10 us, or a time-out occurs. Any ex
tension of the bus must take into account 
the additional delay incurred and ensure 
that bus time-outs do not result. If propaga
tion delays were the main concern, the bus 
could be linearly extended for thousands of 
feet, but differential delays between bus 
lines (skew) turns out to be the limiting pa
rameter for optically isolated parallel buses. 
Skew is not a problem with a serial bus, 
since there is only a single line. However, 
differential delays, resulting from differ
ences in tum-on and turn-off switching 
times, cause problems that, when resolved, 
result in an increased propagation delay. 

The main timing consideration for serial 
systems is multiplexing the original parallel 
bus data, sending it over a single signal 
channel, and converting the returning serial 
data to the parallel bus format. Such a mul
tiplexing system requires that the serial sys-

Globsl master rnsat bit Global trigger bit 
(universal triggir) 

tern operate at relatively high speeds. Using 
a system operating at 10 Mbit/s, the Q bus 
can be serialized with an overhead of less 
than 4 us. Complex bus structures increase 
this overhead to 6 to 7 us, which is still well 
within the time-out interval. 

The selection of which Q-bus signals to 
send, and in what order to send them over 
the serial bus, involves many trade-offs. 
The serialized message must contain ad
dress bits, data bits, and control bits; the 
number of each and their configuration de
termines the message format. Our design 
priorities for the Nova format are that it 
• Be transparent to all CPU operations. 
• Be compatible with multitapped bus 

networks. 
• Incorporate global (address-independent) 

control capability. 
• Be compatible with ai five or passive 

starred networks. 
• Provide inherent error checking. 
• Be compatible with redundant bur-

operations. 
The resulting message format is shown in 

Fig. 2-67. Each message begins with a start 
bit followed by 12 address bits and an 
input/output bit to designate if the message 
is a request for input data or an output 
command. The next two bits are global 
command bits and also provide the neces
sary delay between the address bits and the 
data bits. The global master-reset command 
supports redundant bus operations, and tne 
universal trigger bit supports system 
synchronization. 

Communication between the computers 
and the pulsed-power devices takes place in 
a hostile environment of high voltage, high 
currents, and fields of extreme electromag
netic interference (EMI). Additionally, the 
communication system provides isolation 
between devices. Using fiber optics as a 
communication medium resolves the isola
tion requirement, but does not satisfy the 
noise-immunity requirements. Optical com
munication is inherently immune to EMI, 
but the signal-conversion process from opti
cal to electrical is noise-sensitive. This is es
pecially true if the dp.ta rate (bandwidth) is 
high and the optical flux is of lo»v intensity. 
The Nova control system operates at 
10 Mbit/s with an optical flux of 10 uW. We 
have tried shielding the optical receiver, 
with limited success. To resolve the noise-
immunity problem on Nova, we will store 
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in the device-interface electronics those 
commands scheduled to occur at peak noise 
periods. Thus, during the time of high noise 
levels, optical-to-electrical conversion errors 
will not adversely affect operation of the 
system. 

Figure 2-68 is a schematic of the interface 
between the control system and an ignitron 
switch. Note that the pulsed-power ele
ments are electrically isolated from the con
trol electronics. Triggers to the ignitron are 
sent via fiber-optic cables; feedback to the 
control system is provided by current-
transformers around the ignitron leads and 
by the ignitron itself; feedback is transmit
ted via fiber cables. 

The Nova lamp-circuit diagnostic (LCD) 
system provides capability for flashJamp-
circuit diagnosis under computer control. 
The LCD system provides data acquisition 
and threshold detection for current wave
forms in the Nova pulsed-power system. 
The system also allows preshot testing of 
flashlamp circuits by doing a pulse-
ionization lamp check (PILC), in which the 
lamps are fired at a very low energy. The 
LCD system will be used in Nova for di
agnosing the health of flashlamps before 
full-energy shots and for recording pulsed-
power current waveforms for analysis by 
computer or human operator. 

Current-transformers are used to measure 
currents in the return leg of the lamp cir
cuits, in the amplifier reflector ground con
nection, and in the connection from the 
ignitron switch ground to earth ground (see 
Fig. 2-68). If there are no faults in the 
pulsed-power system, the current in the re
turn leg is an indication of the actual lamp-
circuit current. If a fault occurs, some of the 
current may return through the reflector 
ground. This occurs if there is a short or an 
arc to the reflector, if there is a short 
through the connection from the ignitron 
ground to earth ground, or if there is a 
short or an arc to building ground. Thus, 
we can detect a fault in the pulsed-power 
system associated with the ignitron switch 
we are monitoring. 

The PILC pulsed-power system generates 
a low-energy pulse that is sent to all of the 
lamp circuits on a given ignitron. The en
ergy is distributed approximately equally 
among the lamp circuits on the ignitron. 
Tne LCD system determines whether the 
lamp currents exceeded a certain threshold, 

which indicates that they have ionized and 
are in good condition. If the lamp currents 
are below the threshold, no fuli-energy shot 
will be fired until the problem is located 
and maintenance is performed. 

The LCD system is interfaced to the 
power-conditioning FEPs through Novabus. 
The computer has complete operating con
trol of the LCD system and is able to read 
the data it acquires. The system can sample 
data for 4 ms, with a maximum time be
tween samples of 64 its. There are two 
ranges for recorded data: a high range for 
full-energy shots, and a low range for PILC 
tests. The latches usee for determining 
whether the tested current exceeds thresh
old have corresponding settings; a high set
ting for full-energy shots, and a low setting 
for PILC tests. Recorded data can be ana
lyzed both qualitatively and quantitatively. 
The correct lamp-circuit current pulse has 
an easily recognized chaiacteristic shape; 
deviation from this shape indicates a defi
nite problem. Recognition can be performed 

Fig. 2-68. Schematic of 
the ignitron control 
and monitoring 
system. 
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Fig. 2-69. Layout of 
the Nova master oscil
lator room. 

with a computer or by an operator. 
Design of the control system is nearing 

completion, and all critical items have been 
tested on our 1-MJ test bank. Over 1200 cir
cuit boards have been ordered, and the 
completed chassis are being fabricated. 

Authors: D. J. Christie, D. G. Gritton, 
B. T. Merritt, and K. Whitham 

Major Contributors: B. M. Carder, G. R. 
Dreifuerst, J. R. Holloway, J. A. Morton, 
J. A. Oicles, and J. A. C. Smart 

Oscillator and Front-End 
Subsystems 

The Nova front end includes all beamline 
components ahead of the individual ampli
fier chains, and its function is to provide in
put pulses to each chain. The front end is 
subdivided into a master oscillator room 
(MOR), where initial pulse generation and 
preamplification occur, and a splitter array, 
which splits and transports the MOR output 
to each chain input. 

Master Oscillator Room. The functions 
performed in the MOR derive from Nova 
system requirements. The Nova MOR must 
provide 
• Transform-limited pulse generation at 

1.05 urn, with nominally Gaussian tempo
ral pulse shapes and variable pulsewidth 
capability from 0.1 to 10 ns. 

• Preamplifier gain that is adequate to reach 
5 J/cm' at the MOR output for all 
pulsewidths and that is continuously ad
justable down to 5 jiJ/cm2-

• Spatial shaping to produce a 70% fill fac
tor for the output beam with a peak-to-
average ratio less than 1.3:1. 

• PrepuJse discrimination of 10 1 0 against un
wanted portions of the oscillator 
waveform. 

• Discrimination against amplified sponta
neous emission (ASE), such that ASE at 
the target originating in the MOR is less 
than that from the chains. 

• Capability of measuring the synchroniza
tion between pulse-arrival times on target 
to within ± 10 ps. 

• Table and rack space for a second oscil
lator system and preamplifier beamline to 
allow for the addition of a synchronized 
diagnostic pulse. 
Of these criteria, only the capability for 

measuring on-target pulse-synchronization 
was added this year. Consequently, the ma
jor features of the MOR have not changed. 
Figure 2-69 is a schematic of the current 
Nova MOR layout, which satisfies all the 
above criteria. Details of a similar functional 
layout for Novette are given in "Novette 
Master Oscillator Room," earlier in this 
section. 

Reliability of the MO',< is extremely im
portant because overall Nova performance 
depends directly on the proper functioning 
of the MOR. We have addressed the issue 
of reliability by emphasizing both 
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individual-subsystem reliability and ovprall 
maintainability. Reliability is directly im
proved through automatic alignment sys
tems and computer monitoring of 
adjustable components. The criterion of 
maintainability was a primary source of the 
basic MOR concept: an electrically and 
physically isolated laser system performing 
as many front-end functions as possible in 
a separate facility. One of the MOR subsys
tems that has been extensively engineered 
for reliability is the oscillator system. In ad
dition to initial pulse generation,44 the oscil
lator system provides all the fast timing 
signals for the total Nova system. 

Oscillator Controls and Timing-Pulse 
Distribution. The function of the oscillator-
control and pulse-distribution system (Fig. 
2-70) is the integrated control of four laser 
oscillators along with the synchronization of 
high-speed system elements, including ASE 
Pockels cells, plasma shutters, beam di
agnostics, and streak cameras used in target 
diagnostics. During 1981, we finalized the 
design of the oscillator-control and pulse-
distribution system and developed a suc
cessful prototype. We needed the prototype 
to test the system's fast-timing circuitry and 
to verify that the delay-generated trigger 
channels would operate with sub-
nanosecond jitter. Our measurements at the 

end of the year demonstrated that we could 
expect jitter in the range of 250 to 500 ps. 
The Nova controls require a greater degree 
of power-conditioning computer interaction 
than Shiva controls; much of the year was 
spent in optimizing this interface. We have 
completed our development of the system 
and have installed these controls in the 
Novette MOR. 

Nova's fast synchronization is based on 
the operating principles of the actively 
mode-locked and Q-switched (AMQ) oscil
lator. The AMQ oscillator is a flashlamp-
driven Nd:YLF laser with two key control 
elements within the laser cavity. The first of 
these is an acousto-opric (A-O) modulator 
driven by a 62.5-MHz reference signal. The 
period of this signal is matched to the cavi
ty's round-trip time, and the resulting os
cillating waveform is a single, low-energy, 
transform-limited pulse. To increase the 
pulse energy, the oscillator is simulta
neously Q-switched. 

The Q-switch device is the second control 
element within the laser cavity; it causes the 
laser to lose gain when driven by an rf 
source. When the 32.5-MHz drive to this el
ement is removed, the laser Q-switches and 
dumps the energy stored in the Nd:YLF lar -
ing medium. This process results in a laser 
output that grows in amplitude until the 
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Fig. 2-71. Programma
ble delay-generaior 
channel. 

peak pulse is many orders of magnitude 
larger than the quasi-cw prelase level. The 
pulse train then decays in amplitude as en
ergy is depleted. A single high-energy pulse 
is optically switched out at the peak of the 
pulse train; this pulse then propagates 
down the Nova laser chains and is ampli
fied before reaching the target. 

Since the timing of the high-energy pulse 
is tied directly to the 62.5-MHz reference 
signal driving the A-O modulator, the 
laser's high-speed system elements can be 
easily synchronized. Nanosecond-accurate 
event triggers +1 MS from switchout are 
achieved by clocking a bank of programma
ble timers with the same rf source and initi
ating them at Q-switch time. The sequence 
of events just described covers a time from 
approximately 10 ms before switchout to 
1 n- after. The oscillator is Q-switched at a 
rate of 10 pps to ensure reliable steady-state 
operation. 

The Shiva conirols were designed to sup
port just one oscillator and were capable of 
synchronizing only seven high-speed sys
tem elements. The planned implementation 
of up to four oscillators in the Nova MOR, 
and our increased demand for up io 60 fast 
triggers with nanosecond accuracy, resulted 
in the need for a modular and easily ex
pandable control system. 

The number of oscillators a system can 
support is primarily determined by the 
availability of rf amplifier circuits that are 

needed to drive the A-O modulator and 
Q-switch elements in the oscillator cavity. 
These two elements require separate rf am
plifier channels. The Q-switch is very sensi
tive to amplitude variations; small 
perturbations wilt initiate spurious 
Q-switching. The A-O-modulator rf chan
nel, in contrast, must exhibit very stable 
phase characteristics. 

The need for high performance in these 
areas led to a modular packing approach in 
which the rf handling circuits were sepa
rated and shielded from other elements of 
the subsystem. Readily available commer
cial rf components were found to exhibit 
suitable amplitude and phase-stability 
characteristics. These amplifier channels can 
be easily added according to demand. 

The number of nanosecond-accurate fast 
timing triggers that a system can generate is 
dependent on the delay-generator's: pro
gramming requirements. A total of 14 bits 
of information is required to program each 
timer (Fig. 2-71). Once the binary counter 
elements (+ 32 ns coarse delay) have 
counted down, they must be reloaded be
fore the next Q-switch time. On the Shiva 
controls, this was accomplished by storing 
the information in thumbwheel switches. 
This method would be cumbersome with a 
larger system; instead, with the Nova con
trols, the delay data are stored in a 256 X 8 
RAM. The contents are continuously re
loaded i ito each of the delay generators 
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over a local bus structure during the inter
val between Q-switch times. With this ex
pandable structure, we can realize up to 128 
discrete delay channels. 

The use of a RAM to store delay data re
quired two added protection features. The 
first of these involves the capability to re
motely alter the RAM contents over the 
Novabus input/output interface. It was evi
dent that a hardware-protection feature 
would be needed to prevent unauthorized 
access to the RAM by the computer system. 
We accomplished this by electrically seg
menting the RAM into 16 address ranges of 
variable length, then determining computer 
access to that block with a dedicated block 
write/protect switch. In this way, users alter 
only the contents of their own block. The 
second RAM-protection feature is a battery 
backup circuit to guarantee nonvolatile 
RAM operation during a power-down 
event. 

We also required a new packaging ap
proach to accommodate the large number 
of delay-generator channels and their ac
companying fiber-optic laser-diode drivers. 
We found that four delay-generator chan
nels would fit nicely on a single four-layer 
printed circuit board. We determined also 
that 16 of these boards, along with ac
companying bus isolation, bus drivers, and 
terminator circuitry, could comfortably oc
cupy a single deep chassis measuring 
17.5 in. wide by 10.5 in. high by 20 in. long. 
It will take two f̂ these chassis to provide 
the maximum of 128 delayed timers. The 
spare ?ix slots in each chassis wiu ^e used 
to fan out delayed timers, as desired to up 
to 16 separate laser-diode drivers. We have 
found that four of these laser-diode drivers 
fit well on a single shielded nuclear instru
mentation module (NIM). Since 12 NIMs 
can be housed in a single chassis laser-
diode dnvpr? can be added to the system in 
increme:'t-j •;(48. 

Split! v Array. The splitter array divides 
and transports the MOR output to the indi
vidual amplifier chains. Our requirements 
for the splitter array, like those for the 
MOR, derive from overall Nova perfor
mance criteria. The splitter array must 
provide 
• Adjustable division of the MOR output 

energy to allow balancing of the chain 
outputs for symmetric target illumination. 

• Adjustable time delays for each chain to 

allow synchronization of pulse-arrival 
times on target. 

• Relaying with sufficient accuracy to give a 
spatial profile with a peak-to-average ratio 
less than 1.3:1 in each chain. 

• Space for a 5-cm rod amplifier after the 
first splits to allow for a future increase in 
drive to the chains. 
Each division of the pulse will be done 

with polarizers, as in the MOR, so that 
computer-controlled wave pktcs can be 
used to adjust the fraction split. Adjustable 
splitters, rather than attenuators in the 
chains, allow balancing of the chain outputs 
without loss of total drive energy to the 
chains. They also allow injection of all the 
MOR output into selected chains for align
ment purposes. Figure 2-72 shows the 
geometry of one of the five-way splitter as
semblies to be mounted at floor level on 
each laser spaccframe. Adjustable time de
lays are provided by trombone sections that 
allow us to adjust the path length. 

Image relaying45 of the spatial beam pro
file in the splitter array is required to main
tain the profile without diffraction. Perfect 
relaying results for only one propagation 
distance, and the peak-to-average criterion 

Fig. 2-72. Layout of 
the five-way splitter 
assembly, showing 
trombone sections and 
adjustable splitters. 
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Fig. 2-73. Splitter-
array layout for full 
Nova, showing loca
tions of relays and 
space for additional 
amplifiers. 

Nova 

determines the relaying tolerance—i.e., the 
range of distances for which a given relay 
can be used. Propagation tests with our 
MALAPROP diffraction code show that we 
can maintain peak-to-average ratios <1.3:1 
with relaying errors as large as ± 50 ft. 
Since the path lengths between the MOR 
and chain inputs vary by only ± 30 ft, we 
can use a single relaying scheme for all 
beams. 

The number of individual relays for a 
single relaying scheme depends on the 
geometry of the splitter-array layout. The 
cost of a relay is nearly independent of its 
length, so cost dictates that we minimize 
the total number; however, the maximum 
lengths of relays are determined by avail
able straight sections in the layout. Figure 
2-73 shows the splitter-array layout and re
lay locations for the full 20-beam Nova sys
tem. Where possible, relays are located 
ahead of the splitters to avoid duplication. 
However, half the total distance relayed is 
taken up by the relay itself for the 1:1 re
lays used here. Since the first split occurs 
less than halfway to the chain inputs, one 
relay must be located after the first split 
and, therefore, must be duplicated to relay 
each beam. The layout in Fig. 2-73 requires 
five individual relays. 

We have allocated space on the ends of 
each laser spaceframe for an additional rod 
amplifier just prior to the last five-way split. 
This location (shown in Fig. 2-73) is above 
head height to allow access to the frame 
interior. 

Authors: J. E. Murray and J. W. Morton 
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Alignment and Laser Diagnostics 

Introduction. Nova's alignment and laser-
diagnostic systems 4 6 ' 4 7 

• Guide laser pulses through the separate 
amplifier chains to the target. 

• Measure the pulse ' temporal, spatial, and 
energy characteristics. 

• Ensure simultaneous arrival of the pulses 
at the target, to within 5 ps. 

At the time of a target shot, over 200 en
ergy values are measured simultaneously. 
Alignment tasks accomplished prior to each 
target shot involve automatic or remote-
manual adjustments of approximately 2000 
stepper motors and other actuators for the 
20-beam, three-wavelength Nova laser 
system. 

The sensor packages and individual de
tectors used for gathering alignment and di
agnostic data on Nova are modular to 
minimize the number of different design 
and fabrication efforts. The output sensor, 
for example, comprises separate, but essen
tially identical, modules for each of the 
three operating wavelengths. 

The primary detectors for alignment func
tions are charge-coupled-device (CCD) cam
eras with both digital and standard video 
output. Automatic alignment loops are 
closed by digital processing of the video 
data. At the same time, operators can easily 
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Alignment functions 

Diagnostic functions 

11 = — Pulse arrival synchronization 
— Beam pointing/target or pinhole viewing 

Beam centering/near field viewing 
Beam focusing 

8 — Calorimetry 
ST — Spatial profile measurement 
ST — Temporal profile measurement 

— Sensor locations 

monitor the automatic operation by viewing 
standard video displays. 

The primary detectors for diagnostic in
strumentation are absorbing-glass calorim
eters, calibrated photodiodes, and 
photographic film. High-speed streak cam
eras also play an important role. Diagnostic 
instrumentation of such a large optically 
pumped laser is particularly challenging be
cause both the optical and electromagnetic 
background levels at shot time are very 
high. Handling and processing of diagnostic 
data are accomplished digitally, and both 
the alignment and diagnostic systems are 
integrated into Nova's facility-wide digital 
control network. 

System Overview. Figure 2-74 shows the 
four major alignment and diagnostic sub
systems of Nova and the tasks performed 
in each. These subsystems are located in 
different parts of the Nova facility, and they 
sample beams of widely varying diameter 
and signal level. As the figure shows, how
ever, the same basic functions are per
formed in each area. 

At a number of locations in the 20 laser 
'/ 'chains, the beam position is compared with 

insertable cross-hair references that are per

manently mounted on the laser spaceframe. 
Beam-position comparisons are made by 
examining a near-field image of the beam 
in the plane of each cross hair on which the 
beam should be centered; this function is 
designated "C" in Fig. 2-74. More than one 
cross hair can be viewed by most near-field 
sensors, and there are eight cross-hair loca
tions in each chain. All of the cross-hair in
sertion mechanisms are of similar design; all 
are driven by stepper motors and are con
trolled through the Nova digital control 
network. 

At most sensor locations, the precise 
propagation direction of the beam is also 
important. In the MOR and splitter-array 
subsystems, for example, each of the princi
pal beam-path segments is defined as the 
line that passes through the center of a par
ticular cross hair and is pointed in a speci
fied direction. A sensor package ("P" in Fig. 
2-74) in each path provides the ability to 
monitor beam pointing. The sensor brings 
the beam to a focus on the detector; then 
offsets of the beam at this focus are propor
tional to changes in the pointing angle. In 
the pointing mode of operation, the sensors 
are used as far-field viewers; the sensors 

Fig. 2-74. Alignment 
and diagnostic subsys
tems functions and 
sensor locations for a 
single Nova amplifier 
chain in the east laser 
bay. 
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Table 2-8. Nova 
component-alignment 
tolerances. 

can also provide images of spatial-filter pin
holes or the target, depending on location 
of the sensors in the system. 

Position Direction Error on Target 
(mm) (jtrad) (Mm) 

Mas'.er oscillator room 
West table 0.5 15 — Cast table 0.5 15 — Pulsed/cw coincidence <1.0 <30 _ 

Splitter array 
Transport* to laser bay 0.5 15 — Entrance to splitter 
Pulsed/cw coincidence 

0.5 15 — Entrance to splitter 
Pulsed/cw coincidence <1.0 <30 3 

Amplifier chain 
Chain input 

Amplifier chain 
Chain input 0.5 15 — Midchain (Monitor only) — — Pinholes 4 f/No. — — Main chain 8.0 — — 

Output/target (luff 
cw at focus lens 8.0 — — Surrogate target insertion 0.010 — 10 
nv on surrogate target 0.010 — 15 
(Focus adjustment) (0.080) — (80) 
Fusion target insertion 0.010 — 10 
Open-loop lens offsets 0.005 — 21 RSS b 

— 21 RSS b 

Output/target (added for 2w/3u>) 
Auxiliary mirror reflection — 5 15 
Local 2U)/3OJ insertion 8 5 1 5 i. 

— 30RRS b 

KDP crystal array 
Locaf la? insertion 3 5 
Crystal angle for max 2ui — 25 — (Crystal angle by reflection) 
Open-loop tilt (3w only) — (5) — (Crystal angle by reflection) 
Open-loop tilt (3w only) — 2 — 
aThe focus lens is assumed to be an f/4 refracting doublet. 
The root of the sum of the squares gives an estimate of the net error, allow

ing for some cancellation of random errors. 

The optical systems required to accom
plish the centering and pointing measure
ments described above also provide much 
of the capability for beam focusing and for 
the diagnostic functions listed in Fig. 2-74. 
We have, therefore, designed sensor pack
ages that perform multiple alignment and 
diagnostic tasks 
• Input sensor packages are used in the 

MOR and splitter-array areas and near the 
input to each amplifier chain. 

• The midchain sensor monitors the beam 
at the point where it is folded back to
ward the output. 

• The output sensor is located in the 
switchyard. 

With these sensor packages and other sys
tems described in this and previous Laser 
Program Annual Reports, alignment errors 
will be controlled within the tolerances 
listed in Table 2-8, and the spatial, tempo
ral, and energy characteristics of all beams 
will be measured on each shot. Pulse-
arrival synchronization is performed by a 
separate dedicated system, which is de
scribed elsewhere.48 

Input Sensors. The design of the input 
sensors has been described previously, but 
the first units were not built until this year. 
Figure 2-75 shows an input sensor with the 

Fig. 2-75. A Nova 
input-sensor package 
with the cover 
removed. 
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cover removed. The flat cable running out 
of the photo to the left connects the CCD 
camera head to its support electronics, 
which are mounted separately for ease of 
maintenance and to keep heat sources away 
from other components. Figure 2-76 shows 
a camera electronics unit with its CCD cam
era head mounted behind a filter and mode 
selection wheel; the header box measures 
2.75 X 3 X 1.625 in. 

The images seen by the CCD cameras in 
the input sensors (and in other Nova sen
sors) are carried over the system-wide TV 
network to both the control system and the 
system operators. A video digitizer converts 
the analog signals into a form suitable for 
use by the computers, and video-analysis 
software then extracts alignment data from 
the image. Figure 2-77 shows a sample im
age that has been analyzed by a cross-hair 
identification program. The black rectangle 
is added to the picture by the computer 
program to indicate that it has found the 
center of the right-hand cross hair. The dif
ference between the center points of the 
two cross hairs is used by Nova's closed-
loop alignment program to calculate 
stepper-motor commands for the gimbals 
that correct alignment errors. Computer 
analysis of video data is an essential part of 
the closed-loop alignment system (discussed 
more fully in "Control Systems," later in 
this section). 

Midchain Sensor. The Nova midchain 
sensor is located at the point where the 
beam is folded toward the chain output. 
The capabilities of the midchain sensor are 
similar to those of the input sensor, but the 
midchain sensor has the additional flexibil
ity of focus adjustment for both near- and 
far-field viewing. The hardware is actually a 
modification of an existing sensor package 
taken from the Shiva laser system. Figure 
2-78 shows the layout of the midchain sen
sor for Nova and Novette. Mounted after 
the 20.8-to-31.5-cm spatial filters, this sensor 
is used to measure midchain energy, to ob
serve the beam in both the near and far 
fields, and to supplement the output sensor 
in the tasks of spatial-filter pinhole align
ment and component installation. All ad
justments required for normal operation of 
the midchain sensor will be controlled 
i through the alignment and diagnostics parts 
of the system control network. 

Lenses L,, L2, and L3 form a Galilean 

telescope with an effective focal length of 
900 cm (f/26.9) and a back focal distance of 
180 cm. We have chosen the telescope pa
rameters so that the flux on the L3 dielectric 
coatings is 2.2J/cm2 for a 15-kJ laser 
shot—well below damage level. In opera
tion, these nominal conditions are achieved 
by translating lenses L3 until the collimated 
input beam is focused in the plane of the 
cross hair ahead of lens L6. The beam can 
also be centered on the cross hair using the 
motor-driven gimbals holding mirror M v 

Lens L6 then reimages the far field at the 
TV with a magnification of 6.3. 

The combination of lenses L4 and Ls has 
an effective focal length of about 23.1 cm 
and relays near-field images to the TV cam
era. The overall magnification of the near 
field is about 2 X 10 ~2. Lens L4 can be ad
justed to view a range of near-field planes, 
including the chain-input aperture, spatial-
filter inputs, and cross-hair locations. 

During system alignment, the two shut
ters are used to select near- or far-field 
viewing, and filter wheel 2 controls the cw 
level to the TV. During a pulsed shot, filter 
wheel 1 controls the energy to the calorim
eter and inserts a splitter to direct energy to 
the film holder. Both shutters are closed 
during pulsed shots to protect the TV 
camera. 

Output Sensor and Related Compo
nents. The output target-alignment and di
agnostics system (Fig. 2-79) is a prime 
example of multiple-function design. The 
output sensor, positioned behind a partially 
transmitting mirror, collects both alignment 

Fig. 2-76. A CCD cam
era head and electron
ics unit. 
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Fig. 2-77. Cross-hair 
images from a CCD 
camera after computer 
processing to locate 
the center of the 
right-hand cross hair. 

Nova 
and diagnostic data from the laser directly 
as well as from the direction of the target. 

Alignment to references that are closer to 
the target than the sensor poses a special 

Fig. 2-78. The midchain sensor 
monitors beam position, energy, 
and transverse profile. 

problem: light must somehow be returned 
to the sensor. For centering the beam on 
the cross hair near the target chamber, light 
is reflected from an insertable mirror. For 
pointing the beam at the target, we have 
successfully demonstrated two approaches. 
The target can be silhouetted against the in
coming beam, with the light continuing on 
across the target chamber and into the op
posing sensor, which is configured to image 
the target plane. Alternatively, a reflective 
spherical surrogate target can be introduced 
in place of the fusion target, and the re
flected beam will carry information about 
both the pointing and focus characteristics 
of the incoming beam back to the sensor. 
Other kinds of surrogate targets are possi
ble, and some have been described 
previously.50 

Diagnostic measurements are also some
what more complicated in the output sys
tem. For 1.05-/im (lw) experiments, the 
chain output is sampled on its way to the 
target, and light reflected from the target is 
directed into the sensor by the auxiliary 
mirror. Discrimination between these inci
dent and reflected signals is accomplished 
by temporal gating, to take advantage of 
the longer path traveled by the reflected 
light, and by angle sensing using the auxil
iary mirror, to redirect the reflected beam 
by a specified amount. 

Shutters 
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For experiments at shorter wavelengths, 
the optical frequency of the output beam is 
doubled (2u) or tripled (3o>) in an array of 
KDP crystals located just ahead of the fo
cusing optics. Gimbal and lens adjustments 
for aligning the beam to the target are ac
complished using a local source of 2w or 3u 
light that is collinear with the lu beam. 
This full-aperture alignment beam is in
serted at the final spatial filter, as shown in 
Fig. 2-79. 

Procedures for aligning the crystal array 
to the beam are based on experience gained 
during the last year in work with crystal as
semblies in the laboratory (see Ref. 51 and 
"Harmonic Conversion" in Section 7). We 
use a small-diameter, high-repetition-rate 
(~3 kHz) la) beam that is also available 
from the local illuminator. A portion of this 
beam is converted to 2u> by a crystal in the 
local illuminator package to provide a refer
ence signal. The rest of the local la beam is 
aligned to follow the same path as the main 
beam to the KDP array at the target cham
ber. Reflecting off a corner cube in the 
insertable centering mirror behind the crys
tals, the 2u beam generated in the central 
crystal of the array returns to the local illu
minator package for comparison with the 
reference 2a beam. The crystal array angle 
is adjusted to maximize the ratio of the 2w 

generated in the array to that generated in 
the reference crystal. 

For those experiments requiring the gen
eration of 3w light, the crystals are rotated 
10° before tilting to maximize the second 
harmonic. Then, an open-loop angle correc
tion of 4.4 mrad about one axis places them 
in the correct orientation for 3a operation 
(as described in "Harmonic Conversion" in 
Section 7). 

To return a fraction of 2w or 3a incident 
light to the ouput sensor for diagnostics, the 
final surface of the focusing optics is figured 
so that it reflects a slowly converging sam
ple of the 2a> or 3a beam back toward the 
ouput sensor. Figure 2-79 shows how this 
sample of the light that has been 
frequency-converted in the crystal assembly 
is returned to the output sensor. The final-
focusing optic is tilted slightly so that, on 
reaching the first output turning mirror, the 
converging diagnostic reflection is offset 
from the center of the aperture and sub
tends only about 5% of the beam area. That 
fraction of the diagnostic beam that is trans
mitted by the turning mirror reflects off a 
recollimating mirror in front of the auxiliary 
mirror and is directed back toward the out
put sensor. 

The focusing-optics diagnostic surface is 
so close to the target that the 2u or 3a 

Focusing optics 
- Insertable centering mirror 

and corner cube 

Fig. 2-79. The output 
alignment and di
agnostics subsystem. 

First output 
turning mirror 

Local illumination laser • 
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incident light reflected from the diagnostic 
surface arrives at the sensor within about 
15 ns of the light reflected from the target. 
This period is too short for temporal 
discrimination by the gating techniques 
used for lu operation. Therefore, the target-
reflected light and the recollimated diagnos
tic beam must enter the sensor with enough 
of an angular difference to be completely 
separated spatially in the far field. The 
recollimating mirror repoints the incident 
diagnostics beam at the appropriate angle. 
Because of its offset and reduced diameter, 
this mirror has ".n insignificant effect on the 
full-aperture signals that traverse the same 
path for other alignment and diagnostics 
functions. Once the various incident and re
flected beams have entered the output sen
sor, the signals are divided among three 
separate modules according to wavelength. 
Each module provides a number of capabil
ities, as described in the 1980 Laser Program 
Annual Report?* 

Sensitivity to Polarization Changes. 
The accuracy of 2w diagnostics is limited by 
polarization effects inherent in the quadra
ture frequency-conversion scheme described 
in the next article. The 2u> outputs from the 
first and second crystal arrays are orthogo
nally polarized. Since the beamline turning 
mirrors and the beam splitters and mirrors 
in the output sensor have different 
reflectivities for S- and P-polarization, the 
detectors receive unequal samples of the or
thogonal 2u components. For a constant in
put polarization, this is of no consequence 
since it can be calibrated out. The 
frequency-conversion process is power-
dependent, however; the ratio of 2w inten
sity generated in the first crystal array to 
that generated in the second array is depen
dent on the input lw intensity (see the fol
lowing article). 

For low lw intensity, the first and second 
arrays yield nearly equal amounts of 2w 
light. As the IUJ intensity is increased, the 
ratio shifts toward increased conversion in 
the first crystal, causing a rotation of the net 
polarization vector of the 2u light and a 
change in the fraction of the 2u light reach
ing the diagnostics. In other words, the 2a 
calorimeter-calibration coefficients are dif
ferent for strong and weak pulses. Further, 
since temporal variations in intensity occur 

within each pulse, the sampling fraction 
changes during the pulse. This produces 
distortions not only in the temporal pulse 
shape recorded by the 2M streak camera but 
also in the 2ui spatial profiles recorded on 
film. 

We have calculated the energy-
measurement error that would result from 
using nominal dielectric coatings on the 
turning mirrors and in the 2u> module of the 
output sensor; the transmission was as
sumed to be the same for orthogonal po
larizations in the output sensor splitter box. 
In addition to errors caused by changes in 
the relative amplitude of contributions from 
the first and second crystals, these calcula
tions include errors caused by changes in 
the relative initial phase of the two con
tributions. The calculations do not include 
effects due to different phase shifts for S-
and P-poIarized components reflecting from 
dielectric coatings. Because each beamline 
has a different set of mirror angles, the 
measurement error is beamline-dependent. 
For the worst beam, over intensities from 0 
to 3 GW/cm2 and phase variations from 0 
to 2?r, one output-sensor photodiode sees a 
maximum calibration change of 20%, the 
calorimeter sees a maximum change of 
22%, and the second photodiode sees a 
change of 62%. 

We are still studying this problem, but 
we have identified some important consid
erations. For example, the polarization sen
sitivity of the output-sensor splitter box 
must be minimized; it was assumed to have 
no sensitivity in the above calculations. The 
choice of coatings used on the large-
aperture turning mirrors is important and 
should be made considering polarization 
sensitivity for both phase and amplitude. 
Finally, each segment of the KDP array is 
different enough in index-matching-fluid 
thickness, crystal thickness, crystal wedge, 
and crystal tilt that a different fraction of 
the 2w output will reach the sensor for each 
segment. These sampling fractions will be 
distributed within the error ranges previ
ously calculated and will ultimately lead to 
an improvement in overall accuracy because 
of averaging effects. 

Diagnostic Data-Acquisition and Pro
cessing. Our requirements for acquiring and 
processing diagnostic data include ( 
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• Rapid turnaround. 
• Effective interfacing with alignment and 

power-conditioning controls. 
• Preservation of data under failure 

conditions. 
• Options for local and control-room modes 

of operation. 
• Portability of the hardware require. for 

off-line troubleshooting and cal : : ration. 
In addition, the data-handling system must 
be able to operate in an environment char
acterized by significant electromagnetic in
terference at shot time, when the tens of 
megajoules stored in the capacitor bank are 
discharged into the amplifier flashlamps. 
The major elements of a digital system that 
meets these requirements have been de
scribed in previous Laser Program Annual 
Reports.533* 

Diagnostic signals are generated by streak 
cameras, photodiodes, and calorimeters and 
are collected in one of two ways.5 3 In the 
first instance, single detectors that produce 
large blocks of data, such as CCD readouts 
for streak cameras (160 000 words), interface 
directly to the fiber-optic communications 
bus (Novanet); data blocks are transferred 
directly to the top-level Nova computers 
(VAX ll/780s) located in the control room. 
Data from transient digitizers are also han
dled by direct interface to Novanet and 
subsequent processing by the control-room 
computers. These computers have enough 
memory and speed to process the large vol
umes of data or to generate the complex 
displays associated with time-resolved 
signals. 

The second instance involves for a di
agnostic task such as calorimetry, which 
produces a small quantity of data per detec
tor, but requires many such detectors. 
Groups of detectors are connected to a mi
croprocessor located near the detectors. This 
front-end processor (FEP) collects the data 
and supplies control signals for the detector 
electronics. Operator interface at this level is 
through a control panel on each 
micro-processor chassis. Figure 2-80 is a 
photograph of an LSI-11 FEP with the 
laser-diagnostic control panel. 

These FEFs are interfaced to each other 
and to the top-level computers in the con
trol room via the Novanet fiber-optic bus 

f nd by a multiported shared memory.55 The 

shared memory thus provides interconnec
tion between the alignment, diagnostics, 
and power-conditioning controls (see "Con
trol Systems," later in this section). With 
this network configuration, the mechanical 
functions shared by alignment and diagnos
tics can be readily controlled by either 
laser-diagnostics or laser-alignment 
software. 

Synchronization of the diagnostic elec
tronics to the firing of the las...r is essential, 
and the trigger network that accomplishes 
this important timing function has been de
scribed previously.53 All triggers are trans
mitted over fiber-optic cables. This mode of 
transmission provides complete electrical 
isolation between source and destination. In 
the case of triggers originating from the os
cillator, this isolation is essential so that 
noise is not transmitted back to the oscil
lator timing circuitry. Noise picked up along 
wire cables might disrupt the gated ampli
fiers used with diode calorimeters. 

Calibration for Calorimetry. Measure
ments of laser energy on Nova are made 
with photodiode calorimeters or absorbing-
glass calorimeters; the input sensor, for ex
ample, uses a photodiode.''9 In each case, 
the calorimeter sees only a small fraction of 
the energy in the main beam at that point. 
The accuracy of eacli energy measurement 
can be no better than the accuracy with 
which the scale factor between the sensor 

Fig. 2-80. Laser-
diagnostic micropro
cessor chassis. 
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Outer shell 

Thermocouple 

Support rod 

Aluminum 
isolation block 

Aluminum 
heat sink 

Glass volume absorber 
( 4 x 4 module matrix) 

Fig. 2-81. A prototype 
34-cm-aperture 
absorbing-glass calo
rimeter, and a sche
matic showing the 
segmented absorber 
and shared ambient 
reference module. 

calorimeter and the main beam energy has 
been determined. We have, therefore, made 
provision at the input sensor to insert an 
absolutely calibrated absorbing-glass calo
rimeter in place of the beam tube immedi
ately after the sensor. This enables us to 
determine the calibration scale factor to bet
ter than 2%. 

As the beam diameter and the energy per 
laser pulse increase toward the output of 
the amplifier chain, the calibration process 
for energy measurement becomes increas
ingly difficult. For example, previous calo
rimeter designs fail because of excessive 
equilibration time if they are simply scaled 
to an 80-cm clear aperture. Furthermore, the 
requirement to measure pulses of 10 to 
20 kj at multiple wavelengths severely lim
its the choice of absorbing material. 

Nova large-aperture absorbing-glass calo
rimeters utilize a matrix construction (Fig. 
2-81). The equilibration time for such calo
rimeters is characteristic of the individual 
matrix-element dimensions, rather than the 
full-aperture dimension. After considering 
the absorption spectrum, laser-induced 
damage properties, and fluorescence radia
tion losses of several glasses, we have cho
sen 3-mm-thick Schott NG-4 as the 

absorbing glass. All calorimeters used for 
sensor calibration are themselves absolutely 
calibrated using an electrical-resistance 
heater. 

Authors: E. S. Bliss, R. G. Ozarski, and 
C. D. Swift 

Major Contributors: R. D. Boyd, D. W. 
Myers, J. B. Richards, and L. G. Seppala 

Frequency Conversion and Target 
Focus 

During 1981, we continued to improve our 
baseline design for the Nova frequency-
conversion system by incorporating new 
ideas and working within new material 
constraints. The baseline configuration 
(shown previously in Fig. 2-32) consists of 
one 74-cm KDP crystal-array assembly fol
lowed by a beam dump and an f/4 fused-
silica doublet. This design achieves high 
conversion efficiency to both 2u> and 3w, 
minimizes nonlinear propagation effects, i 
and provides a cost-effective multi-
wavelength flexibility. 
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We have now consolidated the two sepa
rate array assemblies of our previous base
line design56 into one assembly using a new 
2ai/3u frequency-conversion scheme known 
as quadrature/cascade (see "Harmonic Con
version" in Section 7, and Refs. 57 to 59). 
As Fig. 2-82 shows, the second harmonic is 
generated using two 1.4-cm-thick, 74-cm-
aperture Type II KDP crystal arrays operat
ing in series. These crystal arrays are 
oriented for 3u conversion, but aligned to 
phase-match 2u> conversion; 3« light is then 
obtained simply by aligning the second 
crystal to phase-match 3w conversion. The 
two crystal arrays are oriented so that they 
function independently, producing 2u light 
in two orthogonally polarized components, 
one from each array. The major feature of 

this design is the wide range of input inten
sities over which high conversion efficiency 
can be maintained (Fig. 2-83). 

Third-harmonic generation is achieved 
easily because the two crystal arrays are al
ready in the basic orientation for the 
Type II-Type I! polarization-mismatch con
figuration. 6 1 Alignment for 3u generation 
is accomplished simply by rotating the as
sembly 10° about the beam direction (Fig. 
2-82) and angle-tuning the second crystal 
(only one axis of the assembly) onto the 
mixer phase-matching angle (A0 = 
4.4 mrad). Efficient conversion is achieved 
over a somewhat smaller range of funda
mental input intensities than for 2u> genera
tion, but the design works best at the 
low-intensity end of the Nova pulse-width 

Fig. 2-82. The quadra
ture SHG, cascade 
THG frequency-
conversion scheme 
used on Nova. 

Fig. 2-83. Conversion 
efficiency of 2u> and 
3w generation for 
three crystal lengths, 
calculated for flat, 
temporal, and spatial 
profiles. 
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Pig. 2-84. Output in-
ten5i(v of 2w and 3w 
vs input for three 
crystal lengths, using 
flat, temporal, and 
spatial profiles. 

Fig. 2-85. Nova's 
frequency-conversion 
system and target-
focusing optics. 

range (2 to 5 ns). This operating range is 
consistent with other system constraints, 
imposed primarily by nonlinear propagation 
effects. 

We undertook the design of the Nova 
frequency-conversion and target-focusing 
systems for multiwavelength operation with 
the intention of minimizing both the re
quired number of large-aperture compo
nents and the total glass thickness. We have 
achieved this goal by using the same com
ponents for all three wavelengths and by 
multiplexing functions. High efficiency is 
achieved by optimizing the crystal lengths 
for the input-intensity range of interest. For 

commonality of parts, both arrays use iden
tical crystal lengths. 

Our propagation analysis of the harmonic 
beam indicates that a maximum allowable B 
after the KDP crystal array is B < 2.5 rad. 
Performance at this level is achievable only 
if some care is taken to control diffraction 
from the gaps between crystals in the array, 
i.e., by apodization. This places a maximum 
value on the harmonic intensity that can 
propagate without damage through the re 
maining optics. The impact on system per
formance is shown in Fig. 2-84, assuming 
20 cm of fused silica following the array. 
The maximum harmonic intensity is limited 
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by B < 2.5. Note that the maximum Nova 
fundamental intensity as a function of 
pulsewidth is shown along the abscissa. 
The lower maximum intensity of 3u> in
cludes our estimate of the dispersion in the 
nonlinear index of refraction for fused silica. 

Nova's multiwavelength Liability is 
summarized in Fig. 2-85. The crystal array 
has the capability of transmitting the funda
mental or converting it to the second or 
third harmonic. The array windows are 
made of materials that transmit the desired 
wavelengths, and the windows' broadband 
antireflection coatings are based on graded-
index technology.62 These window coatings, 
along with the index-matching fluid be
tween the crystals and the windows, signifi
cantly reduce the optical insertion loss due 
to Fresnel reflections in the assembly. The 
beam dump following the array is the only 
wavelength-unique component in the sys
tem. The beam dump is used to absorb the 
undesired residual la> or 2u> light. 

The components that follow the crystal 
array and beam dump must provide a vac
uum barrier, provide a diagnostic reflection, 
and focus the light onto the target with a 
minimum of glass. The first element of the 
focus lens is an f/6 aspheric lens that serves 
as a vacuum barrier; the second elen ,ent is 
an f/13 aplanatic lens with an uncoated last 
surface. Both lenses are made of fused sil
ica, which is the only material we have 
identified that possesses high transmission 
at 3w and that will not solarize under in
tense illumination. 

The combination of these two lenses pro
vides an f/4 focusing system with a 4% di
agnostic reflection that can be focused to 
the alignment and diagnostic sensor. 
Changing the spacing between the two ele
ments allows us to control the convergence 
on the diagnostic reflection to accommodate 
arm-to-arm variations in the distance from 
the lens to the sensor. This spacing change 
also helps compensate for the focal shift in 
the target plane due to dispersion in the 
glass. 

Author: M. A. Summers 
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Target Systems 

Nova target systems include the target 
chamber, focusing-lens positioners, the tar
get positioner, target-alignment optics, the 
vacuum system, and interfaces for the vari
ous target-diagnostic instruments. Data han
dling, instrumentation, and control of the 
radiation environment are also intrinsic as
pects of Nova's target systems. 

Target Room. The target chamber will 
be located in a concrete-shielded room 
north of the optical switchyard (Fig. 2-86). 
Laser beams will be routed to the target 
chamber with a series of turning mirrors 
mounted on the Nova spaceframe (de
scribed in "Mechanical Subsystems," earlier 
in this section). The target will be irradiated 
with 20 beams in two open cones on the 
east and west ends of the target chamber. 
The included angle of the cone centerlines 
is 100°. During Phase I, we will install 10 
beams and modify the mirror arrangement 
in the switchyard so that the five beam 
ports on the west end will be illuminated 
by five of the laser chains in the east bay. 

Target Chamber. As described in the 
1979 and 1980 Laser Program Annual 
Reports,63,64 the target chamber will be sup
ported 10 m above the floor in the center of 

Fig. 2-86. Arrange
ment of the Nova tar
get room and 
switchyard. 
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Fig. 2-87. Computer 
printout of predicted 
deflections in an ele
ment of the Nova tar
get chamber. 

the target room. The main body of the 
chamber will have a 1-m-wide central ring 
with an inner radius of 2.2 m to provide 
structural support for the target positioner, 
target-alignment optics, high-vacuum sys
tem, and target-diagnostics instruments. 
Also attached to the center ring will be two 
removable hemispherical heads that we 
have designed to accommodate the laser 
beams, x-ray effects experiments, and target 
diagnostics. The 2.2-m radius is necessary to 
accommodate 10 lenses per side (instead of 
5) and to reduce the x-ray fluence on the 
first wall. 

Our Phase I plans for Nova include an 
experiment yielding 1 X 1017 neutrons from 
a iOO-kJ, 1-ns laser pulse. The neutron, 
x-ray, and debris fluences generated by this 
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Fig. 2-88. Nova 
vacuum-system 
layout. 

neutron yield are not high enough to re
quire local shielding or protection of the 
chamber by a first-wall absorber. The base
line lens has a focal ratio of f/4 with a 740-
mm clear aperture. For Phase II, we will 
configure the target chamber for laser ener
gies of up to 300 kj and for yields of up to 5 
X 10 1 8 n, with as much as 3.2 MJ of cold 
Y. rays and 4 MJ of target debris. These con
ditions will require 
• A first wall to absorb x rays and debris. 
• An aluminum vessel to allow neutron-

activated materials to decay rapidly to an 
acceptable level. 

• A neutron shield around the chamber to 
limit activation of the steel spaceframe 
and concrete building. 

The Phase II target chamber is illustrated in 
Fig. 2-28. 

We have conducted finite-element stress 
and deflection analyses using the SAP IV 
code. Figure 2-87(a) shows a computer 
printout of the shell in the original, un
loaded condition (the dotted iiru^e) and in 
the loaded condition (the line image). 
Figure 2-87(b) represents a section taken 
through a beam port; this printout shows 
the deflections at various key locations. 

Vacuum System. The vacuum system 
will use mechanical pumps and Roots 
blowers for rough pumping and will em
ploy turbomolecular and cryogenic pumps 
for high-vacuum pumping. With these ma
chines, we will attain a pressure of 10 ^ 
Torr in 30 min and we will ultimately reach 
a base pressure of 10 ~ 7 Torr. This low-
pressure capability will ensure that we can 
easily achieve 10 ~ 6 Torr, which is required 
for survival of cryogenic targets. An overall 
layout of the vacuum system is shown in 
Fig. 2-88. 

Nova's vacuum system utilizes a 
graphics-based closed-loop control system. 
As with all other Nova control subsystems, 
the vacuum-system controls have been de
signed for centralized computer control with 
high-speed communication (through 
Novanet) to a distributed-control front-end 
processor. Control functions are entered on 
a touch panel and Ramtek color monitor 
that displays menus, submenus, and sche
matic drawings of the system and con
trolled items. Control commands are 
processed and distributed by the VAX 
11/780 main computer and an LSI 11/23 -• 
local processor. 
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The control system can handle up to 512 
varied sensor-input signals, both digital and 
analog. A maximum of 320 output lines are 
provided for control of valves, pumps, and 
status displays. Control and status are ap
portioned to polling and interrupt-driven 
data-acquisition methods. All sensor and 
pressure transducer values are displayed on 
another color monitor that provides an 
overview of system functions. Safety inter
locks and legal/illegal valve-state tables are 
also provided to protect personnel and deli
cate apparatus. 

Overall system status, pressures, and 
states are displayed on a companion color 
monitor. Individual sensors and signal-
conditioning units operate at 100 kHz to 
achieve an overall system rate of approxi
mately 250 updates and control commands 
per second. We have designed the control-
system functions for easy use by system 
operators. 

Beam Focusing. One of the most difficult 
and exacting tasks associated with the tar
get system is the simultaneous focusing of 
20 beams onto a microscopically small tar
get. All beam adjustments are powered by 
stepping motors and controlled from the 
central control room. Positions are deter
mined by optical digital encoders to within 
0.002 mm. The focusing challenge is com
pounded by the requirement that we mini
mize the amount of glass in the beam path 

while working at various wavelengths: 1.05, 
0.53, and 0.35 Mm. 

We have minimized the amount of glass 
in the system by making the focusing lens 
serve also as a vacuum window. Accord
ingly, the focusing mech?aism must work 
against the 5000-kg force of atmospheric 
pressure. The lens must be strong enough 
to withstand this pressure safely, and we 
must seal the lens to the chamber with a 
large bellows. The focal length of the lens 
at 0.35 litn is about 312 mm shorter than it 
is at 1.05 nm, due to the dispersion of fused 
silica (see the previous article). To provide a 
focusing range at each wavelength, the 
travel of the z axis will be about 350 mm. 
Lateral shift of the focal spot is 20 mm from 
center. 

To diagnose the 2w beam, we have pro
vided an uncoated surface that will reflect 
about 4% of the beam back through the 
turning mirrors to the output sensor (de
scribed in "Alignment and Laser Diagnos
tics," earlier in this section). This surface is 
on the back of the second element of the 
two-element lens. Element spacing is vari
able to account for color changes; the sec
ond element is tiltable to aim the return 
beam back to the output sensor. 

The baseline lens-positioner design is 
shown in Fig. 2-89. (An artist's rendering 
showing the scale of the lens positioner is 
shown in Fig. 2-35.) As an integral part of 

Centering mirror 
"nserting motor - Stepping motor 

for second element 
spacing end tilt 

Bellows-

f/4 lens 
doublet 

Optional 
debris shield 

Stepping motor 
for z-axis drive 

-Centering 

-Beam-dump 
swing motor 

- KDP rotation 
motor 

-Reticle 
inserting motor 

x- and y. 
translation stages 

Fig. 2-89. Nova lens 
positioner, using a 
double-element f/4 
lens. The first element 
is the vacuum barrier. 
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Fig. 2-90. Arrange
ment of the Nova 
target-alignment and 
verification instru
ment (TAVI). 

the lens positioner we have included the 
harmonic-generation package, beam dumps 
to absorb unconverted light, and alignment 
cross hairs and screens to aid in centering 
the beam. 

Target Support. Nova's remote-
controlled target positioner will have four 
degrees of freedom, enabling it to place tar
gets within 5 Mm of the desired '.ocation in 
the chamber. Controls for the target posi
tioner will be integrated into the Novalink 
control system. Provision will also be made 
for handling cryogenic targets (and main
taining them in the frozen state) throughout 
installation, alignment, and exposure. 

Target Alignment. We have a four-step 
plan for aligning the laser beams to the 
target 
(1) A surrogate target is placed in the geo

metric center of the chamber. 
(2) All beams are focused to this center po

sition by means of lens positioners. 
(3) The focal points are repositioned to vari

ous locations defined by the specific tar
get to be irradiated. 

(4) The surrogate is replaced by the actual 
target. 

The position of the actual target must be 
identical or nearly identical to that of the 
surrogate—within 5 /im of true center, as 
verified by a reliable optical instrument. 

The center of the target chamber will be 
established by the intersection of two opti
cal lines of sight (LOS), as defined by two 
optical telemicroscopes. These instruments, 
called target-alignment and verification in
struments (TAVI), are described in the 1980 
Laser Program Annual Report.65 A third TAVI 
acts as a back-up reference and provides 
additional viewing flexibility. The schematic 
diagram in Fig. 2-90 shows a cross-sectional 
view of the main subunits in a single TAVI: 
an optical transfer, an image-viewing stage, 
and a control assembly. 

The optical transfer requires maximum 
stability, which we accomplish by building 
the relay structure as a single unit and by 
mounting it ruggedly, coupled closely to the 
target-chamber. The optical transfer is lo
cated completely within the target-chamber 
vacuum; it is also isolated from its housing, 
which also provides protection from unau
thorized adjustment and accidental impact 
during operations. To add rigidity to the 
housing and to conserve space in the ex
perimental area, the optical path is folded. 
The optical transfer will form a full-size im
age of the target on a reticle, all within the 
vacuum. The image will be viewed through 
a vacuum window by the image-viewing 
stage. 

The image-viewing stage will move in 

Illumination 
control 

Target chamber 
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three axes, within a volume measuring 
25 mm diam by 25 mm long, to measure 
target-image features at various magnifica
tions. The CCD camera will move with the 
turret, thereby maintaining alignment and 
focus at all positions in the image volume. 
The target will be illuminated by a small 
He-Ne laser, which will use beam splitters 
and the optical-transfer optics to provide 
both front and back illumination. Beam in
tensity will be made continuously variable 
by means of rotating polarization plates. 

Target Diagnostics. We have provided 
ports in the central ring and hemispherical 
heads for an array of target-diagnostic in
struments. All ports will be precisely lo
cated in spherical coordinates. In most 
cases, each port will have a standard 8-in. 
diameter to allow diagnostics to be inter
changed between locations or even between 
different facilities (i.e., Nova and Novette). 

Instruments sensitive to neutron or 
gamma pulses will be located in the di
agnostics loft, behind the concrete shielding 
wall, and will be connected to the target 
chamber by vacuum LOS pipes. They in
clude instruments with synthetic plastic flu-
ors, photomultiplier tubes, and fast 
electronic circuits (such as the filter-
fluorescer detector and the high-speed 
streak cameras). Intrinsically "hard" instru
ments, such as the calorimeters and Dante 
fast x-ray detectors, can be mounted on 
shorter pipes within the target room. Each 
instrument package will have a valve in its 
LOS pipe to isolate it from the target cham
ber. Control of these valves will be inte
grated into the Novalink system; this will 
allow individual components to be evacu
ated separately and help avoid vacuum 
accidents. 

Target-Diagnostics Data-Acquisition 
and Control. Our basic philosophy con
cerning target-diagnostic data-acquisition on 
Nova is to adapt standard acquisition and 
digitizing hardware from Shiva and Argus 
by adding hardware and software to inte
grate the target diagnostics into Nova's cen
tral controls. In this way, Nova's target-
diagnostics packages will also include ac
quisition and control functions. CAMAC 
and LSI-11 interfaces will be used on most 
computer-controlled data-acquisition units. 
Afe will support IEEE-488 Buss interfaces 
on Nova since many newer instruments use 

this standard computer interface. 
The Nova target-diagnostics system will 

be operated primarily from the control-
room consoles, using Ramtek touch-
activated color-graphics screens. The system 
will be experiment-oriented and menu-
driven. The operator will first select an ex
periment type and then select the 
diagnostics to be included in the experi
ment. Additions or deletions can then be 
made in the mix of acquisition modules for 
each diagnostic. An operator will be able to 
build an acquisition configuration from 
scratch or use a file that describes a previ
ous shot configuration. 

Remote-control panels will also be placed 
in the diagnostics loft and in the switchyard 
near the target diagnostics, so that opera
tional checkouts can be performed locally. 
These remote panels will be interfaced to 
the control room, enabling the control-room 
computers to continuously update the status 
of the entire system. Nova target diagnos
tics will rely heavily on the hardware and 
software tools developed by Nova central 
controls. 

Radiological Control. The concrete 
shielding walls and roofs in the Nova target 
room and switchyard are sufficiently thick 
to limit personnel exposures outside the 
Nova building to well below the current 
DOE standards for operations resulting in 5 
X 10 1 7 neutrons yield per day. With a 2-ft-
thick-equivalent water shield around the 
chamber, the facility can safely operate at a 
level of 2 X 10 1 9 neutrons per jay. How
ever, personnel occupancy in the Nova tar
get room immediately following high-
yielding neutron shots must then be limited 
to less than 40 h/wk per operator because 
of the neutron-induced residual 
radioactivity. 

The bulk of residual radioactivity occurs 
in the target chamber, spaceframe, and 

Table 2-9. Chemical 
composition of major 
components in the 
Nova target room. 
(See p. 2-82.) 

2-81 



Nova 

concrete shield. The materials in each of 
these structures contribute differently at dif
ferent locations in the room, and the activ
ity varies with time following the shot. The 
material compositions of the Al vessel, the 

mild-steel spaceframe, and the concrete 
shield are given in Table 2-9. Based on the 
table, we have calculated the biological 
dose from neutron-induced residual radio
activity in the spaceframe, chamber, and the 
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Fig. 2-91. Biological 
dose rates in the Nova 
target room following 
a single shot yielding 
2 X 10 1 6 neutrons. 
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concrete for various target neutron yields. 
The results of these calculations are pre
sented in Figs. 2-91 through 2-93 for various 
rimes of operation. 

The model shown in the lower part of 
Fig. 2-91 was used to describe the inside of 
the Nova target room for the neutron-flux-
density calculations, neutron-induced activ
ity calculations, and for the biological dose 
calculations. In this model, the Al vacuum 
vessel has a 218-cm inner radius and is 
12.7 cm thick. The epaceframe (weighing 
approximately 130 tons) is distributed 
evenly between 335 and 610 cm from the 
target. The concrete walls start at 1585 cm 
from the center of the target chamber. Dry 
air was assumed in the regions between the 
vacuum vessel and mild-steel spaceframe 

Nova 

and between the spaceframe and the con
crete shield. 

To calculate the biological doses, it was 
first necessary to calculate the flux density, 
which was evaluated using the TARTNP 
Monte Carlo code, and the induced residual 
radioactivity, which was evaluated using 
the ACTIVE code and analytical expres
sions. The biological dose was then evalu
ated using the MORSE-L code. The doses 
were calculated at the center of the vessel, 
at 300, 331, 500, 800, 1000, and 1500 cm 
from the center of the target vessel. 

Figure 2-91 gives the radiation dose after 
a single shot yielding 2 X 10 1 6 neutrons. 
Figure 2-92 shows the doses after operation 
for one year at 2 X 10 1 6 neutrons (one shot) 
per day. Figure 2-93 gives the doses after 
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Fig. 2-92. Biological 
dose rates in the Nova 
target room after one 
year's operation at 2 
X 10" 
day. 
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dose rates in the Nova 
target room after one 
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operation for one year at 1 X 10 1 9 neutron 
(one shot of higher intensity) per day. The 
cooldown times following the last shot are 
0, 24, 48, 120, and 720 h. (Data points are 
connected as a viewing aid only.) 

Authors: F. Rienecker, J. R. Severyn, and 
M. S. Singh 
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Sequencing, Synchronization, and 
Safety Systems 

The predefined sequence of steps required 
to operate the Nova laser spans many min
utes. Preshot preparation includes manual 
setups, computer-assisted semiautomatic 
tasks, and fully automatic tests under com
puter control. Early activities include align
ing the laser chains and preparing the 
various laser- and target-diagnostic subsys
tems. These operations are semi-automatic, 
in that computer programs assist operators 
in completing a series of setup checklists. 

When all preliminary steps have been 
taken, an automatic sequencer program 

then controls and monitors all systems for 
the final minute, during which the energy-
storage capacitor banks are charged. At 
10 ms prior to switchout of the optical 
pulse, control of the laser systems is trans
ferred from the computer to integrated logic 
timers. At 1 fis prior to switchout, one of 
these timers activates the master-oscillator 
fast-timing system. The oscillator electronics 
then generate a sequence of nanosecond-
accurate triggers. 

Figure 2-94 illustrates a control problem 
that is unique to laser fusion: the event-
timing requirements for operating the laser 
system span 12 orders of magnitude. Early 
preshot events are measured in minutes 
and seconds, while events occurring during 
the propagation of the laser pulse are mea
sured in nanoseconds and picoseconds. The 
Nova timing and synchronization system 
meets this wide range of requirements us
ing computers and programmed logic. Op
erationally, the control system is organized 
into three categories, each associated with a 
different control technique and covering a 
different time span. Table 2-10 summarizes 
the major tasks, timing, and control tech
niques for various time periods relative to 
shot time. 

The Nova control-system architecture 
(shown previously in Fig. 2-66) is based on 
the use of multiple computers that ex
change information via a shared memory 
and communicate with laser devices via 
Novabus, an extended computer bus using 
fiber-optic cables. Novabus features global 
synchronization bits and is connected with 
each device that requires synchronization or 
control during a shot sequence. Synchroni
zation via Novabus is accurate to 1 (is; syn
chronization of devices requiring 
submicrosecond timing is accomplished us
ing triggers from the master oscillator elec
tronics. This fast-timing subsystem is 
hardwired and employs very-broad-
bandwidth circuitry, providing electronic 
and opiical-pulse synchronization to less 
than 1 ns in critical applications. 

Preshot Validation. All mechanical, opti
cal, and electrical components of the Nova 
system must function in a coordinated man
ner. Failure of any component to fully per
form its design function results in degn ded 
laser performance. We therefore verify the( 
condition of all laser subsystems prior to 
propagation of the laser pulse. Furthermore, 
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a performance failure by certain key com
ponents can damage the laser itself. For ex
ample, an early breakdown of the rail-gap 
portion of the plasma shutter could allow a 
reflection of the full-energy laser pulse to 
propagate back through the laser chain, re
sulting in serious damage to costly 46-cm-
aperture optical components. 

The readiness of subsystems and compo
nents is verified by operators using a 
predefined set of diagnostic tests. One such 
test, for preventing flashlamp failure at full 
power, involves testing all 3000 circuits (at 
reduced energy) for waveform anomalies. 
The testing sequence takes into account the 
dependency of one system on another to 
ensure that interfaces between components 
are properly configured. The end result is 
confirmation that all systems are ready to 
support operation of the laser. 

Preshot Sequence. Figure 2-95 illustrates 
he major preshot tasks performed for oper

ation of the Shiva laser, which is conceptu
ally similar to Nova. The time-span for 

Fig. 2-94. Event 
timeline for Nova 
operations. 
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Nova preparation will be shorter because of 
increased automation, but the tasks them
selves remain essentially the same. Each 
block in Fig. 2-95 represents a set of tasks 
that is managed with a computer-controlled 
checklist called a scheduler. The scheduler 

Table 2-10. Major 
events, timing, and 
system control for op
eration of Nova laser 
system. 
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Fig. 2-95. Task 
timeline for the Shiva 
laser, indicating Nova 
requirements. 
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assists the Shot Director nith validation of 
the system while simultaneously record g 
data related to all tests conducted. The 
scheduler prompts the Shot Director at each 
decision point in the testing sequence; 
when the checklist is successfully com
pleted, the Shot Director authorizes moving 
on to the next step. Since the computer 
evaluates much of the test data, the Shot 
Director is free from routine tasks; in the 
event of an anomaly, he or she can either 
modify a test, repeat a test, or initiate di
agnostic procedures. 

The scheduler oversees the preparation of 
the laser and target systems; when all sub
systems are determined to be ready for a 
shot, the scheduler initiates an automatic 
sequencer. The primary difference between 
the scheduler and the sequencer is that the 
scheduler is event-driven, while the se
quencer is time-driven. As the scheduler 
progresses from event to event, the time 
span for completion of a given event is not 
fixed. The sequencer, on the other hand, 
operates in a context of fixed time spans; 
each event occurs at a specific time relative 
to propagation of the optical pulse. The 
Shot Director can hold or abort the sched
uler or sequencer at any time. 

The sequencer takes over for the sched
uler at 1 min prior to switchout of the laser 
pulse, when the timing of events becomes 
critical. The sequencer consists of computer 
routes that execute a predefined set of com
mands and diagnostic routines to complete 
final system preparation. The sequencer 
monitors the entire system for proper oper
ation and will automatically pause in the 
event of a system anomaly. Such anomalies 
include ignitron prefires, plasma-shutter 
prefires, interlock breakage, or failure of a 
device to respond to commands. 

Each sequencer event activates a routine 
at a predefined time measured in seconds 
and milliseconds preceding laser-pulse gen
eration. Early sequencer channels are re
lated to setup of the power-conditioning 
system. Between 30 and 45 s before shot 
time, the sequencer initiates charging of the 
energy-storage capacitor banks. By 1 s be
fore shot time, some 100 MJ of electrical en
ergy is stored and ready for switching into 
the laser amplifiers. 

A key decision point occurs at switchout 
of the laser pulse minus 10 ms. If all sys
tems are determined to be ready at this 
time, the sequencer sends a universal trig- ( 
ger over Novabus that activates 
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programmable timers throughout the laser 
facility. At this point, the system is not yet 
committed to switchout of the laser pulse, 
but the laser-amplifier flashlamps are 
pumped with 100 MJ of electrical energy 
from the charged capacitor banks. If the 
shot is aborted after this time (10 ms before 
shot time), the time required to cool and re-
stabilize the amplifier glass exceeds 1 h. 

During the final milliseconds, the envi
ronment in which the control system must 
function changes drastically. Electromag
netic noise levels increase dramatically, and 
timing requirements are tightened to micro
seconds. The pumping operation requires 
that the electrical energy stored in capac
itors be transferred to the laser amplifiers in 
about 1 ms, with a peak power in excess of 
100 000 MW. Careful design of the pulsed-
power system ensures that only a small 
fraction of this power is radiated as noise. 
Even so, the noise is extreme when com
pared with required environmental condi
tions for TTL/CMOS circuitry. Control-
system logic adjacent to the ignitron 
switches must not only survive but also 
continue to operate throughout this noisy 
period. 

The most noise-susceptible components 
in the Nova control system are the fiber
optic receivers of the Novabus control net
work. Since control signals to and from the 
control computer pass through these de
vices, control signals are subject to corrup 
don during the high-noise period. We have 
eliminated this problem by storing in each 
device interface those commands that must 
be executed during the high-noise interval. 
Device interfaces are loaded with timing in
formation well before the pumping opera
tion. Each device then operates 
independently of the control system for the 
last 10 ms prior to switchout. Timing in
formation is loaded into device-interface 
logic, called programmable timers. All tim
ers are activated simultaneously when the 
control computer sends the universal trigger 
through Novabus. 

Table 2-11 lists the devices (including the 
master oscillator) that receive synchronized 
triggers from the programmable timers. 
While the timers are running, the computer 

, continues to check the laser alignment and 
iagnostics systems for abnormal condi

tions. If an abort condition arises, the com-

Tabic 2-11. Implemen
tation of programma
ble timer channels on 
Nova. 

puter sends a command directly to the os
cillator to prevent switchout of the laser 
pulse. A timer signal initiates Q-switching 
of the oscillator 1 ^s before the shot. The 
oscillator then issues a sequence of 
submicrosecond triggsrs to laser devices fur
ther down the laser chains. 

Electronics associated with the master os
cillator produce timir, signals with 
nanosecond-accurate resolution. Figure 2-96 
is a block diagram of the oscillator timing 
system. The exact timing of each channel is 
loaded by the control computer into a RAM 
within the fast-timing control block of Fig. 
2-96. The coarse timing is provided by 8-bit 
Shottky TTL counters clocked by the mas
ter rf oscillator ouiput (divided by two). By 
choosing either the leading or trailing edge 
of the symmetrical 31.25-MHz clock, we at
tain 16-ns resolution. Finally, programmable 
delay lines provide 1-ns resolution. We 
have also incorporated into the system the 
capability to abort the switchout signal in 
the event of a plasma-shutter prefire. This 
abort signal is sent by direct connection be
tween the oscillator and plasma shutter. 

Tasks associated with target diagnostics 
begin immediately following the shot. Data 
for beam diagnostics, target diagnostics, and 
power conditioning are recorded by numer
ous instruments and transferred to large 
computers for processing. This data base is 
used by both laser-fusion experimenters 
and system engineers; in the latter case, we 
use the data to determine how the overall 
system performed and to identify required 
adjustments prior to the next shot. 

Safety System. The safety of all person
nel is of primary importance during opera
tion of the laser. Potential hazards include 
high voltage, high-intensity laser beams, 
and radiation from high-energy target shots. 
Identification of potential hazards is the 
responsibility for each system or project en
gineer. Hazard identification is an integral 
part of the early design process; potential 
hazards are presented in design reviews 
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Fig. 2-96. The Nova 
oscillator-electronics 
timing system. 

Nova 

Fire 

Q switch 

62.5 MHz 

i ' rf on/off 

Stow* 

Shutters 
(4) 

rf/2 

Acoustic-
optic 

module (3) 
Lamp 

drivers (4) 
Q switch 

(4) 

Data 

Trigger 

} TV ToCCD 
cameras 

Enables 

<!= 

a ,i 

Switchouts 
(4) 

Fast-timing 
1 triggers to 
I high-speed 

system elements 

- Abort (aux) 

- abort (plasma-
shutter prefire) 

and documented on a preliminary hazard-
analysis form that includes recommenda
tions for ameliorating the hazards. 

The system of barriers, sensors, displays, 
and controls specifically designed to prevent 
personnel hazards is called the safety inter
lock system (Fig. 2-97). This system uses the 
information available to it to decide, for ex
ample, whether oscillator shutters may 
open (constituting an eye hazard) or 
whether crowbars may be lifted from ca
pacitors and high-voltage powrr supplies 
may be allowed to charge (constituting a 
high-voltage hazard). Such actions are al
lowed only when the permissive signals for 
eye and high-voltage hazards are asserted. 

Information available to the interlock sys
tem includes the status of facility doors, 
beam shutters, runsafe boxes, panic boxes, 
and the power-conditioning control panel. 
Runsafe boxes and panic boxes provide 
crash buttons throughout the system; these 
buttons cause the boxes to go to the "safe" 
state when pushed, causing the interlock 
system to remove the permissive. The 
runsafe boxes are reset with a key, as 
shown in Fig. 2-97. The panic boxes are re
set with a push button. The power-
conditioning control panel, which also pro

vides a crash button for the system, must 
be actuated for a high-voltage permissi"e to 
be granted. 

The interlock system gives an audible 
message that warns personnel of the hazard 
that will soon arise. This message is timed 
to give personnel sufficient time to crash a 
runsafe or panic box or to leave the area, if 
they are not adequately protected or are not 
allowed in the area when the equipment 
operates. A chime rings when the hazard 
status of an area changes, and the current 
hazard status of the laser area is displayed 
on access panels at doors entering the area 
and on hazard-status panels within the 
area. 

The system will use a single key for ac
tuating the power-conditioning control 
panel, resetting runsafe boxes, and unlock
ing capacitor bank doors. There will be only 
one copy of the key within the system, al
lowing the person who holds the key to 
prevent operation of the high-voltage sys
tem. The single-key system also forces the 
control room operator to visit the site of a 
crashed runsafe, both to reset it and to de
termine the reason it was crashed. 

The interlock logic is implemented with a 
triple-redundant voting system. There are i 
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Fig. 2-97. Configura
tion of a typical inter
lock safety system. 

three redundant contact closures at each 
monitor point, each connected to one of 
three identical interlock logic units. The 
three outputs of these logic units "vote," 
with a majority deciding the action of the 
system. In the event of a single-point fail
ure, voting allows the system to operate un
til it can be repaired. The outputs resulting 
from the vote are used for permissives, to 
drive displays and chimes, and for interfac
ing with the audible warning system. The 
interlock system functions independently of 
the computer system, but is monitored by 
the computer system for detection of single-
point failures. 

As part of our grounding and isolation 
plan, the control room and MOR are electri
cally isolated from the rest of the system. 
This is accomplished largely through the 
use of fiber optics. The safety interlock sys

t em is interfaced to devices within the con-
rol room and MOR through fiber-optic 

cable to conform with this isolation scheme. 
We also employ various barriers to pre

vent entry of a person or a part of their 
body into a dangerous area. The type of 
barrier is determined by the nature of the 
hazard. Signs are posted throughout the 
laser area to inform persons of hazards and 
any special precautions to be observed. 
Doors, gates, and removable panels are 
locked, interlocked, or both. The safety in
terlock system provides for automate safety 
by removing permissives when the inter
locks are broken by unauthorized entry into 
an interlocked hazardous area. Non-
interlocked barriers include beam tubes, 
equipment cabinets, shields, and barricades. 

Author D. G. Gritton 

Major Contributors: L. W. Berkbigler, 
D.J. Christie, A. J. DeGroot, and 
J. A. Oicles 
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Fig. 2-98. Functional 
architecture of the 
Nova control system. 

Introduction and Design Objectives. The 
contiol system for the Nova laser must 
meet substantial requirements in the areas 
of technical function, flexibility, maintain
ability, and operability. The laser system it
self is comprised of four major subsystems: 
power conditioning, alignment, laser di
agnostics, and target diagnostics. The design 
of the Nova control system must meet the 
unique control requirements of each of 
these subsystems while providing consistent 
overall architecture and a common set of 
tools to reduce development and long-term 
maintenance costs. This hierarchical func
tional architecture is illustrated in Fig. 2-98; 
note that, in addition to the control subsys
tems corresponding to the four laser func
tional areas, there is a fifth control system 
called central controls. 

Overall control-system architecture is 
based upon a series of distributed micro
computers, minicomputers, and components 
interconnected through high-speed fiber
optic communications systems. The micro
computers provide cost-effective local 
remote-control and data-acquisition func
tions, while the larger minicomputers pro
vide high-level capabilities such as 
integration, image-processing for closed-
loop alignment functions, and centralized 
operator controls. We have designed 
special-purpose hardware and software to 
improve the performance and maintainabil
ity of the control system; these include 
• Fiber-optic networks. 
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• Color-display-based programmable oper
ator consoles. 

• A sophisticated computer language 
(Praxis) specifically designed to support 
control-system implementation efforts. 
We successfully demonstrated a proto

type of this control system in November 
1980 and installed it in December 1981 for 
Novette (the two-beam, 15-kJ prototype of 
Nova, described earlier in this section). In
stallation of a full control system on Nova 
is scheduled for mid-1982. 

Author: G. J. Suski 

Major Contributors: J. M. Duffy, D. G. 
Gritton, F. W. Holloway, J. E. Krammen, 
R. G. Ozarski, J. R. Severyn, and P. J. 
VanArsdall 

Architecture. The hardware architecture of 
the Nova control system is illustrated in Fig. 
2-99. The fundamental building blocks for 
local control and data-acquisition functions 
are DEC LSI-11/23 microcomputers, pack
aged in an LLNL-designed chassis that pro
vides power and I/O space for large 
configurations. The microcomputers are set 
up with memory, local control panels, de
vice interfaces, and software specifically 
matched to their individual functions. Typi
cal applications i f these units include firing 
the power-condib ming ignitrons, control
ling configuration of the Nova output sen
sors through stepping-motor manipulations, 
and acquiring data from beam and target-
system calorimeters. 

The technically diverse control functions 
of the four fundamental subsystems are 
centralized and integrated into two DEC 
VAX-11/780 computers. These computers, 
interconnected with MA780 shared mem
ory, share the load of central-system opera
tion and provide redundancy. Functions 
performed at this level include cross-
subsystem interlocks (synchronization), cen
tralized operator control, configuratior man
agement, and data storage. Common 
resources, such as large file storage, output-
plotting devices, and analysis packages re
side at the uppermost level and are 
supported by a third VAX-11/780 system. 

High-speed data transfers to remote locaj 
tions are provided by two fiber-optic 
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communications systems: Novanet, and 
power conditioning's Novabus. Novabus 
has been designed to transfer control-sys
tem data to remote devices at maximum 
speed; devices served by Novabus are con
nected to the central computers via 
multiport memories attached to controller 
LSI-ll/23s. The Novanet system supports 
computer-to-computer transfers and 
computer-to-device transfers for the align
ment and diagnostics subsystems. All ele
ments connected via Novanet, including the 
three central computers, form nodes in a 
network in which any node can "tMk" to 
any other node. 

Author: J. M. Duffy 

Major Contributors: G. J. Suski and P. J. 
VanArsdall 

Console Display System. We have slightly 
modified the hardware design for the Nova 
operator console to improve both aesthetics 
and manjfacturability. The desk component 
design now uses fewer parts, which should 

result in a cleaner appearance and stronger 
overall surface. We have designed custom 
front panels for the Ramtek displays and 
the black-and-- . TV monitors, resulting 
in a more integrated system. Most of the 
vertical separation members on the front of 
the console are the same color as the large 
panels to reduce the busy appearance of the 
prototype console. Two console units are 
being completed for Novette; four more 
units (for the Nova control room) are due 
early in 1982. All that remains is integrating 
the joystick and numeric keypad into the 
de6k surface. 

Our console interactive-graphics software 
is the primary means of interaction between 
operators and control-system programs. 
During 1981, we focused on optimizing the 
prototype system that was demonstrated 
near the end of 1980 and described in the 
1980 laser Program Annual Report.66 

The console-display system is composed 
of four software packages used to generate 
and update color-graphics images on large-
console TV screens. During the first phase 
of system operation, called the definition 

Fig. 2-99. Nova 
control-system 
architecture. 
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phase, only one of the software packages is 
used. The picture-definition functions of the 
package allow programmers to write a pro
gram that completely describes the color 
picture that will later be drawn on any of 
the screens. Such a picture is called a frame, 
or menu; the package is called the frame-
definition package. 

The other three packages of the '*tem 
are used during the second phase, i.nown 
as the operations phase. In this mode, the 
console interactive-graphics system is actu
ally used as the interface between opera
tions personnel and laser- and target-control 
programs. The three packages used during 
the operations phase perform as follows 
• Frames are drawn and maintained on 

console screens by the console executive 
(CI) package at the request cf laser- and 
target-control programs. It is also through 
the CE program that control programs re
ceive operator inputs from the touch-
sensitive screen panels on each console. 

• The menu-manager package keeps track 
of the order in which frames have been 
requested by control programs as the re
sult of cperator inputs. This information 
allows operators to request that the menu 
manager retrace their steps through a se
quence of menus. The package also up
dates the time and date information on 
the console screens. 

• The autostatus update program ensures 
that laser, target, and control-system sta
tus information depicted on visible frames 
is updated on a regular basis c r as 
changes occur. 

Communication between the CE program 
and all control-system programs that use 
the consoles occurs through shared data re
gions. The exchange of data through these 
regions is interlocked by parts of the net
work-shared memory (discussed below). 

The speed with which data can be ex
changed affects how quickly control pro
grams can change the information on 
console screens; the data-exchange rate also 
affects the response time of programs to op
erator inputs. We made considerable im
provements in the response of the CE 
program, when performing frame changes 
during the operations phase, by optimizing 
the internal operation of the network-
shared memory (NSM). In fact, the rate at 
which data could be exchanged through the 
shared-data regions was at least doubled. 

Therefore, ihe amount of graphical informa
tion that can be updated on the screens by 
a control program during a time interval 
was at least doubled. 

In addition, data being passed between 
the control programs and the CE program 
are buffered. That is, control programs can 
prepare and pass a set of data to the CE; 
while the CE is processing this "buffer" of 
data, the contro's programs can be process
ing the next set of data. This allows the 
processing times of the control programs 
and the CE to overlap. Thus, large numbers 
of graphical operations are performed more 
quickly than if they are submitted to the CE 
one at a time. The rate at which pictures 
change increased at least by a factor of 5 in 
cases where more than a few changes occur 
together. 

The speed with which the CE program 
performs graphical operations with the 
Ramtek 9400 was improved through pro
gram i~ptimizatioriS based on results of tim
ing measurements. We designed, wrote, and 
executed a set of exercise programs for the 
Ramtek 9400 graphics processor, and we 
used the resulting data to determine which 
programming techniques provide optimum 
hardware performance for the VAX/Ramtek 
coupling. 

One of the primary uses of the graphics 
system for Nova and Novette will be the 
display of system status. We decided that 
the best approach would be a common rou
tine (the autostatus update manager); we 
chose this approach because it frees the de
velopers from having to put extra logic in 
their codes to update the status displays. 
This should simplify the control processes, 
thereby making it easier to maintain the 
status-update function. Using a common 
routine for graphic staLas updates also 
lowers system overhead. 

We have shown the feasibility of a com
mon routine for status update, and we are 
very close to a prototype version. To build 
the prototype, we extracted from the con
figuration and control data base the in
formation describing where status 
information for a given device would be de
rived from. With this information, and a 
user-supplied routine to extract the status 
information, we developed a routine that 
listens to the appropriate NSM regions and ( 
calls the appropriate status routines for the 
devices. The routine then calls the CE 
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program with instructions for changing the 
displays on operator consoles. 

Authors: J. E. Krammen and D. L. 
McGuigan 

Major Contributor: P. J. VanArsdall 

Novanet Local-Area Network. Novanet is 
a 10-Mbit fiber-optic data network that al
lows high-speed computer and digital-
device communication. Novanet's capabili
ties and architecture were desciibed in de
tail in the 2980 Laser Program Annual 
Report? 

We devoted our efforts during 1981 to 
the manufacture and final debugging of 
Novanet hardware and to enhancing the 
companion software drivers in both the 
VAX and LSI-11 processors. We have fabri
cated and tested approximately 50 sets of 
the Novanet master/slave controller, which 
is the Novanet computer interface for all 
VAX, LSI-11, and PDP-11 processors. We 
have also completed hardware designs for 
the device interface modules, the Q-bus-
device interface for LSI-11 backplanes, and 
the multiple-device interface for Augat 
backplanes; 25 sets of each printed-circuit 
card set have been manufactured. 

We have tested our hardware designs us
ing a diagnostic software package running 
on the VAX. Using the remote self-test ca
pability of device-interface modules, this 
network analyzer package can access a re
mote device interface on the network and 
verify proper operation of most functions. 
The network analyzer also queries the net
work's computer and device nodes for their 
identifications, rn this manner, the configu
ration of the Novanet hardware is mapped 
in real time, and we can pinpoint the loca
tion of every serialized interface. On-net di
agnostics are also automatic, since the type 
of interface can be determined by the re
mote testing process. The Novanet network 
analyzer is now one of the standard net
work-debugging tools in the controls devel
opment system. 

Operation of the Novanet communica
tions system is greatly enhanced by the an
cillary control process (ACP). The ACP is a 

, , separate process that implements the upper 
levels of protocol foi the network while 
running in parallel with the driver and us
ers' programs. The ACP 

• Performs message blocking/deblocking 
and multiplexing/demultiplexing for users. 

• Performs some network housekeeping 
and management tasks. 

• Permits efficient transmission of messages 
of widely varying lengths. 
Novanet software drivers for both the 

VAX 11/780 and the LSI-lls contain many 
enhancements over the drivers that were 
demonstrated in 1980.67 For example, since 
the ACP will be incorporated at a later 
date, the proper system linkage between 
the driver and the ACP has been included 
in the drivers. New driver-function codes 
allow the user to access the communica
tions medium either directly throughout the 
driver or via the ACP, as appropriate for 
the desired operation. The error handlers in 
the driver have been improved and now in
clude error correction by retrying at the 
communications-block level. The driver 
now detects and discards duplicate blocks 
and has access to the VAX 11/780 error log
ger, so all unrecoverable errors are logged 
in the system error log. The driver for the 
LSI-11 implements these same enhance
ments in the stand-alone environment. We 
have written a third version of the driver 
that will run under the DEC RSX-11M op
erating systems. 

In the area of network utilities, we are 
writing programs to control charge-coupled-
device (CCD) cameras and transient digi
tizers (Tektronix 7912ADs). The 7912AD 
digitizer uses the IEEE 488 bus for commu
nications. To control this device, we are im
plementing a general-purpose 
Novanet-to-IEEE 488 interface so that any 
IEEE 488 instrument may be remotely con
trolled directly from the VAX. 

During 1981, we completed our first 
Nodestar; it will be used as a manufactur
ing model and will also be installed on 
Novette as part of the Novette control sys
tem. The Nodestar is capable of handling 
32 nodes and is expandable as system re
quirements grow. 

Authors: J. R. Hill, J. R. Severyn, and P. J. 
VanArsdall 

Network-Shared Memory, Data-Base 
Management, and Alignment-
Configuration Control. During the early 
design stages of Nova, we recognized that, 
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Fig. 2-100. The 
network-shared mem
ory allows dala trans
fer betwecfi programs 
in the same or differ
ent computers. 

for subsystem engineers, the most clearly 
understood method of program-to-program 
communication was through shared tables 
of data. Using a set of interface routines 
called the network-shared memory (NSM), 
we now have the ability to share tables 
between 
• Programs in the same computer. 
• Programs residing in computers connected 

via multiport memories. 
• Programs residing in computers connected 

by Novanet. 
NSM, therefore, provides a simple control-
system-oriented interface to the extensive 
network functions of Novanet (Fig. 2-100). 
Since the interface to the shared tables is 
independent of the physical data-transfer 
medium, uniform methods of communicat
ing between programs in the same and sep
arate computers can be used. This decreases 
programming effort and increases system 
maintainability.68 

During 1981, we also smoothed the pro
cess of adding new NSM regions to the 
Nova control system. This was done by 
cleaning up the generation processes and 
simplifying the process of adding informa
tion to the configuration and control data 
base. We have also developed processes for 
easily creating groupings of NSM regions to 
be loaded into the LSI-11/23 local proces
sors. These enhancements should simplify 

the job of developing and maintaining con
trol programs. 

Because of greatly increased demands on 
our data-base management techniques dur
ing the year, we decided to look for a 
configuration-management system that 
would provide even greater flexibility to the 
user. We felt that developers would benefit 
most by knowing that they could get their 
data without having to worry about how 
they got it. After careful study, we deter
mined that our needs would best be served 
by a relational data base because it is inher
ently easy to modify the way that data are 
retrieved from a relational base. Thus, users 
can work with their data at a much higher 
level, which simplifies the developer's job. 

After evaluating available systems, we 
chose the ORACLE system from Relational 
Software, Inc., of Merilo Park, Calif, be
cause of its performance and its support 
packages. ORACLE is also used in the 
Fusion Experiments Analysis Facility for 
some data-management tasks. 

As part of this data-management effort, 
we considered how to provide the 
alignment-control programs with informa
tion on the configuration of the MOR (or 
any other part of the laser system) and also 
how to display the status of devices on the 
controls consoles. Achieving these goals is 
complicated by the fact that different 
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alignment-control tasks have different con
figuration requirements for waveplates, 
shutters, gimbals, and other alignment com
ponents. Clearly, we wanted to avoid hard-
coding the configuration for a given task 
intc the alignment-control software because, 
then, any changes would mean editing and 
recompiling the software. Furthermore, con
figuration information must be made avail
able to the alignment-control software in a 
fashion that does not cause excessive over
head (thus slowing down the alignment). 

Recognizing that our final alignment-task 
configurations will be substantially different 
from our initial choices, we decided to place 
all of the configuration data within the 
ORACLE data base. This step enables the 
MOR designers to find out about or make 
changes in any given task configuration 
with minimal effort. To provide configura
tion information to the alignment-control 
programs, we took the librarian parser, 
added some necessary capabilities, parsed 
an ASCII file of a single-task configuration 
to extract some information, and then 
placed the data into a binary file that 
alignment-control programs can access very 
quickly. 

We also created a graphics-system status 
frame of the MOR that shows the Nova 
alignment devices in physical layout. As the 
status of each particular device is read back 
from the NSM shared regions, it is updated 
on the console graphics display. MOR oper
ations personnel can thus ascertain the sta
tus of each device in the MOR with a single 
glance. 

Authors: J. M. Duffy, P. J. VanArsdall, 
and D. L. McGuigan 

Major Contributor: C. A. Humphreys 

TV Network. The successful application of 
digital processing of standard TV images on 
Shiva led to a commitment to image pro
cessing for all closed-loop alignment func
tions for Nova. Figure 2-101 shows the 
architecture of the video system attached to 
the VAX computers. A Quantex DS-12 
video digitizer converts video images to dig
ital form, and a Floating Point Systems ar
ray processor aids the VAX computer for 
image analysis. 

Target-viewing 
video sources 

Classifiable 
video 

switcher 

Fig. 2-101. Nova TV-
system architecture. 

System monitors 
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The switching network provides a flexible 
and cost-effective multiplexing scheme. The 
unclassified switching system is responsible 
for collecting and distributing standard 
video format signals (RS-170 specification) 
throughout the Nova laser facility. It is 
based on the Telemation TVS-1000 series of 
commercial video cross-point switchers, and 
it accommodates 90 cameras and 40 moni
tors for Phase I (10 beams) of Nova. The 
classified switcher handles 40 cameras and 
10 monitors. 

The VAX-based image-analysis system 
can select any unclassified video source 
through one of the monitor channels of the 
unclassified switcher. Processed images 
with diagnostic text and graphic overlays 
are returned to the distribution system 
through a camera channel and can be 
viewed on any monitor. Since the array 
processor is attached to the VAX computer 
system, images can also be color-enhanced 
either for display on color monitors or for 
printing by the color hard-copy unit. 

The TV distribution system includes secu
rity interlocks that automatically prevent 
target images from reaching either un
cleared staff or the unclassified computer 
system during experiments with classified 
targets. As shown in Fig. 2-101, a set of 
securable monitors provides controlled op
erator access to classified images. These 
monitors are located in the target room, in 
the switchyard, and in one control console 
in the control room. The security-disconnect 
system automatically severs connections be
tween target viewing sources and the un
classified switcher when interlock 
conditions are not met. However, the inter
locks are keyed on a per-beam basis, so un
classified work can proceed on beamlines 
for which the cameras have no view of the 
target. The security disconnect will be im
plemented in hard logic, but the status of 
connections will be monitored in the con
trol room over the Novanet computer link. 

The Nova TV system also provides im
portant capabilities for diagnostic data dis
tribution. Several types of instrumentation 
planned for use on the laser and target di
agnostic system can reproduce stored in
formation in video form, among them the 
Tektronix 7912 transient digitizer and the 
LLNL CCD streak camera. Both these units 
also provide for data access over digital 
data buses, and the primary method of 

gathering data from these instruments is the 
digital route, over Novanet fiber-optic links. 
However, the TV-distribution system allows 
for convenient viewing of the output of 
these instruments during setup operations. 

Important additional features of the TV 
network include system-wide synchroniza
tion and high-voltage isolation. Common 
synchronization of all cameras and monitors 
ensures that monitor displays do not roll 
during switching. Also, since the TV net
work and the pulsed oscillators are both 
synchronized to the 60-Hz line, the video 
cameras can be used to view both cw and 
pulsed sources. 

High-voltage (60 kV) fiber-optic isolation 
will be installed at key points in the distri
bution network to prevent pulsed-power 
faults from propagating to unsuspecting 
personnel or damaging the central 
computers. Additional ground isolation will 
be provided for all signals by using video 
transformers to eliminate induced ground 
loops. 

Author: P. J. VanAisdall 

Processing of Alignment Cross-Hair 
[mages. Aligning the Nova laser beam to 
the desired propagation path involves lining 
up each beam with insertable cross hairs 
that have been strategically located along 
the beamline and that are subsequently im
aged by alignment sensors. The cross hairs 
are guaranteed to be rotated by at least 
22.5° from one another and to have a fixed 
orientation once installed. However, the 
level of noise in the images is rather high. 
The method we have developed to find the 
center points of up to two cross hairs in 
each such image involves storing in ad
vance a very condensed "snapshot" of each 
cross hair and then using the Nova array 
processor to correlate the stored snapshots 
with current cross-hair images. We chose a 
correlation method because correlation 
methods for finding simple shapes are rela
tively immune tc noise; other methods 
(such as feature extractions) were found to 
be unreliable. Also, the correlation method 
is by far the fastest algorithm. 

The correlation procedure can be used 
when one (stored) image contains a features 
or pattern whose location we wish to find 
in a second (current) image. The result of 
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the correlation procedure is a new image 
with an intensity distribution proportional 
to how good the match is at each location 
in the current image between the feature in 
the stored image and the contents of the 
current image. 

Figure 2-102 shows how the procedure 
works for the correlation of a stored image 
(3 rows and 3 columns) with a current im
age (7 rows and 7 columns). Each value ob
tained in the result image was obtained by 
overlaying the stored image onto the cur
rent image, multiplying each element that 
overlapped in the two arrays, and then 
summing up the results of those multiplica
tions. The feature in the stored image is a 
CTOSS with a slightly brighter center than the 
rest. The result image shows that the best 
correlation (the highest numerical value) 
was obtained at position 2, 4 (row 2, col
umn 4). Examining the current image shows 
that, indeed, the highest value (the brightest 
cross) in the current image is also at posi
tion 2, 4. 

In the Nova alignment application each 
stored image is a 50 X 50 position subsec
tion of a 128 X 128 position image of a sin
gle cross hair. When the current image has 
two cross hairs in it, separate correlations 
are performed with each stored image to 
find the center points of the two cross hairs. 
For an M X M position stored image and 
an N X N position current image, this pro
cess would involve (M X M) (N X N) 
multiplications and (N X N) (M X M - 1) 
additions, thus consuming significant com
putation time. However, by reducing the 
images to binary images and omitting mul
tiplications and additions involving zero, 
the number of calculations is reduced six
fold and the calculation time sixteen-fold, 
so that each correlation takes about three 
seconds. 

In the processing of cross-hair images, we 
take the following steps 
(1) Take the two-dimensional gradient of an 

image of each cross hair; this enhances 
edge features, such as cross-hair lines. 

(2) Threshold the enhanced image, so that 
only the most significant edge features 
(those with the greatest gradient magni
tude) are left; this creates a binary image, 
since a point either is or is not above the 
threshold value. 

(3) Write each binary cross-hair image into a 
one-dimensional array that gives the off

set of each nonzero image element from 
the upper left-hand corner of the image 
(see Fig. 2-103). Each element of the off
set array represents a binary "1" in the 
stored image; the value equals the offset 
into a 128 X 128 position image, i.e., the 
row number multiplied by 128 and then 
added to the column number. These ar
rays describe the binary images by tell
ing only where the nonzero elements 
are, resulting in a typical data volume 
reduction of 6 to 1 compared to the ini
tial images. 

(4) Save these arrays, plus the location of 
the cross-hair centers, as stored cross
hair images. 

(5) Take the two-dimensional gradient of 
the current image and threshold it to 
generate a binary version of the current 
image. 

(6) Perform the correlation procedure on the 
saved image(s) and the current image. 
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(7) Smooth the resulting image to reduce 

noise; then, take the location of the max
imum value to be the location of the 
center of the cross hair. 

We have tested this method thoroughly and 
find it very reliable for locating cross-hair 
center points. 

Author: C. A. Humphreys 

Enhanced Stepping-Motor Controller. On 
Shiva alignment subsystems, we employed 
our standard stepping-motor controller 
(SMC) for interfacing with alignment 
manipulators. All other types of interface 
hardware, such as on/off shutters, sense 
switches, and potentiometer-style position 
feedback, were interfaced through a 
custom-programmed LSI-11 processor. This 
approach suffered from the increased com
plexity and effort required to include these 
functions in both the hardware and the 
software. 

Newly developed in-house products (pri
marily Novanet and the network-shared 
memory system discussed above) now per
mit virtual elimination of the custom LSI-
11s from a performance standpoint (see also 
"Alignment and Laser Diagnostics" and 
"Target Systems," earlier in this section). To 
achieve this reduction in software, we had 
to upgrade the SMC to handle the addi
tional interface requirements common to 
the alignment system. The next-generation 
machine is thus called the "enhanced" 
stepping-motor controller; it will be used to 
replace the older unit in new applications. 
Principal enhancements are as follows 
• A total of 60 motors per microprocessor. 
• Integration into the Nova and Novette 

control systems through the 10 Mbaud 
fiber-optic Novanet. 

• Programmable alphanumeric control 
panel. 

• Customized local controls resulting from 
the "device" concept. 

• Programmable backlash correction. 
• Higher resolution rates and local cross-

coupling capability. 
• Provision for optical-incremental encoders 

for position verification. 
• Addition of binary device-interface 

capability. 
The SMC is based on the LSI-11/23 mi

croprocessor, a unit that offers greater exe

cution speed over past LSI-lls. Because 
new technology allows higher performance, 
motor-interface capacity per SMC unit has 
been doubled with considerable savings 
over the two-unit cost. Software for the 
SMC has been rewritten in the Praxis lan
guage, both to support the upgraded 
functionality and to integrate the SMC into 
the Novanet fiber-optics link. Conversion of 
the software to Praxis also provided the 
benefit of testing the Praxis compiler. 

Basic to the new SMC is the concept of 
an alignment "device": a collection of step
ping motors strongly related in function. 
We have defined four classes of these de
vices, from those containing just one motor 
to those containing four. Examples of one-
motor devices include wave plates, cross 
hairs, quartz rot?A->rs, and filter wheels. 
Two-motor devi es can be spatial-filter pin
hole manipulators or apertures. A three-
motor device could be a lens adjustable in 
x, y, and z. A pair of two-axis mirror gim
bals forms a four-motor device. Now, in
stead of referring to lookup tables and 
arrays of motors, we refer to named devices 
or arrays of devices. 

More relevant to the laser operator, the 
device approach permits us to customize 
the local control panel found on each SMC. 
Based on past feedback from users, we 
have redesigned this panel to simplify its 
operation. Instead of printed labels on con
trol switches, we have included pro
grammable alphanumeric 18-segment 
displays that ran be configured to reflect 
the function of each switch (when a switch 
is not used, the associated display label is 
turned off). The user now selects a device 
number on the control panel; the panel dis
plays a meaningful device name, such as 
"SPATIAL FILTER 4," as well as custom la
bels for the slew axis controls. 

A stand-alone SMC will not be custom
ized for device level controls until the at
tachment to the central VAX system loads 
the definitions of the devices into the SMC 
control tables. Local controls in the "dumb" 
configuration are roughly equivalent to 
those found on the Shiva SMC. 

On the previous SMC, several switches 
were hardwired for special functions. The 
new panel has a programmable function 
switch with an associated alphanumeric dis-{ 
play. Only the desired function type is dis
played, and there is ample room for 
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others to be added. We feel the pro
grammable nature of the local control panel 
will minimize operator error and prove 
more flexible than fixed panel designs. 

From past experience, we find that most 
alignment manipulators have a certain 
amount of mechanical backlash. This is ex
hibited as a loss of steps when the direction 
of motion is reversed. To alleviate this 
problem, we have implemented a backlash 
correction algorithm that always approaches 
a set-point position from the same direction. 
Our technique allows a programmed correc
tion distance and motor rate to be set 
uniquely for every device. A version of this 
technique is found only in expensive com
mercial units, in which it is limited to a sin
gle predetermined value. 

Because the laser path is folded and does 
not always lie in a plane, cross-coupling 
from the motor coordinate system to the 
video-sensor coordinate system is desirable, 
even from the local stand-alone control 
panel. If this is not done, some alignment 
jobs are quite difficult to accomplish man
ually. Coordinate transformations for auto
matic alignment are routinely done from 
VAX computer programs. The SMC has an 
algorithm, based upon closest fit to a line, 
that can approximate the desired manual 
slew vector at the selected motor speed. 
This function operates from a transforma
tion matrix uniquely entered for each device 
requiring the conversion. Scaling of motor 
step units to real units can be accomplished 
concurrently with this operation. 

The proper operation of most alignment 
components can be directly observed by the 
video-sensor system, as is the case for 
beam-transport mirrors. Simple binary mo
tions can be verified by the normal two-
position limit switches associated with the 
stepping motor, as is the case for passive 
quartz rotators. However, some devices can
not be easily observed and verified. For ex
ample, the gain-setting wave plate is a 
continuous function that must be checked. 
The multiposition filter wheels (used in the 
alignment and diagnostic sensor packages 
to insert filters, lenses, or mirrors) represent 
another type of device for which position 
encoding is desirable (see "Alignment and 
Laser Diagnostics," earlier in this section). 

Position verification is accomplished 
trough the use of optical incremental en
coders, usually mounted integral to the 

stepping-motor unit. As each motion occurs, 
asynchronous counters connected to the en
coder track the movement in terms of both 
direction and distance. Additionally, an in
dex signal is generated once per encoder 
revolution. The index is used to recalibrate 
the step count with the independent en
coder count. Recalibration is achieved by 
stepping the motor to an end-of-run limit 
switch and then reversing direction and 
stepping until the index is found. The se
quence is automatic upon manual initiation. 
Here, again, the use of encoders is dis
cretionary and is part of customization. 

Binary I/O capability has been added to 
further enhance the utility of the SMC as 
the primary alignment front-end processor. 
Some alignment devices have a third indi
cator switch that can be sensed with a bi
nary input channel. We have also defined a 
fifth class of component: "binary devices" 
having one binary output and two binary 
inputs (typically used for shutter control, 
etc.). The output controls a solenoid actu
ator; the two inputs encode the open or 
closed state of the shutter mechanism. The 
output channels are rated 24 V dc at 2 A. 
All signals in or out of the SMC micropro
cessor are optically isolated. 

Several new hardware interfaces for the 
enhanced SMC have been designed and 
fabricated on printed-circuit cards. These in
clude three boards for the optical encoders, 
one for the alphanumeric displays, two for 
the binary I/O, a new step clock and inter
rupt interface, and some smaller support 
boards. We are currently finishing debug
ging and will go into our first production in 
early 1982 in support of Novette. 

Enhancement software is also undergoing 
extensive final development at this time. 
We will be fielding new SMC units on 
Novette prior to the November 1982 activa
tion date, except for the target-positioning 
system (see "Target Systems," earlier in this 
section). Final debugging will be accom
plished in actual system use on Novette. All 
of the systems should benefit from im
proved functionality, easier operation, and 
lower cost per controlled device. 

Author: P. J. VanArsdall 

Major Contributors: F. W. Holloway, 
R. D. Demaret, and W. J. Schaefer 
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Power-Conditioning Controls. The oper
ator runs the power-conditioning control 
system by selecting from a menu of options 
pictured upon the operator console's center 
screen. By touching the pictures displayed 
upon the center screen, operators can per
form a control function, select a new menu 
of control options, or perform other func
tions. System status is displayed on side 
monitors, and operators can select the type 
of status displayed upon those monitors. 
However, the status of the system is moni
tored by the VAX even when the status of 
parts of the system are not displayed. If a 
problem develops, the operator will be noti
fied by a message that identifies the 
problem. 

We have designed the command and sta
tus menus used in the powfr-conditioning 
control system; some have bee- prototyped. 
We designed the system to provide oper
ators with maximum control of the laser 
while minimizing the amount of informa
tion they must remember. The power-
conditioning main menu controls the sys
tem at Ihe highest level; below that level, 
various control menus offer a more detailed 
control capability. At each level of control, 
appropriate status can be displayed; when 
the system is functioning properly, the op
erator will not be required to directly con
trol the low-level functions. Control is 
available, however, if a malfunction occurs. 

The configuration of the power-
conditioning control system is defined as 
the state of the hardware and software 
components of the system. We can select 
any of a number of known system configu
rations; these given configurations are 
stored in an ORACLE data base and are 
keyed by a configuration name. Configura
tions are created or changed at a VAX ter
minal, using the ORACLE interactive 
application facility (IAF). The IAF menus al
low the states of any controllable hardware 
or software component to be included or 
excluded in a configuration. 

Configurations are loaded by selecting 
one of the >vailable configuration names 
from the main power-conditioning control 
menu, or by selecting one of the names 
available from the configuration loading 
menu. We have designed and implemented 
the configuration loader that actually loads 
the NSM regions that control the hardware 
and software components. 

We have completed the conceptual de
sign of the power-conditioning control sys
tem VAX software. The software controls 
the power-conditioning hardware through 
the loading of NSM regions. These shared-
memory regions reside in the power-
conditioning multiports shared by the VAX 
and the power-conditioning front-end pro
cessors; the NSM regions have been de
fined and implemented. Since the multiport 
is the prime communication medium be
tween the FEPs and the VAX for power 
conditioning, we will be able to control the 
laser equally well either from the FEPs or 
from the control-room graphics consoles. 

Author: A. G. DeGroot 

Target Data-Acquisition and Control Sys
tem. The Nova target-diagnostics system 
has the task of recording a wide variety of 
signals from many diagnostics instruments 
surrounding the target. These instruments 
include x-ray and particle detectors, calo
rimeters, and other instruments to diagnose 
target shot results. Detectors in these instru
ments include CCD streak cameras with 10-
ps resolution, photodiodes and x-ray diodes 
with 100-ps response, photomultipliers and 
silicon photodiodes with 1- to 2-ns re
sponse, and light and particle calorimeters 
with response times measured in full sec
onds. This wide range of bandwidths and 
wide variation in signal levels means that 
close attention must be given to diagnostic 
isolation and grounding to prevent cross 
talk and signal degradation. 

The target-diagnostics system uses geo
graphically distributed LSI-11 FEPs to con
trol various analog-to-digital converters 
placed near the analog signal sources (Fig. 
2-104). This minimizes analog-signal cable 
lengths and maximizes the signal-to-noise 
ratio. The central VAX computer supervises 
most FEP operations via Novanet. 

The system will be menu-controlled for 
both system configuration and actual opera
tion. System configuration will be accom
plished by filling out a form displayed on a 
CRT connected to the VAX and accessing 
the control data base. Color-graphic touch 
panels will be the primary operator inter
face in both the control room and various { 
remote areas around the target room near ^ 
diagnostic instruments. Color touch panels 
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will be located in the diagnostic loft, the 
target room, and the switchyard for conve
nient access and setup of diagnostics. 

We designed the graphics-touch interface 
to allow system operation from both a di
agnostic and a hardware perspective, with a 
clearly defined association between the di
agnostics and the hardware used to imple
ment them. Provision has been made for 
the operator to change from one mode to 
the other without losing his or her point of 
reference. By presenting to the operator 
only those options or commands that are 
appropriate for a given system state, we 
preclude much of the confusion normally 
associated with the operation a system of 
this type. 

To further assist the operator, we have 
incorporated an on-line help feature into 
the menu design; this allows an operator to 
request information regarding use of the 
menu itself or of any selected option or 
command. The menus may be traversed as 
either a tree, beginning at the highest level 
of user interaction with the system, or by 
direct selection of the menu required to per
form the desired operation. We have imple
mented eight of the control and status 

^frames, representing a vertical slice of those 
enus required for system operation. 
An integrated vacuum system for both 

the target chamber and the individual di

agnostics will be controlled and interlocked 
using an LSI-11 FEP. Vacuum control of the 
chamber and each diagnostic will be avail
able at any of the color-graphic touch pan
els. A major fraction of the vacuum system 
FEP was implemented this year, following 
the structure outlined in the 1980 Laser Pro
gram Annual Report.70 Most of the FEP 
hardware and software has been designed 
with stand-alone operation in mind. This 
year, we have developed and tested most of 
the hardware, including panels and inter
faces for local control, signal processing for 
pressure gauges, and sensor subsystems. 

We have concentrated our vacuum-
system software in the vacuum-system FEP. 
The main control program, called the super
visor, provides operation and interlock 
functions for the main and auxiliary vac
uum systems. The supervisor is table-driven 
for these two systems, as they are very in
frequently (if ever) rearranged by physically 
changing the vacuum plumbing. On the 
other hand, diagnostics are frequently 
changed; therefore, we have written a sepa
rately programmed routine for each di
agnostic, providing flexibility (and 
complexity) that a table-driven scheme can
not provide. 

The trigger system for target diagnostics 
synchronizes both the FEPs and the data 
digitizers with the laser-shot countdown 

Fig. 2-104. Nova 
target-diagnostics 
control-system 
architecture. 
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sequence. The trigger signals come from 
two sources (see Fig. 2-104). The "slow" 
triggers originate from the power-
conditioning system and inform the FEP of 
the status of the shot sequence; slow system 
signals are sent to an initiator transmitter, 
where the option of a local dry-run capabil
ity may be selected. The fiber-optic output 
from the initiator transmitter terminates at 
an initiator receiver in one CAMAC crate 
attached to each of the FEPs. The initiator 
receiver interrupts the processor at each 
change in the shot sequence status and, 
therefore, synchronizes each FEP to the 
shot countdown. 

The "fast" trigger originates from the 
master oscillator room, where a fraction of 
the main laser pulse is sent to a photodiode 
in the diagnostic area. The photodiode's 
output is discriminated and gated by the 
slow trigger system to allow the fast trigger 
to propagate only on actual shot sequences; 
the photodiode output is then converted 
back to a constant-amplitude optical pulse 
by the laser-diode trigger transmitter. Each 
FEP has a trigger-receiver CAMAC module 
that interrupts the processor at shot time 
and that also converts the optical pulse 
back to an electrical signal for distribution 
to all instruments in the diagnostic station. 

A diagnostic station is defined as an elec
trically isolated group of racks, at least one 
FEP, at least one CAMAC crate, and the 
digitizers and equipment required to sup
port an associated diagnostic detector. Each 
diagnostic station is completely isolated, us
ing fiber-optics for all input and output sig
nals (except for the isolated detector); power 
is supplied through low-capacitance isola
tion transformers. A single safety ground is 
connected from each station to the local 
common-ground rod; "daisy chaining" of 
this ground wire is not permitted. 

Most data acquisition is accomplished 
through CAMAC standard modules at the 
diagnostic station. CAMAC-controlled 
analog-to-digital and digital-to-analog con
verters presently supported include 
Tektronix 7912 transient digitizers, gated 
and ungated charge integrators, low-level 
calorimeters, and programmable high-
voltage power supplies. 

The basic conceptual design of the VAX 
resident portion of the target-diagnostic 
data-acquisition system software has been 
completed and is being implemented. We 

have taken a multiprogramming approach, 
using Praxis as the primary implementation 
language (see below). System operation is 
table-driven, and network-shared memory 
is used for process-to-process communica
tion and synchronization. All of the con
figuration parameters, data from nonblock 
transfer devices, status regarding operation 
of the system, diagnostic hardware map
ping, and command descriptions are con
tained within NSM regions to facilitate easy 
access by aii of the processes that will com
prise the system. 

The command executive, which is the 
nucleus of the system, has been written. 
The command executive processes all com
mand requests generated within the VAX 
resident portion of the system. Along with 
a terminal-oriented man-machine interface 
developed as a debugging aid, the com
mand executive permits operation on a ru
dimentary level. 

We are programming most of the system 
software in Praxis to aid in readability and 
maintainability. We have recoded the entire 
FEP software in Praxis, using the experience 
gained with Argus and Shiva. We have re
moved all data-base functions from the FEP 
and concentrated on device drivers and net
work software for all data-acquisition de
vices required for Nova and Novette. In 
addition to a CAMAC crate driver, device 
drivers for eight of our data-acquisition 
modules were coded in Praxis. This soft
ware was integrated with the Novanet com
munications driver and is presently being 
tested on a prototype diagnostic station 
connected to our development VAX 
computer. 

Authors: D. J. Kroepfl, J. R. Severyn, and 
T. A. Sherman 

Major Contributors: H. R. Burris and 
R. K. Reed 

Experience with Praxis. We have contin
ued work on the design and implementa
tion of Praxis, a high-level block-structured 
language supporting real-time constructs, 
separate-module compilation, and extensive 
data-type checking.71 Written in its own 
source language, Praxis currently generates 
code for both VAX and LSI-11 computers. ( 

The prototype PDP-11 and VAX com
pilers were delivered to us during the 
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summer of 1980. Since that time, we have 
written on the order of 150 000 lines of 
working Praxis code. There were predict
able disadvantages in trying to write control 
software while the compilers were under 
development. However, this effort served to 
exercise the compiler extensively, specifi
cally testing many features that the 
compilers—written in Praxis themselves— 
were unable to test. The process rapidly un
covered many errors and unimplemented 
features; these were fixed in regular updates 
by Bolt Beranek and Newman, Inc. (BBN), 
the contractor for Praxis implementation. 
We were also able to demonstrate many of 
the advantages of using Praxis. 

Praxis helps to produce maintainable and 
error-free programs. The extensive data-
structuring capabilities and control state
ments allow programmers to "say what 
they mean." The strong type-checking and 
syntax analysis capabilities of Praxis find 
many common programmer errors. There
fore, we have found that, by the time the 
program compiles, it usually runs correctly. 

We have demonstrated that programs 
written in Praxis can be compiled, run, and 
debugged on the VAX computer and then 
recompiled for the PDP-11 and run on the 
remote computers. One application in par
ticular shows the transportability of Praxis 
code. Figure 2-105 shows a VAX computer 
interfaced to an LSI-11 by way of a shared 
memory. The data tables that reside in that 
memory, and the routines that access them, 
are defined in a single set of Praxis mod
ules. After being compiled by the VAX 
Praxis compiler, these same files are com
piled by the PDP-11 compiler and loaded 
into the LSI-11. The ability of Praxis to 
specify the exact location and layout of the 
data ensures that it is accessible from both 
sides. 

On the VAX, Praxis follows the VMS 
procedure-calling standard, so that pro
grammers may write Praxis interfaces for 
routines written in any other language that 
also follows this standard. We have written 
such interfaces to several packages, includ
ing the VAX/VMS system services, the 
VAX/RMS file system, the ORACLE rela
tional data-base system, and the Nova con
sole-graphics system. 

The current maintenance contract with 
i5BN continues until June 1982, at which 
point we will support the language entirely 

at LLNL. When fully completed, the Praxis 
products will be better than any existing 
system-control language available on DEC 
machines, and we plan to use Praxis for 
future projects. 

Author: J. M. Duffy 

Conventional Facilities 

Introduction. In previous annual reports, 
we have described the design philosophies 
and functional aspects of the Nova 
conventional-facilities construction program, 
and we have listed the major engineering 
and construction organizations participating 
in the program.72"74 During 1981, construc
tion continued on the Nova laboratory and 
office buildings. Major site work got under 
way, including grading around each build
ing, expansion of an adjacent parking lot, 
and preparation of site drainage. Paths and 
roads are being relocated consistent with 
the Laser Program Master Plan; however, 
progress in this endeavor was hampered by 
winter rains. Landscaping designs were 
completed, with the intent of releasing the 
landscape work in the spring of 1982. 

Nova Laboratory Building. Completion 
ot Nova laboratory building (Building 391, 
increment II) increased from 64 to 98% dur
ing the calendar year 
• Interior walls were completed and 

painted. 
• Clean-room ceilings were installed in the 

four clean areas, including the laser bay 
(Fig. 2-106). 

Fig. 2-105. The Praxis 
language supports 
common software for 
our VAX 11/780S and 
LSI-11/23S. 

Unibus 
multiport 
memory 

LSt-
11/23 

(Can be 
ROM-coded or 

downline-loaded) 
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Fig. 2-106. The Nova A 
laser bay after instal
lation of the coiling 
filter system, but be
fore completion of the 
ceiling and the access 
floor (which forms the 
return-air plenum). 

Fig. 2-107. The optical 
switchyard, looking 
toward the target 
room, with a com
pleted ceiling filter 
system; the sprinkler 
piping is now covered 

^ by the access floor. 

• The shielding doors were completed and 
accepted. 

• Access floors were installed in the laser 
bay, optical switchyard (Fig. 2-107). and 
master oscillator room. 

• All mechanical equipment (including 
vane-axial circulating fans, chillers, and 
pumps) and elect"™.ic control systems 
were installed. 
We also awarded a contract for drilling 

large-diameter holes for laser beams and di
agnostics'4; this work was performed in 
April, May, and June. The job consisted of 

drilling 20 42-in.-diam holes through 4-ft-
thick concrete walls for future laser-chain 
installations, and drilling 15 18-in.-diam di
agnostic holes in the target room at oblique 
angles in space, all radial to the target 
chamber. Very precise alignment and loca
tion tolerances were met by the contractor. 
One hole that did not meet specified toler
ance was enlarged from 18 to 24 in. to meet 
our technical requirements. By the end of 
1981, the ceiling was complete, and retum-
ait ducts on the floor had been installed. 

To our knowledge, the hole-drilling work 
was unique in terms of the size or the laser-
beam holes and the alignment and toler
ance requirements of the diagnostic holes. 
We had predicted that the hole-drilling ef
fort would not have a significant impact on 
the time or cost of construction. This predic
tion was incorrect, however, due to delays 
in the development and award of the con
tract. As a result, we sustained a delay of 
about four weeks to overall construction 
completion. We now expect that construc
tion of the laboratory building will be com
plete at the end of January 1982, except for 
some exterior work. 

Nova Office Building. Physical comple
tion of the Nova office building (Building 
481) increased from 28 to 86% during 1981. 
Most of the work was performed by 
building-finish, electrical, and mechanical 
contractors, who were responsible for erect
ing exterior window walls, glazing, interior 
walls and partitions, heating and ventilating 
duct-work and piping, electrical and com
munication systems, carpeting, and sus
pended ceilings. 

All major mechanical and electrical 
equipment was delivered and installed. We 
experienced delivery delays with the 
window-wall framing and glass, however, 
which in rum delayed interior construction. 
To mitigate the delay, a significant amount 
of temporary glazing was done to allow 
construction to proceed effectively through 
the wet-weather season. We continued ;o 
evaluate office furniture, and we placed or
ders for delivery of furniture consistent with 
the occupancy schedule. We now project 
the completion of contract construction for 
early April 1982, with building occupancy 
in late April 

Author: C. P. Benedix 
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Project-Management Systems 

For Nova, we have develo, ed a financial 
planning and tracking system, a schedule-
control system, and an integrated quality-
and safety-assurance system. These systems 
are described in detail in the 1980 Laser Pro
gram Annual Report.75 During 1981, our 
project-management systems continued to 
function smoothly and effectively; the fol
lowing paragraphs address the accomplish
ments and applications of each system 
individually. 

Financial Planning and Tracking 
System. The Nova financial planning sys
tem is an earned-value system that calcu
lates three performance-measurement 
parameters 
• Budgeted cost of work scheduled (BCWS). 
• Budgeted cost of work performed (BCWP). 
• Actual cost of work performed (ACWP). 
The system (illustrated schematically in Fig. 
2-108) emphasizes formal review procedures 
for developing the project baseline. This 
baseline is then tracked with reports gener
ated by automated procedures drawing on 

LLNL-wide accounting and procurement 
data bases. These backing reports are pre
pared for level 3 of the Nova work-
breakdown s.ructure (illustrated in Fig. 
2-109). Level-3 tracking reports, along with 
detailed actual-cost documents, are pro
vided each month to lead engineers respon
sible for cost centers. Summary reports at 
levels 0, 1, and 2 are prepared for review by 
the project office and DOE. 

During 1981, we modified our computer 
system to accommodate a longer planning 
horizon and to plar. for frequency-
conveision costs. From tne beginning of 
1981, we had tracked against a baseline 
comprised of a 10-beam laser system with
out frequency conversion; this system had a 
fc-tal estimated cost (TEC) of $140 million. 
In May 1981, we prepared and submitted to 
DOE the required Construction Project Data 
Sheet (Schedule 44) for a 10-beam system 
with frequency conversion (Phase I) and for 
a 20-beam system with frequency conver
sion (Phase II), assuming concurrent pro
curements. Table 2-12 gives the funding 
assumptions and TECs we used for these 
Schedule 44s. On October 1, 1981, we 

Financial 
planning 

phase 
< /•*" ' Computer > * 

Financial 
tra ;ing < 

phase 

Fig. 2-108. Schematic 
of the Nova financial 
planning and tracking 
system. 
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Fig. 2-109. Nova 
work-breakdown 
structure. 

started formally tracking against a Phase I 
baseline. 

Pending DOE approval of frequency con
version, we are temporarily charging all 
procurements associated with the 
frequency-conversion capability against an 
operating account. Procurements for fre
quency conversion are on the critical path, 
however, and operating funds can cover 
these procurements only partially pending 
formal approval. With early-1982 approval 
of frequency conversion by DOE as part of 
the Nova line iten,, the $189 million TEC 
could be reduced and the fourth-quarter 
FY 1985 completion date moved up. 

Scheduling System. To monitor schedule 
performance during 1981, we relied on a 
comparison of the commitment BCW3 and 
BCWP curves of the financial system. The 
planned commitment curve is a good base 
from which to measure schedule perfor
mance during periods when a large number 
of procurement awards are scheduled. 
Figure 2-110 shows the planned commit
ment and planned cost curves for Nova, in
dicating the periods when each of these is 
most useful for measuring schedule 
performance. 

During 1982, we will begin using an 
event-based system to monitor and control 
schedule performance. The events will be 
established within the framework of an as
sembly breakdown structure (ABS), so they 

may be summarized and reviewed accord
ing to completed assembly (Fig. 2-111). The 
ABS provides a structure for reviewing criti
cal events in a systematic, hierarchical man
ner and is useful to the Nova project 
engineer responsible for directing the inte
gration of the system. The event-based 
schedule-control system features 
(1) A list of major project milestones, up

dated for DOE at each change in the 
project baseline. 

(2) A baseline project schedule showing ma
jor milestones yet to be accomplished vs 
a time line. 

(3) An activation schedule, including the 
major project milestones tracked by 
DOE and other significant milestones. 

(4) Milestone charts prepared by each lead 
engineer, showing feasible plans for 
achieving the events on the activation 
schedule for which they are responsible. 

Features 1 and 2 were implemented in con
nection with the Phase I baseline adcpted 
October 1, 1961. Features 3 and i were de
veloped for Novette and are proving ex
tremely effective; the Novette activation 
schedule is given in Fig. 2-112. For Nova, 
the progress of assemblies defined within 
the ABS structure will be collected on Nova 
Schedule Status Reports. The progress in
formation .vill then be displayed with a < 
"time now" line against the assembly mile
stones in the Nova Plan Versus Actual 
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Nova 
Fig. 2-110. Planned 
commitment and cost 
curves for Nova, 
showing that different 
schedule-performance 
parameters apply as 
the Nova project 
evolves. 

1981 1982 1983 
Fiscal year 

1984 1935 Fig. 2-111. Assembly 
breakdown structure 
for Phase I of Nova. 

Schedule Reports. The schedule updating 
and reporting will be computer-processed. 

At weekly Novette meetings, as the ac
tivation schedule is reviewed and discussed, 
all lead engineers simultaneously review 
the detailed schedules they have prepared 
for their own work. If lead engineers cannot 
meet their own schedule, solutions are for
mulated and implemented. These same pro
cedures will be used for Nova, with the 
added provision that key milestones re
ported to DOE will also be included on the 
activation schedule. 

During 1981, three major uncertainties re
garding the Nova project caused a slow
down of procurement awards and, thus, 
slowed the entire Nova schedule. These 
were 
• Uncertainty regarding DOE approval for 

the inclusion of frequency conversion. 
• Uncertainty regarding DOE approval of 

procurement awards for Phase II. 
• Uncertainty regarding FY 1982 funding, re

sulting in a hold on procurements near 
the end of 1981. 

The slowing effect of these uncertainties 
was incorporated into the baseline as of 
October 1981. 

Quality- and Safety-Assurance System. 
"~Ve continued to implement our integrated 

quality- and safety-assurance system in 
1981. Our primary focus was on 

(Level 0) 
Nova 

Phase I 

(Level 1) 

ayatam 
10 

(Level 2) 

Targat 
system 

2.0 

1.1 Spaoaframa (lainr bay 
and awttohyard) 

1.2 Maatar saoMMcijr room 
1.3 Controls; laascsyatam 
1.4' Pow*-oWKMk>&$ 

syatarn 1 >-
1.5 Afapaaar aasat wlaa 
i.e i 
1.7 I 
1.8 leuMton asaainMae 
1.9 Ba»W-trartsprjrt asaambly 

2.1 :, Taroet-syttem ooripor^its 
2.2 Spacaframa (targat bay)" 
2.3 Controls, targat system 

Table 2-12. Funding assump
tions and total estimated costs 
for Nova Phase I and Phase II 
(in millions of dollars). 
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Fig. 2-112. The 
Novette activation 
schedule. 

• Construction activities associated with the 
laboratory and office build, igs. 

• Design and procurement activities for the 
laser system. 

With construction of conventional facilities 
nearing completion (see the previous arti
cle), we have used an updated subordinate 
assurance plan as our guide during con
struction. The subordinate plan was up
dated based on the findings of an internal 
LLNL audit conducted late in 1980. Based 
on that audit, we expanded the plan's re
quirements to cover the Nova office build

ing along with the Nova laboratory build
ing. We also established a dedicated team 
from the LLNL Plant Engineering Depart
ment to evaluate and oversee Nova design 
changes resulting from errors and over
sights or from requests. The design-change 
control system was used for all changes af
fecting building criteria or interfaces be
tween the laser system and the building. 
The design-change team prepared 48 De
sign Change Records (DCRs) for conven
tional facilities through the end of 1981. 

With conventional-facilities construction 
( 
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Table 2-13. Nova and 
Novette design re
views conducted dur
ing 1981. 

coming to an end, we decided to conduct a 
final audit of our conventional construction. 
The Nova Project Manager assigned an au
dit team consisting of a representative from 
the Laser Program Facilities Group, the 
LLNL Plant Engineering Department, and 
the LLNL Quality Assurance Office. The 
team was asked to verify that 
• Mechanisms are in place to verify comple

tion of contractual requirements. 
e Necessary documentation and as-built 

drawings required by LLNL and the Laser 
Program are forthcoming prior to close-
out of all contracts. 

• As-built documentation will exist showing 
the physical location of utility lines, con
duit, plumbing, computer cabling, etc., 
that interface with existing LLNL facilities. 

A report and briefing to the Nova Project 
team is planned for early 1982. 

Progress with Nova special facilities (the 
laser system) during 1981 was hampered 
due to th - uncertainties mentioned above. 

" 'br the quality- and safety-assurance effort, 
these uncertainties resulted in our slowing 
procurements, and subsequent assembly, 

and placing major emphasis on the same 
types of activities that were conducted in 
1980: design and procurement reviews. 

Design reviews conducted during 1981 
are listed in Table 2-13, which shows how 
our designs have progressed from the con
ceptual phase to the procurement phase. 
For each review, we continue to prepare 
preliminary hazards analyses that assess the 
hazards associated with the design or oper
ation of the components. We also have 
used the DCR process, described above, for 
special-facility components; 15 special-
facility DCRs were prepared during the 
year. 

We updated our Nova Master Assurance 
Program Plan as a result of the audit find
ings from the LLNL internal audit and the 
DOE audit conducted in late 1980. How
ever, we have not released the revised ver
sion or conducted a second audit. Now that 
we have DOE direction for Nova Phase I 
and frequency conversion (to be included 
later in FY 1982), we plan to proceed with 
another audit, release the updated master 
plan, and release the subordinate plans for 
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Janus 
optical components, alignment diagnostics, 
and control systems. 

Authors: A. J. Levy and F. J. Holcomb 

Janus 

Fig. 2-113. Schematic 
of the new Janus laser 
facility. 

Following the shutdown and subsequent 
dismantling of the Argus laser facility in 
September 1981, we overhauled and 
reconfigured the Janus laser. Janus had been 
a two-beam laser system designed for two-
sided target illumination experiments. The 
new configuration is a single chain incorpo
rating a number of Argus and Shiva optical 
and electro-optical components. These 
larger components almost completely fill 
the space originally occupied by the two 

Harmonic-
conversion 

crystals 
Focusing 

lens 

Target 
chamber 

Incident-beam 
streak camera 

Incident-t lam 
TV camera 

4-cm rod 
amplifier Folded relay 

telescope 

Pockels cell' 2.5-cm rod amplifiers 

Janus arms. The new facility (shown in Fig. 
2-113) features the following improvements 
over the old Janus facility 
• A new active mode-locked, Q-switched 

(AMQ) oscillator with planar-triode-driven 
switchout. 

• An image-relayed beam path. 
• Higher-performance Argus and Shiva 

laser amplifiers. 
• Larger f/No. Argus and Shiva spatial fil

ters for image relaying. 
• Argus Pockels cells for isolation and for 

protecting the target from amplified 
fluorescence. 

• Neutral-solution processed surfaces on the 
output spatial-filter lenses (see "Optical 
Components," earlier in this section). 
The new AMQ oscillator will significantly 

enhance the efficiency and reliability of the 
laser. The use of hard apertures and image-
relaying techniques will significantly in
crease the output energy extractable from 
the laser while ensuring excellent overall 
beam quality. We expect that the new Janus 
single-chain configuration will deliver be
tween 100 and 200 J of 1.06-Mm light in 
~l-ns pulses for use in a variety of 
experiments. 

Instrumentation on the new Janus inci
dent beam includes a streak camera, a 1.06-
Mm-sensitive calorimeter for measuring the 
output energy of the chain, several infrared-
sensitive vidicons for monitorinr 'Stem 
alignment at selected image plair •=. ^nd an 
equivalent-plane camera. The transuiitted-
beam diagnostics (TBD) package features 
streak-camera and target-imaging optics, 
supporting the study of shock-wave propa
gation through layered planar targets. 

We have reserved space for insertion of a 
large-aperture mirror following the output 
Faraday rotator. This mirror will direct the 
laser energy through 10-cm-aperture 
harmonic-conversion crystals for 2w and 3a 
experiments in the green (0.53 pm) and 
near-UV (0.35 /urn) regions of the spectrum. 
With minimal modification, the Janus facil
ity will support both target experiments and 
propagation experiments. 

All of the new Argus and Shiva optical 
amplifiers, image-relaying telescopes, 
apodizers, spatial filters, Faraday rotators, 
polarizers, and Pockels cells are installed 
and on-line, and initial tests of the new sys/ 
tern are underway. The new image-relaying^ 
optical train appears to be working well, 
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Janus 
delivering a homogeneous beam to the fo
cusing lens on the Janus target chamber. 
The incident-beam instrumentation has 
been installed, permitting ready aliignment 

of the beam from the laser chain and of the 
pinholes in the several spatial filters located 
in the chain. 
Author; G. J. Linford 
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the configuration loader that actually loads 
the NSM regions that control the hardware 
and software components. 

face in both the control room and various / 
remote areas around the target room near 
diagnostic instruments. Color touch panels 
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Target Design 
Introduction j . H. Nuckoiis 
The target-design program at LLNL combines the efforts of the Plasma, Code 
Development, and Design groups in three basic areas 
• Developing theories of beam-plasma interaction, implosions, and thermonu

clear microexplosions. 
• Building plasma and implosion-burn computer codes. 
• Using these theoretical and computational tools to design targets and simulate 

experiments. 
A principal objective is to demonstrate the implosion of D-T to reactor-target 

densities, about 1000 times liquid density. In 1979-1980, we achieved 100 times 
liquid density. This year, we designed an improved target hohlraum and suc
cessfully tested it on Shiva. Important improvements were made. Coupled with 
our results on wavelength scaling, these Shiva experiments have increased our 
confidence that significant advances in compression are possible in Novette ex
periments with 2w and 3co light focused by the Axicon cylindrical focusing sys
tem. Preliminary calculations of some Novette target designs indicate that we 
can achieve implosion of D-T fuel to about 200 to 400 times liquid density. 
With adequate funding of target fabrication and implosion diagnostics, we antic
ipate that these compressions will be achieved in a year or two after the 
Novette facility becomes fully operational. 

In 1981, an extensive series of Argus experiments on wavelength scaling was 
designed and analyzed. These experiments, using light of wavelengths 1.06, 
0.53, and 0.35 fim, provide further confirmation of our predictions of excellent 
laser-plasma coupling at short wavelengths. Preliminary plans were made for 
Novette experiments to test the coupling of intense laser light with larger-scale-
length underdense plasmas. In this planning, we have given a high priority to 
experiments in which the underdense plasma conditions are diagnosed. This 
will be an important test of our theoretical models. 

These high-density and plasma-scaling Novette experiments are a precursor 
to Nova scientific-feasibility experiments. In these Nova experiments, we plan 
to implode scaled-down versions of our single- and double-shell reactor targets 
to the same fuel densities as in the reactor-scale target designs. We will then di
agnose the central hot spot by neutron and x-ray imaging and spectra, and we 
will diagnose the main fuel density and mix by backlighting and self-emission. 
The implosion dynamics (including preheat, fluid instabilities, and symmetry) 
will be diagnosed by observing the inner surfaces of the imploding shells. Fi
nally, we will diagnose laser-plasma coupling at plasma scale lengths relevant 
to multimegajoule drivers. 

We are pursuing both single- and double-shell capsule designs. However, we 
have decided to focus most of our resources on single-shell capsules and carry 
the double-shell capsule as a backup. This choice has been driven by a number 
of considerations. Although the double-shell design has a higher estimated gain 
than the single-shell design above 4- to 5-MJ driver energy, there are serious 
uncertainties associated with unstable mixing of the high-Z shell with both the 
igniter and the main fuel. This higher double-shell gain estimate assumes that 

"me single-shell target ignition and burn efficiency will be degraded by the same 
"factors as for the double-shell target. Since the single-shell target has no high-Z 
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shell, this assumption is probably biased against the single shell, so that its gain 
is underestimated. In addition, the threshold for ignition of the double-shell 
outer fuel occurs at an uncomfortably large driver energy (above 3 MJ). If we 
move beyond this threshold by a factor of 2 to be conservative, then the driver 
cost is excessive. In addition, the threshold energy and the gain in the vicinity 
of the threshold cannot be validated except by doing experiments at the thresh
old. Finally, current funding levels are not adequate to ensure the timely fab
rication of the double-shell capsules. 

Both the single- and double-shell designs fail to achieve their performance 
potential because of premature central ignition. We are exploring target designs 
with potentially higher gain at lower driver energy. 

A number of important improvements were made to LASNE" These include 
improved treatment of the transport of suprathermal electrons and x rays. 

Our studies of ion-beam-driven targets have provided a clear outline of the 
parameter space for effective driving of ion-beam reactor targets. They bring to 
a sharp focus the preference for multigap (e.g., induction) accelerators as drivers 
for fusion reactors. On the other hand, single-gap diode accelerators have the 
advantage for ignition experiment at relatively low cost. 

We are continuing to pursue both hohlraum and directly driven targets. For 
reactor-size targets, the hohlraum approach has a significant advantage. To catch 
up, the laser-driven direct approach must demonstrate very efficient absorption 
without generation of significant hot electrons, must achieve ablation efficien
cies as high as those of short-wavelength lasers, and must attain ultrasmooth il
lumination uniformities (~1%). 

Our estimates of fusion-reactor driver requirements and our calculated target-
gain curves are essentially unchanged from previous years (Fig. 3-1). We expect 
to achieve the best-estimate levels initially with our single- and double-shell tar
get designs and then to follow a learning curve leading to the more optimistic 
levels with advanced target concepts. The best estimate in Fig. 3-1, which is 
based on realistic assumptions about implosion instabilities and thermonuclear 
ignition and burn, assumes efficient beam-target coupling with either ion 
beams or short-wavelength lasers. 

In the following articles, we report 
our progress in 1981 in four areas: 
laser targets, ion-beam targets, plasma 
physics, and atomic theory. Our 
work 
in the design and interpretation of 
experiments, which constitutes a very 
sizable fraction of our efforts, is 
reported in Section 6, "Laser-Fusion 
Experiments and Analysis." 

Laser Targets 
Introduction 

Symmetry requirements have a large impai 
on the wavelength scaling of directly drive 
ICF implosions. If the requirement for 
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smoothing a given fractional intensity per
turbation, SI/I, to tolerable levels is satisfied 
for a given value of rjr^ (where rc = radius 
of critical surface and ra = radius of abla
tion surface), then we must compare the 
implosion efficiency for various wave
lengths under this constraint. We call the 
distance between the critical-density surface 
and the ablation surface the standoff dis
tance. For a fixed value of rjrv the peak 
implosion efficiency is independent of 
wavelength. The efficiency also drops 
markedly as rjrt is increased. Long wave
lengths (at least 2 jum) have the required 
standoff distance at low intensity and are 
useful for setting the initial implosion 
adiabat. However, the standoff distance at 
higher intensities is large and results in 
poor implosion efficiency. Short wave
lengths have the required standoff at high 
intensity, and are useful at the end of an 
implosion, but have virtually no conduction 
smoothing effect at the low-power begin
ning of an implosion. Hence, direct implo
sions with intensity variations Mil <; 0.1 
must start with light of about l-pan wave
length and successively shift to shorter 
wavelengths, ending with A < 0.5 iim. If 
short-wavelength lasers are used, irradiation 
uniformities with Mil <, 0.01 must be 
developed. 

We have developed a planar electron-
conduction ablation model applicable to 
flows with inhibited electron conduction. 
This model joins a steady-state solution for 
densities greater than the critical density to 
an isothermal expansion for densities less 
than critical. At the critical density, we al
low for a discontinuity in density and tem
perature, a feature required when the 
conduction is inrr'bited. We also estimate 
the effects on implosion efficiency of an ac
celerating reference frame. Here, we find 
that the efficiency is strongly reduced when 
the ablated mass between the critical den
sity and the ablation surface is comparable 
to the unablated mass. Physically, this hap
pens because the ablated mass between the 
critical density and the ablation surface 
must be accelerated to nearly the velocity of 
the unablated material, but the former mass 
adds nothing to the payload energy. 

Planar Laser-Driven Ablation: 
Effect of Inhibited Electron 
Thermal Conduction 

Introduction. Many of the experiments to 
date that have studied the details of laser-
driven ablation1 have used planar geome
try2 because of practical advantages, such as 
ease of diagnostic access and experimental 
design. We present a theory describing the 
structure and global properties of planar 
laser-driven ablation as a function of the 
laser intensity and wavelength, the target 
material, and the degree of inhibition of 
electron thermal conduction.3 We compare 
our predictions with other models4"' and 
with the results of a computer hydrody
namics code.8 

Basic Equations and Assumptions. We 
introduce the following assurr prions 
• We consider situations where the fluid 

flow in the conduction zon i has reached a 
steady state. In contrast, the underdense 
plasma cannot be in a steady state in pla
nar geometry because it is expanding into 
a vacuum. We shall thus join together 
steady-state solution inside the critical: -
face with a time-dependent rarefaction 
wave in the corona.3'^'6 

• We consider laser and target parameters 
such that laser-light absorption occurs at 
or near the critical-density surface and 
such that the absorbed energy is depos
ited primarily in the thermal-electron 
population. 

• We assume for simplicity that the electron 
and ion temperatures are equal. 

• We assume that the underdense plasma 
(« e < « c = me «j2/4ire2) is isothermal. 
The basic equations describing the 

plasma flow in plane geometry are 

i<*»-0 • w 

-ij-ip+pv2) +pG = 0 , (2) 

and 

d_ 
dx pv p_+« 

.2 p + 1 

Author: J. D. Lindl + pvG + lj(x-xc) = 0 . (3) 
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Here, p and v are the mass density and ve
locity, respectively, p is the pi assure, and xc 

is the position of the critical-density surface. 
In Eq. (2), the momentum equation, oG, is 
the inertial force due to ablative acceleration 
of the target. We begin by solving Eqs. (1) 
through (3) without inertial effects (G = 0); 
these effects will be studied later. 

The pressure, p, is defined by 

p = nekTe + i^kTj 

= P^±^)kT=pc2 , (4) 

There exist self-similar solutions to Eqs. (1) 
and (2) with the property that the flow is 
sonic in a reference frame moving with a 
point of constant density. In particular, the 
critical-density point at position xc fulfills 
this condition 

v(x) =c + (x -xt)lt , 

p(x) = p r e x p | ( x c - x)lct\ 

(8) 

(9) 

Am„ 

where c B {p/p)v2 is the isothermal sound 
speed, and the mean charge and mass of 
th ions are Ze and Am„ respectively. 

i he heat flux, q, is taken to be the mini
mum of the classical value (Ref. 9) —xdT/dx 
and a phenomenological form representing 
inhibited heat flow10 

Thus, v(xt) — c. 
The flow cannot remain isothermal un

less there is sufficient outward heat flow to 
feed the increase in kinetic energy with jr. 
This required heat flux is 1 5 

1 = Pr c (10) 

- 5 0 pc 3 dT/dx 
\dTidxl 

(5) 

In this expression, (Ref. 9) T is the electron Ipv) = 0 , 
tc mperature and 

( Pv- + pr\ = 0 , 
K0T~ ; =s 1.1 X l f r " 

X I T K ) InK ( 6 ) 

m v 5c , 
T + ^ T + <7 2 2 | ' 

Jump Conditions at the Critical-
Density Surface. We introduce the notation 
[y] s y(*c + *) - y(*c - *) E Vi - Vv 
where the indices I and 2 refer to the 
overdense and underdense sides of xc, re
spectively. Equations (1) through (3) may be 
integrated from one side of xc to the other 

(11) 

(12) 

for Z = 3.5 and the Coulomb logarithm 
In A = 10. The quantities t and 5T depend 
on Z and are evaluated in Ref. 9. 

The flux limit, <j>, has been expressed here 
in terms of hydrodynamic variables. In 
terms of the more us', lal definition of the 
flux-limited heat flow fnjme (kTJm^'2, 
Eq. (5) implies that 

(13) 

In contrast with previous calculations,717"20 

here we specifically allow a temperature 
jump 

(14) 

/ = 0.12.; (Z + l) 3 

ZAV 
(7) 

For Z » 1 and A as 2Z, this expression be
comes / s 0.08 0. 

Solution in the Underdense Plasma. In 
the isothermal approximation, the energy 
equation [Eq. (3)] is replaced by the simple 
hypothesis that the temperatuie, T, is con
stant. Numerous authors have studied the 
plasma flow under these conditions.11"16 

here, in general, a # 1. 
For a broad range of physical conditions 

the underdense plasma is nearly isothermal. 
The Mach number M = v/c on the low-
density side of the critical surface is then 
given by Eq. (8), M2 = 1. Consequently, 
Eqs. (11) and (12) give a relation between 
M, and a 

M, =<*-' 1 - ( 1 -a2. (15) 
(' 

The density ratio p\/pi is (a Mj) . Thus, 
once M, is known, Eq. (15) gives a unique 
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value for the density and temperature ratio 
across the critical surface. 

Solutions for the Flow in the Conduc
tion Region. Bobin,4 Takabe et a).,5 and 
Manheimer et al.6 have studied this region 
in the limit of classical thermal conduction. 
We begin by reviewing their results. We 
then derive new solutions that apply when 
flux-limited thermal conduction is 
important. 

The steady-state energy equation [Eq. (3)] 
can be integrated for x < xc 

»(r2+r2) + ? 

— A = constant . (16) 

The constant A represents the difference be
tween the outward f.ux of kinetic energy 
and enthalpy, and the inward heat flow. It 
may be evaluated at the cold side of the ab
lation front, where we shall assume there is 
negligible preheat. Under these conditions 
, 4 = 0 . 

In the case of non-flux-limited flow, 
Eq. (16) with A = 0 becomes 

5 2 ^ 1 2 

-K r 5 ' 2 ^ = o 
dx 

(17) 

Let us assvme that the conduction region 
contains a sonic point characterized by a 
velocity vB (= -z0). Then, the integrals of 
Eqs. (1) and (2) imply that the flow has 
maximum temperature at the sonic point. 
On the other hand, the sonic point must 
also be contained in the isothermal corona, 
where it corresp^ nds to a constant-density 
surface. PhysicalK these two requirements 
can be made consi -tent if we take the 
critical-surface boundary between the two 
zones to occur exactly at the sonic point.4"6 

This result is verified by our numerical 
simulations. Furthermore, it satisfies the 
jump conditions estab ished above with M] 
= M 2 = a = 1. 

Under these conditions, Eq. (13) becomes 

h = [<?J = 1l ~ <?1 (18) 

•or an isothermal corona, 172 = Pc

 co- Th e 

inward heat flux, qu may be found from 

Eq. (17) to be q, = - 3 p c 4 Equation (18) 
gives us the relation between the intensity 
and the sound speed at the critical-density 
surface 

'a = 4ftfl) (19) 

Recalling Eq. (10), this implies that 25% of 
the absorbed laser flux is used to keep the 
corona isothermal. The remaining 75% is 
used to ablate the cold material. 

We are now in a position to determine 
macroscopic characteristics of the flow, such 
as the ablation pressure, p a, and ablation 
rate, m. From Eqs. (1) and (2) we have 

, =s 12 Mbarf- / \2'3 

VlO , 4W/cm 2 

m =! 150-

*mw • 
I Y / 3 

(20) 

c m 2 s \ l 0 1 4 W / c m 2 

K I uzj 
(21) 

and 

TJx >xr) i 2.7 keV 
U0 1 4 W/cmV 

/ L̂ V"3 / A V / 3 

The lengtn of the conduction zone be
tween x = 0 (T = 0) and x = xc (T = T0) 
can be established by integrating Eq. (17) 
numerically 

xc = 0.15 ^ 0 7"o Am,, 
p c )\k(Z+ 1) 

(23) 

The quantity of matter between x — 0 and 
xc is important in the interpretation of some 
current experiments on planar laser-driven 
ablation.2. We define the thickness, e^ as 
the equivalent thickness of matter between 
x = 0 and xc if it were at the solid 
density p5 
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Fig. 3-2. Dependence 
of Mach number M, 
and temperature ratio 
a = < r i / r 2 ) 1 / 2 o n flux 
limit, tf>. 

11 ( f* V 
c0=s 11 fim\— -I 

0 \ 10"W/cm 2 / 
10" W/cm2 

lg /cm 3 

Ipm 

)£ (24) 

where we have used Eqs. (19) and (23), with 
Z = 3.5. Note the very strong dependence 
on laser wavelength. 

When considering flow in the flux-limited 
regime, the maximum inward classical heat 
flux occurs at the critical surface and is 
equal to 3pcc(

3. Thus, the critical surface is 
the place where the flux limitation in Eq. (5) 
should first become important. The condi
tion for flux-limited heat flow at the critical 
surface is 3pcq! > 5 0pccjj, or 0 > 0.6. 

In the zone where the heat flux is limited 
according to Eq. (5), the energy equation 
[Eq. (16)] yields'- 2 2 1 1 

Ml 5 + M2) = 10« (25) 

This equation shows that the Mach number 
is constant throughout any region where 
the heat flux is flux-limited. Solutions of 
Eq. (25) are shown in Fig. 3-2. 

In a steady planar flow, a constant Mach 
number has very dramatic consequences: 
from Eqs. (1) and (2), if M = constant, all 
physical quantities describing the flow (p, v, 
T) must be constant in space. To avoid this 
unphysical situation, we introduce a dis
continuity at the point in the flow where 
the local Mach number first reaches the 
value given in Eq. (25). At this point, the 
density will drop sharply from p, > p r to 
p2 < pc, so the laser-energy deposition 
occurs at the discontinuity. 

This discontinuity must satisfy the jump 
conditions of Eqs. (11) through (13), with 
M„ the Mach number just inside the critical 

surface, given by the solution of Eq. (25). 
We saw in the discussion of jump condi
tions at the critical-density surface that the 
temperature jump a = c-^l^ depends only 
on M[. Thus, a is only a function of the 
flux limit 0 and is shown in Fig. 3-2, a = 
2M,(1 + M?)~'. The density ratio, p^p2, is 
also a function only of the flux limit, <f>. 

As is common in hydrodynamic descrip
tions of discontinuities, purely macroscopic 
equations are insufficient to fully determine 
all the characteristics of the discontinuity. In 
the absence of a detailed microscopic de
scription, it is nevertheless possible to solve 
for p2/p<; by hypothesizing a relation be
tween p2 and the flux limit 0, (p2/pc) 
--= (0/0.6), 0 < 0.6. Then, Eqs. (11) and (13) 
yield 

(26) 
iPc4 

Zs> *<0-6 

i, </> > 0.6 

Our numerical simulations show that 
Eq. (26) is verified when the laser energy in 
the computer code is deposited in the last 
Lagrangian zone having a density less than 
the critical density. 

Using Eq. (26), we can now calculate the 
different parameters characterizing the flow 
for <p < 0.6. The temperature of the isother
mal corona is given by (0/0.6) ~ 2 / 3 times the 
result of Eq. (22). This indicates that, when 
the flux limit, 0, is less than 0.6, the coronal 
temperature, T2, increases monotonically as 
0 decreases. This is a result of the tempera
ture jump at the critical surface. Figure 3-3 
shows the dependence of 7", and T2 on the 
flux limit, 0. 

The mass flux is given by (0/O.6)2/3 times 
the result of Eq. (21). The ablation pressure 
is equal to (0/O.6)"3 times the result of 
Eq. (20). Both * and p a decrease as 0 
decreases. 

Rocket Effect and Hydrodynamic Effi
ciency. Until now, we have implicitly as
sumed that the solid target was thick and 
very massive. In the case of thin targets, the 
ablation pressure results in the acceleration 
and motion of the high-density part of the 
target. We begin by assuming that the ex
pressions for p a and m derived earlier re
main valid even when the target is tliin 
enough to be set in motion by the laser (f 
heating. Later, we discuss the effect of 
acceleration on these solutions. 
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Consider a target with initial mass per 
unit area, m^ irradiated by a laser puke of 
constant absorbed intensity, Ia. The momen
tum equation for the target describes the 
velocity, v(t), of the unablated dense mate
rial, m(f)dv/dt = pa, with m(f) = m0 — tht. 
The solution is the well-known rocket 
equation 

v(t) = 
\m(t) (27) 

The hydrodynamic efficiency, r\, is the ra
tio of the target's kinetic energy, 
(1/2) m(t) v2(t), to the laser energy, Iat, ab
sorbed in the time t. The efficiency is 

j m(t) v2(t) 

/.,r 

l o ' 2l,m 

- = ^o 

m(t) 
» i 0 

• \n2x\ 
(28) 

(29) 

Thus, i\ depends both on the fraction of the 
target mass ablated (via x) and on the de
tails of the ablation model (via >j0). The effi
ciency, ri, reach s a maximum as a function 
of x when .. = >n(t)/m0 = 0.2, rimm = 
0.65 IJQ, and 80% of the initial target mass 
has been ablated. 

The quantity JJ0 defined in Eq. (29) can be 
evaluated using the model for planar abla
tion derived previously in this article; we 
obtain TJ0 = 1/2 for all <j>. 

Thus, the maximum efficient. % obtainable 
in planar ablation is 

0 6 5 n « 
'(max = - j ° - 3 2 

(30) 

The efficiencies found here are a factor of 
2 smaller than those frequently quoted in 
the literature, which are obtained using the 
cold-rocket model. 2 4 , 2 5 Our factor >;0 = 1/2 
represents the additional energy used to 
heat the corona and conduction zone.3 It is 
interesting that the factor ?/0 = 1/2 caused 
by thermal effects is independent of the 
size of the flux limit and laser intensity. 

Comparison with Numerical Simula
tions. We have used the Lagrangian hydro

dynamics code FILM, developed by 
v'irmont,8 to check the validity of the prin
cipal results in our theoretical model and to 

0.2 0.4 
Flux limit, <t> 

evaluate the range of applicability of our 
initial approximations. 

Details of the algorithms and physics 
used in FILM may be found in Ref. 8. It is a 
one-dimensional Lagrangian hydrodynam
ics code and was used here in plane georr-
etry with a perfect-gas equation of state. V /e 
used a constant-intensity laser pulse having 
a long-enough pulse length to produce 
steady-sta:e conditions. The laser energy 
was deposited at the critical surface. 

According to our model, when the flux 
limit, 0, is greater than 0.6, the flow at the 
critical surface is sonic and continuous. For 
<t> < 0.6, a discontinuity appears. The Mach 
number Mj on the high-density side of the 
discontinuity satisfies Mt{5 + M2) = 10 <j>, 
while on the low-density side, the Mach 
number M 2 = 1. In our simulations, this 
discontinuity extends over two or three La-
grangiin cells, independently of the initial 
zoning of the target. 

Figure 3-4 represents the variation of Mj 
and M 2 with <j>. Simulation parameters were 
I a = 10 1 3 W/cm2, XL = 1.06 tan; target mate
rial was a plastic, CH (A = 6.5, Z = 3.5, 
initial density ps = 1 g/cm3). We see that 
there is excellent agreement of M, with the 

Fig. 3-3. Dependence 
on flux limit, 4>, of 
temperatures on either 
side of critical surface. 
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Fig. 3-4. Variation of 
Mach numbers M^ 
and Mj with flux 
limit f, where / = 
0.130; lines represent 
theory, symbols repre
sent simulations. 
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Fig. 3-5. Time se
quence of density pro
files from computer 
hydrodynamics simu
lation showing evolu
tion of f*pnsi.y plateau 
below critical surface 
when 0 < 0.6. 

10' Tm 1 i n mil 1 i * i mi 
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Fig. 3-6. Comparison 
of predicted density 
and temperature ratios 
across critical surface 
with computer-
simulation results. 

Flux limit, <t> 

prediction of Eq. (25). In contrast, the be
havior of M 2 is not exactly as predicted. 
Figure 3-4 shows that M 2 slowly increases 
above the predicted value M 2 = 1 as 0 de
creases, finally reaching the value M 2 ~~ 2 
at small <t>. The behavior of M 2 is not sensi
tive to the initial zoning or to the numerical 
details of energy deposition at the critical 
layer. 

The fact that M 2 is slightly larger than 1 
for small <t> has an interesting consequence 
in our simulations. A flat density plateau 
appears just outside the critical layer, in 

which the density (= Pi), temperature, and 
velocity are constant in space. The length of 
the plateau increases in time for the follow
ing reasons. Since M2 > 1, the plateau is 
fed on the left by fluid entering at a speed 
v2 = M2c2. On the right of the plateau, 
there is a self-similar isothermal expansion 
wave that eats into the plateau at a speed 
given by c2. The plateau length that results 
from these two processes thus follows the 
law <p = (M2 — 1) c2t. Figure 3-5 shows an 
example of such a density plateau in our 
hydrodynamics simulations. Parameters of 
the FILM calculation were 7a = 10 1 3 W/cm2, 
XL = 1.06 um, flux limit / = 0.012; target 
material was CH. 

Next, we compare the hydrodynamic 
simulations with our theory describing the 
density discontinuity at the critical layer. 
Figure 3-6 illustrates the theoretical and nu
merical results for the ratios p2/pt and T2/Tt 

of density and temperature across the dis
continuity. Solid line (theory) and squares 
(simulation) represent p\/p2; dotted line 
(theory) and crosses (simulation) represent 
T2/T\. Laser and target parameters were Ia 

= 101 3 W/cm2, X,. = 1.06 Mm; target mate
rial was CH. There is excellent agreement 
between the model and theory. 

The density ratio, p2/pc, is strongly influ
enced by the method chosen to deposit the 
laser energy. When the absorbed laser en
ergy is deposited in the last underdense 
zone, we obtain the excellent agreement 
shown in Fig. 3-7 between our model and 
numerical-simulation results for the coronal 
temperature, T2 and the mass flu;:, in. To 
obtain this figure, all the absorbed laser en
ergy was deposited in the highest-density 
zone satisfying p > pr Laser parameters 
were Ja = 10 1 3 W/cm3 and X, = 1.06 um; 
target material was CH. 

Figure 3-8 shows the maximum hydrody
namic efficiency as a function of the laser 
wavelength. Points represent FILM simula
tions with ,'a = 101 3 W/cm2, CH target ma
terial, and flux limit <j> > 0.6. At laser 
wavelengths of 1, 1/2, 1/4, and 1/6 times 
the wavelength of a Nd:glass laser 
(X, = 1.06 um), the initial thicknesses, L, of 
the solid material were 5, 8, 20, and 15 pm, 
respectively. The solid curve represents the
ory corrected for inertia] effects, as de
scribed in Eq. (34). The limit of 32% ( 
predicted by Eq. (30) for an isothermal co
rona is attained when XL = 0.53 um. For 
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shorter-wavelength lasers, the slight in
crease in ?;m o x above the value of 32% 
seems to be because the corona becomes 
less isothermal. In the extreme limit of no 
outward heat flow, the theoretical maxi
mum efficiency is 41%. 

On the other hand, when the laser wave
length \ L ~ 1 /an, the inertial forces in the 
accelerated frame of the target are no longer 
negligible. The result is a decrease in the 
hydrodynamic efficiency. We discuss the 
role of inertial forces next. 

When the inertial force is included, inte
gration of the steady-state momentum 
equation from the ablation front to just out
side the critical surface gives the following 
expression for the ablation pressure 

Pa = Pl + Plvl - G ' Vi x)dx (31) 

Here, p2, p2, and v2 are the pressure, den
sity, and velocity, respectively, at the low-
density side of the critical surface. The 
effect of acceleration is to diminish the ab
lation pressure by an amount 

Pi = G I 'p'x)dx = Gp,ea 

Jo 
(32) 

Here, e0 is the column density of the con
duction zone at equivalent solid density pv 

calculated in Eq. (24). 
To estimate the effect of the inertial pres

sure, p,, we must determine self-consistently 
the acceleration, G. In the case of thin-target 
accelerations, the rocket model allows us to 
write 

G = d v = P* 
dt m(t) 

(33) 

Since the mass per unit area varies from ma 

to 0.2 m0 (the optimum value of the hydro-
dynamic efficiency), we shall use a mean 
mass (m(t)) = 0.5 ma. Thus, we have G 
is 2pjm0, and the expression for the iner
tial pressure becomes 

Pi = G pse0 sa 
2Pa<?0 (34) 

where we have defined L as the initial 
~"iickness of the solid target, m0 = Lp s. 

It is clear from Eq. (34) that the inertial 
pressure, pu can significantly reduce the ab-

Flux limit, f 
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lation pressure, ys, when the equivalent 
thickness, e0, of the conduction zone at 
solid density becomes comparable with the 
initial thickness of the solid target, L. Equa
tion (24) shows that e0 oc Xf/3 1^". Thus, in
ertial effects on the ablation piessure should 
be smaller at low laser intensities and short-
wavelength lasers. On the other hand, the 
decrease in hydrodynamic efficiency, i j m i , v 

shown in Fig. 3-8 for X, = 1.06 /um, is due 
to the decrease in pa caused by the inertial 
force at long laser wavelengths, since rjma% 

oc pj. When the hydrodynamic efficiency is 
corrected using Eq. (34), excellent agreement 
is obtained between our theory and the 
computer simulations shown in Fig. 3-8. 

Summary and Discussion. Within the 
assumption of localized laser-energy deposi
tion into a thermal-electron population at 
the critical-density surface, we have derived 
a model for the spatial structure and global 
properties of planar laser-irradiated targets. 
Our model joins a steady-state region of 
conduction for n e > nc to an isothermal rar
efaction wave for n e < nc, with the isother
mal sonic point located at the critical 
surface. We find in the flux-limited case <t> 

Fig. 3-7. Comparison 
of analytic model 
(solid lines) with 
computer-simulation 
results for coronal 
temperature, T 
(crosses), and mass-
loss rate, rh (circles), a<= 
function of flux 
limit, /. 

Fig. 3-8. Maximum 
hydrodynamic effi
ciency, i | m a ) ( , as func
tion of laser 
wavelength, XL. 
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< 0.6 that a discontinuity develops at the 
critical-density surface, including a jump in 
the temperature as well as a jump in den
sity and velocity. 

Inhibited heat flow has the effect of de
creasing the mass ablation rate, rh, and the 
ablation pressure. p a. The maximum value 
of the hydrodynamic efficiency of target 
acceleration is independent of the flux limit 
in planar geometry, being equal to j ; m a x 

= 0.32, independently of the laser wave
length and intensity. 

The advantages of short-wavelength 
lasers are apparent in many different as
pects of our model. Short-wavelength lasers 
produce higher ablation pressures and abla
tion rates for fixed values of the laser inten
sity. They also have beneficial effects on the 
hydrodynamic efficiency because the iner-
tial effects caused by target acceleration are 
less detrimental when the laser wavelength 
is short. 

We have not considered here the crucial 
issues of target symmetry and Rayleigh-
Taylor instability. Initial calculations of 
symmetrization of inhomogeneities in the 
laser intensity 6 , 2 6 , 2 7 show that longer-
wavelength lasers are definitely preferable 
for this task. This apparent disadvantage of 
short- wavelength lasers must be weighed in 
the eventual choice of an optimum wave
length for fusion applications. 

Authors: C. E. Max, R. Fabbro, and 
E. Fabre 

Effect of Symmetry Requirements 
on the Wavelength Scaling of 
Directly Driven Laser-Fusion 
Implosions 

During the past two years, abundant evi
dence has accumulated concerning the ben
eficial effects of shorter-wavelength lasers 
on laser-plasma interaction processes.28 ,29 

The present work addresses the related 
question of how implosion symmetry and 
hydrodynamic efficiency scale with laser 
wavelength.30 Our results emphasize that, 
for directly driven laser-fusion implosions, 
much of the advantage of short-wavt^ngth 
laser light for implosion physics and target 
coupling may be dissipated if we attempt to 
use laser and target parameters producing 
good symmetrization by a hot atmosphere. 

We discuss some approaches to avoiding 
this dilemma. 

Implosion Symmetry. For a situation 
where many laser beams irradiate a spheri
cal target, there will inevitably be some de
gree of nonuniformity in the distribution of 
absorbed laser energy. Such an impressed 
nonuniformity can lead to degraded target 
performance, particularly for shell targets 
with high convergence ratios. 

Several years ago, Thiessen and 
Nuckolls31 and Mead and Lindl32 explored 
the circumstances under which laser-
illumination nonuniformities can be 
smoothed by heat conduction in a hot at
mosphere surrounding the dense target. For 
spherical targets, they found that an im
posed nonuniformity of 10% could be toler
ated if the critical radius, rc, were larger 
than roughly twice the ablation radius, Ra, 
during the first part of the implosion. 

A second requirement for conduction 
smoothing 3 1 , 3 2 is that the atmosphere must 
be hot enough for the thermal-conduction 
time 3 3 to be small compared with the sonic-
transit time. For a target with Z = 10 and A 
= 20, this requirement becomes 

T ( , r ) » T m i n = 4 . 8 ( T ^ ) 1 / 2 

X ^ J k e V . (35) 

Here, I is the size of the atmosphere, XL is 
the laser wavelength, and T(rc) is the tem
perature at the critical surface. 

A third condition for symmetrization is 
that the initial strength of the shock sent 
into the dense material be less than 1 to 
2 Mbar. This is necessary to achieve a low 
isentrope appropriate to high-gain implo
sions. It was found in Ref. 32 that the initial 
shock pressure increases strongly as the 
laser wavelength used for atmosphere for
mation is decreased. 

With the above smoothing conditions in 
mind, we can use the simple spherical 
steady-ablation model of Ref. 34 to ask 
about the wavelength scaling of symmetri
zation by a hot atmosphere. (This model 
does not apply either where profile steepen
ing and hot electrons dominate coronal be
havior or to strongly accelerated targets. It 
does not include energy losses caused by ( 
x -ay radiation. Reference 34 gives an exten
sive discussion of the conditions under 



Laser Targets 

which this model is valid.) Reference 34 
predicts the radius and temperature of the 
critical surface as 

^ 1.31 ± 
R> \10 1 4 W/cm 2 I urn 

IkeV 
= 2.2 

X 
0.1 cm \ 0 0 8 

R, 
(36) 

10"* W/cm' 
7 A. 
\l*im 

X lo.l cm/ (37) 

Here, Ra is the ablation radius, the surface 
of the cold, dense pellet. The quantity JP is 
the absorbed laser power divided by 4irRa. 
The absorbed intensity at the critical surfe.ee 
is Jp(RA) 2 = 'c- W e c a U h t h e P e l l e t 

intensity. 
The above expressions for r^/Ra and Tc 

were derived for irradiation conditions 
where the heat flow, q, is flux-limited at the 
critical surface, assuming that 

q = mm 
- K V T , 

-/" ... , (38) 
V7C/(VTC.) 

where K is the classical thermal conductiv
ity.33 In Eqs. (36) and (37), the flux-limit 
value was / = 0.03 for Z = 10, A = 20. 

The first criterion tor effective smoothing 
is that r/K, > 1.5 to 2. Consider, for exam
ple, a target with ablation radius Ra 

= 0.1 cm, Z == 10, A = 20, and a fixed pel
let intensity Ir = 10 1 4 W/cm2. Then, Fig. 
3-9(a) shows the ratio of the critical and ab
lation radii, r/R a , as a function of laser 
wavelength, XL [(Eq. (36)]. For this intensity 
we need a laser wavelength XL > 1.5 to 
3 /um to be in the desired smoothing regime 
rc >: 1.5 to 2 Ra. Reference 30 reached a 
similar conclusion for planar targets. 

The second criterion for good smoothing 
is that the temperature at the critical sur
face, given by Eq. (37), be large compared 
with the minimum temperature, Tmj„ in 
Eq. (35). Figure 3-9(b) shows that, for XL > 
1 van, the coronal temperature, Tc, predicted 

i y the model in Ref. 34 is indeed large 
-xompared with T m i n . Here, T m i n is calculated 

using the self-consistent atmosphere size 

L =rc — Ra, and other conditions are as in 
Fig. 3-9(a). 

Both Fabre35 and Thiessen and Nuckolls31 

have noted that symmetry requirements 
might be relaxed if we used higher laser in
tensities and smaller-radius targets when 
using lasers of shorter wavelengths. Let us 
ask how fast the intensity must be in
creased at short \ L to keep r,/Ra constant 
when XL is decreased. In all these 
wavelength-scaling discissions, there is a 
somewhat arbitrary choice of what to hold 
constant as XL varies. Let us assume that the 
laser energy is kept constant and that the 
required pulse length is approximately pro
portional to the target radius, Ra. If we now 
require that r^R^ in Eq. (36) remain at a 
constant value as the !"™r wavelength is 
decreased, we find that the pellet intensity 
must be scaled as 

; r oc XL~ (39) 

in this scheme. The required increase in 
pellet intensity when short-wavelength 
lasers are used is illustrated in curve (a) of 
Fig. 3-10, where we assumed Z = 10, A 
= 20, / = 0.03, and Ra = 0.13 cm at XL 

= 1 jim. From Eq. (37), the temperature at 
the critical surface will increase as XL gets 
shorter: Tc oc X L~ 0 5. The target size must be 
decreased according to Ra oc X°9 and the 
absorbed laser power P a b s oc X L~ 0 9. 

By decreasing target size when we use 
shorter-wavelength lasers, we can thus 
counteract the wavelength dependence of 
the critical-surface standoff distance, and we 
can cause the coronal temperature to in
crease rather than decrease at shorter wave-

Fig. 3-9. Wavelength-
scaling predictions of 
simple spherical abla
tion model.34 
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left) pellet intensity / 
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r , « i 1.5; (b), Ic) 
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ing values of collision 
frequency and 
electric-field energy 
density at critical 
surface. 

lengths. These are both beneficial effects for 
symmetrization. Curves (b) and (c) of Fig. 
3-10 show the consequent scaling of the 
plasma-coupling parameters £2/8?rncrc and 
vci/u-u where nci is the electron-ion collision 
frequency, and E is the laser electric field at 
the critical surface. 

Hydrodynamic Efficiency. By implosion 
or hydrodynamic efficiency we mean the 
inward kinetic energy of the imploding tar
get relative to the total absorbed laser en
ergy. In spherical geometry, including the 
effects of the full temperature, density, and 
velocity profiles, the velocity is described by 
a rocket equation analogous to the usual 
planar result 

v(t) = v In m(t) 
m0 

(40) 

Here, R0 is the initial target radius, and p 0 

and m0 are the initial values of ablation 
pressure, pa, and mass-ablation rate, m. 
These may be evaluated using the expres
sions developed in Ref. 34 for a flux limit / 
= 0.03. 

Equation (40) for the mean inward veloc
ity of the shell can now be used to find the 
hydrodynamic efficiency, e 

_ (V2)m(t)v2 

P a b s T l 

2 7 r J ? u P o 

/,."'(! 
x\n2x } (41) 

where P i l h s and /,, are the absorbed laser 
power and the pellet intensity, respectively, 
T, is the laser pulse length, and x s 
m{t)/ma is the fraction of mass remaining in 
the shell after a time (. 

The factor in parentheses in Eq. (41) opti
mizes for x = 0.2. We can obtain the wave
length scaling of the hydrodynamic 
efficiency, e, by examining the factor in 
square brackets in Eq. (41). First consider 
the case where the pellet intensity and tar
get size are held fixed and only the wave
length is varied. Using the results of Ref. 34 
for pa and m as a function of flux limit, /, 
and laser wavelength \ y it is straightfor
ward to show that 

( oc X, (42) 

where the exponent p varies from 1.2 to 0.5 
as the flux limit, /, changes from 0.02 to 0.2. 
Figure 3-11 shows the exponent p as a func
tion of /. 

It is clear from Fig. 3-11 that, when the 
absorbed intensity and target size are held 
constant, the implosion efficiency increases 
strongly at short wavelengths. We shall 
show below that this is almost entirely be
cause the critical surface lies closer to the 
ablation surface for shorter-wavelength 
lasers. The discussion of implosion symme
try earlier in this article indicates that the 
standoff distance, rJRa, becomes smaller as 
\ L is decreased. The symmetry results thus 
imply that, to achieve good implosion sym
metry, we would require higher and higher 
degrees of laser-illumination uniformity as 
the laser wavelength is decreased. 

To achieve relaxed beam-uniformity con
ditions with short-wavelength lasers, we 
can pursue the alternative scaling described 
by Eq. (39), where rJRa is kept fixed at a 
value of 1.5 to 2 by increasing JP and de- i 
creasing Ra when we use short-wavelengtlv 
lasers. The implosion efficiency then scales 
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very differently with laser wavelength. For 
a constant value of x = m{t)/mQ, we can 
substitute the results of Eq. (39) into Eq. (41) 
to show that e is virtually independent of 
laser wavelength when we keep r^R^ fixed 

e oc X , (43) 

We have illustrated this result in a differ
ent way in Fig. 3-12, which shows the im
plosion efficiency vs the normalized stand
off distance rc/Ra — 1. The curve shown 
was calculated for AL = 0.5 pan, Ra 

= 0.1 cm, Z = 10, and A = 20 by varying 
the pellet intensity. The flux limit was / 
= 0.03. Equation (43) shows that this curve 
is virtually independent of laser wave
length. Regardless of the value of \ y the 
hydrodynamic efficiency is highest when 
the critical surface is closest to the ablation 
surface. We conclude that, at any laser 
wavelength, the implosion efficiency will be 
limited to a relatively low value if we use a 
value for r^R;, of 1.5 to 2, which is appro
priate for good symmetrization. 

Discussion. To begin our discussion of 
these results, we reemphasize the limita
tions of our simple thermal-conduction 
model. A phenomenological flux limit as 
used in Ref. 34 is at most a zero-order de
scription of inhibited electron transport. 
L -'rthermore, effects such as current 
fiiamentation and large-scale dc magnetic 
fields are not addressed by our smoothing 
model. Finally, more sophisticated treat
ments of electron heat flow in the limit 
where the electron mean free path is ap
proaching the temperature scale length are 
now becoming available. It would be very 
interesting to apply these new methods to 
the symmetry problem studied here. 

Within these limitations, we have shown 
that symmetry requirements can signifi
cantly affect the predicted wavelength scal
ing of directly driven laser-fusion 
implosions. When r^R^ is kept large and 
constant, the implosion efficiency becomes 
virtually independent of laser wavelength. 
In addition, the efficiency falls as the stand
off distance is increased, as shown in Fig. 
3-12. We thus lose many of the advantages 
" : short-wavelength lasers under conditions 
where the separation between the critical 
and ablation surfaces is large enough to 

0.5 1.0 1.5 

produce symmetrization of 10% illumina
tion nonuniformities. 

We can consider several ways to sur
mount this dilemma. If the short-
wavelength laser light is converted to 
x rays, and the x rays are used to implode 
the fuel capsule, requirements of laser-
illumination uniformity can be substantially 
relaxed. We may then be able to reap the 
advantages of short-wavelength light for 
coupling and laser-plasma interaction phys
ics without impairing implosion symmetry. 

Within the context of directly driven 
laser-fusion implosions, we might follow 
the suggestion of Refs. 31 and 32 that lasers 
of two or more different wavelengths be 
used during the implosion. It was proposed 

Fig. 3-11. Ablation 
model predicts that 
implosion efficiency, 
t, is proportional to 
XL

 p ; figure plots expo
nent p as function of 
flux limit, /. 

Fig. 3-12. Implosion 
efficiency, t, vs nor
malized standoff dis
tance rcIRa - 1. 
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that a laser with XL = 2 to 3 nm be used to 
create the initial hot smoothing atmosphere, 
followed by a shift to shorter wavelengths 
as the pellet implodes and its radius de
creases. We could, thus, maintain rc/Ra at a 
large enough value to provide smoothing as 
long as necessary. This might allow a good 
compromise between long- and short-
wavelength lasers. Uniformity requirements 
would be relaxed by the presence of the 
hot atmosphere, yet we could still have the 
advantages of good coupling physics for the 
short-wavelength light. 

Finally, we reemphasize that, in directly 
driven laser irradiations, there is a tradeoff 
between the standoff distance r,. /R(1 - 1 
and the allowable size nf illumination non-
uniformities, A/y^.. A natural direction of 
evolution will be to push laser technology 
as far as possible in the direction of higher 
levels of illumination uniformity. The re
quired standoff distance will be a function 
of the best value of A//L attainable on a 
given laser system. 

The investigation and exploitation of the 
different symmetrization techniques dis
cussed here will be essential to the success
ful use of short-wavelengch lasers for 
direct-drive fusion applications. 

Authors: C. E. Max, J. D. Lindl, 
and W. C. Mead 

Charged-Particle 
Targets 

Introduction 

The year 1981 has been a stimulating one 
for ion-beam target physics and related ac
tivities at LLNL. In addition to our long
standing interest in charged-particle targets 
and beam-propagation physics, we contin
ued our cooperation with other US research 
programs for developing fusion concepts 
using ion-beam accelerators as inertial-
confinement fusion (ICF) drivers. For exam
ple, we collaborated with Los Alamos Na
tional Laboratory, Los Alamos, N. Mex., on 
ion-beam target studies for heavy-ion 
fusion (HIF), which envisages accelerating 
ions of atomic number A > 200 to high ki
netic energy (T ~ 10 GeV). We also pur

sued target studies in conjunction with San-
dia National Laboratories, Albuquerque, N. 
Mex., for light-ion-beam fusion (A > 1, T 
> 1 MeV), in general using single-gap di
ode accelerators. Proximity also makes it 
easier for close collaboration with the HIF 
work at Lawrence Berkeley Laboratory 
(LBL), Berkeley, Calif., which is developing 
the technology for the induction linear ac
celerator (multiacceleration gaps), and with 
the HIF-related reactor beam-propagation 
studies at the LLNL beam physics group. 
Some features of our activities this year 
include36"38 

• Target-gain considerations are found to 
somewhat favor multigap ion accelerators 
because they result in beams with less an
gular and energy spread (see "A Tamped, 
Split-Fuel-Layer Ion-Beam Target" and 
"Conservative Estimate of Double-Shell 
Target Gain for Ion Beams with Large 
Dispersions," below). 

• The requirements of target and beam-
transport physics (as presently modeled; 
see "Initial Application of Target Consid
erations to the Production, Acceleration, 
Transport, and Focusing of Ion Beams" 
below) give further incentive to design ac
celerators using less phase-space-diluting 
operations. 

• Interesting physics experiments on disk 
heating, beam deposition, innovative fo
cusing, and transport are expected in 
some accelerator test facilities (see "Sug
gested Disk-Heating, Focusing, and Beam-
Transport Experiments Using Accelerator 
Test Facilities for Inertial Fusion," below). 

• Studies of possible innovations in ion-
beam targets are continuing (e.g., the 
tamped double-shell target). 
Single-gap diode accelerators result in 

beams with relatively large angular diver
gence and energy spread. These divergences 
increase focal-spot radii, thus reducing spe
cific energy deposition. They also imply en
ergy deposition closer to the target surface, 
thus increasing losses and lowering hydro-
dynamic efficiency (see the next two arti
cles). The convenient ion energies for diode 
acceleration also typically involve a short 
range (—0.02 g/cm") in matter, so deposi
tion profiles are even more sensitive to 
these divergences in entrance angle and en
ergy. The possibility exists that more inno-/ 
vative target designs might eliminate some1'-
of these differences caused by angle and 
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energy divergences. In the article on 
tamped targets, possibly higher gains than 
.those given in our earlier surveys 3 9 , 4 0 are re
ported. However, the tamped target is still 
sensitive to these divergences. Illumination 
symmetry and other requirements also must 
be studied to confirm these new target-gain 
results. 

In addition to restrictions on angular and 
energy spreads, target physics requires cer
tain pulse energies and peak powers that 
are related to the beam current, pulse 
length, and particle kinetic energy. Some 
initial models of these phase-space require
ments on the beam pulse are studied later 
in this section, along with some of the 
beam-transport consideration in the fusion 
chamber. Within the constraints of our 
present modeling procedure, accelerator 
concepts using fewer phase-space-diluting 
operations would more easily satisfy these 
phase-space constraints. 

Ion-energy deposition and heating experi
ments are continuing at a number of lab
oratories. So far, they have not found 
anomalous deposition effects. For example, 
the Naval Research Laboratory (NRL) light-
ion experiments41 reached beam-current 
densities of 250 ± 100 kA/cm2. This current 
density is only several times lower than 
those expected inside heavy-ion reactor tar
gets after stripping of beam ions (ignoring 
current neutralization). However, the cur
rent density is at least an order of magni
tude lower than those in similar light-ion 
targets. Their temperatures of deposition 
material at ~ 10 to 15 eV are still lower than 
in targets (we need >100 eV). On the other 
hand, numerical simulations suggest that 
high-temperature experiments could also be 
performed with some proposed heavy-ion 
test-facility designs. In this section, we par
ticularly emphasize a case where 10h K 
(~80 eV) and ~10 2 kA/cm2 are obtained in 
simulations (focal-spot beam energy fluxes 
~10 1 3 W/cm2). Experiments on beam focus
ing and transport of ~ 1 kA beams are ex
pected if such test facilities are built. 
Author: J. W-K. Mark 

A Tamped, Split-Fuel-Layer Ion-
Beam Target 

target designs suitable for ion-beam-driven 
inertial-confinement fusion have appeared 

in the literature since 1968.42"4'' Ions are as
sumed to deposit classically in the ablator 
material of the target. Sufficient range flex
ibility is available through proper choice of 
ion species and accelerating voltage to al
low the designer significant latitude in tar
get size and materials. Designs to date 
consist of single- and double-shell arrange
ments containing a central D-T fuel region. 
We have investigated a more complex de
sign similar to the targets47 proposed for 
laser fusion, but with the addition of a 
temping layer surrounding the main deposi
tion layer to fully use the benefits of the 
ion transport. Figure 3-13 shows the target. 
To date, we have performed only one-
dimensional computer simulations of this 
target, but, in that very optimistic light, the 
design exhibits net gain in excess of 200 for 
target energies less than 2 MJ and for beam 
power of 80 TW. This article will describe 
that target and its sensitivity to ion range, 
size, tamper thickness, and beam-spot size. 

The uniqueness of this ion target is two
fold First, it has a split fuel layer, allowing 
a central D-T core to ignite the much larger 
outer D-T mass. Second, the deposition 
layer is tamped; i.e., the low-Z material is 
surrounded by a dense, high-Z layer that 
effectively reduces some of the outward 
motion of the deposition layer, thereby in
creasing the efficiency of driving the fuel. 
This tamped effect was first described in 
1976'"' in a single-shell design. The exten
sion to two shells and a split fuel layer has 
greatly increased the gain and reduced the 
input requirements for a particular yield. 
However, to achieve the higher gains, the 
double-shell design requires more stringent Fig. 3-13. Target 

geometry used in one-
dimensional studv. 

0.35 cm 

Low-Z 
deposition layer 

Preheat shield 
with seeded D-T 

High-Z tamper/pusher 

D-T fuel 
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Table 3-1. Energy bal
ance in slabs. (Some 
miscellaneous energy 
terms omitted.) 

Fig. 3-14. Efficiency of 
driving payload vs in
put power. 

beam symmetry than the single-shell tar
gets. In addition, the second shell adds the 
potential of mixing material from this inner 
pusher into the fuel during implosion. 

Classical theory predicts that an ion has a 
higher dE/dx in low-Z materials than in 
high-Z materials. Thus, with more energy 
per gram deposited in low-Z materials, we 
would preferentially choose a deposition 
material having a low Z. Furthermore, for a 
given shell mass, low-Z shells are thicker, 
thus being less subject to fluid instabilities. 
Because the ion beam deposits less energy 
per gram in high-Z material, we can replace 
some of the low-Z material with a high-Z 
shell with little penalty in energy loss. The 
outer shell now provides our tamper. 

To investigate the effect this tamper has 
on ion deposition and coupling to the tar
get, we performed a simple slab study with 
range, focus, and angular distribution as the 
variables. Table 3-1 indicates the energy 
balance of one of the slab problems, and 
we see that a great deal of energy resides as 
internal energy of the deposition layer. The 
tamper serves to minimize this energy sink, 
as the high-Z material has a lower specific 
energy than the lower-Z deposition layer; 
furthermore, the tamper also helps to im
pede the outward progress of the deposition 
layer. Column 2 in Table 3-1 shows the re
sults of replacing 0.01 g/cm2 of the low-Z 
deposition layer with high-Z material, in 
terms of energy balance. The key point is 
that the internal energy has dropped by 
20% and the outward motion of the deposi-

No tamper Tamped 
fcpayload 
% E outward 
^absorber internal. F -source 
Epayload^source 

340 k] 
600 k] 
2700 kj 
4.75 MJ. 
0,07 

550 kj 
560 kj 
2100 kj 
4.75 MJ 
0.12 

0.15 — 

700 : 

7e, 

Power (TW/cm2) 

tion layer has been retarded until the peak 
of the pulse, resulting in a net reduction in 
input energy of 0.6 MJ. Because it tamps the* 
low-Z material, the high-Z shell causes the 
main deposition layer to act more like an 
expanding piston instead of a rocket-like 
ablator. 

The particular example cited above used 
radial incidence of the ion beam. We can 
also study the effect of adding angular di
vergence to the beam. Figure 3-14 shows 
how the efficiency of delivering kinetic en
ergy to the fuel layer varies as the intensity 
is changed for an angu'ar distribution of 
30°. The beam shown is a 5-GeV heavy-ion 
beam. Clearly, as the beam becomes more 
random, tamping becomes less important. 
This is obvious when we realize that the 
angled beam starts depositing the majority 
of its energy in the outer high-Z tamper in
stead of in the low-Z material. This then re
duces the available energy to the deposition 
layer, and the drive pressure subsequently 
drops. 

All the above points were observed in 
the design of the two-shell ion target. 
Figure 3-13 shows the generic shape of the 
target. We start with a solid (frozen) D-T 
fuel region surrounded by a high-Z pusher. 
This is isolated from the second shell by a 
low-density gas cushion, chosen to allow 
proper timing of the incoming shocks. The 
main fuel layer is next, again frozen to al
low a density of 0.21 g/cm3. A seeded re
gion of D-T surrounds the fuel to isolate it 
from the hotter deposition layer. The last 
two layers make up the low-Z deposition 
layer and the high-Z hydrodynamic tamper. 
In all the calculations, the central fuel re
mained fixed in size and material. The gas-
cushion density was changed as the pulse 
shape was varied to regain optimum condi
tions. However, the biggest variety occurred 
in the material chosen for the deposition 
layer and in the thickness of the deposition 
and tamper layers. 

Three ions of differing range were used 
in this study, and the target design was 
reoptimized for each range. Figure 3-15 
shows the gain expected from this target as 
a function of range, with a maximum occur
ring at 5 GeV. Changing the thickness of 
the tamper for these targets produced vary
ing results. Figure 3-16 indicates the chang^ 
in yield from the 5- and 10-GeV targets as 
the thickness of the tamper is varied. For 
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the 10-GeV case, the output is relatively in
sensitive over a broad range of thicknesses. 
However, the 5-GeV case exhibits a rather 

' pronounced peak at 0.03 g/cm2 and deterio
rates rapidly on either side. The mechanism 
of the tamping i? quite apparent. As the 
tamping becomes too thin, the hydrody-
namic motion is unimpeded, and the cou
pling is less efficient. Adding too much 
tamper has a similar effect: now, the major
ity of the beam is deposited in the tamper, 
thus reducing the pressure in the deposition 
layer. 

To study the effect of changing the diam
eter of the incoming ion beam, we ran ex
amples up to 0.3-cm focus and plotted the 
results in Fig. 3-17. The diameter of this tar
get is 1 cm. We note that, below a certain 
spot size, the effect on gain is minimal, but, 
for large beams, the target buhavior deterio
rates badly. Also, some tamping is benefi
cial in improving the gain. 

The size of the target also affected its 
performance, as this performance is directly 
related to the beam focus and radial inci
dence. However, other effects also were 
noted. For instance, if the target was too 
small (<0.25-cm radius), it was very diffi
cult to obtain both the required implosion 
velocity and low adiabat of the outer fuel. 
As the target shrinks in size, we must hit it 
harder to get to the required velocity as the 
run-in distance is reduced. This harder ini
tial shock, in turn, shocks the main fuel 
harder than desired, setting it on too high 
an adiabat and reducing the ultimate yield. 
Problems are also noted in the very large 
sizes: the drive energy required has in
creased, although the power has decreased. 
Furthermore, the aspect ratio has increased 
for similar masses, making the target more 
susceptible to Rayleigh-Taylor instabilities. 
The optimum target radius appears to lie 
between 0.3 and 0.5 cm. Table 3-2 indicates 
the target behavior for an optimized 5-GeV 
beam with 90-TW input power and a focal-
spot size of 0.2 cm. 

The possibility of preheat caused by K-
and L-line emissions as the ion beam 
passes through the outer high-Z tamper 
was also investigated. We found that a 
source of 60-keV photons, equal in strength 
Jo 1% of the beam energy and placed uni-

•mly in the high-Z tamper, could destroy 
the target. Using the Bethe formula and cal
culating the stopping power due to each 
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electron in lead, we estimate that less than 
4% of the beam energy could be converted 
to L-line emission (10 to 15 keV) and 0.06% 
into K-line emission (55 to 65 keV). The 
above estimates an for a 10-GeV beam. 
Putting this photon source into our 5-GeV 
target to simulate an upper-limit preheat, 

Fig. 3-15. Gain vs ion-
beam kinetic energy. 

Fig. 3-16. Gain vs 
tamper thickness for 
5- and 10-GeV beams. 

Fig. 3-17. Gain vs 
tamper thickness and 
spot size. 

Table 3-2. Characteris
tics of 5-GeV target. 
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Fig. 3-18. Gain as a 
function of input en
ergy for single-shell 
targets. 

we saw no changes in yield and only minor 
changes (5%) in ignition conditions. 

We might expect the stability of this 
double-shell target to be quite good because 
the density decreases with decreasing ra
dius. The acceleration is initially in the di
rection of decreasing density, thus ensuring 
stability. Unfortunately, this situation does 
not persist. The density of the low-Z beam-
deposition region drops below the density 
of the imploding shell and instabilities may 
develop; however, preliminary numerical 
simulations show that the stability is 
adequate. 

In conclusion, we have designed an ion 
target that produces a conservative gain of 
200 with an input of 5-GeV heavy ions 
(5-MeV proton equivalent), 1.7-MJ total en
ergy, and 90-TW peak power in a one-
dimensional computer simulation. Studies 
show the target to be relatively insensitive 
to changes in size and ion range, but quite 
sensitive to angular distribution of the beam 
and tamper thickness. Further work is re
quired to study the two-dimensional effects, 
particularly the symmetry problem posed 
by multiple beamlets and the resulting 
beam overlap. 

'co -fn2 

J i I 1 1 I I I T] 

Short-wavelength laser 

" ^ ~ ~ > Heavy ions 

Area of earlier 
best estimates 

Authors: D. J. Meeker (LLNL) and R. O. 
Bangerter (Los Alamos) 

Conservative Estimate of Double-
Shell Target Gain for Ion Beams 
with Large Dispersions 

In previous reports, 4 8 , 4 9 we gave a survey of 
gain curves for ion-beam-driven targets as a 
function of the relevant input energy, ion 
range, and focal-spot size. However, these 
reports considered a restricted parameter 
range (focal-spot radii <0.5 cm) primarily of 
interest for multigap accelerators. 

We have been extending our calculations 
to the parameter range of interest for single-
gap accelerators. We now find it necessary 
to consider larger focal-spot radii, effects of 
beam-energy spread, and angular diver
gence. Since symmetry and pulse-shaping 
requirements have not been fully addressed 
for these targets, actual target gains could 
be lower than estimated here. Our results 
have important consequences for accelerator 
design. 

Acceleration of light ions has been ac
tively pursued by Sandia National Labora
tories, Albuquerque, N. Mex., concentrating 
primarily on single-gap diode accelerators.1" 
for this program, there is an ongoing study 
by Bechtel, San Francisco, Calif., and Phys
ics International, San Leandro, Calif., of an 
ion-beam-driven ICF reactor (the Eagle re
actor concept).51 Therefore, it is interesting 
to give a parameter survey of gain curves 
for relevant target designs. This article sum
marizes the preliminary results of such a 
survey. Because the considered targets de
pend on more parameters than our earlier 
results,4"-49 we have only made rough esti
mates of the symmetry requirements. Also, 
pulse shaping is difficult for present single-
gap ion-diode accelerators, whereas some 
pulse shaping is implied in the target gains 
presented here. Therefore, the estimates 
tend to be upper bounds. Since we are pre
senting upper bounds to target gains, a sur
vey of double-shell targets is sufficient. 

In our earlier reports, 4 8 , 4 9 we have given 
target gain as a function of input energy, 
ion range, and focal-spot size. The principal 
results are given in Figs. 3-18 to 3-20, where 
target gain and power requirements are 
plotted as a function of input energy, £ (M 
and a parameter, ry2R, where r is the focal 
spot radius (cm) and R is ion range (g/cm2). 
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The gain of short-wavelength-laser targets 
is expected to lie in the band defined by the 
dashed lines. 

The curves in Figs. 3-18 to 3-20 were ob
tained by a least-squares fit to the results of 
a number of numerical simulations per
formed with the LASNEX code. The simu
lations covered only a restricted parameter 
range where 

0.1 < r/E 1 ' 3 < 0.2 (44) 

These relatively small focal radii have 
been primarily of interest for multigap ac
celerators, but the general nature of the 
curves is expected to be valid for all ions. 
Single-gap diode acceleration results in 
beams with large angular divergence and 
energy spread. The ion energies chosen 
also typically involve a short range 
(—0.02 g/cm2) in matter, so the deposition 
profiles are particularly sensitive to disper
sions in ion entrance angle and energy. 
Thus, the gain of such ion-driven targets 
depends not only on £, R, and r, but also 
on the angular divergence, &d, and the en
ergy spread, 6E/E, of the beam. These latter 
effects are shown in Fig. 3-21. These cal
culations were performed on a planar tar
get. For a spherical target, finite focal radii 
cause angular spread, even for a parallel 
beam. Both angular divergence and energy 
spread lead to increased energy deposition 
near the surface of the target. This results in 
lowered hydrodynamic efficiency and in
creased radiative losses. These effects were 
not included in the calculations shown in 
Figs. 3-18 to 3-20 because the ion ranges 
used were long. In any case, the ion beams 
studied so far for multigap accelerators have 
negligible angular divergence and energy 
spread. We have now included these effects 
and extended our calculations to a wider 
range of r and R. Preliminary results for 
double-shelled targets are given in Figs. 
3-22 to 3-25. 

We emphasize that these results may 
change as we improve our simulation codes 
and do experiments. However, as outlined 
earlier,'" we expect these gains to be con
servative. Since a full study of symmetry 
and pulse-shaping considerations has not 

-been made for the targets reported here, 
,d since present diode accelerator schemes 

have lihle pulse-shaping capabilities, these 
estimates are likely to give upper limits to 

target gain. With these precautions in mind, 
we arrive at some tentative conclusions 
• For focal spot sizes of 0.2 to 0.3 cm, the 

curves of Figs. 3-18 to 3-21 show that un
certainties of about a factor of 2 in range 
are tolerable. For example, a 10-GeV Pb 
ion has a range of about 0.1 g/cm2, a 
focal-spot radius of 0.2 cm, and r*/2R = 
0.01. An increase of range to 0.2 g/cm" 
shifts r*'2R to about 0.02, which has an 
important but not decisive, impact on tar
get performance. 

• For reasonable focal radii (r > 1 cm), 
ranges in excess of a few times 0.1 g/cm" 
yield economically unattractive target 
designs. 

• Independent of ion range, large focal radii 
(r > 1 cm) are economically unattractive. 

• The effects of angular divergence and en
ergy spread could become important for 
large focal radii where the gains are al
ready marginal. 

• Large values of r and R imply a high 
peak-power requirement. 

Authors: R. O. Bangerter (Los Alamos); 
J. W-K. Mark and D. J. Meeker 

Fig. 3-19. Gain as a 
function of input en
ergy for double-shell 
targets. 
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I ig. 3-20. Input peak 
power requirement as 
a function of input 
energy for single- and 
double-shell ion 
targets. 

Initial Application of Target 
Considerations to the Production, 
Acceleration, Transport, and 
Focusing of Ion Beams 

For heavy-ion fusion, the accelerator driver 
and the fusion reaction chamber represent 
the major capital cost of an ion-beam-
driven ICF power plant. Therefore, to opti
mize the design of such a facility, it is 
important to consider the implications of 
our best-estimate gain curves on the driver 
and fusion chamber This report is, there
fore, a first attempt at such an optimization, 
assuming an rf accelerator driver and as
suming chamber vapor pressures in hard 
vacuum of S10 4 Torr and in soft vacuum 
o f - 1 0 ''to 10 'Torr. 

Attention is concentrated on one com
bination of accelerator parameters, the 
phase-space volume of the beam pulse, in 
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addition to the beam pulse energy, £ (MJ), 
and ion kinetic energy, T (GeV). Also, for a 
preliminary survey, we have chosen one 
parameter of fusion-chamber conditions 
that, under certain conditions, has an im
portant effect on the target gain vs accelera
tor relation for these beam-propagation 
regimes. Our initial optimizations interface 
between disciplines by simple analytical 
models or scaling laws that have approxi
mate validity within certain restrictions. 

We begin with the phase-space con
straints first introduced52 in discussions of rf 
linear accelerators for ion-beam fusion. If 
space-charge effects on ion trajectories 
within the fusion reaction chamber can be 
neglected (as in beams fully neutralized^1^ 
by injection of electrons before entrance 
into the fusion reaction chamber), we can 
directly relate the target gain to this phase-
space factor. More general beam-transport 
considerations in a reactor chamber then 
follow. 

A six-dimensional phase-space volume is 
defined by ranges in coordinates x, y, and z 
and momenta pv p , and pr For fusion tar
gets, all six of these parameters have 
bounds that, if extended, will low er the 
gain. The curves of Figs. 3-18 anc. 3-19 dis
play this effect for a spot size that limits x 
and \/. The beam length, z, is limited by the 
peak-power requirement. For heavy-ion 
systems, constraints on angular divergence 
(proportional to ps and pv) or energy spread 
(;»,) are determined by known properties of 
final lenses, which place stringent limits on 
phase-space volumes. In addition, large di
vergence and spread would cause an exces
sive fraction of the beam energy to be 
deposited near the target surface, increasing 
radiative losses and reducing coupling effi-
ciency.-'"1'5(,,:" (Large angular divergences are 
more typical of single-gap acceleration 
schemes.) However, beam focusing and 
transport systems will place more stringent 
limits on the phase-space volume. As an ex
ample, we consider heavy-ion rf linacs, for 
which the constraints on angular divergence 
and momentum spread are determined by 
the known properties of final lenses. 

Within a numerical factor, the four-
dimensional transverse phase-space volume 
available to a beam is given by V4 = p2r!62

f 

where p is the beam momentum and 0 is al 
small transverse angle. The (nonrelativistic) 
longitudinal two-dimensional volume is 
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given by V2 = Tr(5p/p), where T is the ion 
kinetic energy, T is the pulse length, and 
dp/p is the fractional momentum spread. 
The total six-dimensional phase-space vol
ume per ion is given by Vf = nV2V4T/E, 
where n is the number of beams. For an 
rf linac, the six-dimensional phase-
space volume per ion is given by VL = 
(M« J 2 nqef/I, where M, c, t±, t, qe, f, and 
/ are the ion mass, light speed, transverse 
normalized emittance, longitudinal 
emittance per rf bucket, ion charge, the fre
quency with which buckets emerge from 
the linac, and mean electrical beam current, 
respectively. 

According to Liouville's theorem, Vf must 
be greater than VL. Dilution is expected in 
acceleration, storage, transport, and focusing 
so that D = V,./V| must substantially ex
ceed unity. 

The convergence angle of an alternating-
gradient lens system is given by 81 

= GXqeB/p, where B is the pole-tip field, X 
is the aperture radius, and G is a dimen-
sionless constant determined by detailed 
lens design. For uncorrected lenses, chro
matic aberrations require that dp/p < 

r/(2X). We allow the possibility of some 
chromatic correction using sextupoles by 
setting dp/p = Fsr/(2X), where F s might be 
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Fig. 3-22. Target gain 
as a function of beam 
energy for two-shell 
targets; ion range is 
O.Olg/crrr in all cases. 
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Fig. 3-23. Target gain 
as a function of beam 
energy for two-shell 
targets; ion range is 
0.1 g / cm 2 in all cases. 

Hg. 3-24. Power as a 
function of beam en
ergy for targets in 
Fig. 3-22 with range 
-- 0.01 g/cm"; curves 
for three radii lie al
most on top of each 
other. 
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1 to 3. Combining the above expressions we 
obtain 

Gr 

4JT 1 , : Unc\~v-

1 

r T / ^ r r r V 1 ' 2 

r I A I 

ref 

E \ A 

n BF„ = KFn F, nBF„ , (45) 

where A is the atomic number and m is the 
proton mass. The first quantity in brackets, 

F,, = — ?(¥T • (46) 

depends on target and ion parameters. The 
second quantity, FL, is a figure of merit de
pending on linac parameters. The factor 2jr 
in F T | is included for historical reasons.'2 ^ 
We employ the following units: T (ns), 7" 
(GeV), r (cm), E (MJ), / (A), t. (cm mrad), ( 
(eV s), B (T), and / (MHz). The constant K is 
evaluated in Ref. 52 and is given by K — 5 
X 10 -\ 

Target gain as a function of FT ], £, and T 
can be calculated. 5 4" 3 8Using Figs. 3-18 to 

3-20, the results of such a calculation for A 
= 238 are shown in Fig. 3-26. The depen
dence on T is very weak, as indicated by 
the horizontal lines. 

To apply this analysis, we must assume a 
set of rf linac parameters and an expected 
phase-space dilution factor from linac exit 
to target. Available linac designs are neither 
detailed nor optimized. Furthermore, dilu
tion estimates are based on educated 
guesses, rather than experience. The follow
ing choices can only be described as repre
sentative^: / = 0.3 A,( = 0.2 cm mrad, e f 
= 0.128 eV s MHz, B = 5 T, F„ = 3, and n 
— 24. It is reasonable to provide about four 
factors of 3 each for all kinds of dilutions. 
With such numbers 81 ~ (5 X 10 ')FT| 
X 60 X 24 X 5 X 3, so F r l ~ 0.75. From 
Fig. 3-26, we see that this value implies 
large £, double-shell targets, and relatively 
low gain. On the other hand, larger num
bers of beams, better linac brightness,'" or 
assurance of smaller dilutions could ease 
the constraint significantly. In any event, 
the constraint must be met. At present, it 
appears to be important. The work de
scribed above provides a parametric treat
ment of the influence of target-design 
parameters on this constraint for neutralized 

Fig. 3-25. Power as .1 
function of beam en
ergy for targets in Fig. 
3-22 with range 0.1 
g/cm ! . 
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Hg. 3-2fi. Gain as a 
function of / n for 
single- and double-
shell targets evaluated 
for A 238; horizon
tal lines indicate small 
dependence on ion ki
netic energy. 

beam propagation in the fusion chamber. It 
also displays the cost (in reduced gain or 
increased E) of easing this constraint for rf 
accelerators. Induction accelerators can more 
readily satisfy this criterion. 

The above results assume ballistic focus
ing of a fully neutralized beam in a hard 
vacuum (<10 4 Torr). Although calcula
tions1 1 "^ suggest that the beam could be 
neutralized by coinjection of electrons, more 
detaiied simulations and experiments are 
needed to confirm the applicability of the 
process. On the other hand, electrical effi
ciency for Hquid-metal-wall protection 
schemes points to somewhat higher vapor 
pressures.''" One confluence of these re
quirements occurs in the 10 4 to 10 •' Ton-
pressure regime, where there is partial 
beam neutralization by ionization of the 
propagation medium (e.g., Li vapor), some
what modified by mild stripping of the 
beam ions/ 1 " 

Even ballistic focusing in hard vacuum 
without neutralization is subject to beam-
emittance growth effects, which depend on 
the beam profile/1 To a first approximation, 
the effective available phase-space dilutions 

200 

100 

10 

T T T T-r-r T - 1—i—r 

3MJ 

for accelerator design can be defined by 
Eq. (45), except that the radius, r, remains 
the spot radius of the final-focusing system 
with the fully neutralized beam. Without 
neutralization, the actual spot radius, rv is 
enlarged because of growth of "effective 
emittance." Corresponding to an "intended" 
target phase-space factor, Fu, we have to 
use instead a larger target radius, rs > r, to 
calculate the actual target gains. Thus, the 
target gain vs F n relation is modified and 
depends on values of the beam-emittance 
growth parameter, « (Refs. 53, 55, and 61). 
In hard vacuum (<10 4 Torr), this param
eter is 

4.55-
L\Ib Z 

A (07>' 
(47) 

where L (m) is the distance of beam propa
gation, and Z, A, and (#7) are the ion 
charge, atomic mass number, and ion veloc
ity factor, respectively. The quantities lb 

(kA) and A are beam current and shape fac
tor. For flat, parabolic, and Gaussian beam 
profiles, \ = 0, 0.149, and 0.388, 
respectively. 

In a soft vacuum (~10 •" to 10 •' Torr), 
the ionization of the medium provides elec
trons that partially neutralize the beam"11 " 
and reduce emittance growth. As suggested 
in Ref. 54, the major result of this process 
can be represented by using the modified 
emittance growth parameter 

'si = H - f„,.„i) ' (48) 

Phase-space factor, F T ! 

where fnm, is the effective fractional neu
tralization of the beam. For a 1.2 X 10 ' 
Torr Li vapor pressure in the fusion cham
ber, f„ml -a: 0.5 (Ref. 54; for details, espe
cially saturation phenomena in fm,ut, see 
Ref. 56). 

The emittance growth parameter,« , re
sults in a stronger dependence of FTI on ion 
kinetic energy, T (for fixed target gain and" 
beam pulse energy, £). This is illustrated in 
Fig. 3-27 for a partially neutralized beam. 
Bearing in mind this amount of variation of 
the averaged values of FT, for given target 
gain, Fig. 3-28 illustrates the "typical" reac
tor beam-transport modifications to Fig. 
3-26 for the ballistic-focusing scenario. 

Influences that change the effective focal-
spot radius, r y at the target relative to the 
intended radius, r, of final focus are more 
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(or assembly 
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assembly 
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assembly 

at reasonable cost. In the larger amplifiers, 
nitrogen enters the disk cavity and 
flashlamp cavity through a plenum input. 
Gas for the flashlamp cavity on the 46-cm 

amplifier is manifolded in series, as shown 
in Fig. 2-58. Three 46-cm amplifiers are 
placed in series on the spaceframe and 
close-coupled, so that they function as one 
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t if;. V24. An appro
priate configuration 
for disk experiments 
using heavy-ion 
beams from accelera
tor test facilities. 

to 3 kA of incident ion current on these 
disks with beam energy fluxes almost com
parable to that of reactor targets (lO1'1 

W/cm2 of 100-MeV Na implies 
100 kA/cm2). Thus, if any anomalous 
plasma effects on deposition exist, the con
ditions should be available for discovering 
some of them. Note also that these deposi
tion experiments have low ion kinetic en
ergy per nucleon. About 4 to 5 MeV/ 
nucleon are appropriate if lighter ions such 

Fig. 3-30. Numerical 
grid after 2 ns. 
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as sodium are used. However, for lighter 
ions, unexpected plasma effects in deposi
tion might be more readily noticed because 
heavy-ion beams are more "stiff." 

Ion-beam focal-spot energy fluxes for re
actor targets in heavy-ion inertial fusion 
range from 1014 to 10 I S W/cm2 (102 to 101 

TW/cm2). A preliminary estimate suggests 
that the emergent beams from some accel
erator test facilities could be ballistically fo
cused to an energy flux of about 2 X 10 1 1 

W/cm2 (Ref. 65). Some of our numerical ex
amples are motivated by the parameters of 
a recent design proposal''4 for a multibeam 
induction linear-arcelerator test facility. Fo
cusing and increasing beam intensity in this 
case are facilitated by 
• Low normalized emittance of ~ 2 to 4 

X 10 2 mrad cm per beamlet. 
• Use of Na or K ions. 
• Compression of the beam pulse. 
• The fact that energy flux increases very 

rapidly with decreasing focal distance be
cause of the decrease in spot radius, con
sistent with space-charge effects. 
Conceivably, the energy fluxes might 

even reach 3 to 4 X 10'4 W/cm2 in this de
sign"4 if we use magnetic plasma lenses that 
involve pinching forces on a beam stripped 
to a high charge state in a plasma cell. 
Some estimates of these processes are given 
later. 

A few details of the numerical simulation 
of disk heating in one proposed experiment 
are given in Figs. 3-29 to 3-34. In particular, 
Fig. 3-29 shows the configuration for depos
iting the incident beam onto low-Z "felt-
metal." We start with a small hole (in this 
extreme case ~0.34-mm diam) drilled in a 
heavy material such as lead. This hole is 
subsequently filled with a low-Z metal, 
such as aluminum in low-density felt-metal 
form. The heavier lead prevents transverse 
conversion to hydrodynamic motions, while 
use of low-density material (say p ~ 0.15 
g/cm1) reduces conversion into longitudinal 
hydrodynamic motions. Together, this 
scheme results in lower hydrodynamic 
losses (actually delays their occurrence) and 
maximizes the internal temperature of the 
material used for beam-heating experi
ments. Simultaneously, the internal tem
perature of the material is more readily 
observed and measured. 

About 3 kj of sodium ions at 100 MeV 
and 0.3 TW are used. By using sodium ions 
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in this test facility, instead of a heavier ion 
such as thallium, we obtain a gain in beam 
power by roughly the square root of the in
verse mass ratio. Unlike reactor drivers with 
5- to 20-GeV ions, there is little penalty to 
pay in terms of ion range when lighter ions 
are used for a 100-MeV test facility. 

The numerical grid after 2 ns (near time 
of peak temperature) is shown in Fig. 3-30. 
Actually, by 2 ns, the peak temperature is 
reached even though only 0.6 kj of energy 
is deposited. Subsequently, the disk disinte
grates even with our care to delay hydrody-
namic losses. The time variation of disk 
temperatures is shown in Fig. 3-31 at points 
near the front, where the beam enters the 
disk. Figure 3-32 further illustrates the dis
tribution of the internal temperature across 
the disk. The several curves are different 
cuts across the depositing materials. The 
rate of energy lost from the front of the 
disk vs the rate of energy deposited is given 
in Fig. 3-33, while the accumulated energy 
lost (deposited) up to that time, as a func
tion of time, is given in Fig. 3-34. 

The above example assumes 3.3 X 10'4 

W/cm\ However, to reach 10" K (~80 eV), 
it is sufficient to have 0.7 X 10" W/cnr, 
which can be reached by ~0.3 TW of so
dium ions focused to a spot diameter of 
1.2 mm. Preliminary results suggest that 
these numbers could be attainable in an 
early conceptual test-facility design.114 Figure 
3-35 shows observable temperature vs beam 
energy flux at the focal spot. For each en
ergy flux point in Fig. 3-35, Table 3-3 lists 
beam-pulse energies required to reach and 
maintain peak temperatures for roughly 1 
to 2 ns. We must emphasize that Fig. 3-35 
and Table 3-3 are just indicative results. A 
more detailed experimental design will have 
to take careful account of effects such as 
detector response and the angle between 
disk and detector, as well as whether the 
detector angular resolution partially sees the 
lead tamper. Also, if the spot diameters dif
fer significantly from 1 mm, or if the ion 
range differs significantly from that of Na at 
100 MeV or K at 200 MeV, more calculations 
are advisable. 

We have also briefly considered the pos
sibility of using magnetic focusing (with 

, discharge currents or external magnets) of 
ripped beams in plasma cells to reduce 

the final focal-spot size on target. In one of 
these schemes, the many ion beamlets are 

combined into one or several bunches that 
are then injected into plasma channels in 
gas cells with preexisting pinch fields (Fig. 

200 

§100 

o I i i i i I i i i i L 
0 5 10 

Time (ns) 

0 0.05 0.1 
Distance across depth of disk (cm) 

Fig. 3-31. Disk tem
perature reached as 
function of time for 
point near front of 
disk. 

Fig. 3-32. Inlernal 
temperature as func
tion of positions 
across depth of disk at 
time of 2 ns; different 
curves are for several 
radial positions. 

Fig. 3-33. (a) Rate of 
energy lost from front 
of disk vs time, 
(b) Rate of energv 
deposition. 
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rig. 3-35. Observable 
disk temperature vs 
beam energy flux at 
focal spot. 

5 10 50 100 
Beam energy flux (TW/cm2) 

lable3-3. Required 
beam energy flux. Beam energy Flux 

(TW/cmS) 
Power Energy 

power, and energy at 
Beam energy Flux 

(TW/cmS) (W) (kj) 
• ncjl spot. 4.2 0.075 0.8 

85 0.15 1.4 
95 0.3 2.4 

17.0 0.3 1.8 
22.0 0.075 0.7 
34.0 0.6 6.0 
38.0 0.3 2.7 
47.0 0.15 1.1 
88.0 0.3 1.8 

175.0 0.6 3.0 
330.0 0.3 0.9 

3-36). The ions are quickly stripped by the 
gas, and the resulting stripped beams are 
focused by the external fields onto one sin
gle smail spot. As an example, we consider 
a single final beam with an emittance of 
—0.2 mrad cm and an initial beam radius of 
~ 1 mm being injected into a channel with 
a discharge current density of 1 MA/cnr. 
Assuming a charge state of Z — 9, the 
beam is expected to pinch down to 150 ^m 
after propagating a few centimetres. If we 
have 10 beam bunches with an emittance of 
0.063 mrad cm per bunch, the same external 
current will lead to a final spot of 80 jim. 
More detailed simulations of these effects 
are being planned. Before the results are 
known, it may be prudent to add some 

conservative factors to the above numbers: 
(1) there may be a distribution of charge 
states in the stripped beam (we assumed 
that 33% of the particles reach the correct 
focal spot); (2) the emittance may dilute by 
additional factors during the process of 
combining the beamlets. Of course, we 
could also consider using further external 
focusing magnets on this beam in the 
plasma cell. Thus, an initial 0.3 TW of Na 
beams might be focusable to a 180-um or 
smaller radius, reaching —1.4 X 1014 

W/cnr. From the results of l-'ig. 3-35, we 
feel that disk-heating experiments up to 
250-eV temperatures might even be possi
ble, although the initial goal is closer to 
100 eV. 

For comparison, the 3-MJ induction linear 
accelerator for 10-GeV ions, designed at 
Lawrence Berkeley Laboratory (LBL), Berke
ley, Calif., as an 1CF reactor driver, will fo
cus 150 TW of ions to a 2.5-mm-radius spot, 
or 7.6 X 1014 W/cm\ Thus, the possible 
maximum energy flux of >10 1 4 W/cnr en
visaged for the test facility is close to 
reactor-scale beam fluxes. Of course, if 
beam flux is the only issue, a comparable 
3-MJ driver could be designed to optimize 
the flux. To give a further comparison with 
the test facility, we might mention that, 
with some modifications the 3-MJ driver de
sign might reach a spot of 1.7-mm radius, 
or <1.6 X 10 , s W/cm : (Ret 66). Simula
tions of self-pinched beam propagation sug
gest that, alternatively, a 1.2-mm-radius 
spot might be obtained from the self-
pinching effect of a beam propagating into 
a few Torr of neon gas, starting from an ini
tial beam radius of 2 mm. Even a 0.7-mm-
radius spot (^lO 1" W/cnr) might be 
achievable using an external discharge cur
rent of —35 kA in a configuration similar to 
Fig. 3-36. 

The proposed test-facility parameters 
should also permit useful experiments on 
beam-transport considerations, such as neu
tralization. A 2.4-keV electron beam has the 
necessary longitudinal velocity to travel in 
parallel with a 100-MeV Na beam. This ki
netic energy per electron is quite small in 
comparison with the electrostatic potential 
drop of more than 900 kV associated with 
an unneutralized Na beam of 3 kA. Ex
trapolating from results given by a two- ; 

dimensional particle-code simulation (using 
the HIPPO code), we expect that the 
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coinjection of electron beams, with trans
verse temperatures below 1 keV, will pro
duce extremely good neutralization, even if 
the ion beam is subdivided into as many as 
50 individual beamlets. 

Besides neutralization experiments, the 
test facility should also be able to provide 
meaningful tests of the scaling laws for 
other focusing and transport issues, such as 
any possible emittance growth and focal-
spot size variations in unneutralized beams. 

Thus, with such a proposed test facility, 
we could look forward to performing a 
number of interesting deposition experi
ments with heating of disks to possibly 
greater than 10" K (~80eV). Beam focusing 
and transport experiments are also ex
pected. We could reach as much as 1 to 
3 kA of incident ion current on these disks 
with beam intensities almost comparable to 
those of reactor targets. Thus, if any anoma
lous plasma effects on deposition should 
emerge, he conditions should be available 
for testing some of them. If they exist, such 
plasma effects might well be more notice
able for intermediate ions, such as sodium, 
than for truly heavy ions. The <4 to 
5 MeV/nucleon achievable is still an order 
of magnitude smaller than the more realistic 
heavy-ion deposition conditions in reactor 
targets (where relatively classical deposition 
is expected). 

We are grateful for helpful discussions 
with A. Faltens (LBL), A. Garren (LBL), W. 
Herrmannsfe'Jt (Stanford Linear Accelera
tor Center, Stanford, Calif.), D. Keefe (LBL), 
A. Sessler (LBL), and L. Smith (LBL). 

Authors: J. W-K. Mark (LLNL), R. O. 
Bangerter (Los Alamos), W. M. Fawley, 
D. L. Judd (LBL), and S. S. Yu (LLNL) 

Plasma Physics 
Introduction 

A capability to model the coupling of laser 
light with targets is essential both for de
signing laser targets and for guiding the 
choice of future drivers. As shown in Fig. 

,3-37, the laser-plasma coupling is deter-
ined by a rich variety of processes occur

ring in the plasma with density <nt, the 
critical density. Our continuing program to 

Stripped _̂ _ 
ion beam 

Plasma cell with few Ton neon gas 

quantify the impact of these various pro
cesses on absorption and hot-electron gen
eration is described in this section. 

We have continued to give particular a 
tention to coupling processes that generati' 
high-energy electrons, since these electr ns 
have such a major impact on target pe- ir-
mance. Hot-electron generation by re-
nance absorption and by the Raman and 
two-plasmon-decay instabilities have been 
both predicted and confirmed in ex- ori-
ments. Our recent work on these i'-iporu.nt 
topics is reported below in "Simul tions of 
Hot-Electron Generation Near Critical Den
sity," "Raman Instability with Hitih Back
ground Temperature or Magne Fields," 
and "Finite Bandwidth Effect ,i Resonant 
Absorption." We hav. also o unued to ex
amine other potentially stroi ., mechanisms 
for hot-electron generation, such as para
metric instabilities near the critical density 
and absorption on drift-excited ion turbu
lence ("Hot Electrons from Laser Absorp
tion on Ion Acoustic Turbulence" and 
"Parametric Instabilities \lear the Critical 
Density in Steepened * ensity Profiles"). In 
addition, we have de eloped improved 
models to calculate how hot electrons cou
ple with laser-fusion targets ("Coupling of 
Hot Electrons to Loser-Fusion Targets"). 

The laser-plasr a coupling has been pre
dicted to improv as the wavelength of the 
light is decreased. A major fraction of the 
plasma group's resources this year has been 
devoted to thi design and interpretation of 
an extensive series of Argus experiments to 
test our wa\ "length-scaling predictions. 
This close ' ollaboration with the experi
mental prrgram (whose results are reported 
in "Laser-Fusion Experiments and Analysis" 
in Section 6) has been very fruitful and has 
substantially enhanced our confidence in 

r-ig. 3-36. Supplemen
tary focusing using 
stripped-inn beam in 
external magnetic 
field. 
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Brillouin backscatter and skfescatter 
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Fifi. 3-37. Regions of 
density where various 
laser-plasma coupling 
processes are 
operative. 

our theoretical modeling. We have begun to 
plan the laser-plasma coupling experiments 
for our future, larger, lasers. These experi
ments will be crucial to confidently scale 
our coupling models to the much larger 
underden.se plasmas that will be charac
teristic of high-gain targets driven by multi-
megajoule lasers. We continue to emphasize 
that measurements of the underdense 
plasma conditions are crucial to both test 
and guide our models for the coupling. 

We have also devoted some effort this 
year to important theoretical iss"es not di
rectly linked to hot-electron generation. Re
cent work on Brillouin scatter is reported in 
"Time Evolution of Stimulated Brillouin 
Scattering in Bounded Systems" and "Effect 
of Ion Collisionality on Ion Acoustic 
Waves." An improved computational model 
for thermal-electron transport is under 
development. We have also continued to 
develop new long-time-step techniques for 
plasma simulation. This work is described 
in "Simulation of Long-Time-Scale Plasma 
Phenomena." Finally, we continued mea
surements of parametric instabilities that 
produce hot ele.^rons. This work is "re
sented in "Hot Electron Production Caused 
by Parametric Instabilities." 

Author: W. L. Kruer 

Simulations of Hot-Electron 
Generation Near 0.25 Critical 
Density 

This article is an update of the 7980 Laser 
Program Annual Report.'" We are continuing 

our two-dimensional simulation studies of 
the high-frequency instabilities that occur 
near 0.25 critical density (;ic). These para
metric instabilities are the 2a)pe instability; 
the decay of the incident electromagnetic 
wave at u n into two electron plasma waves; 
and the Raman instability, in which the de
cay waves are a plasma wave and an elec
tromagnetic wave at approximately half the 
frequency of the incident wave. From the 
frequency-matching conditions, the 2u in
stability occurs near 0.25 nt, and the Raman 
instability occurs at or below 0.25 nt. 

The major concern for laser-fusion target 
designs is the generation of an unwelcome 
high-energy electron component. Last year, 
we discussed our ZOHAR'" simulations, 
which showed that the absorption by 2u 
and Raman produces a heated electron dis
tribution that is approximately Maxwellian, 
with T",,,,, oc (/Xjj)'''near 0.25 n,. Th= simu
lation results emphasize that the amount of 
w,/2 detected is an underestimate of the ab
sorption by these high-frequency 
instabilities. 

The intensity range over which the above 
results hold has been extended. The previ
ous results were for i>mJi\, < 1, where ;>,,̂  
is the quiver velocity of an electron in the 
electromagnetic wave, and z\, is the electron 
thermal velocity. The new simulation has 
r, H/i ' , , ~ 2 with incident intensity 3 X 10"1 

W/cnr (for 1-jum light) on a plasma slab 
with background electron temperature 7,. 
= 3 keV and ZTL./T, = 3 with density 0.195 
to 0.235 »,. in 25 vacuum wavelengths (\,). 
The high-frequency instabilities scale as ex
pected from the earlier ZOHAR simulations. 
The temperature of the heated electron dis
tribution, Th l„, is ~190 keV, increasing as 
(1\2)''' from the 90-keV Thl„ for the 3 
X 10 h W/cm : incident intensity on the 
same slab. The absorption is -~40%, with 
~10% of the incident light in w„/2 emis
sion. At 3 X 10 H W/cnr, the corresponding 
results are 32% absorption and 8% u),/2 
emission. Thus, the absorption into hot 
electrons by the 2w and Raman instabil
ities is only weakly dependent on intensity, 
and the u(1/2 emission is still only a lower 
bound on the absorption. Raman scatter be
low 0.25 HV is discussed in Ref. 69, and the 
modulational instability of the scattered 
u>„/2 light is treated in Ref. 70. 

However, the ion response changes dra
matically a1, the higher intensity. Here we 
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are referring to Brillouin scattering or 
filamentation, not to the role of the ions in 
saturating the high-frequency instabilities. 
The latter effect has been identified in 
Ref. 71, and ion fluctuations associated with 
the saturation of the 2u> instability have 
been seen experimentally by Baldis and co
workers.72 

At 3 X 101 6 W/cm2, the biggest change 
was the filamentation of the incident plane 
wave by wBt = 2400, or 1.4 ps for 1-̂ m 
light. The appearance of filamentation at 
the higher intensity is consistent with the 
threshold for filamentation in the transverse 
magnetic polarization 

X - n < 1 v„ (49) 

where kv = 2)/LR, and Lv is the system 
length in the y-direction. At 3 X 10 l 6 

W/cm2, the intensity is approximately seven 
times above threshold, while 3 X 101:' 
W/cm' is below threshold. The higher-
intensity simulation was not continued be
yond this point. However, the filamentation 
of the incident light underscores how likely 
filamentation is in the large volumes of 
plasma envisioned for reactor targets. Then, 
the intensity at 0.25 nc would be higher 
than the incident intensity, and Thol would 
be higher than estimates based on nominal 
intensities. 

Also, at 3 X iO16 W/cm2, there was more 
Brillouin backscatter (~10%; in comparison 
with the level at the lower intensity (~1%). 
This increase in Briliouin scatter did not af
fect the scaling associated with the high-
frequency instabilities. 

In two simulations at 3 X lO1^ W/cm2, a 
modest change in Brillouin scattering also 
did not change either 7"hol or the level of 
wg/2 emission. The ratio TTJT, was in
creased from 3 (the usual level) to 10, and 
the Brillouin level went from 1% to several 
percent; that was the only altered result in 
the simulation. 

All of the simulations mentioned above, 
and those discussed last year,67 were done 
with a background electron temperature of 
7",. of 3 keV. Another set of simulations was 
aimed at establishing the dependence of 

„, on background temperature. The pre-
..•ninary estimate is that 7"hl)l should in
crease with increasing 7°,,. As T0 increases, 

Landau damping limits the instability decay 
waves to higher phase-velocity waves. 

Two cases were run at 3 X lO1* W/cm". 
At 10-keV background temperature, the 
plasma slab was 25 X0 at density 0.23 n,. 
The 7-keV slab had the usual shallow pro
file going from 0.195 u r to 0.235 «,. in 25 \„. 
For both simulations 7"h„; decreased from 
90 keV at TV = 3 keV. At 7keV, T h l l t was 
80 keV and decreased to 60 keV at 10-keV 
background temperature. 

The unexpected behavior of Thol is a 
symptom of a fundamental change in the 
character of the high-frequency instabilities. 
At 3keV, the growth rate is typically •)„,„ 
/3, where ym^ = k„vm/4 = 'o.03^(/, h)' 2. 
At the higher temperatures, the growth rate 
falls to ~ymJW. 

We therefore hypothesize that, at these 
higher background temperatures, the insta
bilities have become kinetic, by which we 
mean the following. Let u, be a longitudi
nal wave, a),, a scattered electromagnetic 
wave, and (w0, ka) the incident electromag
netic wave. Then Raman scattering m,, — «„ 
+ w, becomes stimulated Compton scatter
ing,'1 U|i —. u),. + ki\.. Similarly for the 2«; 
instability, u„ — u, + wt, one or both 
plasma waves may become kinetic. Either 

OJ ( ) — / c ^ , -t- uj] (k2) , 

where 

k2 < 1/XD < fr, 

and 

k2 < A-„ , (50) 

or 

Wf, —. Ar,i)e + k2i\, . (51) 

These k.njtic branches need more theoreti
cal attention. We expect slower growth rates 
for these instabilities, which are no longer 
confined to 0.25 HC and below. The kinetic 
branch of the 2ujpc. instability is difficult to 
establish experimentally, since it has no 
well-c'efined signature. 

This set of ZOHAR simulations confirms 
that the mix of processes in the undc-rdense 
plasma is a sensitive function of intensity 
and plasma conditions. The result, ThM oc 
(IA2)'/3, holds for intensities that vary by 
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more than an order of magnitude for T0 ~ 
3 keV. Background temperatures of 7 and 
10 keV lead to more benign electron distri
butions in these two-dimensional 
simulations. 

•Vuthors: B. F. Lasinski, A. B. Langdon, 
and W. L. Kruer 

Raman Instability with High 
Background Temperature or 
Magnetic Fields 

The Raman instability represents the scat
tering and absorption of laser light'1 M by 
stimulated electron plasma waves (epw) in 
the underdense corona (JI/II, <0.25, where 
n = plasma density and i/, = critical den
sity), where u)„ is the local plasma 

t ie,. .1-38. Inurier spec-
truni of amplitude (if 
incident and Raman-
backscattered light 
from plasma of den
sity 0.15 II Scattered 
light is strongly red 
shifted and has large 
bandwidth. 

frequency. The incident light of frequency 
a',, and wave number A,, is converted to 
scattered light of frequency u.\. and wave 
number ±A„ plus absorbed light of fre
quency u>,.|m and wave number A- . The •-
symbol refers to Raman forward ( + ) or 
back ( - ) scatter. This instability is of par
ticular concern in large targets, since very 
hot electrons are nonlinearly generated by 
the electron plasma wave. As target plas
mas have increased in size, Raman scatter
ing has become more important and has 
received increased attention in both calcula

tions and experiments. We report here how 
this process is affected by either a very high 
background electron temperature, such as 
occurs in targets irradiated with high-
intensity C0 2 light, or by self-generated 
magnetic fields. 

When ihe background electron tempera
ture is very high, the Raman-scattered light 
can peak at a frequency significantly below 
U|/2. In Fig. 3-38, we show the frequency of 
the reflected and incident light from a 1.5-
dimensional, relativistic, electromagnetic, 
and kinetic simulation in which laser light 
of intensity /Xf, = 1.2 X 10"' W mnr/cnr is 
propagated through a slab of very hot 
plasma. Here, / is the intensity and X,, is the 
free-.pace wavelength of light. The plasma 
density is 0.15 II,. The background electron 
temperature is 64 keV, and the plasma 
length is 128 X„ The peak laser-light ab
sorption was about 46% into hot electrons 
with a temperature of about 350 keV. Note 
that the scattered light peaks at a frequency 
less than 0.4 X,>, even though the plasma is 
rather underdense. 

In Fig. 3-39, we present simulation results 
for the absorption, scattered frequency, and 
heated electron temperature as a function of 
background plasma density (n). Because of 
the large damping that increases as A-Xn oc 
(T,./»)''", the resonance width of w and, 
hence, of the observable OJV = «,, — u>,, 
(Fig. 3-39) is quite large even though the 
plasma density is constant. The bandwidth 
mr.eases rapidly as the density decreases, 
since the electron Landau damping of the 
unstable wave increases. Other contributors 
to bandwidth are different density, which 
can be estimated from UJJH/HJ in Fig. 3-39, 
and sidescatter at both S and P polariza
tions, which is not considered here. 

The frequency of the scattered light that 
corresponds to the peak growth rate is 
much lower than is commonly looked for 
experimentally. In particular, there might be 
more Raman scattering in recent COi ex
periments than is apparent from observing 
scattered light with frequencies ~0.5 to 
0.7 a>„. 

We have compared tt • results with linear 
theory using the fully kinetic nonrelarivistic 
dispersion relation for Raman and stimu
lated Compton scattering. For this very high 
background temperature (~64 keV), we 
find that the theory is inadequate to de
scribe the wave number of the fascest-
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growing mode. This discrepancy appears to 
be caused by relativistic effects not yet in
cluded in the linear theory. For example, 
the relativistic dispersion relation for elec
tron plasma waves8 2 is 

1 - 2.5 (i\Jc)2 

+ 3k' ir\ (52) 

Here, (i\,/cf = 7;,(keV)/511. The effective 
density, which is proportional to uC„ is less 
by a factor of 1 — 2.5(i>l/c)2 = 0.7. Compar
ing the simulations to the theory, we find 
that the peak growth rate as c function of k 
can be found by mapping the density mul
tiplied by a factor of 0.7, which crudel) 
models the relativistic effect. 

Finally, we point out that the :-. •'-
generated magnetic field' can significantly 
reduce the level of Raman backsretter in 
the nonlinear regime. Any mechanism that 
inhibits the transport of the hot electrons 
produced by the instability will enhance the 
damping of the unstable waves by locally 
increasing the hot-electron density. The en
hanced damping will reduce the level of the 
scatter and absorption. We tested this idea 
by putting magnetic fields into simulations 
and using reflecting boundary conditions 
for the particles. We then compared the re
sults against simulations with no imposed 
magnetic fields and with the usual remit
ting particle boundary conditions mocking 
up a free-streaming flux limit. In these 
simulations, the plasma density was 0.2 H,., 
and the background electron temperature 
was 3 keV. Interestingly, the magnetic-field 
runs initially showed more Raman back-
scatter, since the magnetic field rotated the 
heated-electron velocities into the transverse 
direction, where they caused less damping. 
However, as time increased, the magnetic 
fields led to a severe reduction of Raman 
backscatter, although Raman forward scat
ter continued to increase. (However, for
ward scatter is much more sensitive to 
density gradients that were zero in these 
comparisons.) This choking effect caused by 
self-generated magnetic fields might be es
pecially important in many disk experi
ments. Figure 3-40 shows the time-
integrated J - E energy absorbed for two rep
resentative runs. In summary, inhibited 
" nsport of the Raman-heated supra-
.. .ermal electrons by magnetic fields can 
lead to enhanced damping and, hence, de

crease the level of Raman absorption into 
hot electrons. 
Authors: K. G. Estabrook and W. L. Kruer 
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Finite Bandwidth Effects on 
Resonant Absorption 

In resonant absorption, the laser electric 
field drives an electron oscillation at critical 
density, where the local plasma frequency 
equals the laser frequency. The amplitude 
of this oscillation grows until, at time fHV 

wave breaking occurs and energetic (hot) 
electrons are produced. Thereafter, a steady 
state is reached in which energetic electrons 
carry off the energy absorbed by the driven 
plasma oscillation. If the driving field has a 
finite bandwidth, Aw, we expect its coupling 
to the plasma oscillation to be less efficient 
and that an associated reduction in the en
ergy of the ejected hot electrons will result. 

We have investigated analytically the ef
fect of finite pump bandwidth on the one-
dimensional electrostatic (capacitor) model 
of resonant absorption in cold plasmas with 
fixed background-density profiles. We find 
the expected delay in wave breaking and 
reduction in wave amplitude at breaking for 
-W w , > 1. The power absorbed is un
changed. Particle-in-cell (PIC) simulations 
are in excellent agreement with the results 
up to the time of breaking. In the steady 
state that follows, we find the surprising re
sult that bandwidth increases both the aver
age and maximum energy of the ejected hot 
electrons! Finally, we have performed 
capacitor-model simulations in warm ex
panding pLsmas with self-consistent ion 
dynamics. We find that the scaling of the 
steady-state hot-electron temperature with 
absorbed pump intensity is unchanged by 
bandwidths of practical interest. Thus, we 
expect the hot-electron temperature to scale 
simply with the electromagnetic absorption 
fraction. 

Under the influence of an external driver 
field, the displacement, <5(.v,/) of an electron 
fluid element from its initial position, .v, 
obeys the driven harmonic-oscillator 
equation81 

—- + w'o = u),-, one 
at-

(53) 

Here, < : 4ire->i(x)/m is the local plasma 
frequency at the background density JZ(.Y) 
= ZN|, wg is the pump frequency, and bu 

= <?E(/,?7o>5 is the electron jitter amplitude in 
the pump field, E0. The phase of the pump 

is given by the random variable >p(t). We 
take a linear density profile wj; = wl(\ + 
x/L) and decompose 6 into a slowly varying 
amplitude D and a rapidly varying phase 

i„D < • " " - ' ' • ' (54) 

We employ the normalized variables T 
= w0t and q = x/L. Assuming d(ln D)/d T 
« 1 and q « 1, we find that Eq. (53) yields 

3D (55) 

(56) 

where we define Dv = dD/dx. 
Wave breaking occurs when <W<9x = — 1, 

or, effectively, IDJ = L/6„. In the absence of 
bandwidth, ^ = 0, and Eqs. (55) and (56) 
mav be integrated immediately to obtain 
IDJ = (r2/8) • F(qr), where F(y) is a function 
that attains its maximum value of unity at y 
--- 0 and is appreciable in the range lyl < 
47T. Thus, the wave breaks first at critical 
density, q = 0, and we recover the well-
known result for the breaking time, rb0 

= (8L/(5p)' : . The electron jitter velocity at 
breaking is i'w = CI)0I5(1|D| = atl{2Ld,y-. The 
size of the resor.ant interval decreases with 
time and, at breaking, is given by Lm ~ 
2L(47r/rW]) =s 2iri5hl,. The number of resonant 
waves within the interval is n = kbn LKI/TT 
= kb„ 6UV where the wave number of the 
breaking waves, (rb(V is given by the break
ing condition d5/dx = kbl^bn = 1 • Thus, n 
= 1, and the resonant interval contains a 
single wave. 

In the case of finite bandwidth, <p =t 0, it 
is instructive to examine the ensemble aver
age of IDJ". We may again integrate 
Eqs. (55) and (56) to obtain 

4 

so that 

K 
.'(> J O 

dr"/--" (57) 

(IDJ2,) = — dr th" dr'" I dr,v 

;6 h Jo Jo 

X exp ' -A\T" -

'{W (58) 
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Here, we have employed the 
autocorrelation function of the phase <p 

= c-*7 -'';S = Aw/&>0 . (59) 

The integrals in Eq. (58) may be done ex
actly, but, in the limit AT » 1, we obtain 
the compact result 

(ID.P) -
1 

24 A2 + (q/2)2 
(60) 

Again, the wave is most likely to break at q 
= 0. The breaking time is r b = (24ALV*o)", 
with the fractional increase being Th/rHI 

= ( 3 A T W 1 / 8 ) " \ The electron jitter velocity at 
breaking is reduced by a similar factor i'h 

A'HI = [ (3 ) , / 2 /AT N , ] " ' . In this case, the size 
of the resonant interval is LK *= 4TL The 
number of waves contained in the interval 
is n = kHlR/2Tr = (2A/jr)(i./5M))(6w/51,) 
= (ArW))4/V8. Thus, for (AT,,,,)1'1 > 2, the 
resonant interval may contain many quasi-
resonant waves. 

In the simple theory just presented, we 
calculated the average breaking time at the 
position where breaking is most probable, q 
= 0. However, for any given realization of 
the random phase <p, breaking can actually 
occur first at some other nearby position \q\ 
> 0. Since we have not accounted for this 
possibility, we have slightly overestimated 
the average breaking iime; similarly, we 
have slightly underestimated the breaking 
velocity. Details of an improved calculation 
that accounts for this are given elsewhere."4 

The results for the (average) breaking time 
are summarized in Fig. 3-41. The improved 
theory preserves the weak (Ar M ) l / : i scaling 
of bandwidth effects, except for a logarith
mic correction. The predicted (average) 
breaking time shown in Fig. 3-41 and 
breaking velocity (not shown) are in excel

lent agreement with particle-simulation 
results. 

While the theory is invalid past breaking, 
we might naively expect from the zero 
bandwidth experience that the lower break
ing velocities and wave amplitudes resulting 
from finite bandwidth would lower the en
ergy of the ejected hot electrons in the 
time-asymptotic state. Figure 3-42 shows 
T h/T h ( v the ratio of the hot-electron tern-

Fig. 3-41. Delay in 
breaking time caused 
by finite pump band
width; • PIC simula
tions, A numerical 
solutions of Eq. 153). 

100 

^ Fig. 3-42. .ncrease ir 
hot-electron tempera
ture with bandwidth 
from PIC simulations 
with fixed-ion 
background. 
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perature with and without bandwidth, as a 
function of SrU] for a fixed ion background. 
Surprisingly, the hot-electron temperature 
increases with bandwidth! A plausible 
physical explanation emerges from exami
nation of the phase-space plots of Fig. 3-43, 
together with a more detailed consideration 
of the hot-electron dynamics in the wave 
structure described after Eq. (60). The ampli
tude of the individual waves is reduced bv 
bandwidth, but their number increases from 
just one (A = 0) to many (A > 0). Energetic 
electrons born in waves breaking at any 
point can pick up additional energy :n tra
versing the field structure farther down the 
density gradient. A simple estimate we can 
construct is that Th — « n, where « 
~ mi'l ~ T h 0 (ATH,) - ' ' is the energy ob

tained in traversing each wave and n is the 
number of waves traversed. From our pre
vious discussion, we recall the scaling of /? 
as n — (AT|„,)J ' and obtain the remarkable 
result that Th increases with bandwidth, 
7"|,/Th„ ~ (ArH,) : '. Thus, as bandwidth is 
increased, the increasing number of waves 
that an energetic electron traverses more 
than compensates for the reduced amount 
of energy it receives from each. For AT,,,, 
< 1, these results are modified and Th/Thi, 
= 1. Unfortunately, the range of data in 
Fig. 3-43 is not sufficient to determine the 
scaling quantitatively. 

Finally, we have done simulations of res
onant absorption of a noisy pump in warm 
expanding plasnas, including self-consistent 
profile modification. We have obtained 
scalings for Th vs absorbed intensity in the 
manner described previously."1 Our simula
tion results are showi in Figs. 3-44 and 
3-45. The self-consistently steepened density 
profiles yield AT,,,, < 1 for A in the range of 
a few percent or less. Hence, according to 
the preceding discussion, Th is expected to 
be relatively unchanged by bandwidth; yet, 
as Fig. 3-44 shows, for a given driver 
strength i\,/i\„ both Th and absorbed power 
can increase markedly. This may be under
stood, since analysis of single-partic'-? trajec
tories shows that a hot electron may spend 
many laser cycles in the complex resonant-
field structure before being ejected. Thus, if 
the heating time of the particles is greater 
than A ', bandwidth may affect their ort 
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even if A r b 0 < 1. Relaxation of the scale 
length itself because of reduction in the 
resonant-field amplitude presumably also 
plays a role. 

Remarkably, the scaling of hot-electron 
temperature with the absorbed p u m p inten
sity shown in Fig. 3-45 is unchanged by 
bandwidth to within estimated errors. These 
results imply that bandwidth influences Th 

only via the electromagnetic absorption 
fraction that cannot be addressed with our 
electrostatic models. 

Authors: C. J. Randall, J. R. Albritton, 
and E. A. Williams 

Hot Electrons from Laser 
Absorption on Ion Acoustic 
Turbulence 

We consider laser absorption on short-
wavelength ion turbulence driven by 
electron-ion streaming instabilities.1"1 *" 
Contrary to linear theory, which predicts 
that the turbulent spectrum i?(k) peaks at 
A'A|, — 0.7, basic plasma experiments find 
that ^[k) peaks at AXn values between about 
0.04 and 0.2 (Table 3-4). We show by the
ory and simulation that the laser absorbs 
most strongly at densities from 0./ to 1.2 
times critical density (>\) and produces hot 
electrons [with temperatures from about 5 
to 70 times the cold-electron temperature 
(T,,), depending on the density) that are an
other source of preheat, which may reduce 
the compression and yield of laser-fusion 
targets. These hot electrons may be avoided 
by using long underdense scale lengths, a 
short-wavelength laser, or both to absorb 
the light before it reaches 0.7 HL targets. 

One of the many absorption mechanisms 
for laser light is ion turbulence, which is 
driven by a relative drift between the ions 
and electrons. The drift is assumed to be 
caused by an electric field that accelerates 
thermal electrons into the heating region to 
replace hot electrons streaming out. This is 
the same ion turbulence often assumed to 
be partly responsible for transport inhi
bition, since it is well above theoretical 
threshold. Some of the laser power is irre
versibly absorbed when the electrons os
cillating in the laser electric field (/.') couple 
to the ion waves to drive electron plasma 
waves (epw), which heat electrons as they 
damp and break. The wavelength of epw is 
predominantly determined by ion acoustu 
fluctuations. Reference 8ft describes the Irai 
tion of light absorbed and cli\ lion distribu 
tions produced hy a given wavelength of 
ion fluctuations. Here, we extend this work 
bv ' 5 experimentally measured electron 
ion drill turbulence spect ra" '" as input to 
determine the important features of the ah 
sorption. The experiments"" "̂  use much 
smaller densities and much longer time 
scales than those of laser fusion, but AX,, 
and iV''.• ~~ "•' scale similarly. Here, k 
= 2ir/\ , A,, is the Debye wavelength, v, 
is the drift velocity, and ;\: = 7',,/m,.. Data 
from these experiments"" ""show that the 
peak of the spectrum from electron ion 
drift turbulence is at a surprisingly long 
wavelength (AX,, -- (1.2). The significance ot 
the long wavelength is that epw will have a 
reasonably large phase velocity 

!',,/!',. = [ 3 + 1/iAXpr ' " 

and, hence, a fairly hot electron 
temperature 

( o i l 

Referei-̂ e Results 
90 (Stenzel) 
91 (Yamada & Raefher) 
92 (Amagishi) 
93 (Kawai & Guyot) 
94 (Bollen) 
95 (Hollenstein et al.) 
96 (Slusher et al.) 
97 (Wong et al.) 
97 (Muraoka et al.) 
99 (Quon el al.) 

» d < 0.1 ve, peak at uAo | ~ 0.18, 5it/;i > 0.2 
i>d ~ 0.1 v^ peak at is/to , ~ 0.08, inln ~ 0.03 to 0.1 
"d ~ !'e 
i>d ~ 0.1 vv peak at w/w ^ ~ 0.05, 5>i/u < 0.15 
Peak at IM/U> { ~ 0.16, inln ~ 0.2 to 0.3 
vd/ve ~ 0.01 to 0.2, inln ~ 0.001 to 0.1, peak at WOJ , ~ 0.04 to 0.09 
vd/v0 ~ 0.1 to 0.18, peak at k\D ~ 0.5, inln ~ 10~ 4 

vAlve ~ 0.3, peak at Wu> > = 0.5, bnln = 0.01 
Shock, Te = T,, peak at Wio j = 0.5 
vd/ve ~ 4 to 5, inln ~ 0.05 to 0.1, peak -,t a>/u ( ~ 05 

Table 3-4. Summary 
ot resu.ts for basic 
plasma experiments 
where l.iser pulse is 
absorbed on short-
wavelength ion turbu
lence driven bv 
electron-ion streaming 
instabilities. 
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r h „ , / 7 ; ~ [ 1.5 + l/(2*r2Xj,)] 

X [ l t o 2 l , (62) 

or about 20 for k\n — 0.2. The experimen
talists actually measure the frequency, /, 
rather than wavelength. The two are related 
bv 

r'/f.„ = *X„ :' 1 + 3TJ(:TI.)\/ 

II + k%\Y (63) 

I i(;. V-lb. Infective 
collision frequency 
| l i n u ' s 2ilf>ii/1^)-] ( o r 
single modes of A,\|,; 
solid lines jre jn.ilvti-
c.ill\ calculated 
l/ lm .. 

where : is the ion charge state, f = 
(4iriic"/»i,)' ;/2TT is the ion plasma fre
quency, and n is the electron density. The 
experiments do not agree on where the fre
quency peak is located, and most"" ""' finJ it 
at l/l., and k\, values between 0.04 and 
0.2. Some workers""" do find the spectrum 
peaks at k\lt — 0.5, but they report such 
small turbulence amplitude, tm/n, that it is 
not surprising their results agree with linear 
theory." Reference 99 also reports c spec
trum that peaks at 0.5, but the vji\, value 
is between 4 and 5, which is much greater 
than expected for laser-fusion plasmas 
(where i;, is probably from 1 to 5 times cj. 
References 100 and 101 use laser specrros-
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copy to examine the bn/n at k\D = 0.5 for 
laser-produced plasmas and report sizable 
amplitudes there, but do not describe am
plitudes at longer wavelengths. This varia
tion in the literature is unfortunate, since 
the total absorption and Th(„ depend sensi
tively on the k\D of the peak. However, the 
discrepancies serve to emphasize the still 
mysterious nature of the ion acoustic insta
bility. Experiments need to be done to ex
tend the work of Refs. 100 and 101 by 
looking at the wavelength and angular 
spectrum for laser-produced plasmas (pref
erably produced by a heating laser with X„ 
< 1 /jm), much as done in Ref. 96 for low-
density plasmas. 

We begin our analysis with single modes 
and then go to a spectrum of modes. We 
have analytically calculated the fraction of 
light absorbed as a function of the ratio of 
plasma density to critical density (»/«,). We 
also calculated the <rA|, of the ion waves us
ing the complex dielectric function of the 
electron plasma waves at that wavelength 
and frequency, using the methods of 
Refs. 86 and 89. The lesults are shown in 
Fig. 3-46. Since Fig. 3-46 shows each mode 
separately, thus separating out the effects of 
each mode, it is not applicable to our 
experiments. 

Figure 3-46 also shows the results of one-
dimensional electrostatic simulations"12 

based on a fixed single sinusoidal mode of 
an ion wave. All the one-dimensional com
puter runs in this article had i'„M /i\. = 0.2 
(where i\,^ = CE/IH^U,,, and u>,, is the angu
lar frequency of £) with £ added uniformly 
to the self-consistent electrostatic field. A 
plot of the electron kinetic energy in the 
simulations revealed that the heating was at 
first very slow as epw grew from noise. 
Then, the heating became quite rapid as the 
epw trapped electrons. Finally, the plasma 
became so hot that epw became very 
highly damped, and the heating rate 
dropped to a small value. The calculations 
of the effective collision frequency (c*) were 
made during the period of most rapid heat
ing. The simulations (kXD < 0.2) show that 
the resonance width of che heating is 
broadtr in density than the linear theory 
because of mode coupling and increased 
damping by the trapped and heated 
electrons. 
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The simulations in Fig. 3-47 used a fixed 
spectrum of ion turbulence that matched 
the shape of the experimental spectrum. For 
k\D = 0.5, 32 modes were used. The longer 
wavelengths used 64 to 128 modes of ran
dom phase, 2n{k)z = 0.01, rms (», — 1) 
= 0.07. The simulation results for absorp
tion and temperatures depend on the high-
frequency falloff [we used (/// p i)~ 2 3] and on 
the shape for frequencies below the peak. 
The runs for Fig. 3-47 were made with the 
modes in random phase. Changing the 
random-number generator or making the 
phases all zero (simulating a steepened 
sawtooth-shaped ion acoustic wave) caused 
variations in i>* and the heated temperatures 
by, typically, a factor of 2. Interestingly, 
runs above critical density with peak k\n 

= 0.17 showed surprisingly large absorption 
(!-• ~ 0.05) up to ,:.'H( < 1.2 for 7"hl,/T, -~ 
15, with reasonable absorption up to n/nt 

— 2. Of course, the light must be incident 
nearly perpendicular to runnel into these 
overdense regions. 

At constant n/n^ = 0.87 and k\D = 0.17, 
we tested the theoretical scaling of i'*/wp 

= [A(KE/KE„)/.i(wp/)](iv/i\,..,):, where KE 
(KE„) is the total (initial) kinetic energy. We 
found the scaling to be quite good for 
i'„M h\. values of 0.1, 0.2, and 0.3. We then 
tested the consistency of 1/Im t = 2c*/[a)„ 
2(5H/»,) :] (where 1m t = imaginary part of 
the dispersion,«) for rms bn/n values of 
0.015, 0.05, 0.15, 0.19, and 0.38 and found 
that the scaling relationship r* — (bn/nf 
holds for smaller amplitudes (rms bn/n val
ues <0.05). It reduces to j ' * ~ (bn/n) * 
(where oc < 3/2) for the higher amplitudes 
because of increased damping from the 
very rapid heating and rapid mode coupling 
to higher modes."7-"" References 90 to 94 re
port m. jsurements of bn/n to be typically 
0.1 to 0.3 for laser-fusion regimes. Esti-
mates8' of time-averaged <6H/»), give 

[|1 + 3T,/ZT,)/(1 + ATAE,)]1'-

- [3ri/zrl,!";|V3 (64) 

For large pumps, the heating rate can be re
duced if the electron excursion amplitude, 

. eEu„/ci>jjmc, becomes larger than \ D . 
The fraction of light absorbed is 

1 - expf -27r(i>*/u>n) (47A0)/ 

[1 - H / I I J (65) 

in each light direction, " b where t/\„ is the 
light-path length in vacuum-wavelengths. 
An experimental diagnostic of ion turbu
lence or parametric instability absorption is 
the appearance of red-shifted 2u; light.1"4 

The electron-heating mechanism is trap
ping (Fig. 3-48), which can occur even for 
fairly low i'v^/i\„ since the electrostatic 
wave amplitude is proportional to !\,M / 
damping."" Our fixed-ion single-mode ki
netic simulations find the heated electron 
distribution (/,., the insert plot in Fig. 3-48) 
to be approximately Maxwellian with a 
temperature Tbi,/Ttl = m,,i,:,/2, truncated at 
a speed of about i< + 3i\,. In runs where 
the broad ion spectrum of the experiments 
was used (Fig. 3-49) the hot distribution 
was nearly Maxwellian (no truncation, with 
ThJTK. = m^-J2). The broad v-(*) heated 
electron distribution can be analvticallv 

li(.. .1-47. Lffective 
collision frequencv 
(times 2 / ( * M / I M : | 
from electron-ion 
drift-induced turbu
lence spectra, from 
Refs. 89 to ")3, with 
spectral peaks at k\^ 
indicated. 
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To convert thisgrap!i into an effective coHiiion frequency, muNprybyanaMurned 
turbulence level [^>ln)(nln^]zl4. The extra factor of 2 hi to convert from 
one-dimeraionel to triree-dlmenelonal simulation, aseuming ah averaglnfj over 
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f ij>. .1-48. Llectron 
phase space from one-
dimensional simula
tion; fixed single-ion 
mode, A.\p 0.2, hn/ti 

0.1, «/w t 0.87, 
and r i ( s f / i ; . 0.2. 
Note strong trapping 
for relatively weak 
pump. 

constructed from the sum over k of the 
truncated single-mode distributions 

V [v*<k))\v<k)] 

X exp[ - energy iTh Jk)\ , (66) 

where (it) is from Fig. 3-46 and exp is trun
cated at speed v + 3!'t,. The term 7"hl„ in
creases with time, caused by v increasing 
from the hearing. The heat flux is in the di
rection of the laser electric field. We extend 
the analysis to two-dimensional simula
tions"" i'n Fig. 3-50. We find that 7,,,,,/T,. -
25(/LA„)"; for a iU n peak about 0.17 and 
;• _ = [î . Moving-ion runs (parametric de
cay and oscillating two-stream instabilities) 
show LA,, values of about 0.5 to 0.7 for 
;•„„,/;',. values from 1 to 0.5 [L = nt(Ax/An)]. 
Because of the inherent problem of map
ping the experimental homogeneous turbu
lence to a density gradient (A,, ~x n ' :), we 
tested the sensitivity of 7"h„/r,. to two kinds 
of turbulence representations and to a 0.6 JI, 
density shelf'""' (©,9) before critical density. 
In one kind of turbulence (•, x, 0, A, 0, 
and • ; . T-[A;\„»(.v)] is constant, but not iso
tropic (i.e., x!i v»). The other kind of turbu-

8 
— .,....:. V+' f"-- • * * * ; . - . < 1 I -.,....:. V+' f"-- "•>i>v ' ' 'U^ •~.r.- - V •-< 

I - :.mm 
: :"-• ' 

!;- v '. • > ? . * . . 

sLii&L. ''^MSJ^B^& 
10 5 • 10 5 

- l SP1HH 

1 
C 

w 1 
C <^e 4 

0 ; • • • • ' • 

x / \ n 

lence (<8 , ©, V, and ©), which is homoge
neous and isotropic [with tp(k) constant in 
angle and random x,y phases] was mapped 
to n(x) with in/n constant. However, *p(k\D) 
peaks at k\D ~ 0.17 only for n ~~ 0.9 HC be
cause of random phases and Vii(.r). If we 
consider the electrons to then equilibrate"b 

to a hot three-dimensional temperature, the 
resulting ThM would be 67% of that shown. 
In addition to ion acoustic turbulence, criti
cal-surface ripples""'1"7 by a Rayleigh-Tay-
lor instability would also provide 
ion-density perturbations for this type of 
absorption. To avoid these hot electrons, we 
can decrease the laser intensity (lower T,,), 
the wavelength (increase H, ), or both to fa
vor inverse bremss> '.hlung absorption, 
which is proportional to M/7\!'\ Possibly re
actor targets will have long enough density 
gradient lengths (or be irradiated with short 
enough laser wavelengths) to absorb the 
light before density of 0.7 »l is reached. 

We acknowledge valuable conversations 
with W. L. Kruer and J. S. DeGroot. 

Author: K. G. Estabrook 

Parametric Instabilities Near the 
Critical Density in Steepened 
Density Profiles 

The generation of energetic electrons by 
laser-plasma coupling processes is a topic 
of great interest, since such electrons pre
heat the laser-fusion capsules. Any process 
that generates eltctnn plasma waves with a 
high phase velocity is a potential source of 
preheat, since such waves characteristically 
heat the faster, more nearly resonant elec
trons. Hot-electron generation via the elec
tron plasma waves generated by resonance 
absorption and by the Raman and 2u>(„. in
stabilities has been both predicted and ob
served " , H ""in laser experiments. On the 
other hand, in recent years, relatively little 
attention has been given to another poten
tial source of hot electrons, i.e., the ion 
acoustic decay and oscillating two- stream 
instabilities. These instabilities1" represent 
the decay of laser light into electron and 
ion waves near the critical density. As we 
will show, these instabilities can occur ever 
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in ponderomotjvely steepened density pro
files. We will first discuss the results of two-
dimensional simulations, which both show 
the instabilities in operation and illustrate 
salient properties of interest, such as the 
fractional absorption and the heated elec
tron energies. Then, we will estimate the 
steepened density scale length near the crit
ical density and obtain a criterion for insta
bility generation. 

Simulations of Instability Absorption. 
We use a two-dimensional electromagnetic 
relativistic particle code to simulate laser 
light normally incident on a plane slab of 
plasma. The light propagates from vacuum 
onto an inhomogeneous overdense slab of 
plasma. The particles reflect at the vacuum-
plasma interface and are reemitted with 
their initial temperature at the high-density 
boundary, simulating contact with denser 
plasma in the interior of a target. In the 
simulations, we follow variations both 
along the direction of the propagation vec
tor of the incident light (the .v direction) and 
along its electric vector (the 1/ direction), r?-
riodic boundary conditions are imposed in 
the 1/ direction. The simulations are run un
til well after the density profile is steepened 
by the ponderomotive force of the light 
wave. 

In typical simulations, we observe the 
simultaneous growth of both electron and 
ion waves near the critical density. The un
stable waves have wave vectors preferen
tially along the electric vector of the 
incident light. In Fig. 3-51, we show a con
tour plot of the electrostatic potential, Fou
rier analyzed in the 1/ direction, as a 
function of both the electron density in the 
steepened profile and the wave vector in 
the 1/ direction. These results are from a 
simulation in which 0,. = 4 keV and JX; 
= 10'"' Wjunr/cnv, where 6\, is the back
ground electron temperature, and 1(\J is 
the intensity (wavelength in micrometres) of 
the incident laser light. As expected from 
the linear-instability theory, the potential 
reaches a peak near the critical density. In 
addition, the electrostatic potential exhibits 
two distinct lobes in wave vector space, re
flecting both the ion acoustic decay and os
cillating two-stream instabilities. 

Correlated with the growth and satura-
:on of the electrostatic waves, a tail of hot 

electrons is generated. In contrast to elec
tron heating by resonance absorption,"2 the 
electrons are now heated preferentially in 
the direction of the electric vector of the 
light. We find that the heated tail has a 
roughly Maxwellian velocity distribution, 
with a temperature similar to that produced 
by resonance absorption. Figure 3-52 shows 
the hot-electron temperature found in a 
number of different simulations where JA(

:

l(i 

was varied over three orders of magnitude. 
In these simulations, the fraction of the inci
dent laser light energy absorbed into the 
hot-electron tail was typically =10 to 20%. 

Steepened Scale Length. Since the den
sity profile steepening plays an important 
role in parametric instability absorption 
near the critical density, it is instructive to 

1-iS- 3-4*). Heated I'ICC-
tron temperature vs 
density from one-
dimensional simula
tions (FiR. 3-47). 
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The turbulence spectrum is broad enough so that, at high densities, the pump 
couples to its resonant long wavelengths. At low densities, it couples to the shorter 
wavelengths and gives, roughly, Tha/Te -1.5/(1 - n/n c), which is simply found 
from the Bohm-Gross relation with 7" h 0 1/r e - {v Ive)2l2. 
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estimate the steepened scale length. We 
have investigated the simplest model of 
profile steepening, assuming a normally in
cident light wave reflecting from the critical 
surface of an isothermal, freely expanding, 
collisionless plasma. Our analysis parallels 
that of Ref. 113, except that we explicitly 
obtain the scale length near the critical den
sity by removing the Wentzel-Kramers-
Brillouin (WKB) assumption on the field 
structure. 

The basic idea is that twice the pressure 
of the light wave is taken up by the plasma 
near the reflection point, and this momen
tum deposition locally steepens the density 
profile near the critical density. Adopting a 
fluid description of the plasma and consid
ering planar geometry, we readily obtain 
equations of the density {») and flow veloc
ity (») in the frame moving with the steep
ened structure 

HR. 3-50. Heated elec
tron temperatures 
from two-dimensional 
simulations of fixed 
lion turbulence; t h is 
average fraction hgnl 
absorbed. 
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Here, m is the electron mass, M{Z) is the 
ion mass (charge state), cs is the ion sound 
velocity = (Z0e/jv!)1/2, and vK is the oscilla
tion velocity of an electron in the electric 
vector of the light wave. If we normalize 
the flow velocity to the sound speed and 
substitute from Eq. (67) into Eq. (68), we 
obtain 

l l I^i AIL- n 
n dx dx 4 (p 

(69) 

where i\, is the electron thermal velocity. 
Since the density gradient remains finite, it 
is clear that the sonic point (M = 1) must be 
at the maximum of the field of the standing 
light wave, i.e., where di\Jdx = 0. Integrat
ing Eqs. (67) and (69), we then obtain 

2c',2 n I \ IK 

= 1 
2v; 

(70) 

Here, IK is the density at the sonic point, 
and i'm,„ is the value of p„. at the maximum 
of the standing wave. As noted in Ref. 113, 
there are two solutions or Eq. (70): », < HS 

(I<I > 1), which corresponds to a lower 
density plateau; and n2 > >K ("2 < 2), 
which corresponds to the upper density 
shelf. Figure 3-53 shows a schematic of the 
steepened density profile. 

To make further progress, we must now 
relate the density at the sonic point to the 
critical density (HC) by considering the solu
tion for the standing electromagnetic wave. 
We do this by approximating the density 
profile as locally linear from IK. to »,. and fit
ting to the well-known Airy-function solu
tion" 4 

I = aA. m (L - X) (71) 

where a is a constant determined by fitting 
to the incoming light wave. This locally lin
ear assumption is a good approximation 
when t' ( ) s f /i\, < 1, where vox is the oscilla
tion velocity of an electron in the free-space 
value of the electric field of Lie light. The 
assumption fails when {vox/i'ef » 1, since 
the jump in density becomes too large. 
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Matching the peak of the Airy-function so
lution to the field at the sonic point, we ob
tain v2

t(n = nc) = 0.44 u^ a x. In addition, we 
note that the sonic point and the critical 
point are separated by i.t = (c2L/<x>2)"3. 
Equation (70) then becomes 

— I + 2 In — = 1 + 0.28- (72) 

The solutions for/?,, ns, and n2 are now 
straightforn'ard. For weak fields (i\nt /;>,. < 
0.1), analytic results can be given 

— ^ 1 - 0.77 

- ^ l +0.97 — 
''i V ! ' , 

— = 1 - 0.97 

f^ l .5 

(73) 

For more intense fields, numerical solutions 
of the transcendental equations are re
quired. Results for the densities, shown in 
Fig. 3-54, are in good agreement with the 
earlier results of Ref. 113. The steepened 
scale length is plotted as a function of !>„„, 
in Fig. 3-55. In the interesting regime typical 
of many current applications (0.1 < r o s l 7;\ , 
< 1), wL/c ~~ 2/(r„M./j.l,). 

We note that, in this intensity regime, the 
steepened scale length11^ found in simula
tions ot resonance aosorption is about the 
same as what we calculate here. This is not 
surprising, since for intensities > 3 X 10'̂  
W jraiVcm", the momentum deposition by 
the reflecting light wave is comparable to 
that derosited into the resonantly generated 
plasma wave. This means that our estimate 
for L is not overly sensitive to the assump
tion of normal incidence. 

Using the steepened scale length, we can 
now estimate the instability threshold set 
by the density gradient. Unless the ion 

'aves are very weakly damped, the gradi
ent threshold is about the same for both in
stabilities, so we simply consider the 

0.66 0.66 O.bS 0.71 0.74 0.78 0.97 1.06 1.15 1.18 1 20 

/\ 20M 

oscillating two-stream instability. The 
ihreshold condition is then1"' 

Fig. 3-51. Contour plot 
of electrostatic poten
tial, Fourier analyzed 
in i/ direction as func
tion of plasma density 
and wave number. 

•4 Fig. 3-52. Heated elec
tron temperature as 
function of /X^ as 
found in two-
ueminsional simula
tions with normally 
incedent light; back
ground electron tem
pt iture = 4 keV. 

I' ll- L 
(74) 

where k is the component of the wave 
number of the electron plasma wave along 
the electric vector of the light. Noting that 
the lowest threshold is obtained for the 
largest value of k consistent with weak 
Landau damping, we take k \ D ~ 0.2, 
where \ D is the electron Debye length. Sub
stituting for ir. and /., we obtain 

• > 3 . 8 - P (75) 
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Density 
profile 

Fig. 3-53. Schematic of 
ponderomotively 
steepened density pro
file illustrating charac
teristic densities. 

Fig. 3-54. Model pre- • 
dictions for sonic den
sity and densities of 
upper and lower 
shelves as function of 

Fig. 3-55. Model pre
dictions for steepened 
density scale length at 
critical density as 
function of z\ Jv . 
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Our simulations are consistent with this es
timate of the threshold. In one simulation, 
the threshold condition was not satisfied, 
and, indeed, no instability was observed. 

These instabilities are less of a concern as 
the intensity and wavelength of the laser 
light are decreased, if the inverse brems-
strahlung absorption length is a fraction of 
the size of the underdense plasma, most of 
the light is absorbed before it reaches the 
critical-density surface. Furthermore, even if 
sufficient light reaches the critical-density 
surface to drive the instabilities above th^ir 
collisional and gradient thresholds, the 
heated temperatures generated would be 

modest for short-wavelength, low-intensity 
light (see Fig. 3-52). 

Discussion and Summary. Finally, we 
discuss some of ihe limitations on our 
work. We have focused on instability ab
sorption near the critical density in a steep
ened density profile. Of course, the 
instabilities may also occur1 1 7 in the lower 
density plateau below the steep rise. In 
typical simulations, this plateau has a den
sity of ~0.S to 0.7 nc, but our two-
dimensional simulations are not large 
enough to include a long plateau, such as 
may form in long-pulse-length experiments. 
We have briefly examined these instabilities 
in large regions of plasma with density 0.5 
to 0.7 nt by using one-dimensional simula
tions where the light is modeled as a spa
tially homogeneous pump. We find that the 
instability heating is rather weak at these 
densities. An effective collision frequency 
describing the plasma heating is ~-10 -1 to 
10 4 W(|, but the collision frequency in
creases dramatically when the plasma den
sity becomes larger. At the lower densities, 
the heated electron temperature is typically 
approximately three to five times the back
ground temperature. Further work is 
needed to assess the competition of this in
stability heating with other effects, such as 
Brillouin scatter. 

In summary, we find that parametric de
cay of intense laser light into electron and 
ion waves near the critical density can oper
ate at modest levels even in steepened den
sity profiles. Hot electrons are genera'ed 
with a characteristic temperature similar to 
that produced by resonance absorption. The 
efficiency of these instabilities may be en
hanced when long plateaus with density 
>0.5 nc are formed. 

Authors: W. L. Kruer and K. G. Estabrook 

Coupling of Hot Electrons to Laser-
Fusion Targets 

Coupling of hot electrons to laser-fusion 
targets is of considerable interest because 
such electrons may detrimentally preheat 
high-density implosions at modest or low 
driving intensity. At high int . isity, hot elec
trons may represent the Tiajority of ab
sorbed laser energy and, thus, determine 
significant target dynamics. 
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Here, we investigate the thermalization of 
hot electrons by the background electrons 
in dense material in some idealized systems. 
Figure 3-56 shows the model problem of a 
hot-electron gas (neutralized by fast ions) in 
contact with the target. A related model 
problem is that of the albedo of targets to 
incident hot-electron beams. Solutions of 
these problems readily display the essential 
physics of hot-electron transport in systems 
of practical interest. 

In these problems, the penetration of hot 
electrons into the dense material results in 
loss of particles and energy because of colli-
sional drag by the background electrons, so 
that a source, taken to be at the interface, 
sustains the steady states shown in Fig. 
3-56. The penetration of the hot electrons 
also depends on their elastic scatter on the 
atomic nuclei and, thereby, on the nuclear 
charge, Z. In Fig. 3-?6, the number density 
of hot electrons in the coronal plasma, their 
average energy, and the energy-deposition 
profile in the target material are found as 
functions of the source and target param
eters, 'n the albedo problems, the albedo 
and the energy-deposition profile in the tar
get are found. 

Multigroup diffusive transport is solved 
both analytically and numerically, and a 
useful improvement over the usual formula
tion is presented. Direct numerical solutions 
of the complete transport equation, includ
ing multiple small-angle scatter, are also 
shown. These transport s< Ivmes and results 
are compared. 

Hot-Electron Transport Equations. The 
Fokker-Planck equation for the steady-
state, low-density hot-electron distribution, 
/, in position x, speed v = \v\, and pitch an
gle n = v-x /|i'| \x\ is 

df 
ox 

v d 

X H - f>2 + 2i<2 

X, dv 
(76) 

Here, X9I, = mV/27re4Z2N(l + 1/Z) In A,,, is 
the mean free path for elastic scatter of hot 
electrons on atomic nuclei of charge Z and 
density N. The factor (1 + 1/Z) accounts 
approximately for the effect of scattering by 
the neutralizing electrons. The dominance 
of (multiple) small-angle collisions over 
large-angle collisions is expressed by the 
Coulomb logarithm In A,., (>1). The 
thermalization mean free path, A, = 
[Z(l + 1/Z) In A v/ In A,,.] V is related to 
the energy loss rate along the hot-electron 
path (stopping power) by ,\, = 2mv/ 
(dE/dx). We will use In A,,, = In A,,, 
throughout this article. 

Equation (76) is to be solved subject to 
boundary conditions in space appropriate to 
a source of hot electrons. It has been solved 
numerically to obtain results for comparison 
with those of the reduced descriptions. 

Equation (76) may be reduced to the 
multigroup diffusion model whenever K„. is 
small compared with scale lengths of inter
est and whenever boundary and source ef
fects are unimportant. In this limit, the 
distribution is dominautly isotropic a; id 
may be written f = f,i(.v,;') + nf,(.r,t'). The 
number and energy density of the hot elec
trons are calculated from f„ 

4x | dw2f(l (77a) 

\ 2 h 

(a) Thin tarae' 

jsition ~T" 
Source 

Elbctron 
density 

(b) Thick target 

Position Source 

Electron 
density 

Fig. 3-5f- A laser 
source, taken to be dt 
target-corona inter
face, supports uniform 
coronal hot electrons 
against ..iermalization 
in dense target. 
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, f°° . -. mv , .__ , 
= 4* < l W — - / 0 , (77b) 

Jo 2 

^_a_ ^ 2n2^/o 
3 dx'1"" x, ay 

(78) 

The number and energy fluxes of hot elec
trons are calculated from /, 

J Jo 

4ir I* , i mv2 , 

a/o -2t> , 2t>2 5/! 

a.v X, dv 

(79a) 

(79b) 

(80) 

When Eq. (80) is solved for fl and substi
tuted into Eq. (78), the usual multigroup dif
fusion equation is obtained for /„ 

-a vK> dh 
dx 6 dx 

2 V ^ , 
X. dv 

(81) 

nored here, and the distribution in the co
rona is the same as at the interface. As the 
hot electrons are absorbed in the dense ma
terial, a current of background electrons '. 
must flow to the source at the interface to 
maintain charge neutrality. Since the elec
trons in this flow are collision dominated in 
the dense material, the electric field re
quired to drive them to the source may be
come large enough to also affect the 
penetration of the hot electrons. However, 
for a relatively small absorbed flux of hot 
electrons, or after the associated resistive 
heating of the return current, the field may 
become negligible for the hot-electron 
transport of interest. For these reasons, and 
to expedite the calculation, we have ne
glected this field. 

We present solutions of Eq. (81) below, 
subject to the boundary condition appropri
ate to thermalization of the entire source in 
the target. At the x = 0 interface, we have 

— vX9ndf„ 

dx,. 
- vjjv) (83) 

Here, we have neglected the second term 
on the right-hand side of Eq. (80), as it is 
smaller than the first by roughly the factor 
(Z + 1 ) _ 1 ~ ( V y 1 . Equation (81) is to 
be solved subject to the source boundary 
condition at the interface. 

Because the higher-energy hot electrons 
carry considerable flux, and because we are 
interested in pushing the model to as small 
a Z as practicable, we will retain the second 
term on the right-hand side of Eq. (80), and 
we will also solve 

dx 3 L ^{ I v"Xm) IV dx 

2jr_b_U_ 
X dv 

(821 

Equation (82) will be seen to be a useful 
improvement of Eq. (81). 

Theanalization of Hot Electrons by 
Laser-Fusion Targets. In Fig. 3-56, we 
imagine that the hot-electron gas models 
the coronal blowoff and that the gas is pop
ulated only by the hot electrons and fast 
ions. Thus, there is no thermalization in this 
region. The time-dependent rarefaction and 
spatial inhomogeneity in the corona are ig-

The absorbed flux density is given by t» s/ s 

(v), where vs is a velocity characteristic of 
the source, and / . i a function of v and u s. 
We shall use the Maxwellian fs = nj 
(2irljmf2 exp{-mv2/2Ti), with Ts = mt>2. 
The average energy of source electrons is 
(mv2/2\ = 3T/2 . The source-energy flux is 
Q s = n srj s3T s/2, which may be viewed as 
determining the density of source electrons 
nv in terms of the source strength, Qs. 

Thin-Target Thermalization. If the 
mean free path of the hot electrons in the 
target is large compared with its thickness, 
Lq. (81) can be solved subject to Eq. (83) 
and the no-flux condition at the rear of the 
target, df/dx = 0 at .r = Ar. 

The solution is readily found by expand
ing in the small parameter Ar/X. In lowest 
order, the distribution is independent of po
sition, as indicated in Fig. 3-56(a) and 

A« < f̂  dv v (84) 

Here, the target density and atomic number 
are employed, and v is replaced by vs in X(S. 

By direct integration, we find the number 
density and average energy of hot elec- / 
trons in the corona, supported by the ^ 
Maxwellian source flux, to be 

3-46 



Plasma Physics 

"h = 3(2ir)1/2 Ar 

I _ 6 l">v' 
h ~ 5 \ 2 

(85a) 

(85b) 

Equation (85a) reveals that a large reservoir 
of hot electrons is formed to balance the 
source and the weak thermalization in the 
target. Equation (85b) shows that the 
Maxwellian source flux leads to an average 
energy in the system 20% higher than that 
of the source! This is the result of the 
velocity-dependent thermalization rate and 
source flux. Note also that the total number 
of hot electrons in the system and the time 
to reach the steady state of Eqs. (85) de
pends on the actual extent of the coronal 
plasma. 

Thick-Target Thermalization. When the 
mean free path of hot electrons in the target 
is small compared with its thickness, 
Eq. (81) may be solved subject to Eq. (83) 
and /(xo,i>) = 0. Here, x0 is to approach in
finity in the final results. 

The solution may be written conveniently 
in dimensionless space- and time-like vari
ables f and T, respectively 

d / V 2 

cos Xmf • F(T') (86) 

In Eq. (86), f = ( 1 2 / ^ \jmx, T = vWs, 
f0 is f evaluated at Xg, and Xm = (m + 
l/2)7r/f0. The boundary condition express
ing the absorbed flux gives F(T) = 
-OX^AW'^ /sWASr) 5 ' 8 . 

Equation (86) may be employed to study 
the detailed structure of the thermalization 
of the hot electrons. We are presently con
cerned with the characteristics of the 
coronal plasma that are given by the inter
face distribution, f(x — 0 » . This corre
sponds to the large f0 and small f limit of 
Eq. (86). 

f(0,v) = (A)" 2 [3(Z + V]m 

t°° dv't/1 Uv1) (87) 

As before, direct integration yields the 
density and typical energy of hot electrons 
in the corona for the Maxwellian source 
flux. 

„ h = ± 3 1 / 2 7 2 ( Z + 1 ) 1 / 2 H S 

as 1.06 ( Z + D 1 / 2 «s , (88a) 

2 /h 
= jimtis

2 = 0 .47^y -^ . (88b) 

Note that Eq. (88a) is independent of <,, 
while Eq. (88b) is independent of Z. Here, 
; N = /J dx x N/(l - x 8) 1 / 2 , with J2 = 0.4 
and I4 — 0.34. Equation (88a) expresses 
again that a large (Z > 1) reservoir of hot 
electrons is established, so that the weak 
thermalization in the target balances the 
source. 

Figure 3-57 shows the energy-deposition 
profile in the target. From our analysis, we 
observe that the penetration scales with 
(Z + l)1/2X9o,s so that the curve shown is 
universal. Although most of the source is 
absorbed near the interface, there is also a 
long tail penetrating deep into the target. 

LASNEX Checks. To compare our analy
sis with common numerical models of hot-
electron transport, we ran several test 
problems with the LASNEX code. Weak 
hot-electron sources were introduced in thin 
and thick targets and coronal plasmas simi
lar to those in Fig. 3-56. As configured, the 
code essentially solved only Eq. (81), subject 
to Eq. (83) and overall conservation, and 
gave results for the hot-electron density and 
energy density in the corona. 

Fig. 3-57. Energy-
deposition profile in 
target for thick-target 
thermalization 
problem. 

<>(T+m-w 
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Fig. 3-58. Analytically 
calculated diffusion-
theory albedo [Eq. (91)] 
agrees extremely welt 
with numerically 
computed vabies from 
Eq. (81), the usual dif
fusion theory. 

5T 

The thin-target da ta agreed to wi th in a 
few percent wi th the analytic results in all 
cases. This was accomplished wi thout sig
nificant sensitivity of the results to zoning. 
Employment of considerable fine zoning of 
the target near the source at the coronal in
terface was required to achieve essentially 
equivalent results for the thick targets. 

We believe these recent tests to b e some 
of the more detailed and successful for the 
hot-electron transport in LASNEX. 

Albedo of Materials to Energetic Elec
trons. In the preceding discussion, w e have 
shown h o w the transport equation may be 
solved to obtain the characteristics of the 
coronal hot-electron population that obtains 
in steady state because of thermalization of 
the source by the target. The a lbedo con
cept a n d empirical data may also b e em
ployed to this end. 

Here, w e compute the albedo of materials 
to energetic electrons according to Eqs. (76), 
(81), a n d (82) a n d display the relation be
tween albedo and transport. 

A commonly defined albedo is the ratio 
of the magni tude of the flux of particles re
turning from a thick target to the flux of an 
incident beam. The transport equation is to 
be solved for the flux emerging from the 
target w h e n the incident flux is given. In 
the preceding thermalization investigation, 
the absorbed flux was given, since the hot 
electrons could not escape the system. The 
albedo problem is one in which the emerg
ing flux escapes. 

Explicitly for Eq. (76), w e have 

- 2 i r dltp dv v*vf(x = 0,n,v) 

10 20 30 40 SO 
Atomic nurnbw (Z) 

70 to 

2ir I dn n I dv v2vf(x = 0,n,v) 
la lo 

(89) 

When Eq. (76) is solved subject to f(x — 0, 
0 < ii < 1, v) given on the boundary of a 
thick target, Eq. (89) yields the albedo. It is 
common to employ / <x g(u — v0) 8(^ — 1) 
as representing a collimated beam. 

Substituting the usual diffusion-theory 
distribution associated with Eq. (81) into 
Eq. (89), we obtain the diffusion-theory al
bedo, AD 

[<* . 2 , 2ir p ° , 2 . 
IT dv v vf0 —— dv rt/| 

AD = J> l i . (90) 
r°° 27r f°° 

ir dv v2vf0 + — dv v'vU 
Jo 3 Jo 

Here, /, = -(\90/l)dydx. To evaluate AD, 
Eq. (81) is to be solved for fB subject to the 
boundary condition appropriate to the inci
dent flux given; for example, at x = 0, 
(l/2)/ 0 - (l/3)(XM/2)(d/0/5Ar) oc 6(v - v0). 
We have found that the boundary condition 
employed in the diffusion theory is of rela
tively little consequence, so that the ab
sorbed flux condition already solved may 
be used to evaluate the albedo. Using Eqs. 
(81), (83), and (87) to evaluate Eq. (90), we 
find 

An = 
0.54 (Z + 1) 1/2 1 
0.54 (Z + l ) 1 / z + 1 

(91) 

Thus, for example, the diffusion-theory al
bedo of gold is AD" = 0.66. The diffusion-
theory albedo is nonphysical (less than 
zero) for Z < 2.4, and Eq. (91) presumably 
is in error for Z not much greater than 2.4. 
This result is not a surprise, since Eq. (81) is 
essentially a high-Z expansion of the trans
port equation. The theory fails for /j suffi
ciently larger than f0 such that the 
numerator of Eq. (90) becomes negative. 

If we heuristically cancel the velocity 
from the fluxes in Eq. (90), we can obtain 
the relation between the albedo and the 
transport result for the thermalization pro1 

lem, AD = («h/4 - « s/2)/(«h/4 + ns/2), l 

which can be written 
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«h =s 2n, 1 + A (92) 

..,iquartern (92) accurately expresses the 
coronal hot-electron density in terms of the 
source density and the target albedo. 

The diffusion-theory albedo described 
above can be improved significantly for low 
Z by retaining the drag on /, in Eq. (80) to 
obtain Eq. (82/ rather than Eq. (81). The im
proved diffusion-theory albedo from 
Eq. (82), with the appropriate incident-flux 
boundary condition, is plotted in Fig. 3-58, 
together with Eq. (91). Note that the non-
physical behavior at small Z is removed. 

In Fig. 3-59, we show the albedo result
ing from direct solution of Eq. (76) for inci
dent collimated and isotropic beams, 
together with the improved diffusion-theory 
albedo. Except for the smallest albedos at 
low Z, the accuracy of the improved diffu
sion theory is of the order of 10% or less. 
Note also the superior agreement between 
the improved diffusion theory and isotropic 
beam albedos. This is reasonable in view of 
the preceding discussion of the validity of 
diffusion theory. 

Figure 3-60 shows the energy-deposition 
profiles in the target associated with the Z 
= 1 albedo calculations of Eqs. (76), (81), 
and (82). Agreement of the results from 
Eqs. (76) and (82) is seen to be good. In par
ticular, it may be seen from Eq. (76) that no 
deposition should occur beyond X,iS/8, the 
penetration depth permitted by thermaliza-
tion in the absence of elastic scattering. The 
breakdown of the usual diffusion theory, 
Eq. (81), already seen in the albedo value, is 
clearly evident in the energy-deposition 
profile. 

Discussion. The poor behavior of the 
usual diffusion theory, Eq. (81), for Z less 
than about 10 is eliminated by the im
proved diffusion theory, Eq. (82), to obtain 
agreement with the exact transport theory, 
Eq. (76), for the problems and physical 
quantities considered here. Low-Z thermal-
ization problems recalculated with the im
proved diffusion theory exhibit results very 
much like the low-Z (and low albedo) prob
lems shown here. Thus, the improved diffu
sion theory appears to be both a desirable 
and a tractable model for transport 
rtculations. 
'LJithoiK J. R. Albritton, C. J. Randall, 
and A. B. Langdon 

Fig. 3-59. Improved A 
diffusion-theory al
bedo |Eq. (82)] is in ac
ceptable agreement 
with numerically cal
culated results from 
Eq. (76), even for small Z. 

Fig. 3-60. Energy-
deposition profiles as
sociated with albedo 
calculations of 
Eqs. (76), (81), and (82) 
for Z = 1 shown in 

TFigs. 3-58 and 3-59. 

r1" • 
OEq. (76) 

coMmated beam 
• Eq. (76) 

isotropic beam 
AEq. (81) 

\VEq. (62) 

0.4 0.8 1.2 1.6 2.0 2.4 2.8 
POSitlOn (Xgg , ) 

Time Evolution of Stimulated 
Brillouin Scattering in Bounded 
Systems 

The well-known theory of stimulated 
Brillouin scattering (SBS), as described in 
Ref. 118, for example, has often been used 
to interpret backscatter observations in ex
periments and computer simulations. The 
growth rates found in Ref. 118 are correct 
after an initial transient period; however, 
this transient period may be significant in 
microwave plasma experiments, computer 
simulations, or short-pulse-length laser-
plasma-interaction experiments. Here, we 

3-49 



Fig. 3-61. Geometry of 
calculation. 
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solve in time and space the equations for 
scattering in a finite-length system, allowing 
for 
• Distributed ion noise. 
• A boundary value for the backscattered 

wave. 
• An initial ion-density fluctuation. 

An analytic expression for the time evo
lution of the reflectivity is derived that 
shows an initially larger growth rate than 
that of Ref. 118, but which asymptotically 
approaches that of Ref. 118 with time. The 
transient period is about the time it takes 
an ion wave to traverse the system, L/cv 

where L is the system length, and cs is the 
sound speed. 

We use the same notation as Ref. 118, ex
cept that the backscattered wave is A and 
the ion wave is n. The deceptively simple 
equations for A and « aie 

in the microwave experiment of Ref. 119, 
microwaves were reflected from the cham
ber wall, setting up a large standing ion 
wave from which SBS was initiated. The 
same effect has been observed in simula
tions, where the initial standing wave can 
result from dielectric reflection at the 
plasma edge 1 2 0 or from imperfect numerical 
boundary conditions. We suppose that both 
S and « 0 are independent of x. 

Taking the spatial derivative of Eq. (96) 
and substituting Eq. (95), we have 

(97) 
d2„ dn - S 

where a = [p + /3)/2. The solution to 
Eq. (97) is 

„ p - C + e " - , + C _ e " ' - ^ ? , (98) 

where 

<*t = a ± (a2 - 1) 1 / 2 . (99) 

dA 
dx 

(93) ^ n e appropriate boundary conditions are 
(see Fig. 3-61) 

(94) 

Here, /3 is proportional to the ion wave 
damping; x is normalized to a growth 
length, I,,; and time is normalized to L]/c5. 
Here, S is the distributed ion wave noise, 
which arises naturally from thermal-plasma 
fluctuations. The time derivative of A may 
be neglected after the short time it takes a 
scattered wave pulse to leave the system 
(2L/c, where c is the speed of light). Hence
forth, we also normalize L to Lv 

We Laplace transform by the operation 
J"S° e" p ' dt, obtaining 

y<w = o , 

A(-D = B 

(100) 

(101) 

where B is the boundary value of A at x 
= — L. This corresponds, for example, to a 
reflected wave from a critical-density sur
face.121 Only the amount of reflected light 
at the backscattered frequency (fi0 — fis) is 
included in B. 

We use Eq. (101) in Eq. (96) to obtain 

Ix--2""^,-,. 
dAy 
dx = "P + SP (95) = —In - T 2a-0 

(102) 

<P + PK dx (96) 

where n0 = n(x, r = 0), thus taking account 
of initial density perturbations at the proper 
frequency and wave number. For example, 

The goal of this calculation is to find A(x 
= 0,(), since this is the square root of the 
reflectivity. Using Eqs. (100) and (102) to 
evaluate the numerical constants in Eq. (98 
and then using Eq. (96) to calculate AJx), 
we find 
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Ap(x = 0) 

= «o 
a+e — a_e 

- 1 

2<r-0 

a.e — a_e 

B 
2a-i 

-ir I -n.,1 
a.e — a_e 

We then have to inverse transform 
Eq. (103). Let us first consider the term pro
portional to « 0 and call it A?„ 

= «„• 
<x+ — a_ 

- l > [. a+e «_)/. 

1 +-

[ 2 ( < r 2 - l ) 1 / 2 

"•>([, + („*_!)]>«' 

X l a - f o ^ - l ) ] " 2 

„-2L/J iU/2 U 2 - i ) 1 / 2 + - 1 

(104) 

The inverse transform is 

2<>-'* fC+« 
AJ0,t) = —- nA 

III JC-13 

f ( ^ - 1 ) ' 
<r + (<r2 - 1) 

X e' . t U r - ^ - i ) " 2 ] 

( g 2 _ l ) l / 2 ^ _ ( f f 2 _ l ) 1 / 2 ] 

[ f f + ( f f 2 _ 1)1/2] 

X f i [ . r - 3 ( . ! - i ) " ! ] + rf<r , (105) 

o 
' where f = 1 + 2T/L. 

We use the following identi ty 1 2 2 

F n f T , W - — 
2JTI 

• l - ^ - l ) " 3 

x j c _ « ( S 2 _ i ) i 7 2 " [ s + ( S ' - i ) > « y ' 
ds 

(106) 

where / is the Hankel function, and U is 
the step function. Equation (105) may be 
solved exactly 

) • no3) w= 4 <- d , »oi(£+ir 
<9it 2 

X - ^ F . I r - L f , . , , ^ (107) 

The first term is 

/\nf0,f), = 4 f - * n „ L[L(f- l) 1 / 2J 

X 
1 

Lrr + u f f - i ) " 2 

2ff - U 
L 2 ( ^ - l ) " 2 ( f + l) 2 

•UMJ"-! ) 
f f - 1) 

L(f+ D 2 
U<{ - 1) 

(108) 

The argument of the Hankel functions is 
L(f - 1 ) 1 / 2 = 2[f(f + L)]V2. Using the as
ymptotic form 

A (0,t) ~ e2h" + '•"'' (109) 

For t < L, the reflectivity (A2) increases ap
proximately as exp [4(f) 1 / 2]; for f » L, it in
creases approximately as exp (it), which is 
just the result of Rtf. 118 for large L. Thus, 
we see that the condition to go over to this 
time-asymptotic behavior is t > L, which is 
just the time for an ion wave to leave the 
system (in physical units, f > Uc^j. 

The second term in Eq. (107) contains the 
factor ti(f — 3), which means it turns on at 
f = 3, or t = L, again the time at which an 
ion wave leaves the system. Each succeed
ing term can be seen to turn on at integral 
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Fig. 3-62. Reflectivity 
R(t) = A\(t> given by 
Eq. (107) for system of 
length L = 10, B = 0, 
for initial noise level 
"n = I-

multiples of this time: 2L, 3L, etc. For large 
L, the leading contributions to the first and 
second terms of Eq. (107) are 

Anl <0,t) 

(110) 

and 

An2 (0,t) = 36e-* n0 

(f - 3)1' 
' « - + 3 ) M 

' , [ l ( ^ - 9 ) 1 / 2 ] t i f f - 3) . (Il l) 

In Fig. 3-62(a), we have plotted the reflec
tivity R(t) = Al(t) given by Eq. (107) for a 
system of length L — 10, B = 0, and an ini

tial noise level n0 = 1. Shown by the 
dashed lines for comparison are the 
reflectivities growing exponentially at the 
asymptotic growth rate of Hef. 118 |four 
times the largest root of (1 — o-2)1'2 + a 
tan[l(l - a2)U2\ = 0|. Both the reflectivity 
[Fig. 3-62(a)] and the integrated reflectivity 
[Fig. 3-62(b)] are about two orders of mag
nitude larger than the estimates predicted 
by the asymptotic growth rate. Figure 
3-62(c) compares the growth rate 7 
= d/dt\\n Afy)] given by Eq. (107) to the as
ymptotic result. The growth rate is initially 
very large and falls to the asymptotic results 
in about one ion-wave transit time, t ~ L 
A series expansion of Eq. (107) shows that, 
for the n0 = 1 noise source, the initial 
growth rate is y(t - 0) = L. For very large 
systems, this can be much larger than the 
asymptotic result 7 = 2 . Finally, in Fig. 
3-62(d), we show the growth rate for the 

w« I r r 1 r i 1 1 1 1 1 r 1 1 1 i 
.W . 
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identical case, except that /S = 3. In this 
case, since 2 < /8 < L, the reflectivity actu
ally grows briefly before reaching its as
ymptotic exponentially decaying state. 

Similar calculations can be carried out for 
the contributions to the reflectivity caused 
by B and S. These are considerably more 
complicated than the above. In the large L 
limit with 0 < 2, a good approximation is 

1 - 0 / 2 ( f -D (113) 

As(0, »-4S-'^- l )1 
<t+ V(?-l) 

X 1 - W 2 U*-0 (112) 

Figure 3-63(a) and (b) shows the reflectiv
ity and growth rate for a boundary noise 
source B = 1 for the case 0 = 0 and L 
= 10. In this case, the asymptotic reflectiv
ity is more than three orders of magnitude 
above the estimate given by the initial 
reflectivity growing at the asymptotic rate. 
The initial growth rate is y — 20 = 2L, in 
agreement with a series expansion of 
Eq. (112). Figure 3-63(c) and (d) has the 
identical parameters, except that Q = 3. Jn 
this case, Eq. (112) fails, since 0 > 2, and 
the denominator eventually vanishes. In 
Fig. 3-64, we show similar results for a dis
tributed noise source S = 1. 

Fig. 3-63. (a), (b) 
Reflectivity and 
growth rate for 
boundary noise 
source B = 1 for case 
/} = 0 and L = 10. (c), 
(d» 0 = 3. 
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Fig. 3-64. Reflectivity 
and growth rate for 
boundary noise source 
B = 0 and for dis
tributed noise source S 
= 1. (a), (b) 0 = 0. (c), 
(d) /J = 3. 
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While Eqs. (112) and (113) fail for 0 > 2, 
the exact time-asymptotic state may be ob
tained from Eq. (103) by taking the residue 
at a = /J/2. For very large 0, the result is 

A(O,t)^Beu'l + 0S(eUl' - ll (114) 

A simple picture can be given of the pre
ceding calculations. The usual analysis giv
ing reflectivities that are proportional to 
exp(growth rate X f) concentrates on the 
fastest-growing mode of the system. After a 
sufficient number of growth times, this will 
be the dominant mode. However, in a 
finite-size system, a number of modes will 
grow initially. Our calculation has included 
the initial growth of all the available modes 
and follows the evolution to dominance of 
the fastest-growing mode. 

Authors: C. J. Randall and J. J. Thomson 

Effect of Ion Collisionality on Ion 
Acoustic Waves 

In high-Z plasmas irradiated by short-
wavelength lasers, the ion-acoustic waves 
associated with stimulated Brillouin scatter 
and other low-frequency collective pro
cesses can be collisional; i.e., H- < 1, where 
k is the wave number and St is the ion 
mean free path defined by (• = v-, rv Here, 
vt is the ion thermal velocity, and Tj is the 
ion-ion collision time defined in Ref. 123. In 
Kef. 124, the authors have numerically 
solved the ion acoustic dispersion relation 
in the regime 0.1 <: fcPj < 10. Their data 
smoothly connect onto the theoretical re
sults at both the weak (M- » 1) and strong 
(Mj <K 1) collisional limits. In the modest 
electron-ion temperature-ratio regime that 
they considered (1/2 <: ZTJTX = RT < 4) 
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the damping-rate parameter for the ion 
acoustic wave, y = — Im(a))/Re(o)), de
creased monotonically from the collisionless 
Landau damping value as the plasma be
came more collisional. Here, we show that, 
for larger values of RT, the damping initially 
increases by as much as a factor of 4 as the 
plasma becomes more collisional and then 
finally decreases according to collisional 
theory as 7 ~ Mj. 

Writing the ion and electron distributions 
as F„ + /„ exp(ifa), where a = (i,e), taking 
Maxwellian background distributions F„ 
= n„exp( — ir?/2i)J)/(2ir»J):j/2, and assuming 
co\lisiort\ess electrons ki^ = R\ k% > 3, we 
have the linearized kinetic equations 

<Vi , ., , . Ze<t>k 3F| 
5T + '^-'^r^ 

the low-frequency limit |/3e| «. 1, where /3e 

= oi/(2kve) , and we use quasi-neutrality 
to obtain the potential <t> in terms of the 
perturbed ion density «, = if^v. Dropping 
the subscript i, Eq. (115) becomes 

df "\ 
%• + ikvj + iRT — • —• F 
at ,i0(\ + ipy-) 

= C(F, f) + Of, F) (U7) 

The first collision term (F colliding on f) 
is given by 

C(F, f) = r 47TF/ + 
Ji_dF_ 
2v di> 

a ^ / a ^ F _ j_3F 
dv2 \dv2 v dv 

(118) 

dJl 
dt 

= C(F i , / i )+C(/ i ,F i ) , (115) 

. e<j>k SFe 

m dv, 

Here, Z is the ionic charge and M(m) is the 
ion (electron) mars. We solve Eq. (116) in 

Here, g and h are the Rosenbluth poten
tials,125 defined by V2.ft = -8ir/ and V2.g 
= ft, and we have used the spherical sym
metry of F. The collision-strength parameter 
is T = 4jr(Ze)4A/M2, where A is the Cou
lomb logarithm. The second collision term 
(f colliding on F) is given by 

Fig. 3-65. Plots of 
-\m<w)lkvi vsAf, for 
Zm/M = 0, and four 
temperature ratios, 
and results of colli-
sional theory 
[Eq. (120)] for two tem
perature ratios. 
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Fig. 3-66. Plots of 
- Im(u.)/Rc(u>) vs Jrfj 
for ZmlM = 10 ' 4 , 
and results of colli-
sional theory. 

v2 dv 

X / 
2̂ AH dG _ 1 d (j d2G 

dv dv 2 dv \ dv2, 

v2 d2G df 
2 dv2 dv 

1 dG *f , , , , ( 1 - M 2 , , 

small, at which time u> is the normal mode 
frequency. 

In Fig. 3-65, we give our results for 
rm(o>)/*i>i vs kt{ for RT = 4, 8, 16, and 32. 
We have set Zm/M equal to zero in these 
calculations to isolate the damping caused 
only by ions. For RT > 4, Im(w)Az>j has a 
maximum for W, between 0.1 and 1. For 
comparison, we also display the results of 
the collisional theory for RT = 4 and 32 

(119) 

Here n = vjv. Again, we have used the 
spherical symmetry of F and, in addition, 
the azimuthal symmetry (about k) of /. The 
Rosenbluth potentials G and H are defined 
in direct analogy with g and h: V\H 
= -8TTF, and VjG = H. Substitution of 
Eqs. (118) and (119) into Eq. (117) yields a 
linear two-dimensional (I>,M) integro-
differential equation for the perturbed ion 
distribution, /. 

We advance a finite-difference analog of 
Eq. (117) numerically to obtain w, the com
plex frequency of the normal mode of the 
system, i.e., the ion acoustic wave. Follow
ing Ref. 124, we write in Eq.(117) df/dt —. 
df/dt — iu'f, where w is an estimate of the 
acoustic frequency. Throughout the calcula
tion, to' is improved until df/dt is made 

kv. 1 + • 
2 fa\ 

i + ^ W ) ^ 

' j ^ W t o T + Kr • (120) 

In Eq. (120), t>'k and 6'^ are the ion coef
ficients of conductivity and viscosity, re
spectively, given in Ref. 123 as 3.906 and 
0.96, again respectively. For W, ;S 0.1, the 
damping approaches the collisional result 
quite closely. 

A finite electron-ion mass ratio intro
duces electron Landau damping, which sets 
a minimum damping rate independent of 
kl; so long as the electrons remain 
collisionless (We as R^CJPJ » 1). In Fig. 3-66, 
we plot y = — Im(a))/Re(w) vs faP, for sev
eral values of RT but with ZmlM = 10"4. 
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The maxima in the damping rates are now 
less pronounced, but still can amount to as 
much as a factor of 4 increase over 
collisionless values. The agreement with 
collisional theory near M- ~ 0.1 becomes 
progressively poorer ai RT increases, since 
Eq. (120) does not take Landau damping 
into account. 

It is easy to generalize these results to 
any Zm/M by simply adding the appropri
ate electron Laudau damping decrement 
(7rZm/8M)1/2-Re(w) to the ion contribution 
Im(w) given in Fig. 3-65. This follows since 
IftJ « 1 for any realistic Zm/M. 

Author: C. J. Randall 

Simulation of Long-Time-Scale 
Plasma Phenomena 

Implicit Simulation. In Ref. 126, we briefly 
described a new direct method for implicit 
large-time-step particle-in-cell plasma simu
lation. During the past year, we have fur
thered our understanding of implicit 
simulation in general and of direct methods 
in particular. Reference 127 gives a brief dis
cussion of the simplest direct method and 
its application to the electron-electron two-
stream instability and to ion acoustic waves. 
Our analyses of the stability and accuracy 
of implicit time-integration schemes and our 
synthesis of new schemes with desirable 
properties are described in detail in Ref. 128. 
This work is equally relevant to moment-
implicit methods described in Refs. 129 and 
130. A detailed description of a generalized 
direct scheme, including discussions of pre
diction, iterative refinement, spatial differ
ence representations, residual time-step 
limitations, and consistent spatial filtering, is 
given in Ref. 131. Here, we briefly summa
rize our work described in Refs. 128 and 
131. 

A desirable difference scheme should sat
isfy the following design criteria 
• Provide high accuracy for modes with 

normal frequency oi0 < A( _ 1 , e.g., 
Im((o/u)0) should be minimal. 

• Provide substantial dissipation of modes 
with « 0 » At - 1 , since these modes cannot 
be represented accurately. 

• Minimize past data to be stored. 
• Minimize spurious numerical cooling and 

heating (secular accelerations, described 
below). 

• Be Galilean invariant so it does not spuri
ously destabilize fast or slow space-charge 
waves. 

• Be robust with respect to an approximate 
solution of the implicit particle-field equa
tions, which cannot be solved exactly for 
reasons of computational economy. 

We have addressed all but the last issue in 
our analysis of difference schemes in 
Ref. 128, and we have constructed new 
schemes possessing the properties described 
above. 

The analysis of cold-plasma wave disper
sion in Ref. 128 led to a number of impor
tant conclusions. Relaxation of the u\,A/ 
stability constraint in a plasma simulation 
requires implicitness without exception. The 
coefficients in orr difference equations that 
control the degree of implicitness and that 
govern dissipation jointly determine stabil
ity. For aipAr s> 1, implicit schemes may be 
stable, but high-frequency oscillations are 
necessarily distorted. Thus, damping is gen
erally desirable. We have devised several 
schemes that efficiently damp high-
frequency oscillations. These can be com
pared in Fig. 3-67, where |z| = \e~"*'\ for 
the least-damped normal mode is plotted as 
a function of WQA(2 for the /, and / : 

schemes of Denavit,129 the Curtiss and 
Hirschfelder (C-H) scheme, 1 3 2 1 3 3 first-order 
schemes with a = 3/7 and 1/10, the opti
mized C, scheme (c0 = 0.302, c, = 0.04), 
and the D, scheme (d0 = 2, d, = —1). 
Low-frequency oscillations can be simulated 
with high accuracy. With the proper choice 
of coefficients, the dissipation rate can be 
removed to high order in AJ for oi^t <K 1. 

We have generalized our implicit 
schemes to include a magnetic fieid in such 
a way as to 
• Reproduce the cyclotron gyration of single 

particles in a stable fashion, with no 
damping for any value of the product of 
cyclotron frequency, oic, and the time step, 
At. 

• Model collective modes (waves) in a nu
merically stable fashion for any wave fre
quency and time step, with frequency 
error ocAr2 and damping ocAr3 at low fre
quency and with substantial dissipation at 
high frequency. 
Another important aspect of numerical 

accuracy is shown by a calculation of the 



Fig. 3-67. Absolute 
value \z\ s? 
Iexp( —/OJADI of least-
damped simple-
harmonic oscillator 
normal mode vs u^Af2 

for various sch-.-mes. 
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trajectory of a particle drifting through a si-
nusoidally varying electric field, as repro
duced by finite-difference equations. 
Unphysical modifications are introduced by 
finite time-step effects that depend on 
wavelength, time step, and particle velocity. 
The particle is untrapped and should inter
act adiabatically with the wave. However, 
we find that a drifting particle will experi
ence a spurious time-averaged force and 
will accelerate. 

The unphysical acceleration (drag) rates 
for second-order schemes are all propor
tional to Af3 for slow particles. This scaling, 
and detailed dependence on the difference 
schemes, correspond directly to those for 
the dissipation rates we found for low-
frequency, simple-harmonic oscillations. 
Thus, the same mechanism causing damp
ing of low-frequency modes is also respon
sible for artificial cooling or heating of the 
plasma as it interacts with electric-field 
structures. The use of higher-order schemes 
reduces both effects. The absolute cooling 
or heating rates we obtain depend on the 
strength of the electric field, as measured by 
wtrAf, where wlr is the trapping frequency of 

oscillation of a particle near the bottom of a 
potential well. 

In contrast, the plasma cooling/heating 
rates for the first-order schemes are gener
ally much larger than those for the second-
order accurate schemes, which argues 
strongly for using the higher-order algo
rithms. Drag rates of first- and second-order 
schemes are compared in Fig. 3-68, where 
we plot the normalized accelerations 

-<« ( 2 .VIalKA0 2 = -Im(J/nAf 2 ) , 

which are functions only of KvmAt. Plotted 
in Fig. 3-68 are the /, and / 2 schemes of 
Denavit,129 the Curtiss and Hirschfelder 
(C-H) scheme, 1 3 2 1 3 ' 1 first-order schemes 
with a — 3/7 and 1/10, the optimized C, 
scheme (c0 = 0.302, c, = 0.04), the D, 
scheme (rf0 = 2, d, = -1) , and the D 2 

scheme (<f„ = 5/2, d, - - 2 , d2 = 1/2). The 
drag rate has odd symmetry and is periodic 
with respect to kv^At with period 2ir. In 
Ref. 130, observations of numerical cooling 
of warm plasmas in simulations with a first-
order dissipative implicit algorithm are de
scribed. Significantly reduced cooling rates 
can be achieved by using the higher-order 
accurate integration schemes. 

Our research has also aimed at develop
ing improved schemes for solving the cou
pled implicit particle-field equations. A 
simple, but approximate, scheme has been 
described in Ref. 127. We have devised a 
means of iterating toward an exact solution 
of the field equation at the advanced time 
level. The ability to iterate to an exact an
swer ensures that desirable features built 
into the time-differencing scheme are realiz
able in practice and provides a useful 
benchmark for inexact (but perhaps faster) 
schemes. We have studied a simplified 
scheme where we require a significantly 
smaller set of quantities from the particles. 
Also, the bandwidth of the resulting field 
equations is reduced to the point where so
lution, even in two-dimensional magnetized 
problems, is convenient with known meth
ods. Iteration might be used to refii.? the 
resulting fields. We ha-.'e also delineated re
sidual time-step constraints arising from 
direct-implicit schemes; these are noted 
below. 

The essence of our iterative scheme is tiY 
correction of an rth approximation to the 
potential <t>{r) by an amount S4>, where 
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- v - a + x;v«0 = p'r' + v v r 

and 

X (x) = /3ai2 (x) At 2 

(121) 

(122) 

Here, /3 is a positive constant < 1 and is a 
function of the implicit difference scheme 
chosen. The particles are readvanced using 
0<r + ') = 0« + 50 and an improved p" + "> 
is computed. In our simplest scheme, 0< O ) 

= 0, and we take only one iteration. 
There are three residual limits on the 

time step in our simulation schemes. To 
some degree, they are coincident with the 
fundamental limit of a step small enough to 
resolve the physical processes being stud
ied. The first limitation is on the electron 
transit frequency ZJ, Af/L, where vt is the 
thermal velocity and L is a scale length of 
field variation. This arises as a consequence 
of requiring that electrons reproduce Debye 
shielding and, possibly. Landau damping. 
The implicit code shields too strongly at 
short wavelengths. Accurate shielding re
quires k2vf At2 < 1. When w^Af2 » 1, we 
are restricted to wavelengths large com
pared to a Debye length, since 

kv,At 
upA( 

(123) 

Unfortunately, this eliminates applications 
such as ion acoustic turbulence, for which 
kXD ~ 1/2. 

At short wavelengths, the implicit algo
rithm is at least stable and errs in the direc
tion of making E too small. Thus, it appears 
that the presence of short wavelengths may 
net interfere with the longer wavelengths 
that are simulated accurately. Finite kv,At 
does not appear to affect convergence of 
our solution process, whereas ki\ At > 1 
does upset convergence of the moment-
implicit method. 1 * 3 0 

The second residual Af limit is a restric
tion on u,rAf. It arises from the neglected 
field-gradient term in the equation for the 
particle displacement at the advanced time. 
Tlie neglected term is important when Af is 
too large to resolve trapping oscillations. 

The final limitation on the time step, that 
of nonphysical secular acceleration, has 

'"" '>en described above. 
We have also described ir detail our strict 

and simplified spatial-difference schemes, as 
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well as an energy-conserving Hamiltonian 
scheme, and we have considered how in
clusion of a magnetic field affects our solu
tion for the advanced field. We have also 
proven that the matrix operator in the field 
equation is positive. In the simplified 
scheme, the matrix is also an M matrix, 
with off-diagonal terms negative. The 
Hamiltonian and simplified schemes can 
yield symmetric matrices, depending on 
how B is introduced.13' 

Electron Subcycling. A simpler approach 
is electron subcycling, which still provides a 
saving of computer time. 1 3 4 The standard 
leap-frog scheme is used for both electrons 
and ions, but the electron time step is a 
fraction of the ion time step. For each com
plete cycle of time integration, there is one 
cycle for ions and several subcycles for elec
trons. The cost of integrating the ions be
comes negligible. The electrons are 
integrated on their time scale, while the 
slower massive ions can be integrated with 
a larger time step, using the field caused by 
their own charge plus the low-pass-filtered 
field of the electrons. This coupling of the 
species can be made second-order accurate. 
Stability and design of the low-pass filter 
are analyzed by the methods of Ref. 135 
and examined empirically in an algorithm 
the implementation. Unlike the implicit 
codes, there is no limitation on wavelength 

Fig. 3-68. Normalized 
drag -to'JVIflK.Af) 2 

= -Im(r/SAr2) vs 
kv lmAf for various 
schemes. 
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Fig. 3-69. Hot-electron 
temperature as a func
tion of position in the 
turbulent region. 

or field gradient, and high-frequency elec
tron modes are retained. Although the po
tential gain in computer time is much 
smaller than for the implicit codes, 
subcycling is more widely applicable. 

Authors: A. B. Langdon, A. Friedman, 
B. I. Cohen, J. C. Adam, and A. Gourdin-
Serveniere 

Hot-Electron Production Caused by-
Parametric Instabilities 

Parametric instabilities, where the laser light 
decays to electron plasma waves and ion 
waves, can be an important absorption 
mechanism in laser fusion. These instabil
ities can occur on the long underdense shelf 
that is predicted for moderate-intensity 
lasers (/ ^ 10'3 W/cm2 for a 1-fim laser). 
We observed hot-electron production and 
microwave absorption caused by these in
stabilities in microwave experiments.136 We 
have continued these measurements and 
have used simulation calculations and the
ory to model hot-electron production. The 
importance of these results is that the long 
underdense shelf predicted to occur for 
moderate-intensity lasers can result in sig
nificant hot-electron production. 

We model this phenomenon using a one-
dimensional particle-simulation code. Hot 
electrons leaving both ends are replaced by 
returning thermal electrons. We can mea-

10 
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sure the hot-electron temperature as a func
tion of distance from both boundaries. The 
parameters for typical runs are plasma 
length L = 512 \ D , ion-to-electron mass ra
tio m/me = 100, and ion-to-electron tem
perature ratio TJT,, =0.1. The hot-electron 
temperature vs the distance the electrons 
travel is given in Fig. 3-69 for Vo/ve — 0.6 
for n = 0.7 wc(0). The hot-electron tempera
ture increases almost linearly with distance. 
In these calculations, the results are ob
tained after the system reaches steady state, 
but before effects caused by the approxi
mate boundary conditions perturb the solu
tion. A better current-conserved boundary 
condition is being constructed. 

The simulation results can be understood 
by solving the spatially dependent quasi-
linear equation. The effective diffusion coef
ficient is the usual spectral-energy term 
minus a term caused by the emission of 
plasmons by electrons. We can approximate 
both terms numerically in an effective 
spectral-energy term by using only the part 
of the spectral energy that is obtained in 
the simulations after the pump is turned 
off.137 We find good agreement between 
theory and simulation calculations. 

For comparison, in Fig. 3-69, we have in
cluded microwave experimental results ob
tained from Prometheus I. These measure
ments were made at a microwave power of 
4 kW. The underdense shelf density was ns 

~ 0.7 nc in the experiments. The measured 
spatial rate of increase of the hot-electron 
temperature is comparable with the simula
tion results. 

In summary, we have investigated the 
hot-electron production caused by paramet
ric instabilities. The results for particle-
simulation calculations, theory, and experi
ments are in reasonable agreement. 

Author: J. S. DeGroot 

LASNEX and Atomic 
Physics 
Introduction 
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During the past year, the LASNEX Code ( 
group has concentrated on improving 
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transport models in the code. We have 
made significant advances in both photon 
and charged-particle transport, including re
finements to the underlying atomic physics 
and development of new mathematical 
methods for solving the relevant transport 
equations. The work reported in the follow
ing four articles was performed in support 
of current target-design needs and was di
rected toward improving the general model
ing capabilities of the LASNEX code. 

When matching code calculations to ex
perimental results, it has often been neces
sary to restrict the electron heat flow below 
the level normally expected by classical 
physics. Some of this restriction is now un
derstood, but a factor of 2 to 20 remains to 
be explained. Understanding the causes of 
inhibited electron transport is essential if we 
are to accurately predict how future targets 
will perform. To this end, we have calcu
lated a complete and consistent set of 
electron-transport coefficients for a magne
tized, partially degenerate plasma, including 
models of the solid and liquid phases ("A 
New Electron-Transport Model for 
LASNEX"). We have also made several nu
merical improvements in the suprathermal-
electron transport routine, including speed
ing convergence to a self-consistent electric 
held and the ability to handle arbitrary en
ergy group sparings ("Suprathermal 
Electron-Bin Transport Allowing Arbitrary 
Bin Structure"). 

The ion-beam deposition package in 
LASNEX requires fast-ion stopping formu
las in the heated target material. Heavy-ion 
beams may not be fully ionized; thus, their 
range may be longer than predicted by the 
fully ionized formulas currently used. Even 
a small range increase can have a substan
tial impact on target efficiency. Thus, we 
have made calculations of the dynamic 
charge state of a heavy ion as it experiences 
various ionization and recombination pro
cesses while slowing down in heated target 
material ("Ab Initio Calculations of the 
Charge State of a Fast, Heavy Ion Stopping 
in a Finite-Temperature Target"). 

In some target designs, radiation can be 
used to carry a substantial amount of the 
laser energy to the target. This has put ad
ditional accuracy requirements on the radia-
"on flow models used in LASNEX. We 
..ave improved the efficiency of the routine 

used to solve the matrix representation of 
the diffusion equation ("A Vectorized In
complete Cholesky-Conjugate Gradient 
Package for the Cray-1 Computer"). 

Author: G. B. Zimmerman 

A New Electron-Transport Model 
for LASNEX 

Hydrodynamic codes used to analyze laser-
fusion plasma experiments require a corv 
plete set of electron-transport coefficients 
that can be used over a wide range of tem
peratures and densities, that are consistent 
with each other (Onsager symmetry rela
tion), and that are expressed in a 
computationally simple form. We have de
veloped a new electron-transport coefficient 
package for LASNEX that satisfies these 
difficult constraints. 

The physical effects included in the 
model are 
• Electron degeneracy. 
• Debye-HUckel screening. 
• Ion-ion coupling. 
• Electron-neutral scattering. 
We calculate the electron-ion collision rate 
in plasmas using a Coulomb cross section 
with carefully chosen cutoff parameters. For 
the solid and liquid phases, we employ the 
Bloch-Griineisen formula138 for the electron 
mean free path. Our model gives a com
plete set of transport coefficients, including 
not only electrical conductivity and thermal 
conductivity but also thermoelectric-power, 
Hall, Nernst, Ettinghausen, and Leduc-
Righi coefficients. These coefficients are ob
tained by solving the Boltzmann equation 
in the relaxation-time approximation. 

Our transport coefficients reduce to the 
well-known formulas of Spitzer139 and 
Bragrnskii140 at high temperature and low 
density. However, our results give signifi
cant improvement over the plasma formu
las at high density. For example, when 
Spitzer's formula is applied to calculate 
electron thermal conductivity at temperature 
T < 10 eV and at near-solid density, it 
gives results that are incorrect by large fac
tor (~10). Our transport coefficients also 
agree with results from a partial-wave cal
culation in which the electron-ion collision 
frequency is obtained by numerical solution 
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Fig. 3-70. Temperature 
and density regions 
where different theo
ries described in text 
are used to calculate 
electron relaxation 
time. 

of the Schrodinger equation for Thomas-
Fermi potentials. 

For a plasma with small gradients of den
sity and temperature and an arbitrary value 
of magnetic field, expressing the electric 
field in terms of the electrical current gives 

E = JVO-J, + Sj V, T , 

Q = TS. j ; - K V. T , 

E ± = ) i / ' i + S,VXT 

+ JT B X j + Nx B X VT , 

Q _ = TSX L -K_VXT 

+ N J B X j + L i B x V T , (124) 

where a = electrical conductivity, K 
= thermal conductivity, and S = thermo
electric power. The terms R, N, NT, and L 
are the Hall, Nernsr, Ettinghausen, and 
Leduc-Righi coefficients, respectively. 

The calculation of these coefficients re
quires knowledge of the momentum-
transfer cross section. Since our goal is to 
obtain transport coefficients for use in large-
scale hydrodynamic codes, we need a prag

matic method for calculating cross sections. 
By comparison with numerically calculated 
cross sections, we find that a Coulomb 
cross section with appropriate cutoff param
eters gives a good approximation for the 
transport coefficients, except at high densi
ties, where strong ion correlation can have 
a dramatic effect. The Coulomb cross sec
tion is 

4ir(Z*)2<?4lnA (125) 

where Z* = ionization state. The Coulomb 
cross section is a reasonably accurate de
scription of plasma scattering for conditions 
where the typical free electron has an en
ergy small compared to t'le ionization po
tential of bound electrons.1'" The Coulomb 
logarithm, In A, is calculated with cutoff pa
rameters that reflect influences of electron 
degeneracy, Debya-Htickel screening, and 
strong ion-ion coupling. 

Using this Coulomb cross section, we ob
tain the complete set of electron-transport 
coefficients for plasmas. For example, the 
electrical conductivity is 

o± = — / ^ ( M / " " , O V T ) , (126) 

where M is the chemical potential, we 

= eB/mc, and T is given by 

3 (m)1'2 (kT)m 

2 (2) 1 / 2 TV (Z*)2 «, e4 In A 

X F 1 / 2 (ntkTI [1 + exp (-nlkill , (127) 

where F I / 2 (n/kT) is a Fermi function, and n-, 
is the ion density. The function A±(n/kT, 
aier) is expressed in terms of integrals in
volving the electron relaxation time, mag
netic field, and local electron equilibrium 
distribution. For arbitrary values of electron 
degeneracy and magnetic field, we numeri
cally evaluate A± and tabulate the results 
as a function of n/kT and W,,T. 

The conductivity model gives transport 
coefficients for partially ionized and par
tially degenerate plasmas of arbitrary com
position. As an example, we calculate the 
electrical conductivity of aluminum. / 
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Figure 3-/0 shows the temperature-
density regions where different theories are 
•.used in our model. Region (1) is the high-
temperature/low-density plasma where the 
screening length is obtained from the 
Debye-Hiickel theory. In region (2) (the 
dense plasma), the Debye-HUckel tre : tment 
of screening breaks down because of strong 
ion correlation effects. The Debye-HUckel 
screening length becomes less than the in
teratomic distance in this region. To be con
sistent with results from the one-component 
plasma (OCP) theoiy,142 we replace the 
Debye-Huckel screening length in this re
gion by the interatomic distance. 

In region (3), the Coulomb logarithm 
reaches a minimum value equal to 2.0. With 
this minimum value for the Coulomb loga
rithm, the conductivity agrees with results 
from partial-wave calculations for Thomas-
Fermi potentials. The same conclusion was 
reached in Refs. 143 and 144. 

In region (4), the calculated electron 
mean free paths are less than the inter
atomic distance. Without detailed analysis 
of the conduction mechanism appropriate to 
this region, we adopt a minimum con
ductivity following the argument developed 
for amorphous semiconductors in Ref. 145. 

Regions (5) represent liquid and solid 
phases. The electron mean free path in 
these regions is calculated using the Bloch-
Griineisen formula,138 together with a semi-
phenomenological melting model 1 4 6 derived 
from the Thomas-Fermi theory. The electri
cal conductivity calculated by the Bloch-
Griineisen formula agrees adequately with 
experimental data for monovalent metals. 

Figure 3-71 shows the electrical con
ductivity of aluminum as a function of tem
perature and density. The ionization state is 
obtained from the screened hydrogenic 
model. 1 4 7 In general terms, the model has a 
maximum error of a factor of 2 because of 
the approximations used in the calculation. 
Our results for a fully ionized plasma agree 
with Spitzer and Bragjnskii. At low tem
perature and high density, the conductivity 
model gives a significant improvement to 
the results of Spitzer and Braginskii. 

Authors: Y. T. Lee, R. M. More, and 
f~\ B. Zimmerman 

Aluminum 

Suprathermal Electron-Bin 
Transport Allowing Arbitrary Bin 
Structure 

LASNEX calculates the transport of supra-
thermal electrons in laser-fusion plasmas by 
solving a set of relativistic multigroup diffu
sion equations.148 The method used to solve 
iiW3£ CqUatiOilS ID ucSCTiDcu iju Kci. i*7. 

The simplifying assumption of equal-
width energy bins 1 4 9 limits the usefulness of 
the model. Laser-fusion target designers en
counter plasmas with Thot/Tcoli ratios rang
ing from 2 to 200 or more. Thus, the 
electron bins must span several orders of 
magnitude to represent the hot distribution. 
The requirement of equally spaced electron 
bins prevents the designers from finely re
solving the low energies while simulta
neously including the high energies. By 
using a bin structure with wider bins at the 
higher energies, the designer has the advan
tages that he or she can resolve the spec
trum at the energies of interest, cover the 
entire energy range, and often use fewer 

Fig. 3-71. ElecSrical 
conductivity calcu
lated as function of 
temperature and den
sity {zero magnetic 
field). 
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bins, thus making the calculations smaller 
and faster. 

The new suprathermal electron transport 
allows unequally spaced electron bins. To 
do this, we wrote a completely general 
mapping from kinetic-energy space (KE) to 
total-energy space (TE) and back. To take 
full advantage of the Cray computer, the 
mapping routine is vectorizable over the 
mesh index, which is typically larger than 
the number of bins. 

The mapping algorithm from KE to TE 
space is a generalization of the equally 
spaced mapping. The TE space bin structure 
is determined by the bin structure in the 
zone with the lowest potential energy, with 
the top bin repeated as many times as nec
essary to cover the entire total energy 
range. In mapping, the bin populations are 
weighted by the area of overlap. The bin 
quantities are weighted by the fraction of 
electrons from each KE bin contributing to 
the TE bin. The remap from TE to KE space 
of the newly transported bin population is 
also area weighted with the added con
straint of EJ energy conservation. The en
ergy conservation is applied first on a local 
zone-by-zone basis. If the energy is still not 
conserved, the remap for all zones is shifted 
to conserve energy. We now include the 
thermalization and the suprathermal hole 
loss terms in the energy-conserving remap. 
This eliminates nonphysical oscillations in 
the bin populations, which we observed 
with the old remap when thermalization 
was the dominant process. 

To lessen the resolution problem, the old 
equally spaced bin routine rezoned the bin 
structure up and down, following the aver
age suprathermal temperature (T^ where 

™^ = P(TS) = P 
ZZ*' 
21* 

, (128) 

preserve the original bin structure through
out the calculation. Also, we have changed 
the definition of the average suprathermal 
temperature used in the rezone calculation 
to 

EN m a x = P(T s) 

4 II.!,, 
+ Tht 

2 I5> 
(129) 

This definition emphasizes those bins with 
the most energy, not just those with the 
largest population, as in Eq. (128). For the 
same maximum bin energy, an unequally 
spaced bin structure with larger bins at the 
higher energies has much-lower-energy 
bins than in the equally spaced case. For 
this case, adding a given amount of energy 
to the lowest bin requires more electrons 
than in the unequal case. Therefore, using 
Eq. (128) with the unequally spaced bins, 
the code will predict a maximum bin en
ergy that is too low when absorption in the 
lowest bin is dominant. This happens when 
inverse bremsstrahlung absorption takes 
place in a cold plasma. The maximum bin 
energy calculated by Eq. (129) is a more re
alistic value, as it emphasizes the bins that 
contain the most energy, not the most 
electrons. 

Finally, the new suprathermal electron-
transport routine, allowing unequally 
spaced electron bins, models typical prob
lems in less than one-third the time re
quired by the old, simpler routine. We 
achieved this speed in the more complex 
calculation by coding the inner loops over 
the mesh so that they could be vectoiized 
by the compiler and take advantage of the 
vector nature of the Cray computer. 

Authors: J, A. Harte and D. S. Kershaw 

ENmax = maximum bin energy, and «, and 
v\ are the bin energy and population for the 
ith bin in the Ah zone, respectively. The 
factor P is set by the user with a drop-
through value of 20. 

The new routine allows the user to con
trol the bin rezoning, or to let the code con
trol it, or to eliminate it entirely and 

Ab Initio Calculations of the 
Charge State of a Fast, Heavy Ion 
Stopping in a Finite-Temperature 
Target 

Because of recent interest in heavy-ion-
driven ICF targets, we are improving the 

I 
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stopping-power calculations used in the 
simulation codes for target design. Knowing 
the effective charge of the projectile ion is 

-very important for these calculations, since 
it is the square of the charge that enters 
into the stopping-power calculation. This 
article discusses a calculation from first 
principles of the charge state of a fast, 
heavy ion traversing a finite-temperature 
targjt plasma. 

To perform this calculation, we use an 
average-atom representation,150 together 
with scaled hydrogenic rates 1 5 1 for the con
tinuum and bound processes (see Table 3-5) 
to follow the time history of the projectile 
charge state. Since our main interest lies in 
a high-Z projectile and a warm, low-Z tar
get, we have excluded various resonance 
processes that are important for near-
neutral ions and enhanced charge transfer 
from target to projectile where there is a co
incidence in the energy levels. In our case, 
since we expect the target and projectile at
oms to be highly ionized, such resonance 
effects are small. 

Next, we present arguments to show that 
even at approximately solid density in the 
target, three-body recombination is strongly 
suppressed by kinematic effects. To calcu
late the rate for this process, we must inte
grate the cross section over the initial 
electron-distribution function in both energy 
and angle. In our case, however, we essen
tially have delta functions, which, with re
quirements of energy and momentum 
conservation and the form of the cross sec
tion, lead to a small result. To get a quanti
tative estimate, we proceed as follows. From 
detailed balance, we can relate the recom
bination differential cross section to that for 
ionization. Using a Born approximation fcr 
the ionization differential cross section, and 
performing the phase-space integral, we fi
nally obtain an analytic expression for the 
three-body rate. There are two parts to this: 
an angular part, shown in Fig. 3-72; and an 
energy factor, listed in scaled form in Table 
3-6. Here, R(three-body/radiative recom
bination) = Ro(E/I) X (n,/n0) - (n/Z")\ 
where n e = electron density (cm - 3), 
£ = electron energy (keV), / = ionization 
potential (keV), n = level, and Z* = ion 
charge. Even at threshold (E// ~ 1, appro

priate at equilibrium), the combination of 
-angular and energy factors yields a suppres
sion of 1000 to 10 000 for fast ions of high 

A Table 3-5. Processes 
included in rate 
calculations. 

1.0 2.8 X 1 0 - 1 

5.0 4.74 X 1 0 - 3 

10.0 3.18 X lO"4 

15.0 1.02 X 1 0 - 4 

20.0 2.90 X 1 0 - 5 

30.0 652 X 10~ 6 

charge of three body relative to radiative re
combination. 

Finally, we include the ion-ion processes 
by z scaling from the electron results (i.e., 
^ion-ion = ( Z * ) 2 X ^electron-ion )• ^ s h o w n i n 

Fig. 3-73, this is a good approximation for 
fast ions on fully stripped targets, which is 
the case of greatest interest here. 

In summary, the important processes are 
collisional ionization balanced at equilib
rium by radiative recombination. Although 
similar to coronal equilibrium, the peaked 
electron-energy distribution means, in the 

Fig. 3-72. Dependence 
of three-body recom
bination rate on angu
lar point of phase 
space as function of 
projectile-ion energy 
for free-electron tem
peratures (0C> of 100, 
300, and 1000 eV. 

Fig. 3-73. Comparison 
of total ionization 
cross sections for inci
dent electrons and 
protons as a function 
of collision energy per 
electron mass. 

Table 3-6. Comparison 
of three-body recom
bination rate with ra
diative recombination 
rate. 
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Fig. 3-74. Time-
dependent charge state 
for several ions, (a) 
For electron collisions, 
(b) Ion collisions for 
target corresponding 
to fully stripped Al at 
solid density. 
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Fig. 3-75. Equilibrium 
charge state as a func
tion of ion velocity 
for ions of Fig. 3-74. 
(a) Low-Z ions, (b) 
High-Z ions. 
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Table 3-7. Equilibrium 
distance (units of cold Gold Au ~0.16 
range). Silver Ag ~0.1 

Copper Cu ~0.025 
Calcium Ca ~0.01 
Silicon Si ~0.005 

present case, that the same electrons excite 
as recombine, whereas, with Maxwellian 
electrons, it is the high-energy ones that do 
the excitation and the low-energy ones that 
recombine. 

The results of solving the rate equations 
for various projectile ions with an energy of 
46 MeV/amu (corresponding to 9 GeV for a 
gold ion) are shown in Fig. 3-74(a) for 
electron-ion excitation and in Fig. 3-74(b) 
for ion-ion excitation for a target ion with a 
z* of 10. For such fast ions, the equilibrium 
charge state is very close to fully stripped in 
all cases, although the time to reach equilib
rium increases with projectile z. Further

more, although the equilibration time de
creases for the ion-ion case [Fig. 3-74(b)], 
the equilibrium charge is almost identical to 
the electron-ion case, in agreement with the 
Bohr criterion. To express the equilibration 
time in more physical units, we list in Table 
3-7 the equilibration distance (for a 
constant-velocity ion) in units of the cold 
range for the ions in Fig. 3-74. The delay 
distance increases rapidly with z and, for 
gold ions, is 1/6 of the total range, which is 
a substantial effect. By repeating the cal
culations of Fig. 3-74 for lower-energy ions, 
we can obtain the equilibrium charge for 
each ion as a function of projectile velocity. 
These results are shown in Fig. 3-75(a) and 
(b) for the same ions used in Fig. 3-74. We 
also show for comparison the semi- / 
empirical Betz formula.154 At high velocitieV 
the agreement is very good; at medium 
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velocities, shell effects cause our results to 
deviate from Betz; and, at low velocities 
(where the Betz formula starts to fail), our 
results are systematically high. 

Finally, we mention a useful result that 
we obtain as a by-product of solving the 
rate equations, i.e., the radiation emission of 
the projectile ion as it traverses the target. 
We show in Fig. 3-76 the time-integrated 
emission spectrum of a 46-MeV/amu gold 
ion penetrating somewhat more than a cold 
target range depth in Al, Since the total ra
diation emission is ~ 2 % of the original ion 
energy, it is a potential source of preheat in 
the rest of the target. 

Authors: D. S. Bailey, Y. T. Lee, and 
R. M. More 

A Vectorized Incomplete Cholesky-
Conjugate Gradient Package for the 
Cray-1 Computer 

In LASNEX, the two-dimensional radiation 
transport, electron thermal conduction, ion 
thermal conduction, and neutron transport 
all use the incomplete Cholesky-conjugate 
gradient (ICCG) method to solve the trans
port equations. We have been using 
ICCG 1 3 5 to solve the diffusion equation 
with a 9-point coupling156 scheme on the 
CDC-7600. In going from the CDC-7300 to 
the Cray-1, a large part of the algorithm 
consists of solving tridiagonal linear systems 
on each L line of the Lagrangian mesh in a 
manner that is not vectorizable. Therefore, a 
direct translation from the CDC-7600 to the 
Cray-1 would not give much increase in 
running speed because the vectorization po
tential of the Cray-1 cannot be used. We 
have developed an alternative ICCG algo
rithm for the Cray-1 that uses a block form 
of the cyclic reduction algorithm described 
previously.157 This new algorithm allows 
full vectorization and runs as much as five 
times faster than the old algorithm on the 
Cray-1. It is now being used in Cray-1 
LASNEX to solve the two-dimensional dif
fusion equation in all the physics subrou
tines mentioned above. 

In the article following Ref. 157, we de
scribed158 our first attempt at vectorizing 

iCG. In that earlier method, we applied 
me cyclic reduction permutation only 
within each block, with the blocks retaining 

1 10 
rtioton energy (keV) 

100 

the standard ordering. Thus, within each 
block, we had K = 1, 3, 5, 7,..., 2, 6, 10, 
14,. ..2p, but the blocks are ordered L = 1, 2, 
3, 4,..., LMAX. The new method described 
here is conceptually much simpler, easier to 
program, and easier to maintain. Its speed 
of execution on the Cray-1 is about the 
same as the vectorization method described 
in Ref. 158. 

Basic Algorithm. We have an equation, 
MX = Y, where M is positive definite, and 
symmetric, and the sparsity pattern is such 
that M u , M i ( i ± 1 ) , M j , ( i ± K M A X ) , M i | i = K M A X ± „ 
are the only nonzero elements. 

The ICCG method consists of finding an 
approximate Cholesky decomposition for M 
=s LDl7 and then using the conjugate-
gradient algorithm. Let ra = Y — MX0 and 
„ _ ( m r ' K - l , . than p0 = (LDLT)~ V then 

a, = (LDL1 - i \/(P,Mp;) 

Xi + 1 = X; + aiPi , 

'i + i = 'i - "MP, • 

k = 
\r^ly(LDLJ)-h (>+i)l 

r^(LDLT)' 

pi + 1 = U D L T ) - ' r ^ D + JVi 

for i = 0, 1, 2,... (130) 

This algorithm is trivially vectorizable ex
cept for the evaluation of the approximate 
inverse on the residual (LDLT)~\. With the 
choice for the approximate Cholesky de
composition given in Ref. 155, this is a re
cursive operation that can only go at scalar 
speeds on the Cray-1. To improve it, we 

Fig. 3-76. Time-
integrated emission 
spectrum for gold ion 
traversing 0.25 g / cm 2 

of cold Al. 
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must use a different approximate decompo
sition that allows for vectorization. 

To see how this is done, we first write 
our equation in block form, in which our 
matrix, M, can be written 

M = 

(131) 

where the Ai and B, are tridiagonal matrices 
of dimension KMAX and i = 1, 2, 3,..., 
LMAX. 

To obtain an algorithm that allows 
vectorization, we apply the cyclic reduction 
permutation, but we apply it only to the 
KMAX by KMAX blocks, and, within a 
block, we retain the standard ordering.158 

Thus, the blocks are now ordered L = 1,3, 
5, 7 2, 6, 10, 14,..., 1-21, 3-21, 5- 2% 
7-2^,..., 2f. Here, p is the highest power 
with 2 p < LMAX. Within a block, the ele
ments are still ordered K = 1, 2, 3, 4,..., 
KMAX. Let P be the matrix that performs 
this reordering of the unknowns. 

Our equation MX = Y then becomes 
(PMP~\PX) = iPY), and we now perform 
block LDLT decomposition of this block-
permuted matrix. 

The decomposition is incomplete because, 
as we perform the block LDLT decomposi
tion, the blocks (which were originally all 
tridiagonal) would all quickly become 
dense, but we simply ignore (neither com
pute nor store) all elements that lie outside 
the tridiagonal band. 1 ' 9 

Implementation. The implementation of 
the above algorithm into a practical code is 
straightforward. We have chosen to split 
the program into two levels. The first 
(ICCGAF) performs the actual matrix solu
tion, while the second (SICCG) serves as a 
supervisor and interface to LASNEX. 

The algorithm used in ICCGAF differs 
from that described in Ref. 159 in only one 
way. We found it useful, in rendering 
unique the decomposition Lf Df (Lf) = A?, 
to specify that the diagonal elements, (LOj), 
of the lower triangular matrices, Lf, equal 
the reciprocals of the corresponding ele
ments (Dj) of the Df, rather than equal 
unity. By this choice, the off-diagonal ele
ments, (Llj), of LJ1 become equal to the cor

responding elements, (<41j), of A$. The 
sweep for each block then becomes 

D, = 1/A0, 

For / = 2 KMAX, 

D, = 1/{A0, *lf-i Di-i) (132) 

where the AOj are the diagonal elements of 
A*, and A0f and Dj share the same storage 
(a copy of the input A0 is saved for later 
matrix multiplications). The L0( are not 
needed later, since, in BT = LDCT (etc.), 
only LOjDj = 1 appears and, in the solve, 
the necessary division by LOj becomes a 
multiplication by Dj. 

The other choice (LOj = 1) would have 
led to the sweep 

D, AO, 

LI, = A1JD, 

For / = 2 KMAX 

Dj = AO; - LI?., Dj., 

(133) 

If the LI overwrite the Al, extra storage to 
save a copy of the input Al is required. 
This choice would also lead to one extra 
multiplication in the formation of the C. Be
cause most of the time is spent in the itera
tion and not in the decomposition, this is a 
minor savings. 

On input to ICCGAF, each array is of 
length 2*KMAX*LMAX. The last half of the 
Y array is used to save AO for matrix multi
plications. A workspace, W, of length 
4*KMAX*LMAX is required. The first quar
ter is used to store the diagonals of the C 
matrices. For odd blocks at each level, the 
subdiagonals of C are equal to those of B, 
while, for even blocks, the superdiagonals 
are equal. Hence, the second quarter of W 
contains the off-diagonals of the C matrices. 
The last two quarters of W are used for the 
r and p vectors of the conjugate-gradient 
iteration. 

The interlaced storage of the sub- and 
superdiagonal bands of the C for alternate 
blocks suggests we specify that the first s i / 
nificant element of the superdiagonal of the 
B be the first element, not the second. Since 
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this does not agree with previous LASNEX 
convention, SICCG supplies the necessary 
offset in its calls to ICCGAF. 

The code was written using structured 
programming techniques. Special care 
needed to be taken in the coding to ensure 
that "overreaches" (references to undefined 
elements beyond the ends of an array's 
storage) do not lead to errors. Appropriate 
directives instructing the compiler to ignore 
apparent vector dependencies in the sweeps 
were employed, so that all loops could be 
processed in vector mode on the Cray-1. 

The supervisor routine SICCC performs a 
number of functions 
• We note that the program is most efficient 

for problems with LMAX » KMAX be
cause this implies a large number of small 
blocks and, thus, long vector lengths and 
simple sweeps, for smaller block sizes, 
less fill-in is discarded in the incomplete 
decomposition; hence, convergence is 
faster in the conjugate-gradient iteration. 
Thus, when appropriate, we transpose the 
computational mesh by interchanging K 
and L. The transposition is always rapid, 
so it is performed whenever KMAX > 
LMAX. 

• To prevent excessive memory-bank access 
time, no bank can be referenced more fre
quently than every four machine cycles. 
In particular, we should avoid references 
to array elements spaced by multiples of 
8. The entire storage scheme described in 
Ref. 159 was worked out with this in 
mind. Since we often need reference ele
ments spaced by increments 2'KMAX, it 
is important to ensure that KMAX is odd. 
In LASNEX, there is always a column of 
boundary zones for which the diffusion 
equation need not be solved. This column 
is either preserved or eliminated, depend
ing on whether KMAX on input is odd or 
even, before the call to ICCGAF. The row 
of boundary zones corresponding to L 
= 1 is eliminated by calling ICCGAF with 
offset arrays as arguments. If transposition 
is called for, the L = 1 row is kept or dis
carded, depending on whether the input 
LMAX is odd or even, so that the new 
KMAX seen by ICCGAF is always odd. 

• Boundary matrix elements needed to cal
culate fluxes can be overwritten when 

' 'CCGAF is called after the above-
described operations. Thus, SICCG saves 
these elements and restores them after so

lution. Vacuum-field values are similarly 
saved and restored. 

• Since hand-coded (assembly language) 
routines for solution of tridiagonal sys
tems are available, they (rather than 
ICCGAF) are called by SICCG for solu
tion of one-dimensional problems. For 
LMAX = 2, a simple call with an offset of 
KMAX + 1 is made, while, for KMAX 
= 2, a transposition is performed before 
the call. For single-zone (zero-
dimensional) problems, the hand-coded 
routines fail, so a single division in SICCG 
solves the remaining trivial equation. 

• SICCG chooses the maximum number of 
levels of cyclic reduction to be performed 
(S). On problems with small LMAX, this 
number may be greater than the number 
needed to process all levels, and ICCGAF 
uses the smaller of the two. At present, S 
is hardwired at four levels (see below). 

• As mentioned above, SICCG changes the 
storage convention for the superdiagonal 
elements of the B arrays to and from that 
of ICCGAF. 
Performance. The new algorithm has 

been tried on a variety of test problems. 
These include the model problem from 
Ref. 155, a typical real problem taken from 
a laser-fusion simulation, and a set of M 
matrices whose elements were randomly 
generated and whose mean degree of diag
onal dominance was adjustable to obtain 
matrices with different degrees of ill-
conditioning. 

Incomplete cyclic reduction worked very 
well. For all the matrices we tried, it was 
true that the B blocks decreased very rap
idly relative to the A blocks (in fact they 
decreased quadratically as predicted in 
Ref. 158). Even for the stiffest model prob
lems, it was never necessary to go beyond S 
= 3 to get the fastest possible running time. 
Performance was typically a weak function 
of S for S > 0. More recent LASNEX user 
experience showed that, on very stiff prob
lems, the routine would fail to converge 
with S set at 2; when S was raised to 4, the 
routine performed well. 

Figure 3-77 shows relative running times 
for the new vectorizable algorithm and the 
scalar algorithm given in Ref. 155. KMAX 
was held fixed at KMAX = 5 and LMAX 
was varied from 4 to 8000. The matrices 
were generated by setting each subdia-
gonal element M ( i + 1 > ) M ( i + K M A X ) i , 



Fig. 3-77. Ratio of sca
lar execution times, rs, 
to vector execution 
times, fv, for solution 
of block tridiagonal 
linear system. LMAX 
is number of blocks, a 
is stiffness parameter. 
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LMAX 

M(|+KMAX-I)I< and M ( 1 + K M A X + 1 ) to a differ
ent random number between — 1 and 0. 

This fixes the superdiagonals, since M is 
symmetric. Then, we set 

M„ ; a 'RANF - V Mi, (134) 

where the summation is over all the off-
diagonal elements in the ith column, RANF 
is a random number between 0 and 1, and 
a is a stiffness parameter. By construction, 

M is a diagonally dominant M matrix and 
so is positive definite. We chose a random 
X vector, found V from Y = MX, and then 
solved Y = MX using ICCG until II X n 

- X ll/ll X II < 1CT7, where X n was the 
ICCG solution for X after n iterations and 
II X II was the Euclidean norm. Both the old 
and new algorithms were written in 
FORTRAN, compiled with CFT, and run on 
the Cray-1 computer. The new algorithm 
was completely vectorized. The old algo
rithm was completely vectorized except for 
the incomplete factorization, LDLr = M, 
and the incomplete solve (LDLT)~V|. These 
operations are recursive and cannot be 
vectorized. The ratio of the rentral proces
sor times is shown in Fig. 3-77 for three dif
ferent values of a. Asymptotically, the new 
algorithm runs three to five times faster 
than the old. As the problem got stiffer, the 
new algorithm tended to take a few more 
iterations than the old. This is why the 
speed increase is less for small a. 

Authors: A. Friedman and D. S. Kershaw 
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Target Fabrication 
Introduction C. D. Hendricks 

The primary task of the Fusion Target Fabrication program is the production of 
targets for our current experimental program. However, development of tech
niques by which future targets can be produced is also one of our most impor
tant activities. Material, design, and experimental limitations provide challenges 
that must be surmounted to achieve success. In spite of the limitations, we have 
successfully produced many targets, but have also experienced delays in the 
successful completion of some other tasks. 

There are two major classes of targets: directly driven and soft x-ray driven. 
In the second class, the laser light or other beam energy is converted to soft 
x rays that then drive the implosion. The x-ray-driven targets are generally clas
sified and are not discussed. In this section, we discuss the fabrication problems 
for the direct-drive targets. 

Much of our research, development, and production is in the general field of 
material sciences. In particular, we are concerned with density and surface uni
formity in deposited materials—usually coatings on small (50- to 500-/mi-diam) 
spherical shells. Polymeric materials, metal coatings, glass, and some ceramics 
are also critical to our present and future targets. 

As in the past few years, we continue to have a strong interest in glass-shell 
development and production. In addition, we are developing techniques for the 
production of hollow metallic shells. Recently, we have had some success in 
making hollow gold spheres using liquid-jet techniques. The extension of our 
earlier work on copper and other materials by liquid-jet techniques further em
phasizes the generality of this very useful method. 

Producing small parts by micromachining is a remarkable adaptation of 
machine-shop technology that was considered almost impossible only a few 
years ago. Other techniques, such as ion milling and drilling, adapted from the 
physics of electron- and ion-beam technology, have made it possible to drill 
holes as small as 1 fim to depths of tens of micrometres. 

While we have solved many of the cryogenics problems, there are still many 
techniques to be developed. Some fabrication techniques that may be required 
for future targets include completely filling a hollow sphere with solid D-T and 
then assembling multiple layers of organometallic polymers and other materials 
concentrically around the cryogenic sphere. 

Characterization of complete targets and components throughout the fabrica
tion processes has provided, and will continue to provide, very difficult tech
nical problems. As we work with more opaque targets, radiography or other 
nonoptical techniques become critical tools. Beam techniques, such as scanning 
electron microscopy and Auger spectroscopy, are also important analytical tech
niques for both developmental and production aspects of target fabrication. 

We would be remiss if we did not point out the support and assistance that 
we enjoy from equipment manufacturers and other industrial suppliers. We are 
also fortunate to have excellent interactions with other laboratories, particularly 
Los Alamos National Laboratory, Los Alamos, N. Mex.; Sandia National Labora
tories, Albuquerque, N. Mex.; and KMS Fusion, Ann Arbor, Mich. In the cryo-

( Snics area, the National Bureau of Standards, Boulder, Colo., has provided 
developmental and fabrication support. In general-fabrication areas, the Future 
Systems group at the Department of Energy plant in Rocky Flats, Golden, Colo. 



Fuel Container 

(managed by Rockwell International), has been exceptionally helpful and has 
been instrumental in solving many of our problems. The Charged Particle Re
search Laboratory at the University of Illinois, Urbana, 111., has assisted us 
strongly in liquid-drop technology development, and, at the Jet Propulsion Lab
oratory, Pasadena, Calif., we have had significant help in the generation of hol
low metal shells and the study of liquid-drop behavior. We would like to 
acknowledge the help of these and others who have helped us to accomplish 
our goals. 

Fuel Container 
Introduction 

Past and current directly driven laser-fusion 
targets have relied on bare or coated glass 
microspheres to contain the D-T fuel. In
vestigation of these types of targets requires 
that we maintain our ability to produce 
glass shells in a variety of sizes. In some 
cases, the shells require that diagnostic 
tracer gases be added to the fuel. We are 
still seeking an optimal method for adding 
the tracer gases. 

Most of our new development efforts for 
these targets are in the area of metal shells. 
We are investigating the possibility of form
ing fuel containers from molten metal by a 
concentric jet process. We are also pursuing 
plating or vapor coating thin evaporable 
mandrels as an alternative method. 

The new fusion-target development facil
ity (FTDF) tritium laboratory is under con
struction. The tritium laboratory will 
provide diffusion fill capability and the fa
cilities for developing other filling 
techniques. 

Author: T. P. Bernat 

Metal-Shell Development 

In August 1981, in anticipation of the high-
gain directly driven capsules for Nova ex
periments, we started the development of 
techniques for producing high-quality metal 
shells. Thin-walled hollow spheres of select 
metals and alloys are required as the basic 
layer in the construction of Nova targets. By 
high quality, we mean that the metal shells 
must display nearly perfect sphericity and 
concentricity (within ± 1%), high yield 
strength (>4.2 X 106 g/cm2), uniform 

thickness (within ±2%), and good surface 
finish. Although hollow glass spheres with 
superior qualities were produced routinely 
in our laboratories, new techniques must be 
established for metal shells because of the 
vast differences in properties between met
als and glasses. 

Three methods have been conceived as 
possible solutions to the problem of metal-
shell preparation. The simplest and the 
most direct method is called the metal-
droplet generator method. A metal-droplet 
generator simply consists of two concentric 
tubes so designed that a double-jacket ori
fice emerges at the lower end. The outer 
lube contains the metallic charge from 
which the hollow spheres are to be made. 
The small inner tube is for the passage of 
an inert gas under pressure p,. The function 
of the inert gas is to push the liquid metal 
through the orifice so that a hollow liquid 
jet will be formed beneath the generator. 
To facilitate the jet formation, the liquid 
metal is acted on by the same inert gas sup
plied under a different pressure p 2 from a 
second source. By adjusting the pressure ra
tio Pi/p2, we not only allow a hollow liquid 
jet to be formed, but also cause instability 
of the jet, which leads to the jet breakup 
into a series of droplets. The liquid droplets 
will eventually solidify into hollow spheres 
with a small amount of inert gas trapped 
inside. The materials suitable for the con
struction of the generator vary with the 
type of metallic material to be handled. The 
generator materials could be stainless steels 
for such metallic charges as lead, tin, and 
Au-Sb-Pb eutectic alloys, which have rela
tively low melting points, Tm. For metals 
with Tm greater than 1000°C, the generator 
may be constructed from quartz, graphite, 
refractory metals, or ceramics. 

We have successfully used an all-quartz 
generator to produce gold shells. The qua( 
ties of the initial product were surprisingly 
good with respect to the sphericity and 
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Fuel Container 
surface finish. However, the yield of metal 
shells with the specified wall thickness and 

jaspect ratio is still too low, and the overall 
v -'"qualities of the shells have not met all the 

requirements for Nova targets. 
For our second method, we use under

sized spherical mandrels of a volatile metal, 
such as zinc, on which the shell material 
will be deposited by either electroplating or 
some other technique. A small hole will 
then be drilled through the plated layer. 
The sphere will then be heated in a vac
uum to drive out the volatile mandrel metal 
through sublimation in a closed system 
equipped with a trap. The applicability of 
this method has been demonstrated with 
zinc wires, from which hollow cylinders of 
a noble-metal alloy were produced. We are 
continuing the feasibility test of this method 
with zinc spheres and searching for a 
method to minimize the diffusion of zinc 
into the noble-metal alloy during the heat 
treatment. 

The third method involves essentially the 
same principle as the second method, i.e., 
the use of disposable mandrels. The man
drel material, however, is changed from a 
metal to an organic compound that could 
be eliminated by gas reactions at moderate 
temperatures. The latter material offers the 
advantage that diffusion of polymeric mole
cules into the plated layer is unlikely to 
proceed to any appreciable extent during 
the gas treatment, thus alleviating the prob
lems caused by metal diffusion of the man
drel metal into the noble-metal alloy 
encountered in the second method. The fea
sibility of this method is being tested with 
latex microspheres furnished by Dow 
Chemical Co. 

Author: C. W. Chen 

Major Contributor: W. E. Elsholz 

Fuel Filling of Impervious 
Capsules 

With the exception of a few particular al
loys, metal fuel capsules will be impervious 
to hydrogen, even at relatively high tem
peratures, and therefore not fillable by dif-
Vsion. In the same way, some glass 

"microspheres with more stable compositions 
than our current product,1 or with high-

atomic-number additives, might not be 
fillable by high-temperature diffusion. We 
have therefore continued developing a tech
nique for drilling submicrometre-diameter 
holes in impervious fuel capsules. 

As described in Ref. 2, we have been 
collaborating with Hughes Research Lab
oratories, Malibu, Calif., on the micro-
drilling. Hughes has developed a focused 
ion-beam facility with interchangeable 
liquid-metal sources. We have used it to 
perform drilling and milling experiments on 
gold foils with 60-keV ions from a Au-Ge 
source and on glass with 60-keV ions from 
a Au-Si source. 

Figure 4-1 shows a representative hole 
drilled through a 10-/im-thick gold foil that 
had been prepared by evaporation onto a 
flat substrate. The foil was removed from 
the substrate and mounted on a small grid 
for drilling. The back-surface hole is seen 
just after the ion-beam breakthrough, and 
comparison of it with the front-surface hole 
suggests a profile as depicted. However, 
longer drilling time opened the diameter of 
the back-surface hole until it equaled the 
diameter of the front-surface hole. 

By making electrical contact to the foil 
and to an electronically floating base under 
the foil, we were able to measure the por
tion of the beam current hitting the foil and 
the portion hitting the base after the foil 
was penetrated. For these experiments, the 
total current was about 150 pA. We defined 
Ty2 as the time it took for the current to the 
base to equal the current to the foil. The 
term TU2 is an arbitrary indication of the 
hole-drilling time, although the time for ini
tial beam breakthrough was less. We mea
sured T 1 / 2 for four foils from 1 to 10 jttm 
thick, with the results shown in Fig. 4-2. 
The approximate straight-line fit suggests 
an exponential dependence of T ] / 2 on foil 
thickness. For verification, we tried drilling 
a new 14-^m-thick foil. The exponential 
equation predicts T 1 / 2 of about 150 s. Unfor
tunately, we were not able to drill through 
the foil, even after 700 s. The Hughes facil
ity had been modified between the two sets 
of experiments and we are therefore repeat
ing the earlier work to try to elucidate the 
discrepancy. 

Drilling experiments with glass have not 
been as extensive as with gold foils. How
ever, we have established that 60-keV ions 
will sputter cuts and holes in thin glass flats 



Fig. 4-1. Ion beams 
can drill high-aspect-
ratio, small-diameter 
holes in gold (oils. 

Fuel Container 

Ion-drilled hole in 10-^m-thick foil, aspect ratio 

Back-surface hole, diameter ~ 0.2 Mm 
Fig. 4-2. Ion-beam 
burnthrough time ex
perimentally increases 
with foil thickness. 

100 Tritium Laboratory 

2 4 6 8 
Foil thickness, d (^m) 

at.i will drill glass spheres. Target charging 
does not seem to degrade the sputtering 
process, possibly because the very low 
beam current is drained away by target sur
face currents. 

Author: T. P. Bernat 

Major Contributors: W. 1. Johnson, B. H. 
Ives, and W. E. Elsholz 

Target Fabrication is faced with developing 
unique processing and construction schemes 
to meet Nova target-design specifications. 
One important area is D-T fuel processing. 
Target fill, target-fuel containment, and 
target-fuel solidification are processes that 
we need to study to achieve a fabrication 
capability for the Nova target. A tritium 
laboratory (TL) has been designed and is 
currently being built for the new fusion tar
get development facility (FTDF) to permit 
experimentation with D-T fuel processing. 
The design of the TL is based on safety fea
tures that are necessary for handling tri
tium. A discussion of these safety features is 
presented to emphasize the redundant safe
guards incorporated in the TL to ensure a 
safe working environment. 

To acquire state-of-the-art safeguards for 
handling tritium, we visited a number of 
laboratories having tritium facilities: Sandia 
Laboratories (Livermore, Calif.), Mound 
Laboratory (Miamisburg, Ohio), and Los 
Alamos National Laboratory (Los Alamos^j 
N. Mex.). Common to each was the provi
sion of systems for tritium containment, 
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recovery, gas purification, monitoring, and 
accountability. In the design of the TL to 
supply fuel for laser-fusion targets, we used 
a combination of approaches to assure the 
same capabilities. Figure 4-3 shows a TL 
block diagram representing our various 
safeguard systems. 

The confinement of tritium in the TL be
gins with a primary containment system us
ing certified high-pressure stainless-steel 
tubing, vessels, and valves. A stainless-steel 
autoclave is used as the tritium source ves
sel in which the tritiated fuel is absorbed on 
a granular-vanadium bed to form vanadium 
deuteride-tritide. The target-fill section of 
the primary system is composed of individ
ual beryllium pressure cells that contain the 
targets during the diffusion-fill process. In 
case of possible leaks, localized secondary 
containment is provided for both the auto
clave and beryllium pressure cells to ensure 
entrapment of the tritiated gas. A seismic 
valve is also included in the system to pro
vide closure of the autoclave in the event of 
a seismic disturbance. 

The primary containment system with its 
localized secondary containment section is 
redundantly contained in a sealed stainless-
steel glove box. Any leak from the primary 
because of a mechanical failure or operator 
error is thus enclosed within the box. 

Recovery of the tritiated gas from the pri
mary containment system is accomplished 
by a system that uses both a gettering and 

a holding-tank approach. Initial recovery of 
the tritiated gas from the primary system is 
by gettering (a tritiated gas-solid-metal re
action forming a metal hydride) the gas 
back on the vanadium bed. However, be
cause of the equilibrium vapor pressure of 
vanadium hydride (approximately 2.1 X 103 

g/cm2 at 25°C), not all of the gas can be re
absorbed. Consequently, the residue gas re
maining in the primary system is recovered 
by gettering on a granular-uranium bed, 
which has a very low hydride equilibrium 
vapor pressure (1.0 X 10"" g/cm2 at 25°C). 
The uranium bed is also inside a secondary 
contained autoclave. In addition, a holding 
tank is provided in the recovery system to 
collect a primary flushing gas used in the 
event that traces of tritium might still be 
pre=snt. The holding tank and uranium bed 
are each designed to contain the total pri
mary D-T gas supply. 

Tritiated gas in the holding tank, second
ary containment vessels, and the glove box 
itself is purifiable by a gas-purification sys
tem (GPS). The GPS is a gas-circulating 
system using two titanium-metal disposable 
canisters, each held at different tempera
tures, thus thermodynamically favoring the 
gettering of oxygen and the isotopes of hy
drogen. The effluent from the GPS goes 
through yet another purification system, a 
catalyst molecular sieve unit, before it is al
lowed to enter the exhaust stack. The re
dundant purification approach is to ensure 

Fig. 4-3. Basic block 
diagram of tritium 
laboratory indicating 
various safeguard sys
tems inside glove box. 
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that the tritium concentration level in the 
stack is below the acceptable tritium con
centration that can be released to the 
environment. 

Tritium concentration levels are deter
mined by tritium monitors that are placed 
in various locations in the TL. Two moni
tors are positioned inside the glove box. 
One of them is set at a sensitive low-curie 
range for the GPS, while the other is at a 
higher range for detecting tritium levels in 
the secondary containment vessels and in 
the glove box. Others are strategically lo
cated outside the glove box to monitor the 
working environment. In addition, monitors 
are placed in the stack to determine the 
amount of tritium being released outside 
the building. By knowing gas-flow rates or 
volumes and tritium-concentration levels, 
all tritium can be accounted for in the TL. 

We have designed the tritium laboratory 
for D-T fuel processing for laser fusion tar
gets with the intent of providing redundant 
safeguard systems. The design is the result 
of employing a combination of tritium-
handling approaches that are currently used 
by experienced laboratories. Construction of 
the TL is expected to be completed by 
September 1982. 

Author: J. W. Sherohman 

Major Contributors: D. H. Roberts and 
B. H. Levine 

Glass-Sphere Technology 

settings. Data on system performance have 
not been logged automatically, thus leading 
to imperfect record keeping. We have there
fore designed a system to provide pro
grammable control and automatic data 
logging. Each sphere-production station, 
whether liquid-droplet or dried-gel based, 
will have a programmable controller capa
ble of handling up to 22 inputs and outputs 
for reading and controlling all system pa
rameters. The separate a-ptrollers will be 
interfaced via a multiplexer i? a central 
minicomputer, which will act as a data log
ger. Continuous records of the status of the 
systems3 will be kept on hard copy, disk, or 
tape, as required. The full system will be 
implemented in the fusion-target test 
facility. 

In Ref. 4, we discussed the possibility of 
adding bromine to the interior of the glass 
spheres in the form of HBr to avoid the 
condensation expected for pure Br2 at room 
temperature. We attempted this by evacuat
ing and backfilling an alumina oven col
umn with pure HBr and dropping 
preformed glass microspheres through it at 
1300°C We had hoped that when the glass 
remelted, diffusion would proceed fast 
enough that by the time the spheres were 
caught they would have a substantial HBr 
content. Unfortunately, the hot HBr was 
much loo reactive and severely degraded 
the glass. In addition, in a separate attempt, 
krypton also failed to penetrate into the 
sphere interiors, although it did not affect 
the glass. This indicates a low diffusion co
efficient for krypton through the molten 
glass, and any reactive molecule, such as 
HBr, would be even worse. A successful 
method of diagnostic gas filling remains to 
be found. 

Author: T. P. Bernat 

Major Contributors: R. L. Morrison, K. A. 
Miller, and J. J. Sanchez 

Coatings and Layers 
Introduction 

Inertial-confinement fusion (ICF) directly , 
driven target designs show the need to ap
ply a variety of layers to the D-T fuel 

The past year has seen a considerable re
duction in our effort to extend glass-sphere 
technology. As we anticipate the shutdown 
of the Shiva system, we have shifted re
sources toward the solution of advanced 
target-fabrication problems that have not 
yet been addressed. However, we have 
maintained our liquid-droplet technique for 
making glass microspheres and have de
signed improvements for it. We have also 
continued our attempts to add small 
amounts of diagnostic gases to the interiors 
of the glass microspheres. 

The basic arrangement of the liquid-
droplet generator, drying column, and fur
nace region for making glass spheres has 
not changed.3 However, all regulation and 
control have, in the past, been by hand 
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container to maximize the prospects for 
thermonuclear ignition. Microscopic spheri
cal shells (microshells), currently hollow 

. glass microspheres, contain the D-T fuel 
and form the target core (the only layer of 
early ICF targets). Three functional catego
ries of materials can be added to enhance 
ICF performance: pusher-tamper layers, 
usually higher atomic-number (Z) coatings; 
mixed-Z interfacial and support layers; and 
low-Z ablators. Figure 4-4 shows one ICF 
target concept that includes current R&D 
goals plus existing target technologies. 

Besides the wide range of Z needed for 
ICF target coatings with thicknesses of a 
few to many micrometres, each layer in
cluding the D-T-filled microshell must be 
uniformly dense and extremely smooth, 
with surface defects typically restricted to 
the 10- to 100-nm range. With the recogni
tion of the difficulty of meeting so many 
stringent concurrent requirements, ICF tar
get coatings R&D proceeded through 1979 
on the concept of a two-step effort. The 
first was effort on processes to form candi
date materials based on deposits on 
substrates other than ICF target cores, and 
the second was effort on techniques to suc
cessively coat the microshells. 

Despite deposition of some smooth and 
dense polymers and metals in 1979-1980, 
results in 1980 strongly indicated that thick-
film materials R&D cannot be entirely sepa
rate from the development of techniques to 
coat microspheres, particularly for sputtered 
metals. Beryllium was deposited on 

microshells and on hemispherical mandrels. 
However, near-target-quality layers have so 
far been achieved only with the mandrels 
by using bias sputtering. Meyer summa
rized approaches and problems regarding 
metal coatings for microspheres at LLNL 
through 1980.5 Magnetron sputtering, 
mostly on unlevitated microspheres, man
drels, and flat substrates, was used to make 
Pt layers with submicrometre smoothness. 
It continues to be the favored process for 
metal deposition. Accumulation of charge 
and resultant electrostatic forces on levitated 
microspheres continues to be a key 
problem. 

By 1981 polymer ablator layers had been 
made, mostly by batch-pan methods, but 
stress cracking and smoothness variations 
were problems. To form higher Z polymers, 
a system for metal-seeded organic-coating 
deposition was designed and experiments 
with chlorocarbpns had begun. 

For 1981, the main areas of effort were 
polymers, sputtered metals, lithium/lithium 
hydride (an ablator), and apparatus 
developments. 

Principal results in the expanded scope of 
polymers for ICF target development were 
the achievement of a stress-free 500-jum-
thick CF, 3 coating and a 1-̂ m surface-
finish CH, 3 ablator over 50 /um thick (also 
stress free), both on microspheres. Further
more, chlorohydrocarbon layers have been 
developed along with special potting and 
micromachinable polymers. Potting poly
mers hold microspheres for grinding and 

Built and tested 

- CH, CF 

-Glass 

Current R&D goals 
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lapping. Micromachining is used to make 
polymer hemispheres for outer (ablator) 
layers of double-shell targets. 

With metals, charging of the levitated mi
crospheres during sputtering has been sig
nificantly reduced by the development of a 
mesh-screen plasma shield attached to the 
microsphere-levitation gas-flow structure. 
Alloying minor amounts of Ti with Cu has 
solved cold-welding problems for batch Cu 
coating, while Al added to Au in a new co-
sputtering system gave stronger and harder 
coatings with finer microstructure than pure 
Au. Gas-jet levitation of large spheres has 
been done in an evacuated chamber while 
sputtering copper, which also showed gas-
jet masking to get preferred polar-region 
deposition. When sectioned, the spheres 
demonstrated a uniform copper coating. 

Bulk properties of lithium and its hydride 
show both to be good ablator candidates. 
Lithium was chosen for initial experimenta
tion using both hydroforming and evapora
tion methods. Hemishells will be formed by 
these methods in a glove-box-enclosed ap
paratus that has been designed and built. 

Finally, some apparatus developments 
were 
• Completion of a system to do metal-

seeded organic coatings. 
• Portable molecular-beam levitation (MBL) 

static . interchangeable between the 
plasma-activated chemical-vapor deposi
tion (PACVD) systems. 

• Inclined rolling pan to give low-fracture-
incidence polymer coatings of large 
spheres. 

• New electroplating-cell designs to handle 
buoyant and dense microspheres. 

• Initial construction of a planar magnetron 
sputter system to give longer run times 
between sputter target changes and higher 
deposition efficiencies. 

Author: D. E. Miller 

Polymers 

Polymers a.? used in directly driven laser-
fusion targets in a wide variety of applica
tions. Plasma-polymerized coatings having 
a composition of CH, 3 or CF,, are depos
ited on microspheres as ablators. 
Micromachinable polymers are applied to 
mandrels and machined into hemishells. 

Also, we have recently developed polymer 
potting compounds that allow individual 
microshells to be held for grinding. By 
grinding or sectioning microshells, coating 
microstructure and uniformity can be deter
mined for nontransparent targets. As an ex
tension of the potting technology, we made 
uniform hemishells by recovering sectioned 
microshells from the polymer support. 

Plasma Polymerization. Recent efforts in 
polymer coating technology have focused 
on streamlining and simplifying coating 
techniques and increasing coater versatility. 
We have upgraded two coaters to deposit 
both hydrocarbon and fluorocarbon 
coatings. Another coating apparatus was 
modified to deposit chlorocarbon materials. 
A new technique for handling spheres in 
the plasma-assisted coater using an inclined 
rotating pan was developed (see "Apparatus 
Developments," below) and used to coat 
large solid-steel spheres. 

In the process of consolidating our coat
ing effort, we have compared the perfor
mance of separate coaters for the deposition 
of the same material. The gas composition 
in the plasma zone and, consequently, the 
coating quantity, depend on downstream 
pumping capacity and flow conductance. 
We have found that different coaters per
form alike if each is using a turbomolecular 
pump. Thus, turbomolecular pumps are 
now used to obtain reproducibility between 
different deposition systems. 

Using our improved plasma-
polymerization technology, we have coated 
relatively large solid stainless-steel spheres 
with hydrocarbon polymer. Sphere han
dling is done by the inclined rotating pan 
technique. Figure 4-5 shows two solid-steel 
spheres coated with hydrocarbon polymers 
at two different pan rotation rates. The 
large missing pieces of coating did not re
sult from the rotating pan technique; rather 
the coating was deliberately ? cratched down 
to the steel substrate to characterize the 
coating for thickness, homogeneity, and 
adhesion to the substrate. The surface finish 
of the coating deposited at 20 rpm [Fig. 
4-5(a)j is very rough. Close examination of 
the surface revealed many 1- to 5-jum parti
cle? distributed over the surface. We found 
that the particles are pieces of coating frac
tured by the weight of the rolling sphere./ 
The particles adhere to the surface and 
cause the coating to be rough. However, by 
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reducing the rotation rate of the pan to 
1 rpm, fatiguing of the coated polymer was 
eliminated and the surface finish improved 
to approximately 1 j.:;n as shown in Fig. 
4-5(b). 

We have experimented with several new 
discharge configurations in the last year to 
simplify apparatus maintenance and for 
special applications (deposition of conduc
tive materials). Using a capacitively coupled 
discharge, we have deposited in a 300-h 
continuous coating run a 500-^m-fhick ad
herent, stress-free CF, 3 polymer coating. 
Figure 4-6(a) shows a cross section of the 
coating in a region flawed by a substrate 
defect. The overall surface finish is 2 UMTI 
[Fig. 4-6(b)], which should be improved by 
further experimentation. 

We are currently developing a chloro 
carbon coating (CC1). The properties of CC1 
(p = 2.3 g/cm', Z = 11.5) are similar to 
aluminum. Initial attempts to deposit CC1 
with an inductively coupled discharge re
sulted in all of the material depositing on 
the process-chamber walls upstream of the 
substrate. Adjusting power, pressure, and 
flow rate brought little improvement. Hcv-
ever, by installing a jacket filled with a so
dium chloride solution around the discharge 

ibe, we were able to alter the distribution 
of the rf energy. A range of salt concentra
tion was found that caused the primary 

coinng deposition region to be located 
closer to the substrate. For a high salt con
centration (0.5 wt%), the solution absorbed 
most of the rf energy and resulted in a 
lower deposition rate. We found that the 
optimum concentration for a e~rd deposi
tion rate was a 0.1-wt% solution. 

The material composition using chloro
form (CHC13) as a feedstock is CHC1. We 
are now working with carbon tetrachloride 
(CCI4) to develop materials having a com
position 0/ CO. 

Full-Density Micromachinable Poly
mer Development. Techniques for 
micromachining hydrocarbon polymer into 
small hemishells are described in Ref. 6. 
The techniques involved coating and curing 
or melt-coating small amounts of polymer 
onto a premachined copper mandrel. Re
cently, we attempted to extend the same 
techniques to larger hemisheils. We found 
thai surface tension alone wa^ incapable of 
supporting the polymer liquid, a mixture of 
poly (1,2 butadiene) and vinyl toluene. A 
Teflon mold was constructed to hold the 
polymer until solidification was complete. 
The mold, while supporting the polymer, 
prevented gases generated by the free-
radira) curing agent [2,5-dimethyl-2,5-di 
(t-butylperoxy) hexane] to diffuse out of the 
polymer. The trapped gas caused many 
bubbles to grow within the polymer. We 

Fig. 4-5. Surface finish 
of solid-steel snheres 
coated by rotating-pan 
technique is affected 
by rotation rate. 

Fig. 4-6. Capacitively 
coupled discharge was 
used to deposit stress-
free 500-Bin-thick flu-
orocarbon coating. 
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eliminated the bubbles by using a curing 
agent, cumene hydroperoxide, that does not 
generate gas. We continue to search for a 
curing agent that is effective at room tem
perature to eliminate post-cure shrinkage 
during cooling. We are also continuing to 
evaluate polymers for micromachining 
applications. 

Development of Polymers to Support 
Microspheres for Grinding. For mass pro
duction of hemispheres and characterization 
of target materials, it is important to be able 
to precision-lap a microshell. We have de
veloped a transparent, solid, soluble potting 
medium in which microshells are rigidly 
suspended. The microshells, after lapping, 
are released by dissolving the potting me
dium. The polymers that we have found 
best suited for potting applications are 
methyl methacrylate and polystyrene. 

Methyl methacrylate, because of thermal 
contraction and volume reduction during 
conventional peroxide-catalyzed polymer
ization, tends to distort and create voids. To 
avoid distortion, we used room-temperature 
ultraviolet polymerization of a prepolymer 
syrup. We aligned the microshells into a 
single plane by two techniques: sprinkling 
microshells on a thin film of gravity-leveled 
syrup or by sandwiching microshells be
tween two Teflon surfaces surrounded by a 
monomer. After an ultraviolet cure, the 
solid mixture was potted in plastic tubes for 
grinding. 

We avoided tr.e large-volume contraction 
during methyl methacrylate polymerization 
by using instead molten polystyrene. A spe
cial low-molecular-weight mixture of poly
styrenes was formulated to provide a 
minimum melting range to reduce shrink
age on cooling. A plastic tube was nearly 
filled with cured epoxy, then a thin layer of 
the molten polystyrene was formed on top, 
allowing a meniscus to project above the 
tube rim. Microshells were sprinkled onto 
the molten polymer, then brought into a 
uniform plane by forcing a Teflon-coated 
glass slide down on the top of the Bakelite 
tube. Cooling left the resulting composite 
ready for grinding. 

Authors: S. A. Letts and L. E. Lorensen 
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and R. M. Krenik 

Sputtered Metals 

During the year, we have gained a better ' 
understanding of the physics and mechan
ics involved in our existing coating pro
cesses. Our effort has advanced some R&D 
processes to the production status and 
made other production processes more effi
cient and reliable. We have also extended 
our capabilities to meet the new coating re
quirements of producing high mechanical-
strength coatings on microspheres along 
with thick coatings on larger spheres 
(>1 mm). 

Improved Understanding of Coating 
Processes. There are three areas where we 
have made significant advancement in our 
understanding of coating processes: 
resputtering phenomena7 in Pt coating, cold 
welding with soft metals,' and electrostatic 
sticking in molecular-beam levitation (MBL) 
coating of microspheres.8 

During sputter coating of Pt on micro
spheres, we had noticed that the coating 
rate was not proportional to the sputtering 
power. After an initial increase in coating 
rate with an increase in power, the rate of 
coating will begin to decrease for higher 
power levels. The effect can logically be ex
plained by resputtering, which takes place 
when the reflected ions and neutrals strike 
the microspheres. Resputtering will cause a 
rise in substrate temperature because of the 
high kinetic energy of the striking ions and 
neutrals and will also roughen the coating 
surfaces by an etching action. If a micro
sphere is D-T filled, the rise in temperature 
caused by resputtering will also cause a loss 
of fuel. Our experiments showed that both 
a substrate temperature rise and a rough
ness of coating surface increased with sput
tering power. Consequently, to minimize 
the effects of resputtering, it is necessary to 
select the proper sputtering power level. 

In batch coating of microspheres in a 
bouncing pan, the soft metals like Au, Cu, 
and Al are usually excluded as a coating 
metal because of cold-welding problems. 
When coating with a soft metal, the micro
spheres tend to stick together on impact, 
forming a permanent bond. Usually there is 
no problem of cold welding when a harder 
metal is used like Ta, Ni, or Cr. In our , 
experimenting with 02-doped Pt coatings/-
we found that cold welding existed in pure 
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Pt coatings but not in 0 2-doped Pt coatings. 
Our recent experiments to harden Cu by 
dopinc it with less than 1% of Ti suggest 

. ;hat hardness of fiig coating determines the 
susceptibility of cold welding. 

Molecular-beam levitation is a powerful 
scheme that allows sputter coating of mi
crospheres without making contact with the 
supporting apparatus, thus circumventing 
the cold-welding and debris problems. The 
main drawback of the MBL scheme is the 
electrostatic sticking problem in coating 
metals. The metal-coated microsphere is 
charged by the plasma and acted on by a 
complicated electrical force (which varies 
with sputtering power), pinning the micro
sphere to the levitating head.8 To alleviate 
the problem, we have installed a shutter 
(metal-mesh screen) and positioned it just 
above the levitation head. By connecting 
the shutter to the same electrical potential 
as the levitation head, we can effectively 
shut off the plasma from the microsphere 
and isolate the coating process, thus elimi
nating che electrostatic sticking problem. 
The MBL scheme is now a more effective 
and reliable process for coating 
microspheres. 

High-Strength Coatings R&D. Coatings 
with high mechanical strength become im
portant in some target designs. Both the 

atomic number and the density of target 
materials are basic design requirements and 
take precedence over other material proper
ties. As a result, we can only attempt to in
crease the strength of chosen target 
materials by coating techniques, rather than 
selecting maf2rials that are known to have 
greater mechanical strength. 

The nechanical strength of a material can 
be controlled through grain refinement, se
lective doping, and alloy formation.'0 

Coatings that are deposited onto spherical 
substrates usually have a porous columnar 
structure (caused by the oblique incident 
coating flux) and reduced mechanical 

Magnets 

Fig. 4-7. Schematic of 
magnetron co-
sputtering system (see 
p. 4-12 for discussion). 

Fig. 'i-8. Fractographs 
of layer of Au and 
layer of Au doped 
with-AI <discussnd on 
p. 4-12). 

Au +less than 1% Al 
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strength.5 We will discuss the approach to 
strengthen a base metal by doping and al
loying and also by coating techniques to 
improve the microstTucture. 

From a materials standpoint, composition 
may be the most important factor for get
ting a strong coating. We have constructed 
a magnetron co-sputtering system to selec
tively dope a base metal with another.'' 
The co-sputtering system, as shown 
schematically in Fig. 4-7, ran also provide a 
range of compositions of a binary alloy dur
ing a single run. From preliminary experi
ments, we have found that a base-metal 
layer (Au) can indeed be strengthened 
(hand bending test) and hardened 
(diamond-point hardness test) by doping 
with another metal (Al). We have examined 
fractographs (Fig. 4-8) of layers of both Au 
and Au-Al. Figure 4-8(a) and (c) shows the 
overall cross-section views of the Au ai iu 
Au-Al layers. Figure 4-8(b) and (d) shows 
the corresponding enlarged views. The 
fractographs indicate a refinement of micro-
structure (a prerequisite for a strong coating) 
for the doped layer. We plan to increase 
our effort in this area as more base-metal 
materials and mechanical-testing capabilities 
are made available. 

In coating spherical substrates, an oblique 
incident coating flux is unavoidable. An 
oblique flux promotes porous and columnar 
coating growth that is inherently weak in 
mechanical strength. We are examining two 
approaches to overcome the oblique coating 
flux difficulty. 

Author: E.). Hsieh 

Major Contributors: C. S. Alford, G. T. 
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Ablator Development—Li and LiH 

Because Nova target designs require a low-
atomic-number ablator layer, both lithium 
hydride (LiHj and lithium (Li) are consid
ered to be suitable candidate materials. 
Accordingly, we are presently involved in a 
development program to produce Li or LiH 
hemispheres that can be joined together to 
form the target ablator layer. 

Li and LiH are both chemically reactive 
materials that must be handled in an inert-
atmosphere glove box to prevent oxidation 
reactions. Consequently, we have recently 

completed the construction of a controlled-
atmosphere glove-box assembly for Li and 
LiH processing. ; 

In addition, we have constructed a ^ 
unique transport container to allow the 
transfer of Li and LiH samples from the 
glove box to a scanning electron microscope 
(SEM). The container is connected to a lift 
mechanism fitted inside the SEM. The lift 
mechanism can then be manipulated to ex
pose the sample inside the SEM vacuum 
chamber and thus permit surface charac
terization without oxidation. 

Our initial approach in the Li and LiH 
development program is to examine Li as 
an ablator ca ididate. The physical proper
ties of lithium metal may allow use of a rel
atively simple technique to form hemi
spheres that cannot be used on brittle LiH. 

Lithium is a metal that has a low melting 
temperature, has a low solid-phase vapor 
pressure, and is more ductile than lead. It is 
a single-element material, as opposed to 
LiH, and can be obtained in foil form. At 
higher temperatures, the vapor pressure of 
the liquid phase of Li allows vapor deposi
tion onto a substrate. Because of its physical 
properties, we have been examining various 
methods to form Li hemispheres. 

It is hoped that one of the methods may 
provide a means of producing Li target-
quality hemispheres. If not, our approach 
will shift to other techniques suitable for 
forming the brittle compound LiH. We ex
pect to be able to determine if Li is an ac
ceptable candidate for the target ablator 
layer in the coming year. 

Author: J. W. Sherohman 

Apparatus Developments 

The apparatus used to coat laser fusion tar
gets was designed specifically for the 
unique coating challenges presented by 
fusion targets. Changes in the coating appa
ratus are often required to improve process 
reliability and surface quality and to supply 
the desired new materials for target layers. 
During 1981, significant development work 
was expended on the following: 
• Completion of the hazardous-material 

plasma-assisted chemical-vapor deposition 
(PACVD) system. ^ 

• Development of a rotating-pan technique 
for large-sphere coating. 
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• Improvement of the molecular-beam levi-
tation (MBL) system. 

•> Design of new electroplating cells. 
Each of the improvements will be dis

cussed individually. 
Hazardous-Materials Plasma-Activated 

Chemical-Vapor Deposition. We have 
completed construction of the PACVD 
coaier to be used to handle hazardous ma
terials. We described the design of the 
metal-seeded organic coater that included 
safety interlocks and three levels of contain
ment.1 2 Construction of the apparatus was 
completed in 1981. We have now tested the 
coater with nonhazardous materials and 
have found it performs identically with our 
other coating systems. Some weaknesses in 
the vacuum-system design were discovered 
in the testing phase and are now corrected. 

New Sphere-Handling Technique. We 
have recently developed the capability of 
coating spheres using an inclined rotating 
pan as shown in Fig. 4-9. The rotating-pan 
technique was used for both polymer and 
metal coatings (see "Polymers" and "Sput
tered Metals," above). Spheres too large for 
the MBL have been coated by this tech
nique. The rotating pan is simple and intro
duces no additional gas to the coater, as 
does MBL. Loss of spheres is also mini
mized because of the simple design and 
ease of operation. Using the technique, we 
have coated spheres with up to 30 ixm of 
hydrocarbon polymer and up to 5 jim of 
copper-titanium alloy. 

Moiecular-Beam Levitation. We have 
constructed a portable MBL device that al
lows us to use this sphere-handling capabil
ity on all polymer coaters. The new MBL is 
much simpler than previous MBL designs, 
having only two valves. It has fewer 
incidences of microshell loss during initial 
pumpdown because of balanced pumping 
between the coater chamber and the MBL 
plenum. Addition of a television monitor 
has simplified observation of the microshell 
during both pumpdown and startup of the 
system. Also, a piezoelectric vibrator is now 
used, instead of a hammer, to break the 
microshell free at the beginning of levita
tion. The improved MBL apparatus is cur
rently used on all production PACVD 
coaters. 

Electroplating. Glass microshells have 
served as the pressure vessel and pusher for 
several years in laser fusion targets. How
ever, some design calculations indicate that 

Discharge source 

Vacuum pump 

higher-yield targets will require microshells 
of higher density and higher Z. One ap
proach we are pursuing is to fabricate hol
low gold microshells by electroplating on a 
mandrel. To successfully adapt electroplat
ing to laser-fusion targets, two problems 
must be overcome: 
• The solution composition muse be ad

justed to deposit a smooth and uniformly 
dense coating of the desired material. 

• An electroplating cell must be designed so 
that it reliably and repeatably coats 
mandrels. 
These aspects are currently being 

addressed. 

Authors: S. A. Letts and E. J. Hsieh 
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Target Characterization 
and Materials Analysis 
Introduction 

Production of ICF targets and development 
of advanced fabrication technology rely on 
our ability to characterize targets and ana
lyze materials. Only after measuring the 
physical, chemical, and structural charac
teristics of target materials can we improve 
target fabrication. 

Several measurement development 
projects produced valuable results during 
1981. Improvements have been achieved in 

Fig. 4-9. Rotating-pan 
technique used to co-1 
solid spheres. 
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Fig. 4-10. Spectrums 
from Ag anode using 
40-kV accelerating 
voltage. a) Without Al 
filter, b) With A] 
filter. 

x-ray microradiography, which is a neces
sity for opaque targets. An automated 
sphere-mapping interferometer is in the 
testing stage, and a special station for inter-
ferometric examination of hemispheres has 
been constructed. A development project to 
enhance our ability to study the internal 
structure of materials has returned valuable 
preliminary results. 

The following sections describe these 
projects in detail. The final section describes 
other additions and improvements made to 
our previously existing measurement 
capabilities. 

Author: W. G. Halsey 

Microradiography 

The increasing use of opaque coatings on 
laser-fusion targets has expanded the need 
for microradiography. Two areas of major 
improvement during the year have been the 
sorting of opaque batches and the develop
ment of the Ag anode in the monoenergetic 
x-ray source. 

Because of the time and har:.'Jing in
volved in doing a complete radiographic 
analysis on a microsphere, we have found it 
necessary to develop a sorting technique. 
Sorting ensures that only candidates with a 
reasonable probability of meeting the target 
specifications are subjected to the complete 
analysis. The situation is analagous to the 
optical sorting of glass spheres on an inter
ferometer prior to inspection on the 4JT in
terferometer TOPO I. 

The sorting of the spheres is done by 
mounting them between two thin Formvar 
films. One of the films is about 10 ion thick 
and the other is less than 1 *im thick. A 
contact radiograph is made of the batch, 

and the radiograph is examined under a 
standard microscope.13 If a usable candidate 
is found on the radiograph, it is located in 
the holder using the radiograph as a map. 
A vacuum chuck is then used to pierce the 
l-ixm film and retrieve the candidate 
sphere. The procedure does not disturb the 
arrangement of the other spheres. Thus 
other candidates can be selected from the 
same batch. Because the sorting technique 
does not require the same film-grain size as 
our final-analysis system, we have been 
able to use faster (larger-grain) films. The 
radiographing of the batch can be accom
plished in less than 30 min and is compara
ble in speed to our optical-sorting 
technique. 

The second area of improvement has 
been on the monoenergetic x-ray system. 
Last year we developed the system using a 
Cu anode.1 4 We have since changed to a Ag 
anode that was fabricated by sputtering Ag 
onto one of our Cu anodes. The Ag anode 
produces a 22-keV K,v line that is useful for 
examining materials with a higher atomic 
number. To maximize the ratio of 22-keV 
x rays (the Ag K„ line) to the bremsstrah-
lung background, we had to run the system 
at 40 kV (the maximum voltage of our 
power supply). We developed severe arcing 
problems in the x-ray unit at the high-
voltage connectors and in th ater-cooled 
anode column. We eventually ->. 'esigned 
the system to allow backfilling of the con
nector box and anode column with SF6 gas. 
The use of SF6 gas has eliminated the high-
voltage arcing problem. 

A second problem in the use of the Ag 
anode became apparent when we analyzed 
the x-ray spectrum while operating at 
40 kV. As indicated in Fig. 4-10(a), we 
found we were exciting the Ag Lajl line, 
traces of the Cu lines from the anode 
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substrate, Fe lines from the chamber walls, 
and a large bremsstrahlung background. 
However, we found that we could suppress 

-the unwanted part of the spectrum by filter
ing our beam with a 0.05-cm-thick sheet of 
Al. The attenuation of the x rays in the 
lower portion of the spectrum is evidenced 
by the spectrum shown in Fig. 4-10(b). The 
monoenergetic system is now capable of 
running at 40 kV and giving a clean spec
trum of the Ag K„£ lines. 

Author: J. T. Weir 

Automated Sphere Mapping 

During the past year, we have continued 
construction on the automated sphere-
mapping (ASM) system.15 The ASM will al
low us to rapidly measure height defects on 
the total surface of opaque or transparent 
microspheres. The ASM system has been 
fully discussed in Refs. 15 and 16 and will 
not be discussed in depth here. 

The ASM system is diagrammed in Fig. 
4-11. Most of the system has been built and 

is currently under test and evaluation. The 
phase-shift-generator optics and electronics, 
are operational and partially integrated into 
the system. We have tested the phase de
tectors and phase-measurement electronics, 
and both are ready for integration. The 
phase-shift interferometer and viewing op
tics have been assembled and are currently 
being aligned. The alignment process is te
dious and time consuming, but is progress
ing well. The controlling computer software 
is 80% complete and partially integrated 
into the system. Once the system has been 
totally aligned, we will begin testing for sta
bility and accuracy. 

However, we have encountered a long-
term drift problem with the sphere-rotator 
system. The sphere rotator,17 shown in Fig. 
4-12, allows the center of the target micro
sphere to move off the interferometer optic 
axis after operation for long time periods 
(approximately 1 h). Precise long-term cen
tering of the sphere is critical for large 
spheres and for tests that require consider
able sphere manipulation. By allowing the 
center of the sphere to drift, an error offset 
creeps into the data, eventually corrupting 

Fig. 4-11. Block dia
gram of the automated 
sphere-mapping 
system. 
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Drive cage -

Fig. 4-12. Sphere rota
tor for manipulation 
of microspheres, with 
automated interfero-
metric target 
characterization. 

the test results. The exact cause of the drift 
is not known, but we are investigating the 
problem. 

Complete system integration has been 
temporarily halted to research the drift 
problem of the rotator. However, many sys
tem tests can be performed as the drift 
problem is researched. Total system integra
tion should be complete by the second 
quarter of 1982. Overall results, to date, 
look very encouraging. The interferometer 
appears to be stable, the phase shifter is 
performing as expected, and phase-detector 
accuracy exceeds design specification. 

Author: D. L. Willenborg 
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Hemisphere Examination 

The use of opaque materials (Be or LiH) as 
hemispheres for directly driven ablation 

shells in laser-fusion targets prevents us 
from using our standard optical-
characterization techniques.18 As a result, 
we have found it necessary to develop a 
new measuring system for opaque 
materials. 

Features such es surface finish, diameter, 
and condition of the rim can be measured 
on opaque hemispheres using the same 
methods we use for transparent shells. 
However, the major problem in examining 
opaque hemishells is determining the wall 
uniformity, 

To examine the wall uniformity, we de
veloped a method of mounting the hemi
sphere to be inspected on an air-bearing 
spindle. The air-bearing spindle has a total 
indicated runout of less than 0.05 nm, 
which is just above the resolving power of 
our interferometer. By using reflection inter-
ferometry from the surface of the hemi
sphere, we can position the center of the 
outside surface on the axis of rotation of the 
spindle. The positioning is done using dif
ferential screw micrometers using the inter
ference pattern as an indicator. Once the 
outer surface is indicated in, we rotate the 
spindle 180° and observe the pattern on the 
inner surface. Any change in the inner pat
tern as we scan the inner surface is caused 
by a nonuniformity of the wall. By rotating 
the shell on the mounting chuck, we can 
scan any portion of the shell and measure 
the wall uniformity at any point. 

Author: J. T. Weir 

Structure of Materials 

During the year, we have improved our ca
pability to measure the structure of materi
als used in targets and to relate this 
material .structure to the mechanical proper
ties of targets. The structure of materials be
comes more important as design specifica
tions become more demanding. Structural 
properties such as grah size, preferred ori
entation, and phase segregation influence 
vital target specifications, such as strength, 
hardness, surface finish, and homogeneity 
of both density and atomic number. Only 
by understanding the internal nature of the 
materials in a target can we optimize the / 
properties of that target. 

Our structure-analysis project has three 
complementary branches. The first is 
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transmission electron microscopy (TEM), 
which permits imaging small grains and in
ternal defects in metals, polymers, and 

„ glass. Electron diffraction in TEM yields 
crystal-lattice structure and orientation. The 
second branch is x-ray diffraction, which is 
a family of techniques for accurate crystal 
structure and orientation analysis. The third 
branch is a set of mechanical-testing devel
opments to measure physical properties of 
interest, such as tensile strength, hardness, 
and surface finish. 

The major results obtained during the 
year are in the area of transmission micros
copy. The largest challenge in applying 
TEM to any problem is preparing suitable 
and representative samples that are thin 
enough (~1000 A) to be transparent to 100-
to 200-keV electrons. In laser-fusion targets, 
sample preparation is a challenge, consider
ing the size, shape, and structural complex
ity of a typical target. We have successfully 
applied three techniques to obtain thin sam
ples. First, thin-metal-coating samples have 
been deposited on a flat substrate and sub
sequently removed for TEM use. Second, 
an ultramicrotome has been used to slice 
thin sections of polymers and metals using 
a diamond knife. Third, an ion mill has 
produced thin-metal samples by sputter 
erosion using argon-ion guns. 

Figures 4-13 and 4-14 are examples of the 
kinds of information that can be obtained 
from TEM. The materia! is an 800-A-thick 
foil of co-sputtered gold-copper alloy that is 
being developed as a candidate target coat
ing, as described in an earlier article, "Sput
tered Metals." To aid in producing a strong 

smooth coating, there is considerable inter
est in measuring the dependence of the al
loy structure on deposition conditions. 
Figure 4-13 shows an extremely fine grain 
size with crystallite dimensions ranging 
from 50 to 500 A. The presence of moire 
fringes indicates more than one grain in the 
800-A foil thickness. Figure 4-14(a) shows a 
normal electron diffraction pattern of the 
gold-copper alloy taken from an area a tew 
micrometres in diameter. The powder-type 
pattern reveals lattice parameters and can 
show preferential grain orientation. As 
shown in Fig. 4-14(b), a very small-diameter 
electron beam results in a single-crystal-
type pattern, which allows examination of 
the orientation of an individual grain or 

Rg. 4-13. High-
resolution transmis
sion electron micro
graph of co-sputtered 
Au-Cu alloy. 

•<m 

* -v 
Fig. 4-14. Electron dif
fraction patterns from 
Au-Cu foil. 

Electron diffraction pattern, ~ 1 /zm Electron diffraction pattern, ~ 170-A probe 
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inclusion. Information obtained from TEM 
helps guide the development of new ma
terials and processes. 

Mechanical testing of target materials has 
been expanded with the construction of a 
single-sphere crush tester, an apparatus that 
measures the force needed to crush a target 
sphere. Microhardness measurements on 
metal coatings are helping to optimize alloy 
selection. The improvements in mechanical 
testing, combined with TEM and x-ray dif
fraction, represent a substantia! increase in 
our capability to understand materials for 
laser targets. 

Author: W. G. Halsey 
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Analysis Improvements 

Accurate analysis of target materials and 
precise measurement of target dimensions 
have proven vital to the development and 
production of laser-fusion targets. Surface 
finish, diameter, sphericity, wall thickness, 
and uniformity must be measired for 
spheres and hemispheres. Flat-disk targets 
and coatings on spheres must also be char
acterized for thickness, uniformity, and sur
face condition. Furthermore, the compo
sition, density, homogeneity, and trace 
impurities, both at the surface and in the 
bulk, must be analyzed in glass, metal, and 
polymer materials. 

We have recently added several new an
alytical capabilities, other than those de
scribed in previous articles ("Microradio
graphy," "Automated Sphere Mapping," 
"Hemisphere Evaluation," and "Structure of 
Materials"). Previously described capabili
ties 1 9 , 2 0 have also been expanded and up
dated to address the evolving requirements 
of target fabrication. 

Scanning Electron Microscopy. The 
scanning electron microscope (SEM) has 
proven to be the most frequently used tool 
for laser-target analysis. Poor surface finish 
or adhering debris is the most common 
cause for rejection of target microspheres, 
and both are examined using an SEM. Frac
tured or microsectioned spheres and 
coatings are measured in an SEM to obtain 
wall thickness and uniformity data. We use 

a variety of custom and commercial acces
sories to enhance the versatility of our 
SEMs. Techniques such as energy-
dispersive x-ray spectroscopy (EDS), V 
wavelength-dispersive x-ray spectroscopy 
(WDS), 4TT sphere rotators, and back-
scattered electron (BSE) microtopography 
have been reported in the past. ' 

During 1981, we installed a new Cam
bridge S-250 scanning electron microscope. 
The S-250 is an advanced high-resolution 
instrument with 60-A point-to-point resolu
tion and a very clean ion-pumped and 
turbomolecular-pumped vacuum system. 
The new machine is performing steadily af
ter an initial break-in period and has helped 
relieve the workload on our other instru
ments. Turnaround time for routine SEM 
analysis has been halved to two to three 
days since the addition of the SEM, and all 
high-magnification work is being routed to 
it. The state-of-the-art resolution of the new 
SEM is important as surface-finish require
ments have recently advanced beyond the 
capability of existing equipment. 

Our Cambridge S-180 is operating nearly 
full time as a composition-measuring micro-
probe using x-ray spectroscopy. To relieve 
the workload on the S-180, we have moved 
the BSE microtopography system22 to the 
new SEM. At the same time, we upgraded 
the electron detectors and computer soft
ware to improve system performance and 
simplify operation. The BSE technique is 
now an operational tool for surface map
ping. The new SEM also interfaces with a 
solid-state x-ray detection system to provide 
rapid semiquantitative composition analysis 
of microscopic areas. 

Two new stage fixtures were built for 
handling special samples. One fixture is a 
simplified stationary version of the tips 
used in the iir sphere rotator. Elastic pads 
on opposed tips hold a glass microsphere 
for SEM observation and allow recovery 
without damaging the sample. The second 
fixture is a small transportable vacuum-
transfer device for remote loading of chemi
cally active samples. The sample can be 
mounted in an inert dry box and loaded 
into the 5 EM without exposure to the 
atmosph< re. 

Composition Measurements. From 
target-development projects and producuV 
specifications, we have found increasing c*. 
mand for composition measurements. One 
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example of this is a search for trace impuri
ties in disk targets. Another need has devel
oped for measuring small fractions of 
diagnostic gases in D-T-filled microspheres. 
In response to the composition-analysis re
quirements, we have added several new an
alytical techniques. 

For rapid and reliable quantitative analy
sis of bulk samples and multiple micro
spheres, we have acquired an x-ray 
fluorescence (XRF) analyzer. The XRF sys
tem exposes a sample to the output of an 
x-ray rube and measures the spectrum of 
x rays fluoresced by the sample. Compo
sition can be calculated from the charac
teristic x-ray emission signal in comparison 
to known standards. Accurate measurement 
of diagnostic gases in targets can now be 
obtained by crushing a small number (~10) 
of filled microspheres in the inlet of a gas 
chromatograph that has been modified for 
this purpose with a sphere-crushing fixture 
at the inlet. 

Our ability to measure surface contami
nants and perform near-surface profiling of 
composition vs depth has been improved 
by the addition of a secondary-ion mass 
spectrometer (SIMS) to our Auger electron 
spectrometer. The SIMS technique comple
ments previously existing surface-analysis 
capabilities. 

Author: W. G. Halsey 

Major Contributors: E. Austin, G. J. 
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McCarthy, E. A. Pyle, C. M. Ward, and 
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Cryogenic Target 
Development 
Introduction 

Many high-compression ICF targets require 
that the D-T fuel be condensed in a thin 
liquid or solid layer on the interior surface 
of a spherical fuel capsule to ensure ade
quate implosion symmetry. The condensed-
^~ si layer must be highly uniform, requiring 

.£ development of special techniques for 
its production and characterization. 

Target survivability requires additional 
care in selecting materials compatible with 
the cryogenic environment. 

During the past year, we have continued 
to investigate the production of uniform 
solid D- T layers inside thick-walled fuel 
containers.23 The feasibility of using holo
graphic interferometry for high-resolution 
characterization of the frozen fuel layer in
side thick-walled transparent targets has 
been demonstrated and shown to be supe
rior to classical interferometric techniques. 

Investigations have continued on cryo 
genie fuel layering in regimes not accessible 
with diffusion-filled glass microspheres by 
using spheres fitted with fill tubes. 

We have initiated efforts to develop ana
lytic and computer-code modeling of the 
thermal behavior of cryogenic single- and 
double-shell targets as part of a theoretical 
effort to understand fuel-layering dynamics. 

Engineering development of hardware for 
target-chamber support of cryogenic targets 
is continuing. Checkout tests to evaluate the 
baseline cryogenic performance of a cryo
genic pylon were completed at the National 
Bureau of Standards (NBS), Boulder, Colo. 
The final pylon assembly has been received 
at LLNL, where it awaits additional testing. 

Cryogenic target experiments using a pro
totype shroud-retractor assembly were also 
undertaken at NBS. The information gener
ated is being used in specifying a final-
version retractor and in addressing target-
chamber interfacing issues. 

Author: D. H. Darling 

Formation of Solid D-T Layers 
Inside Fuel Capsules 

To obtain high fuel compression and even
tual ignition, target designs using thin layers 
of D-T condensed on the inside surface of a 
fuel capsule have been proposed. Stability 
requirements of the laser-driven implosion 
require that the condensed fuel layer be 
both smooth and uniform in thickness. 

Both liquid and solid condensed-fuel lay
ers have been previously investigated for 
ICF target applications. Liquid D-T layers 
are very smooth, but, in a short time, sag 
under the influence of gravity to equilib
rium configurations displaying considerable 
nonconcentricity. The fuel layer is thick on 
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the bottom of the fuel capsule and thin 
near the top. Previously, some degree of 
success has been obtained in reducing the 
sag-induced liquid-layer concentricity defect 
by applying a temperature gradient across 
the fuel capsule.24. 

Solid layers of D-T at temperatures con
siderably below the D-T triple point are 
quite stable. The production of smooth and 
concentric solid-fuel layers inside fuel cap
sules is a major goal of the cryogenic-target 
development effort. 

The cryogenic system employed for 
studying solid layering was previously de
scribed in Ref. 26. The cryogenic fuel-layer 
smoothness and concentricity characteriza
tion can be performed optically for 
transparent-walled targets. Classical optical 
interferometric techniques have been exten
sively used to investigate condensed fuel-
layer configurations; Mach-Zehnder, 
shearing cube, and wedge interferometers 
have all been employed for fuel-layer 
characterization. 

In thick-walled fuel capsules, the re
arrangement of the fuel from the vapor 
phase to an eventual solid layer produces 
only a small change in the interference pat
tern obtained using classical interferometry. 
The small fringe shift produced by the fuel 
rearrangement is caused by the relatively 
small phase lag produced in the fuel com
pared to the large background phase lag 
developed in traversing the thick high-
refractive-index (n = 1.3 to 1.5) capsule 
walls. Assessing the fuel-layer configuration 
requires measuring small (interference pat
tern'' shifts generated by the fuel redistribu
tion. The fuel-capsule contribution to the 
interference pattern, inherent in classical in
terferometry, severely limits the precision of 
measuring the fuel-layer nonconcentricity. 
For example, consider a 200-^m i.d. fuel 
capsule with 25-fim-thick walls of refractive 
index 1.5 and having sufficient D-T fuel to 
produce a uniform 1.5-mm-thick layer when 
frozen. The shift in the center of the bull's-
eye interference pattern produced when the 
uniform fuel layer is replaced by a maxi
mally nonconcentric layer (zero thickness 
on top and 3 ^m thickness at the bottom of 
the fuel capsule) is only 3% of the capsule 
radius. 

If the large background phase-shift con
tribution of the fuel-capsule walls were to 
be subtracted out, then the fuel-layer con

figuration could be determined to a much 
higher accuracy. 

Holographic interferometry is an ex
tremely sensitive method for displaying 
changes in an object.27 Real-time holo
graphic interferometry is an optical tech
nique that fulfills the above requirement of 
being sensitive only to the redistribution of 
the fuel inside a target. When coherent light 
from an object is superimposed on its holo
graphic reconstruction an interferogram is 
formed. Interference fringes will be ob
served if there is any difference between 
the object wave front and the reconstructed 
holographic wave front. For our investiga
tions, a holographic image was recorded of 
a fuel capsule with all of the fuel in the gas 
phase at a temperature of about 35 K. The 
fuel was frozen into a solid layer by reduc
ing the target temperature to 10 K. The 
fringes produced when the object and re
constructed holographic wave fronts inter
fere are generated solely by changes in the 
optical path length created as the fuel went 
from a void-filling gas to a thin solid layer. 
To within the approximation that refraction 
is unimportant, the transparent thick-walled 
fuel capsule plays no role. The system we 
used to investigate holographic interferome
try is diagrammed in Fig. 4-15. The argon-
ion laser was used to pulse heat the target 
to produce uniform solid-fuel layers. We 
employed a holographic camera based on a 
thermoplastic recording medium instead of 
a photographic plate. The camera system, 
available from Newport Research Corpora
tion, Fountain Valley, Calif., allows in-place 
development of a hologram in about 20 s, 
has an optimal spatial frequency of 800 line 
pairs/mm, and is erasable, allowing several 
hundred exposures on the same thermo
plastic plate. 

To illustrate the sensitivity of holographic 
interferomefcy, reconsider the fuel capsule 
used in the classical interferometry example, 
i.e., 200-jum i.d., 25-^m-thick wall of refrac
tive index 1.5, and an 11.6-mg/cm3 D-T fill, 
which, when frozen out uniformly, pro
duces a 1.5-Mm layer. Using holographic in
terferometry, the difference in fringe 
position for the uniform and maximally 
nonconcentric fuel layer is 30% of the cap
sule radius. Holographic interferometry dis
plays a factor-of-10 resolution improveme' 
over classical interferometry for the above 
example. The results obtained were based 
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on a nonrefractive approximation similar to 
models previously used for analyzing im
perfect glass shells.28 The approximation be
comes less valid for thicker walls and near 
the target limbs, where large deviations 
from normal incidence heighten refractive 
contributions. To demonstrate the qualita
tive agreement obtainable using the nonre
fractive model, we compare in Fig. 4-16 a 
holographic interferogram of a liquid layer 
in a glass fuel capsule with a fringe pattern 
calculated using the nonrefractive approxi
mation and an offset-sphere model for the 
liquid layer.29 In Fig. 4-16(a), we show a ho
lographic interferogram of a nonuniform 
liquid layer in a glass fuel capsule at 25 K. 

,The fuel capsule is a 153-fim-i.d. glass mi-
5sphere with 4.4-fim-thick walls and a 

D-T fill density of 10 mg/cm3. The vertical 
lines are reference fringes produced by in

troducing a linear phase gradient in the ref
erence beam used to reconstruct the 
hologram. Figure 4-16(b) shows the calcu
lated holographic interferogram using a 
nonrefractive approximation and treating 
the nonuniform liquid-layer profile as a 
nonconcentric spherical shell, with average 
D-T thickness of 1.0 jum and with fuel-layer 
offset of 0.6 nm. 

Inclusion of refractive effects using ray-
tracing codes should allow fuel-layer deter
mination to very high accuracy, even inside 
thick-walled capsules. 

Author: D. H. Darling 

Major Contributors: T. P. Bernat, B. H. 
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K. Zeringue 

Fig. 4-15. Schematic of 
cryogenic cell and op
tics chain demonstrat
ing feasibility of 
holographic interfer-
ometry to characterize 
frozen D-T fuel con
figuration in transpar
ent spherical fuel 
capsules. 

Fig. 4-16. Comparison 
of holographic inter
ferogram with calcu
lated fringe pattern. 
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Fig. 4-'~. Schematic of 
cryogenic retractor, 
cooling is provided by 
retractor me "hanism, 
but can also be sup
plied r > target mount. 

Cryogenic-Target Support Systems 

The cryogenic hardware for supporting, po
sitioning, and maintaining targets in the tar
get chamber is described in Refs. 30 and 31. 
The hardware consists of two parts: a 
target-mount pylon, and a cryogenic shield 
and retractor, as shown in Fig. 4-17. The 
pylon fits into the presently used Shiva tar
get positioner and can provide cryogenic 
cooling to the target. The National Bureau 
of Standards (NBS), Boulder, Colo., has 
completed construction of the pylon, and 
we have tested it there. We cooled the py
lon with liquid helium while it was in a 
horizontal position and again in a vertical 
position with the helium flowing uphill. In 
both positions, the tip temperature reached 
about 4.2 K, as indicated by thermocouples. 
The pylon should, therefore, be usable in 
either orientation in a target chamber. The 
liquid-helium consumption was around 
4 liters/h in the horizontal position and 
slightly higher in the vertical position. The 
pylon has bt;en delivered to LLNL for fur
ther testing. 

The prototype cryogenic shield and re
tractor, which provides shielding of the tar
get aga.' st 300 K radiation (until a few tens 
of milliseconds before the target is shot), 
has also received extensive testing at NBS 
in addition to what we reported last year.11 

We were interested in assessing whether 
the shield could maintain a fuel-filled mi
crosphere below the triple point of the fuel, 
particularly when the microsphere was 
mounted on a noncryogenic target holder. 

For our first test, we glued a D,-filled mi
crosphere to an approximately 10-ittm-diam, 
1-cm-long glass fiber, which was in turn at

tached to a room-temperature target holder. 
The cryogenic shield cell was sealed to the 
target holder by a Mylar stack, which we 
have described previously.'10 With the shield 
cooled with liquid helium, and approxi
mately 1 Torr of helium exchange-gas pres
sure in the cell, the D 2 did indeed freeze. 
However, the D 2 would remelt within 2 to 
3 min of opening the valve to evacuate the 
cell. The calculated time to melt the fuel if 
the target were c >mpietely exposed to 
room-temperature radiation is about 100 ms, 
which indicates that the shield was per
forming well. 

In our second experiment, we mounted 
Di-Ftlled glass microspheres bet.veen two 
500-A-thick Formvar films stretched over a 
thin copper washer. The washer was then 
attached to the mounting pylon by a small 
thin-walled hollow plastic tube for good 
thermal insulation. The thin-film mounting 
arrangement has the ad"antage of allowing 
a fairly isotropic thermal environment for 
the microsphere. With fiber mounting, as in 
our first experiment above, a small thermal 
gradient on the microsphere is always 
present. 

With the target thus mounted, we re
corded its behavior with a high-speed 
(150 m/s) movie camera. We found that, af
ter the D2 had been frozen and the cryo
genic shielding cell rapidly removed, the 
measured time to melt the D, was 50 ms. 
We also found about 200 nm of target mo
tion upon unshielding, indicating we will 
have to be very careful with our final 
mounting and sealing arrangement. With 
the cell covering the target, we performed 
laser heat-pulsing experiments to trv to 
make uniform frozen layers and monitor 
their stability. Unfortunately, the 
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mount Freez.ng cell 

Cryog-nic 
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Target-Production Activities 
viewing-light levels were too low to evalu
ate these experiments. 

In conclusion, we have found that the 
prototype cryogenic shield and retractor 
mechanism can provide cooling to a room-
temperature-mounted target and, with the 
cell evacuated, can sustain frozen fuel on 
the order of 1 min. We are presently work
ing on interfacing the cryogenic shield 
mechanism to the laser target chamber and 
are preparing to perform experiments with 
a combined cryogenic pylon and shield 
configuration. 

Author: T. P. Bernat 

Major Contributors: P. Ludtke (National 
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Target-Production 
Activities 

Introduction 

During 1981, our fabrication effort produced 
targets for the Shiva and Argus irradiation 
facilities and supplied a few targets to other 
facilities. We fabricated targets for direct-
drive implosions, for development of di
agnostic capabilities, for beam and 
diagnostic alignment, and for beam charac
terization. This subsection describes the 
techniques and production quantities in
volving unclassified experiments. 

The types of targets produced include: 
• Ball-in-film for direct irradiation or 

cryogenic-layer studies. 
• Flat disks for analyses of the interaction of 

the laser light with various materials. 
• Multilayer disks with micrometre steps for 

shock velocities. 
• Thin metal foils on plastic support films 

for x-ray laser experiments. 
• Platforms for producing intense bursts of 

x rays for backlighting. 
• Elementally doped disks for evaluating 

underdense plasma conditions. 
The production of targets involves the ef

forts of the Coatings, Material Analysis, 
Characterization, and Assembly groups in 

uget Fabrication. In addition, we have re
ceived support from the plastics and glass 

shops at LLNL, as well as from the Future 
Systems Group of ai the Department of En-
erg}' plant in Rocky Flats, Golden, Colo. 

Although a number of fuel capsules wera 
used in these targets, no production efforts 
were required for the manufacture of glass 
spheres or coated glass spheres, since a 
stockpile of fully characterized glass spheres 
remained from the previous year. However, 
many coatings were required from the thin-
film-coatings area to produce the different 
films used for the disk targets. Characteriza
tion efforts to certify that the materials and 
dimensions of all targets were to specifica
tion were also required (see next article). In 
addition, we discuss the assembly tech
niques for some of these targets, along wiiS 
a development effort to construct a high-
precision lathe for advancing our machining 
capabilities. 

Author: C. W. Hatcher 

Characterization 

During 1981, the Target Characterizatio 
group handled over 500 characlerizatioi e-
quests and delivered over 100 target balls to 
the Assembly group. 

Because of the increased complexity of 
the target balls, we had to commit more re
sources, in terms of time and people, to 
completely characterize a target. A good ex
ample of the type of characterizations we 
were doing was the work we did with the 
140 X 5 + Cu + CH target. Targets of this 
type ate glass spheres with an inside diam
eter of 140 Mm and with a 5-^m wall. There 
is a thin layer (1 to 3 urn) of Cu on the 
glass and a 20-,um layer of hydrocarbon 
(CH) on the Cu. 

The process begins by selecting from a 
batch a D-T-filled glass ball. The selection 
is determined by using an interferometer to 
measure tlie sphere-wall thickness. The 
D-T content of the glass ball is measured 
on the gas proportional counter. The ball is 
then placed on the Vickers split-image mi
croscope, and its diameter is measured. Us
ing the 4TT interferometer system, TOPO I, 
the surface of the ball is inspected for local 
defects, such as dirt specks or glass shards. 
The wall uniformity of the ball is measured 
and recorded. If it meets the surface and 
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Table 4-1. Targets con
structed in 1981. 

dimensional specifications, the fall is deliv
ered to the Metal Coatings group. A layer 
of Cu is deposited on the ball and thep re
turned to the Characterization group for 
surface inspection of any pits or cracks in 
the Cu lay,=r. If the surface is acceptable, 
the ball is loaded in the radiographic ball 
roller. By rotating the ball 90° between ex
posures, we can make two radiographs. The 
radiographs are done on the monoenergetic 
x-ray source using a Cu-anode system, and 
the glass plates are developed in our dark
room. The plates are then placed on the 
AX1AS system,'2 and the Cu coating is ana
lyzed for thickness and uniformity. If the 
ball meets the specifications, it is taken to 
the Organic Coatings group where it is 
coated with a CH layer. The CH-coated ball 
is returned to the Characterization group 
and the thickness of the CH layer is mea
sured using an interferometer. Once again, 
it is radiographed in two orientations, and 
the plates are inspected to measure the 
coating uniformity. At this point, the ball is 
placed in the TOPO I inspection station, 
and its surface is mapped for localized de
fects, [f the ball still meets specifications, it 
is then delivered to the user. 

The characterization process requires 
lbout one man-day of effort, exclusive of 
the time required to coat the ball with Cu 
and CH. This represents a factor of 2 in
crease in effort per delivered ball when 
compared to last year. 

New complexities in target characteriza
tion have led to intensive development of 
automated measuring systems. Our ad
vanced radiography program plan includes 
fullv automated image analysis to decrease 
the effort required for ball characterization 
and increase our measurement accuracy. 

Author: J. T. Weir 

Assembly 

The majority of the targets were flat disks 
mounted on a glass stem. Disks made of 
gold are produced by electron-beam (e-
beam) coating onto a silicon wafer that has 
been shaped by photolithography to pro
vide the correct size.33 Another method of 
producing a disk is by precoating a glass 
substrate with a release agent and then 
overcoating it with the desired material. By 
immersing the slide in a suitable solvent for 
the release agent, a thin film is produced. 
The film is placed in a punch-and-die-fitted 
arbor press and formed into the disk shape. 
Further processing of the disk may be done 
by ion-etching slots or layers to provide 
steps a few micrometres high. The disks are 
then positioned under a high-power micro
scope using a micromanipulator and 
bonded to a glass capillary tube at the re
quired angle. The production of these 
types of targets with full documentation 
generally requires 8 to 20 man-hours of 
effort. 

Thin (20- to 50-Mm) hydrocarbon films 
with a few atomic percent of different ele
ments, including titanium, calcium, chlorine, 
and silicon, were prepared as disk targets. 
The hydrocarbon film was initially prepared 
by ball-milling powders containing the ele
ments (particle size of 1 nm) into a styrene 
monomer until homogeneous. The styrene 
was then cured. Afterwards, the polystyrene 
thermoplastic was thermoformed to the de
sired thickness, and disks were punched 
from the film. Table 4-1 shows a list of tar
gets constructed. 

In addition to assembling the targets 
listed in Table i-\, we are also designing a 
high-precision computer-controlled air-
bearing, air-spindle diamond-turning 

Target Jan. Feb. Mar. Apr. May June July Aug. SepL Oct. Nov. Dec. Total 

B 
BF 
EP 
Flasher x ray 
LLP 
LP 
Mirror 
Pinlite 

2 9 0 0 
0 0 1 
0 0 0 
0 0 0 

0 2 2 
0 0 0 
0 0 0 

28 19 6 23 36 23 
60 161 38 75 0 27 
0 0 0 4 0 0 
0 8 11 22 2-:,' 0 

Shiva alignment 0 0 0 0 0 0 
Total 92 190 65 .;-, 124 40 54 

5 2 2 2 0 1 . 29, 
0 0 0 1 5 0 11 • 
0 0 0 0 0 1 1 -.; 
0 0 0 0 0 . ,2 2;j 

27 20 5 7 5 75 274 
25 0 41 0 ... 0 0 427 J 
0 0 0 0 . 0 Q ., 4 ;. 
0 0 0 0 0 0 43 '\ 
0 0•""'.' 0 0 0.-, (.. 1 \ 1 )? 

57 22 48 10 10 . 80 * 792 <! 
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Air slides 

Fig. 4-18. Precision-
lathe schematic. 

machine. The machine (Fig. 4-18) will be 
designed especially for the size and space 
parameters characteristic to Target Fabrica
tion, as opposed to systems such as the 
large-optics diamond-turning machine (213-
cm diam).34 The initial design parameters 
have bpen completed, and purchase orders 
for the various components will be issued 
in early 1982. This will provide a test facil
ity for developing precision-machining tech
niques applicable to the special materials 
required for ICF experiments. The diamond-
turning machine will also provide a badly 
needed additi mal source of mandrels nec
essary for coaHng and machining of various 
target parts. 

Author: C. W. Hatcher 

Target-Fa :tory Studies 
Parametric expressions have been derived 
for target production and tritium processing 
in a target factory.35,36 From the expressions 
we have completed a study to estimate the 

mtity of tritium needed in the operation 
of a proposed fuel-processing system during 
the production mode of a target factory. 

The inventory of the proposed target fuel-
processing system was determined as a 
function of production efficiency, storage 
factor, and time interval for the slowest pro
cessing step. We feel that a parametric 
study of this type will be necessary in eval
uating possible processing schemes for the 
production of tritiated laser-fusion targets. 

Tritium System 

A description of the tritiated fuel-processing 
system and the derivation of the following 
tritium inventory equations were given in 
Refs. 35 and 36. As shown in Fig. 4-19, we 
represent the tritium system as being com
posed of four sections: source, fill process, 
storage, and recovery. 

Source. The tritium source supplies fuel 
to the fill-process section. In a steady-state 
production mode, the source output rate, 
mg, to the fill-process section is equal to the 
sum of the tritium input rates. mR from re
covery and mE from the reactor: 

mR + mH (1) 

Consequently, during steady-state produc
tion, the tritium-source inventory can be set 
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Reactor output 

Fig. 4-19. Basic block 
diagram of tritium 
system interfacing 
cryogenic process of 
target factory. 

to a minimal level and is, therefore, consid
ered negligible. 

Fill Process. The inventory of tritium in 
the fill-process section during target produc
tion is given by the expression 

;,= 
mt R tc 

II* 
i + an« (2) 

where 
nif = amount of tritium per target (g), 
K = target injection rate into the reac

tor (s^1), 
( c = time interval for the slowest pro

cessing step in the cryogenic pro
duction line (s), 

q = production efficiency for a cryo
genic process step (yield factor), 

s = the number of process steps in a 
cryogenic production line, 

nt = the cryogenic process step where 
the tritiated fuel-processing 
begins. 

Storage. The storage section has an in
ventory of tritium-filled targets for main
taining the reactor-target injection rate in 
case of a production interruption. The tri
tium inventory is expressed as 

Is = m,N Rtc , (3) 

where N is the storage factor or the number 
of additional times that the fill-process sec
tion is activated to meet a required stockpile 
of targets. 

Recovery. The recovery section is com
posed of two parts: the recovery processing 
of rejected tritiated targets from the fill-
process section, and a redundant recovery 
system (RRS). The RRS is an environmental 
gas purification and gettering system. 

The tritium inventory, 7R, for the recovery 
section is the sum of the tritium in the ini
tial recovery process and in the RRS: 

/,= 
mf R tc 

II* 
'-in* 

( = HI 

i- II'.+2 II'' (4) 

where x is the number of process steps in 
the initial recovery processing and r repre
sents the efficiency of each process step. 

Target-Factory Tritium Inventory 

A target-factory tritium inventory can be es
timated using Eqs. (2) through (4). How
ever, to use these expressions, a proposed 
tritium system must be conjectured by arbi
trarily assigning values to certain 
parameters: 

s = 10 cryogenic process steps, 
m = 6 as the initial cryogenic tritiated 

fuel-processing step, 
.v = 5 initial recovery process steps. 
A value of s = 10 is selected as an esti

mate of the possible total number of pro
cessing steps in the cryogenic system that 
would be needed for target transport, 
manipulation, preparation, inspection, selec
tion, tritium fill, and temperature treatment. 
A value of .r = 5 recovery steps is used to 
approximate the possible number of pro
cesses to recover tritium, e.g., crushing, 
separating, gettering, purifying, etc. Also, for 
simplicity, each step in a processing system 
is assumed to be equally efficient, q, = r;. 

The parameters mf and R, whose product 
represents the tritium injection rate into the 
reactor, are dependent on the tritium burn 
fraction and the fusion power of the ICF 
power plant:37 

mb = 1.78 X 10~6 P, (a; 
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m,R =— . 
)b 

substitution of Eq. (5) into Eq. (6) yields 
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mb = tritium burn rate (g/s), 
P, = fusion power [MW(f)].-
/ h = burn fraction. Si 
For instance, if it is assumed that an ICF 

power plant operates at Pf = 3000 MW(f) 
with a burn fraction fb — 0.3, the tritium in
jection rate from Eq. (7) becomes 

mfi = 0.0178 g/s (8) 

Furthermore, if the proposed target factory 
operates at a 0.9 efficiency with a storage 
factor of N = 10, the tritium inventories of 
each section can be determined using Eqs. 
(2) through (4) for various values of ( c, as 
shown in Table 4-2. We have plotted in Fig. 
4-20 the total tritium inventory JT from Ta
ble 4-2 >;s a function of ( c. The time interval 
for the slowc-.t processing step in the cryo
genic production line is shown to be an im
portant factor in determining the total 
inventory of tritium. Consequently, to ob
tain a low /T, cryogenic production must be 
thought of in terms of processes that will 
result in a minimal value for fc. Likewise, 
the operating efficiency of the target factory 
is also an important factor in determining 
the total tritium inventory, as indicated in 
Table 4-3. The numbers are based on an ar
bitrary assigned value of 1 h for fc. 

Note that, from Tables 4-2 and 4-3, the 
total tritium inventory could be in the kilo-

10* 

• m R 

T — T T T | — I — T T T I 
ICF power plant 
p f -30O0MW(f) 

0.3 
0.0178 B/S 

10"' 1 10 1 10* 
Tim* Interval for slowest cryogenic 

processing step, t c (h) 

' c 'F 
(h) (kg) 

's 
(kg) 

'R 
(kg) 

,'T 
(kg) 

O.S 0.22 
1.0 0.44 

10.0 4.46 

0.32 
0.64 
6.41 

0.10 
0.20 
2.01 

0.64 
1.08 

12.88 

a , i = r , = 0.9. 

(kg) (kg) 
»R 

(kg) (kg) 
0.9 
0.8 
0.7 

0.44 0.64 
065 0.64 
1.06 C.64 

0.20 
053 
1.14 

1.08 
1.82 
2.84 

• > * • 

gram range. Because constraints will un
doubtedly be placed on the quantity of tri
tium allowed, high-efficiency and high-rate 
processes must be developed for target pro
duction. A parametric study of this type will 
be necessary to evaluate possible processes 
for target production to estimate the total 
tritium inventory of a fuel-processing 
system. 

Author: J. W. Sherohman 

Fig. 4-20. Total tritium 
inventory plot of pro
posed tritiated fuel-
processing system. 

Tjble 4-2. Tritium in-
' *iitory of proposed 
target factory operat
ing to maintain 3000-
MWII) ICF power 
plant." 

Table 4-3. Tritium in
ventory of proposed 
target factory opera f 

ing at various efficien
cies while interfacing 
3000-MW(f) power 
plant." 
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nemispnere examination 

The use of opaque materials (Be or LiH) as 
hemispheres for directly driven ablation 

materials in a target can we optimize the { 
properties of that target. 

Our structure-analysis project has three 
complementary branches, The first is 
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Diagnostics 
Introduction V. W. Slivinsky 

The primary purpose of our diagnostics effort is to accurately measure the emis
sions from laser-fusion targets for the purpose of understanding laser-plasma in
teraction physics and the history of fuel-capsule implosions. The stringent 
diagnostics requirements dictated by the regimes of temperature, density, space, 
and time in which we operate force us to develop and field instrumentation not 
commonly found in other fields of physics. Because of the Laser Program's role 
in the national inertial-confinement fusion (ICF) program, we are often the first 
to identify new diagnostics requirements, develop the necessary instrumenta
tion, and make the initial physics measurements in the new parameter regimes. 
During the last year, we made major advances in the development or utilization 
of diagnostics in the four general areas discussed below. 
• X-Ray Diagnostics. The ongoing development of our filtered-diode sub-keV 

(Dante) spectrometers culminated this year in a versatile design that provides 
improved channel definition and temporal resolution. Each improvement 
gained from our experience with previous Dante systems has been incorpo
rated into this new design. We have improved the spectral definition of x rays 
above 1 keV using bandpass diodes and photomultiplier tubes; this scheme 
employs a combination of filter and cathode x-ray absorption edges. We have 
also constructed a flat-response detector for x rays in the range from 400 to 
1000 keV. 

For the first time, we obtained a combination of high temporal resolution 
and continuous sub-keV spectrograph coverage, using free-standing gold trans
mission gratings as an energy-dispersing element for an x-ray streak camera. 
This instrument complements our other discrete-energy diagnostics. We ob
tained time resolution of high-energy xrays using a modified optical/x-ray 
streak camera for x rays in the range from 20 to 30 keV and using a 
microchannel-plate photomultiplier tube for x rays from 20 to 70 keV. In addi
tion, we made extensive use of a Wolter microscope/streak-camera combina
tion to record space-time histories of accelerated disks and imploding fuel 
capsules. 

• Optical Diagnostics. In 1981, we moved closer to a full understanding of 
suprathermal-particle generation, developing a single instrument (an optical/ 
x-ray streak camera) for recording 3/2OJ stimulated optical emissions concur
rently with the observed onset of high-energy x rays. In frequency-doubled 
(2co) irradiation experiments, we made spectrally and temporally resolved mea
surements of stimulated Raman scattering; these measurements indicate broad
band features from the time that the laser beam hits the target. Using our 
optical diagnostics in thin-foil experiments, we have observed high absolute 
levels (10%) of stimulated Raman scattering in underdense plasmas. 

• Radiochemistry and Neutron Diagnostics. To significantly reduce the back
ground for our determinations of fuel density in laser-fusion targets, we built 
and tested a thin-wall gas-proportional counter. We also made progress on 
new collimator designs for neutron imaging. Calculations show that neutron 
imaging of fusion reactions will be possible with the Nova laser. Our design 

f^finalysis of an ultrafast neutron streak camera leads us to believe that such an 
-instrument will be capable of measuring the fusion burn time of Nova targets. 
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• The Fusion Experiments Analysis Facility. Our newly acquired VAX 11/780 
computer system has become a significant factor in processing and analyzing 
experimental data. In particular, we adopted a formal approach to sorting and . p 
correlating large amounts of experimental data; this effort has corroborated ^~ 
some of our scaling relationships. We have implemented a powerful image-
processing capability to handle large arrays of digitized image data. Users can 
now produce color-enhanced images for instant analysis and examination. 

Fig. 5-1. Schematic of 
the hybrid H spec
trometer, as fielded on 
the Shiva target 
chamber. 

Shiva Filtered X-ray 
Diode Low-Energy 
Spectrometer 
In 1981, we installed on the Shiva target 
chamber an improved 10-channel filtered 
x-ray diode (XRD) low-energy x-ray spec
trometer, using it for several important 
target-irradiation series to measure time-
dependent x-ray spectra in the range from 
0.2 to 1.5 keV. We have thus reached a sig
nificantly higher plateau in the evolution of 
XRD-based spectrometer systems used at 
LLNL laser facilities. In this article, we 
present our spectrometer design, which is 
based largely on considerations of channel 
response vs x-ray energy. In addition, we 
summarize the temporal responses of vari
ous detector, cable, and oscilloscope sys
tems that we employ. 

The new system is known as the "H" 
(hybrid) spectrometer because of its com
bination of filtered XRD channels, some 

with and some without small-angle scatter
ing mirrors for high-energy cutoff. We have 
previously discussed the use of small-angle 
reflection from x-ray mirrors to greatly re
duce signal contributions above filter 
edges.1 Although our measurements to date 
have been made without mirror cutoff, we 
have now completed the mirror-adaptation 
mechanical design, and we plan to employ 
mirror cassettes on Novette, the prototype 
of the Nova laser system (both discussed in 
detail in Section 2). Our mirror cassettes are 
self-contained small-angle x-ray scattering 
mirrors developed by Lockheed. We tested 
the mirrors for several months in a five-
channel x-ray spectrometer on Shiva. On 
Novette, we will be able to replace two to 
five XRD channels with mirror cassettes to 
provide the mirror cutoffs mentioned above. 

Mechanical Improvements 

The H system, shown schematically in Fig. 
5-1 as it was fielded on Shiva, incorporates 

Back array 
(5 filtered 

XRDs) 

Alignment 
telescope 

Target chamber 

Tube support 
X, Y, Z positioner 

Ciyostatpump • • Vacuum valves 



Shiva Filtered X-ray Diode Low-Energy Spectrometer 

a large number of mechanical improve
ments. The system has greatly improved 
forward collimation, with a 1-cm field of 

Ljs'iew at the target, and negligible channel-
to-channel soft x-ray cross-talk. Each beam 
line is very well shielded for higher-energy 
photon-beam definition and is particularly 
suitable for the new microchannel-plate 
(MCP) photomultiplier (PM) channels in 
the range from 2 to 5 keV (discussed in the 
following article).2 In fact, we can provide 
good beam geometry for photon channels 
up to 500 keV if necessary. 

As Fig. 5-1 shows, the evacuated x-ray 
flight tube is independently supported for 
shot-to-shot alignment capability by means 
of x,\j,z position controls on the front and 
back. Alignment is verified by the use of an 
optical telescope or laser on the system cen
ter axis. Portability is improved by means of 
a frame thai supports everything, including 
a vertically mounted cryostat pump. The in
ternal system alignment can thus be main
tained from the bench to the target 
chamber. The detector is electrically isolated 
with Rulon, a commercial plastic material 
that does not have a tendency to crack. 

XRD Channels 

The filtered-XRD channel arrangement used 
for spectra between 0.2 and 1.8 keV has 
been described previously.3,4 Because of 
their long-term stability, we employ alumi
num XRDs to cover as much of this range 
as possible. Using these same aluminum 
XRDs with a different set of filters, we can 
conveniently adjust the array for spectral 
emission measurements in the lower-
temperature range from 10 to 50 eV. For 
x-ray channels close to the Al K-edge jump, 
we use chromium and solid-nickel cath
odes. During 1981, we minimized the use of 
Cr cathodes because of a problem with re
sponse stability. The Al and Ni detectors 
are diamond-turned for more uniform abso
lute sensitivity (see "Absolute Photoelectric 
X-Ray Diode Sensitivity," later in this sec
tion). The H system also employs an NE-
111 fluor-MCP detector combination and a 

;~ nm-thick Ti filter, in a special light-tight 
_^sembly, to measure a 2-keV-wide band of 
x rays extending from 2.5 to 4.7 keV. 

Channel Energy Responses and 
Mirror Cutoff 

We obtained channel sensitivity as a func
tion of energy by combining results from 
separate detector and filter calibrations. The 
spectra that we measured are in the tem
perature range from 80 to 180 eV and fall 
rapidly above a photon energy of 1 kcV. In 
Fig. 5-2, we compare the response of 
filtered aluminum XRD channels with and 
without mirror cutoff to a typical case (a 
150-eV temperature spectrum). Note that 
none of the channels has a significant sig
nal contribution above the aluminum K 
edge despite the large sensitivity increase 
there. A proposed beryllium-filtered chan
nel (111 eV) is not shown. 

Each of the first two channels (borons 

and Formvar) has a significant signal con
tribution above the filter edge that is re
duced to very acceptable levels using the 
appropriate mirror cutoff. The correspond
ing improvement in response of the vana
dium channel is marginal. We conclude that 
the addition of mirror cutoff provides, in 
general, a significant improvement in chan
nel definition for the lowest two or three 
channels, a marginal improvement for per
haps one more channel, and not much 
benefit for channels above 700 eV. 

These considerations led to the l.ybrid 
configuration obtained by adding mirror 
cutoff to as many as four detectors. The 
main disadvantages of mirrors, besides 
greater mechanical complexity, are their ad
ditional calibration difficulties, as well as 
uncertainties in mirror reflectivity due (in 
practice) to a lack of timely recalibration ef
forts. However, we feel that these addi
tional problems are worth the improved 
channel definition and can be solved before 
Novette startup in October 1983. 

Temporal Response 

We now discuss the time response that we 
obtain using various combinations of fast 
XRDs and fast recording instruments. Our 
50-ps-response XRD is intended for use in 
future target-diagnostic experiments in 
which we will require the fastest impulse 
response and optimum electrical fidelity for 
recording soft x-ray data. We have modified 



Fig. 5-2. Sensitivity of 
filtered-aiuminum 
XRD channels to a 
150-eV temperature 
spectrum as a function 
of x-ray energy for fil
ter edges below 
600 eV. 

Shiva Filtered X-ray Diode Low-Energy Spectrometer 

Fig. 5-3. Response of a 
modified 50-ps XRD 
and a Thomson TSN-
660 oscilloscope, 
showing improved re
turn to the baseline. 
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the 50-ps XRD, originally reported in the 
2978 Laser Program Annual Report? to re
duce after-pulse ringing and to simplify as
sembly. We determined the cause of the 
ringing to be an electrical resonance of the 
anode-cathode capacitance and the anode 
inductance. Accordingly, we redesigned the 
geometry to reduce the equivalent anode 
inductance by a factor of 10. We replaced 
the discrete ceramic-chip bypass capacitors 

with a cup-geometry cappcitor using 
Parylene as the dielectric material. 

The electrical performance of this im
proved XRD was verified by impulse mea
surements made using x rays from target 
irradiations at the Monojoule laser facility; a 
sample impulse record is shown in Fig. 
5-3. Although the FWHM of the x-ray 
source is not sufficiently narrow to permit 
good measurements of the detector impulse 
response, the recorded data confirm that the 
new design is electrically superior.7 The im
proved 50-ps XRD, when used with a short, 
high-quality signal cable and a Thomson 
TSN-660 oscilloscope, should have an 
impulse-response FWHM of <120ps. 

Figure 5-4 compares the measured im
pulse time response^ of the improved 50-ps 
XRD system with three other XRD-
oscilloscope systems that we use. In previ
ous studies, we measured a system impulse 
response of 135 ps FWHM for a system / 
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Fluor/Micrachannel-Plate and Csl X-ray Diode Detectors for Measuring X Rays 
of 2 to 5 keV from Laser-Target Interactions 

comprised of an XRD-31, 30 ns of 0.5-in. 
air-heliax signal cable, and a Thomson 
TSN-660 oscilloscope.8 As con be seen in 
Fig. 5-4, there is a significant contribution to 
the trailing edge of the response, most 
probably due to a reflection from the signal 
feedthrough. We obtain, to first order, a 
107-ps FWKM response for the detector 
and cable by unfolding the 90-ps oscillo
scope response. 

Using short laser pulses and making 
measurements with a soft x-ray streak cam
era, we obtained, by deconvolution, a value 
of 335 ps FWHM for the average temporal 
response of our Shiva systems, each con
sisting of an XRD-31, 90-ns of 0.5-in. air-
heliax signal cable, and a direct-access 
Tektronix 7912 oscilloscope. (Most of the re
sponse width is not r!ue to the detector, but 
to the oscilloscope.) The direct-access unit is 
relatively insensitive at a fixed 4 V/div. The 
amplified 7912, with a vertical sensitivity of 
up to 10 mV/div, yields a system time re
sponse of 730 ps FWHM. Nonetheless, the 
7912 systems that we used at Shiva have 
been very adequate for multinanosecond 
experiments, including all of the series 
above 2 ns. In detailed tests of the 5-ns se
ries data, we found that signals obtained by 
deconvolution, to remove the system re
sponse, were nearly identical to their 
originals. 

We are currently developing a preampli
fier that can be substituted for the Tektronix 
mode! 7A19 now used in the 7912 oscillo
scope; we expect this preamplifier to yield a 
response of ~500 ps FWHM at 500 mV/div. 
Because of the lack of active electronic com
ponents in our new design, we should ob
tain much greater noise immunity. In 
addition, we are evaluating a commercial 
amplifier (the B & H Electronics model AD-
5120H) that will improve the sensitivity of 
the TSN-660 oscilloscope by a factor of 
~ 10, but will reduce the bandwidth to 
~ 3 GHz. 

Author: K. G. Tirsell 

Major Contributors: D. E. Campbell, B. A. 
Heinle, M. W. Kobierecki, and P. H. Y. 

System Rise time, Fall time, 
FWHM 10 to 90% 90 to 10% 

Detector Oscillcacope (ps) (ps) (ps) 

50 ps TSN-660 <1?.0 <100 <120 
XRD-31 TSN-660 135 110 — 
XRD-31 DA-7912 335 305 430 

—- XRD-31 Amp-7912 720 565 505 

Time (ns) 

Fluor/Microchannel-
Plate and Csl X-ray 
Diode Detectors for 
Measuring X Rays of 2 
to 5 keV from Laser-
Target Interactions 

Since 1978, we have routinely measured the 
emission of soft (sub-keV) x rays from 
laser-target interactions using filtered x-ray 
diodes (XRDs).9 From these measurements, 
we have derived a data base for LASNEX 
calculations,10 furthered our understanding 
of thermal-electron conduction and trans
port phenomena,11 and obtained x-ray con
version efficiencies.12 On the other hand, 
we have routinely measured hard x rays 
(above 6 keV) using a filter-fluorescer 
(FFLEX) diagnostics system. 1 3" However, 
XRD systems that use conventional (Al, Cr, 
and Ni) cathodes are not sensitive enough 
to measure x rays above ~1.5 keV, while 

Fig. 5-4. Measured im
pulse time response of 
(our XRD detector-
signal cable-
oscilloscope systems. 
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Fluor/Microchannel-Plate and Csl X-ray Diode Detectors for Measuring X Rays 
of 2 to 5 keV from Laser-Target Interactions 

Fig. 5-5. Comparison 
of detector sensitiv
ities using fluor/MCP, 
Csl-calhode XUD, and 
Al-cathode XRD. 

Fig. 5-6. Channel re
sponse folded with 
trial gold-disk spectra. 

FFLEX is difficult to use below ~6keV be
cause of the rapidly decreasing fluorescence 
yield with decreasing atomic number. 

Thus, the x rays in the range from 2 to 
5 keV have never beep, measured, despite 
their importance as a potential source of 
deleterious photon preheat.15 Recent 
wavelength-scaling studies of the laser-
target interaction16'17 show that the hard 
x-ray flurnce decreases dramatically with 
decreasing wavelength, while the soft x-ray 

fluence increases. It is not known whether 
the x-ray fluence from 2 to 5 keV increases 
or not. The importance of measuring this 
fluence led us to develop detectors for use 
in the range of 2 to 5 keV. 

We selected two candidates for this pur
pose: a cesium-iodide-cathode XRD, and a 
fluor/microchannel plate (fluor/MCP). The 
MCP detector consists of a 36-jum-thick NE-
111 plastic scintillator, a 3-mm-thick blue-
light filter (Corning 754 glass), and an 
8-mm-thick Pb-glass x-ray filter, all sand
wiched together and coupled to a one-stage 
ITT 4126 MCP photomultiplier with an S-l 
photocathode. The fluor/MCP assembly is 
housed in an arrangement that effectively 
reduces stray light to less than 10 " 6 by dif
ferentially pumping around the filter, using 
an effective light baffle. 

Figure 5-5 compares the calibrated x-ray 
detector sensitivities of a thin fluor/MCP, a 
0.3-fim-thick Csl cathode, and a conven
tional aluminum cathode (other metallic 
cathodes, such as Ni and Cr, all have sensi
tivities on the same order as Al). As the fig
ure shows, the Csl XRD is almost two 
orders of magnitude more sensitive than a 
solid-Al XRD in the region of 2 to 5 keV, 
while the fluor/MCP detector is three or
ders of magnitude more sensitive than an 
Al XRD. This means that both the 
fluor/MCP and the Csl XRD are potentially 
capable of measuring x rays of 2 to 5 keV 
from laser-target interactions. 

Cesium iodide is a hygroscopic material; 
unless it is hermetically sealed, its sensitiv
ity changes with time. The long-term stabil
ity of Csl-cathode sensitivity, however, 
needs further investigation. 

Table 5-1 gives examples of the design of 
different x-ray detector channels at 

Table 5-1. Design of 
x-ray detector chan Channel characteristics 
nels at intermediate (folded with trial spectrum) 
energies (1.5 to 5 keV). Fraction of 

Filter Channel 
center 

Channel 
width 

signal below 
filter k edge 

Total signal 
K edge Thickness 

Channel 
center 

Channel 
width 

signal below 
filter k edge charge 

Dc'tector Material (keV) (cm) (keV) (keV) (%) (V-ns) 

Csl XRD Al 1.56 25 1.43 0.2 88 0.73 
Csl XRD Zr 2.2 5 1.93 0.49 87 0.52 
Fluor/MCP 
(36-(OTi NE-111) 

Zr 2.2 4 1.97 0.50 90 12.4 

Fluor/MCP 
(36-nm NE-1U) 

Ti 4.96 14 3.3 1.73 99.3 6.38 

Fluor/MCP 
(36-pm NE-111) 

Ti 4.96 50 4.28 1.37 99.9 0.27 



Fluor/Microchannel-Plate and Csl X-ray Diode Detectors for Measuring X Rays 
of 2 to 5 keV from Laser-Target Interactions 

intermediate energies (1.5 to 5 keV). Using 
various x-ray diodes with different filters, 
we can obtain different channel coverages 

- - and channel widths. The objective of our 
present design is to obtain a total signal 
level above the oscilloscope detection 
threshold (>20mV at Shiva), but, at the 
same time, maximize the fraction of signal 
below the filter K edge. 

As an example, we show the details of 
our design for a relatively broad channel 
centered on 3.5 keV. Figure 5-6 shows the 
channel response folded with a trial spec
trum (estimated from earlier x-ray data of 
gold-disk target shots). We obtained the 
channel response by folding the calibrated 
sensitivity of a 14.2-;um-thick Ti filter with 
the calibrated fluor/MCP sensitivity. Inte
grating the fold in Fig. 5-6 with respect to 
x-ray energy, we obtain the channel-center 
energy, defined as the 50% point of the 
running integral. As Fig. 5-7 shows, the 
channel center (the energy one-half value) 
is at 3.3 keV; the fraction of total signal be
low the filter K edge is 99.3%; and the total 
detector charge is 8.4 X 10' pC, which cor
responds to 6.38 V-ns for this channel. 

The 3.5-keV channel described above was 
installed on the Shiva 9-channel filtered-
XRD H system (described in the previous 
article) and used to measure x-ray emission 
from laser-target interactions. Figure 5-8 
shows the result obtained with a gold-disk 
target, 1.5 mm in diameter and 25 iiim thick, 
irradiated with 1.06-Mm light. The disk was 
tilted so that its normal made an angle of 
30° with respect to the irradiation axis. The 
H system viewed the target at an angle of 
66° with respect to the disk normal. In Fig. 
5-8, the spectral data are compared to a the
oretical spectrum calculated using non-LTE 
ionization physics and inhibited thermal-
electron conductivity.18 Below 1.5 keV, the 
experimental data match the numerical 
simulation quite well; at 3.5 keV, however, 
the experimental data are a factor of 2.5 
higher than the theoretical value. The rea
son for this discrepancy is not clear at 
present. 

Based on the successful measurement of 
the 3.5-keV channel, we plan to incorporate 
other channels (--1.5 and ~2 keV; see 
Table 5-1) into the filtered-XRD system. We 
" "'11 then be able to cover the spectral re
gion both below and at the energy where 

8 -

c 6 — 

O 

13 

1 ' 1 1 
99.3% 

-

-
50% 

1 
l 

1 

— 7 1 
l 

1 

. / 
1 Filter K-edge 

(4.96) _ 

-
/ 

Channel 
center 
(3.3) -

, / , 1 1, 1 

X-ray energy (keV) 

Fig. 5-7. Running inte-A 
gral of channel signal 
gives channel center, 
fraction of total signal 
below filter K edge, 
and total signal level. 

Fig. 5-8. Comparison 
of measured and cal
culated sofv x-ray 
spectra for a gold-disk 
target; spectra are no.--

T malized at 800 eV. 

10" 
1 

X-ny «n«igy 0»V) 

gold M lines occur, allowing for better com
parisons between theoretical calculations 
and more complete spectral data. 

Author: P. H. Y. Lee 

Major Contributors: K. G. Tirsell, G. R. 
Leipelt, and W. B. Laird 
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Absolute Photoelectric X-ray Diode Sensitivity 

Fig. 5-9. lonac sub-
keV XRD-calibration 
arrangement. 

Absolute Photoelectric 
X-ray Diode 
Sensitivity 
We use a large number of filtered x-ray di
odes (XRDs) to measure low-energy x-ray 
emission from laser-irradiated targets. To 
calibrate these detectors absolutely, we 
measure each photocathode's sensitivity 
from -0.2 to 8 keV at the LLNL X-Ray 
Calibration and Standards Laboratory. In 
this article, we first discuss our calibration 
techniques and then present energy-
dependent, quantum-efficiency values mea
sured for the photocathode materials we 
have used most frequently, including alumi
num, nickel, chromium, and gold. Here, de
tector quantum efficiency (in detected 
electrons per incident photon) is simply re
lated to the photocathode sensitivity (usu
ally expressed in units of coulombs per keV 
of incident photon energy). 

Liquid-cooled 
x-ray target 

Llquid-niu'ogen-cooled 
condenser 

Proton beam 

Liquld-nitrogen-
cootod baffle 

Accelerator 
beam pipe 

Vacuum 
chambers 

Detector Calibration Techniques 

High x-ray flux levels from LLNL x-ray 
calibration facilities are capable of produc
ing low steady-state detector-output cur
rents that can be accurately measured. To 
measure the absolute sensitivity of an XRD 
from 185 to 932 eV, we use proton-induced 
x-ray lines from the Ionac facility.19,20 The 
Ionac utilizes high-fluorescence x ray yields 
with low bremsstrahlung background to 
provide an excellent set of intense, nearly 
monoenergetic sub-keV calibration lines. 
For each x-ray line, the absolute x-ray flux 
directed towards the XRD is determined us
ing a reference detector in the counting 
mode. Similarly, we use electron-induced 
fl' /rescence lines from our low-energy 
x-ray facility for calibrations in the range of 
1.5 to 8.1 keV (Ref. 21). 

Figure 5-9 shows the Ionac calibration ar
rangement, consisting of a target chamber, a 
detector chamber, and (for completeness) a 
third chamber used for grazing-incidence 
mirror-reflection measurements. Briefly, 
x rays are produced by steering and focus
ing a 225-keV proton beam onto a water-
cooled, interchangeable metallic target. 
Impurities (consisting mainly of carbon K 
lines) are greatly suppressed by liquid-
nitrogen-cooled traps and suitable x-ray fil
ters located appropriately in the target 
chamber. Minor spectral-contaminant lines 
(such as oxygen K lines) tend to vary 
greatly with target type. 

The x-ray flux at the detector position is 
measured absolutely in the counting mode 
using a calibrated gas-flow proportional 
counter; the transmission of the thin 
Paiylene counter window is measured sepa
rately. The monitor solid angle is defined 
by a small pinhole of known area, chosen 
to adequately obtain low instrumental dead 
time. After rotating the monitor out of the 
beam, we measure the current from the 
XRD using an electrometer. The detector 
collimator defines a beam covering 80% of 
the XRD cathode area—the area consistent 
with practical use. The low-eneigy lines we 
use are listed in Table 5-2. 

The calibration technique used at the 
laser energy x-ray facility (LEXF) for the 
x-ray range from 1.5 to 8.1 keV is similar to 
the technique just described, except that the 
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Absolute Photoelectric X-ray Diode Sensitivity 

x-ray flux is monitored using a windowless, 
cooled Si detector.21 In the LEXF, the purity 
of the x-ray lines is greater than 87% (96% 
ror aluminum K lines) due to the shielded 
tungsten cathode and back-directed target 
geometry.22 The low-level bremsstrahlung 
background is accounted for by a code that 
simultaneously takes the measured spec
trum for each source line, along with the 
corresponding monitor and XRD detector 
data, and then iterates to obtain corrected 
sensitivity values.23 We use the LEXF to cal
ibrate all of our XRD detectors from 1.5 to 
4.1 keV and to calibrate many detectors 
from 1.5 to8keV. 

XRD Calibration Results 

Figure 5-10 and Table 5-2 show quantum-
efficiency values that we have measured for 
our most commonly used cathodes. The 
aluminum and nickel calibration data are 
averages of 30 and 6 diamond-turned solid 
cathodes, respectively. The chromium data 
are for a batch consisting of 2 nm of Cr va
por deposited on diamond-turned copper. 
The gold results are typical of 1 /an of gold 
deposited on nickel on diamond-turned 
copper. In each case, the calibration values 

are compared with arbitrarily normalized 
values of £^(E), determined from the inci
dent photon energy, E, and from the photo-
ionization cross-section data of Henke, 
et al. 2 4 for iiiE). 

As has been observed by other 
workers,2 5 , 2 6 this simple model tends to 
work better away from edges. The En 
curves for both pure Al and for A1 20 3 fit 
the slope of the calibration data above the 
aluminum K edge rather well. The model 
for pure Al seems to fit better between th/. 
oxygen and aluminum K edges and tends 

Tsble5-2. Quantum-
efficiency :Tieasure-
ments for XRD 
cathodes commonly 
used at LLNl. 

Quantum efficiency 
Energy 

(eV) 
in electrons/photon (%) 

Source 
Energy 

(eV) 'Al Au Cr Ni 
lonac* 

B-K 183 4.67 2.76 3.03 3.92 
C-K 277 2.79 7.32 1.98 2.89 
V-L 510 2.95 12.7 2.12 3.24 
Cr-L 574 4.05 13.0 4.07 3,64 
Fe-L 70* 3.05 11.4 7.17 2.63 
Cu-L 932 1.76 8.67 5.04 5.37 

LEXI* 
Al-K " 1486 0.570 5.93 2.31 3.25 
Zr-t 2402 2.13 3.25 1.07 1.79 
Ag-L 2982 1.11 10.6 0520 0.960 
Sc-K 4090 0.643 7.28 0345 0.638 

'Other sources used leas frequently include nickel L and cobalt L, while beryl
lium K is under development 

bOther source lines used for many calibrations include vanadium K (4951 eV), 
manganese K (5898 eV), cobalt K (6929 eV), and copper K (8046 oV), 

100 

10 

r-<—r^—r 
M edges 

i • r 
Gold on copper 

iLL' 
E,i (Au) 

J I I 

Fig. 5-10. Measured 
absolute XRD quan
tum efficiencies com
pared to normalized 
values of Efi(E), where 
niE) is the photoion-
ization cross section at 
x-ray energy E. 

0.1 

i — i — i — i — i — r 
Bfi (Nl) N i c k e I 

- £ M ( 9 0 % N I + 1 0 % O ) 

I • I . 
4 0 1 
X-ray energy (keV) 
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Absolute Photoelectric X-ray Diode Sensitivity 

Fig. 5-11. Deviations 
of solid-AI-XRD sensi
tivities from the batch 
average. 

Fig. 5-12. Deviations 
of gold-XRD sensitiv
ities from the batch 
average. 

to exaggerate the K-edge jump. The A1 20 3 

model underestimates the K-edge jump, 
which suggests that a better fit for this type 
of cathode lies between pure Al and MJD3. 

In the case of gold, the Epi model gives a 
somewhat better representation of the 
quantum-efficiency shape, even across the 
main gold M edge. The model for chro
mium fits the data reasonably well across 
the Cr L edges, but does not match the 
slope above 1 keV; this may be because the 
Cr performance is affected by contributions 
from the copper substrate. The pure Ni 
model fits the solid-nickel calibration very 
well above its L edges, but poorly below 
them. The addition of 10% oxygen tends to 
improve the agreement. Our results support 
the validity of the model away from ab
sorption edges and also confirm the difficul
ties with edge jumps and effects dje to the 
presence of oxygen in surface layers. 

Variations in Sensitivities of New 
XRDs 

Since we use so many XRDs, one of our 
goals has been to produce more uniform 
absolute sensitivity. Figure 5-11 shows sen
sitivity deviations from the batch average 
for one of our first sets of Al XRDs, charac
terized by a variety of cathode surface treat
ments and no diamond-turning, and for a 
later set that was diamond-turned. The 
shape of the sensitivity curves does not 
change drastically from detector to detector; 
consequently, the deviation curves are 
rather flat. The absolute amplitudes vary us 
much as ±40%, however, most probably 
due to significant variations in effective 
cathode surface area. 

We subsequently tested cathodes whose 
surfaces were polished in a treatment 

-20 

• cm... _ 
' • • 6 ' * • • " 

First batch without diamond-turning 

O*' ̂ — V 

Batch with diamond-turning 

IL'.'IZt^T 

0 0.2 0.4 0.6 0.8 1.0 0 0.2 0.4 0.6 0.8 1.0 
X-ray energy (keV) 

40 

20 

-20 -

-40 -

1 r 
Au/Cu Au/M/Cu . 

^ 

0.2 0.4 0.6 0.8 1.0 0 1 
' .X-ray erwrgy (kev) 
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Bandpass X-ray Diodes and X-ray Multiplier Tubes 

consisting of dry machining to an 8-jun. fin
ish using a 5-mil-radius diamond tool and 
no chemical cleaning. This polishing treat-

- ment tends to decrease the Al sensitivity, 
but it gives batch variations of less than 
± 15% for all calibration points and varia
tions of less than ± 10% above the oxygen 
edge. The results for Cr XRDs prepared by 
vapor deposition on diamond-turned copper 
have been almost as good, wh'Je the data 
for a recently made set of diamond-turned, 
solid-Ni XRDs shows sensitivity variations 
as low as ± 8%. 

Figure 5-12 shows that our first batch of 
gold XRDs made by vapor deposition on 
diamond-turned copper tends to have sig
nificantly greater variations than other ma
terials. The second gold batch, made by 
depositing gold en nickel on diamond-
turned copper, appears somewhat better, 
but is not well tested due to the small sam
ple. As Fig. 5-12 shows, the gold-sensitivity 
curves tend to fall into either a low group 
or a high group. Perhaps these variations 
are related to the significantly greater 
changes with use that we observe in gold 
cathodes, which are most probably due to 
the affinity of these cathodes for water 
vapor. 

Settling the issues described above re
quires further work on the surface prepara
tion of gold cathodes. However, our 
experience with several early batches of 
XRD detectors has shown that diamond-
turning of the cathode surfaces tends to sig
nificantly reduce XRD sensitivity variations. 

Author: K. G. Tirsell 

Bandpass X-ray Diodes 
and X-ray Multiplier 
Tubes 
During 1981, we developed a simple 
method of obtaining bandpass x-ray detec
tors: the lower and upper bounds of the 
bandpass are determined by the absorption 
edges of the photocathode and the filter, re
spectively. We have employed this method 
for windowless and vacuum-bandpass x-ray 

: 3des (XRDs), and we have extended it to 
"Obtain an electron multiplier tube as well. 
These general-purpose bandpass XRDs may 

find special applications for pulsed x-ray 
sources associated with inertial-confinement 
fusion, magnetic-confinement fusion, or 
plasma-focusing devices. 

The quantum yields, or sensitivities, of 
various photocathodes are known to have 
discontinuities at the x-ray absorption 
edges. Figure 5-13 gives a partial compila
tion of available data on relevant photo-
cathode sensitivities.27"29 Even though the 

Fig. 5-13. A partial 
compilation of avail
able data on photo-
cathode sensitivities to 
x-ray energy between 
0.1 and 1000 keV. 

t 1.0-

10-

A l , 0 3 : Hank* et (J. (Ref. 27) 
Cri Oakies (Rev. 28) 

M, Au: SMraky and UiptM (Rat. 29) 

• J — i - J L-Ul. 
10" 10° 101 

X-ray •nwgy(keV) 
102 •103 

I I I I Ml| 1 I I M i l l 
" (a) \ Photocathode: Al 2 0 3 

Al Kedge 

Fig. 5-14. Simple 
method or obtaining a 
1.56- to 208-keV 
bandpass XRD utiliz
ing the Al K edge of 
the photocathode and 
the L edge of an yt
trium filter. 

).1 1 10 
X-ray energy (keV) 
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Bandpass X-ray Diodes and X-ray Multiplier Tubes 

Fig. 5-15. A 5.99- to 
7.11-keV bandpass 
vacuum XRD utilizing 
an Fe filter, a Be win
dow, and a Cr 
photocathode. 

Fig. 5-16. A 532- to 
708-eV bandpass win-
dowless XRD utilizing 
an Fe filter and an 
A1 2 0 3 photocathode. 

sizes of the quantum-yield jumps are typi
cally smaller than the corresponding cross-
sectional jumps by a factor of up to ~ 3 , the 
former can still be quite effective in defin
ing the x-ray bandpass when coupled to fil
ters of sizable transmission jumps. 

In Fig. 5-14, we illustrate our bandpass 
XRD method for a 1.56- to 2.08-keV detec
tor, utilizing the aluminum K edge of the 
photocathode and the L edge of an yttrium 
filter. We obtain a well-defined bandpass 
by multiplying >the cathode sensitivity and 
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10 

the filter transmission [Fig. 5-14(c)]. At 
higher x-ray energies, it is easy to construct 
vacuum XRDs with thin windows. Figure 
5-15 shows the response of a bandpass vac-' 
uum XRD that utilizes a Cr photocathode. 

The method described above is perhaps 
the simplest way of obtaining bandpass 
XRDs. The bandpass is not completely 
clean, however, because of the low-energy 
tail and the bump on the high-energy side. 
It is virtually impossible to reduce the low-
energy tail without cutting into the flat top 
of the bandpass, The high-energy bump, on 
the other hand, is not difficult to cope with. 

First, the high-energy bump can be re
moved fairly easily with x-ray mirrors; this 
procedure is very effective for low-energy 
(especially sub-keV) bandpass XRDs, as Fig. 
5-16 illustrates for a 532- to 708-eV 
bandpass detector. The clean cutoff [Fig. 
5-16(d)] is accomplished by placing a car
bon mirror at a grazing angle to the inci
dent x rays [Fig. 5-16(c)]. 

We can also remove the high-energy 
bump by means of an "off-line" subtrac
tion. First, the bump is duplicated by proper 
choice of filter; this is illustrated by the dot
ted curve in Fig. 5-15. Simple subtraction 
using the solid-line and dotted-Iine re
sponses then yields a clean cut-off on the 
high-energy side. The validity of the sub
traction method depends, of course, on the 
shape of the x-ray spectrum. If the signal 
from the dotted-line response is comparable 
to that from the solid-line response, the 
method cannot be used. 

When working in the sub-keV region, we 
must take special care of the detectors to 
ensure their stability, such as by handling 
them in a dry-nitrogen atmosphere outside 
the vacuum systems.27 We must also give 
careful study to data points near the ab
sorption edges. 

For high-flux x-ray measurements, the 
bandpass XRDs have adequate sensitivities. 
For low-flux applications, however, it is de
sirable to increase the detector sensitivities, 
thus leading to the concept of x-ray-
multiplier tubes (XMTs). An XMT is to a 
photomultiplier tube what an XRD is to a 
photodiode. Both XMT and the photomulti
plier tube are, of course, electron-multipliers 
in nature; they do not multiply photons. An 
XMT is, thus, an electron- multiplier tube : 
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Flat-Response Detector for X Rays from 400 to 1000 keV 

whose cathode is sensitive to x rays. In Fig. 
5-17, we show a possible configuration of 
•be XMT. To preserve good quantum-yield 
jumps in the x-ray cathode response, it is 
vital that the electron dynodes are not ex
posed to x rays. 

We have shown that well-defined 
bandpass XRDs of large dynamic range can 
be obtained by coupling the absorption-
edge jumps of the filters and cf the photo-
cathodes. The bandpass response is very 
similar to that obtainable with the filter-
fluorescer (FFLEX) technique.30 The 
bandpass characteristics of the FFLEX 
scheme are generally better than those of 
our filter-photocathode scheme because the 
fluorescence-yield jumps are larger than the 
photocathode quantum-yield jumps at the 
absorption edges and because post-filters 
can be used to clean up the fluorescence 
lines. Our bandpass detectors, on the other 
hand, may have some advantages in certain 
applications. They are simple, fast, relatively 
sensitive to x rays (with electron multipli
ers), and less sensitive to neutrons. (The 
neutron background is an important con
cern in the controlled-fusion plasma 
environment.) 

FFLEX is generally not very sensitive be
cause of the low fluorescence yield for 
low-Z elements and because of the small 
solid angle subtended by the x-ray detector 
at the fluorescer. To improve sensitivity, the 
FFLEX scheme usually employs highly sen
sitive scintillators, such as Nal(Tl) or plas
tics, that are slow or relatively sensitive to 
neutrons remove the parenthesis. 

Lindsey31 attempted to construct a 
bandpass x-ray triode by utilizing the 
quantum-yield jumps of the cathode and 
the central electrode and by subtracting the 
electric currents instantaneously. This ap
proach is disadvantageous because the 
quantum-yield jumps on both electrodes are 
small and fixed. Our bandpass detector, on 
the other hand, enjoys a degree of freedom 
in thai the filter thickness can be varied to 
make the transmission jump at the absorp
tion edge arbitrarily large; in Fig. 5-16(b), 
for example, the jump is ~10 3 . In addition, 
the precision of the electrode thickness is 
critical in the triode scheme. 

At present, the expei jnental daia on the 
3ntum-yield jump a photocathodes at 

X ray 

C: cathode 
Q1 ...D„: dynodtt 

A: Mod* 
W: window or 

.WWHJVWW( 

E: •ifUUKki 

the absorption edges are rather limited. A 
systematic study of the phenomenon as a 
function of element and cathcde thickness 
should be quite useful. Optimized 
quantum-yield jumps can certainly improve 
the characteristics of our present bandpass 
XRDs. The bandpass characteristics of the 
filter-photocathc :!e combination should also 
have useful applications with x-ray streak 
cameras. 

Author:«_. L. Wang 

Flat-Response Detector 
for X Rays from 400 to 
1000 keV 
In experiments involving the laser-plasma 
interaction, we routinely measure the 

Fig. 5-17. A possible 
configuration of the 
x-ray multiplier tube 
(XMT). 
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Flat-Response Detector for X Rays from 400 to 1000 keV 

Hi(j. 5-18. Crystal 
characteristics, (a) Sen
sitivity of a NaKTll 
crystal to x rays, tbl 
Response of a 30-cm 
NaHTI) crystal cou
pled to various filters 
used fro cutting off 
low-energy x rays. 

suprathermal x-ray spectrum up to 350 keV 
using a filter-fluorescer (FFLEX).32 The con
tinuum spectra can often be described as a 
two-temperature distribution comprised of a 
relatively cold Maxwellian main body and a 
hot Maxwellian tail. For some targets, how
ever, we have consistently observed the ex
istence of yet another component—a 
"superhot" tail. 

It is not practical to construct FFLEX 
channels at energies greater than 350 keV 
because either hyper-FFLEX (which extends 
FFLEX to higher x-ray energies") becomes 
too insensitive or the response of the simple 
filter-detector becomes too broad, giving a 
poorly defined peak. For our diagnostic 
purposes, it is sufficient to know the energy 
content of the superhot tail, rather than the 
spectral detail. We have, therefore, designed 
a flat-response detector for measuring x rays 

400 600 
h.< (keV) 

from 400 to 1000 keV. The detector signal is 
proportional to the incident x-ray energy 
and is independent of the spectral shape in 
the energy interval of interest. 

Thick Calorimeter 

There are two ways of making flat-response 
detectors. The well-known method is the 
total-absorption (thick) calorimeter; after a 
thick calorimeter absorbs all the energy of 
the incident radiation, the detector sensitiv
ity per unit energy is naturally flat. Figure 
5-18(a) illustrates this effect for a Nal(Tl) 
crystal; Fig. 5-18(b) shows the responses of 
a 30-cm-thick Nal(Tl) crystal coupled to 
various filters used for cutting off low-
energy x rays. Such a large crystal is not a 
practical solution in our experimental envi
ronment, however, because of background 
consideration. 

Thin Calorimeter 

We have chosen the second method of ob
taining a flat-detector response: balancing 
the response of a limited-absorption (thin) 
detector with proper filter transmission. 
Figure 5-19 shows the quasi-complementary 
nature of detector sensitivity and filter 
transmission, resulting in a slowly varying 
sensitivity near 1000 keV. By coupling a 
2-mm-thick Pb and a 1-mm-thick U filter to 
a 3-mm-thick Nal(Tl) crystal, we obtain a 
flat detector response between 400 and 
1000 keV, as shown in Fig. 5-20. Even 
though the thin detector absorbs only a 
small part of the incident energy, its output 
signal is still proportional to the total input 
energy; hence, the name "calorimeter." Dur
ing 1981, we constructed one such thin 
calorimeter and operated it at Shiva. 

The major deficiency of this flat-response 
high-energy x-ray detector is that the low-
energy cut-off is not at all sharp. However, 
the x-ray energy content below 400 keV can 
be obtained by the spectral information 
supplied by FFLEX. Thus, we use the flat-
response detector together with FFLEX to 
obtain the total energy content of the 
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superhot tail in the x-ray spectrum. An er
ror analysis of this effect is in progress. 

.Author: C. L. Wang 

Major Contributors: V. W. Slivinsky and 
K. G. Tirsell 

Microchannel-Plate 
Photomultiplier Tube 
for Time-Resolved 
Suprathermal X-ray 
Measurement 
In laser-fusion experiments, it is important 
to know exactly when the suprathermal 
x rays or electrons are produced during tar
get irradiation, so that their effect on fuel 
preheat can be studied. Microchannel-plate 
photomultiplier tubes (MCP PMTs) are can
didate detectors due to their fast impulse re
sponses (0.3 to 0.5 ns FWHM) and to their 
sensitivity to both x rays and optical light. 
These combined characteristics offer us a 
convenient opportunity for performing ab
solutely calibrated, rime-resolved 
suprathermal x-ray measurement of laser-
produced plasmas. 

Figure 5-21 illustrates our method of tem
porarily calibrating the instrument. Since 
the MCP PMT is not sensitive to the 
characteristic lw laser wavelength of 
Nd:glass (1.06 ium), we calibrate the instru
ment using 2u> (0.53 fan) light generated by 
a KDP frequency-doublng crystal. The 2u 
light scattered from the target ball thus de
fines the zero time at the MCP PMT. The 
laser pulse derived from the incident-beam 
diagnostics serves as a reference time, or fi
ducial, relative to the above-defined zero 
time. We can now measure the production 
time of suprathermal x rays using the setup 
shown in Fig. 5-22; this arrangement is sim
ilar to the setup previously used by 
Komblum34 for measuring the relative pro
duction time of suprathermal x rays from 
various targets. 

In addition to developing the absolute 
'"" nporal measurement of suprathermal 

10" 
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X-ray energy (keV) 

.0.04 
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800 1000 

x rays, we made significant progress during 
1981 in understanding the MCP PMT re
sponse to x rays above 100 keV. Without 
this knowledge, the energies of the detected 
x rays can be misinterpreted. For example, 
the 40- to 70-keV channel14 of the old 
FFLEX has been corrected to 50 to 210 keV 
for the x-ray spectrum of a 35-keV supra
thermal temperature. 

The sensitivity of the two-stage (ITT 
F4128) MCP PMT used in this experiment is 
given in Fig. 5-23. Note the absorption edge 
of Pb, which is a major component of the 
MCP glass tubes. Above 100 keV, the sensi
tivity remains high. The response of the 
new 20- to 70-keV channel is shown in Fig. 
5-24 for a 35-keV reference spectrum. The 
filters are 13-Mm Fe and 8-Mm Ti (used in 
front for the filter-fluorescer experiment); 
the vacuum window is 0.4-jim Al. 

Figure 5-25 shows experimental results 
obtained in a gold-disk experiment with a 
2u> fiducial. X rays from 20 to 70 keV were 
produced early in the laser irradiation of the 

Fig. 5-19. Comple
mentary nature of de
tector sensitivity and 
filter transmission 
near 1000 keV. 

•^ Fig. 5-20. Response of 
a thin calorimeter for 
400- to 1000-keV 
x rays, using a 3-mm 
NaKTl) crystal cou
pled to a 2-mm Pb 
and a 1-mm [J filter. 
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Fig. 5-21. The method 
of obtaining zero time 
for calibration of the 
MCP PMT. 

Microchanhel-Plate Photomultiplier Tube for 
Time-Resolved Suprathermal X-ray Measurement 
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Fig. 5-22. Arrange
ment for measuring 
the production time of 
suprathermal x rays. 
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target. The zero time is taken here as 10% 
of the amplitude of the x-ray pulse and of 
the scattered light pulse. It is interesting to 
note that the x rays peaked out at 1.3 ns, 
even though the lu) pulse length was nomi
nally 5 ns. We were not able to compare 
this result with optical/x-ray streak camera 
(OX-1) data because OX-1 is not sensitive 

enough for the disk targets. 
The MCP PMT has proven to be a very 

versatile detector for the time-resolved mea
surement of suprathermal x rays. Its sim
plicity, high sensitivity, and adequate time 
resolution should be very useful for upcom
ing 5-ns experiments on Nova. 
Authors: C. L. Wang and G. R. Leipelt 
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Major Contributors: O. C. Barr, D. E. 
Campbell, H. N. Kornblum, V. W. 
Slivinsky, C. E. Thompson, and J. D. 
Viedwald 

X-ray Transmission 
Gratings for Spatially 
or Temporally 
Resolved X-ray Spectra 
from Laser-Fusion 
Targets 
Introduction 

We have imbricated x-ray transmission grat
ings and are using them for the spectros
copy of high-temperature laser-produced 
plasmas.15-56 We have coupled a gold trans
mission grating to a soft x-ray streak cam
era (SXRSC), producing the first temporally 
resolved, continuous x-ray spectrum from 
0.1 to 1.5 keV from a laser-produced 
plasma. The time resolution of this 
grating/streak-camera combination is 20 ps. 
In addition, we have coupled a transmission 
grating to a high-resolution Wolter x-ray 
microscope f> produce an imaging spec
trometer of unprecedented spatial resolution 
and spectral range. In laboratory experi
ments, this imaging spectrometer demon
strated a spectral resolving power, X/AX, of 
200 and a spatial resolution of 1 ̂ m over a 
spectral range extending out to ~3.2 keV. 

Figure 5-26 shows a simple x-ray 
transmission-grating spectrometer viewing a 
small laboratory source. The prir .ipal com
ponents of the spectrometer are 
• The aperture, which could be a focusing 

optic, a coded aperture, or the simple slit 
shown in Fig. 5-26. 

• The gold transmission grating, which is 
0.6 Mm thick and has a 0.3-Aim spatial 
period. 

• The detector, which could be film or an 
active readout system, such as a charge-
coupled device (CCD) array or an x-ray 

—-treak camera. 

i niiiiii—rrrr imp I l l l l i l H 

Fig. 5-23 X-ray 
sensitivity of the MCP 
PMT. 

Fig. 5-24. Response of 
a 20- to 70-kcV fil
tered MCP PMT chan
nel for a temperature 
spectrum of 35-krV 
suprathermal x rays. 

Fig. 5-25. Absolutely 
calibrated production 
time of suprathermal 
x rays, from 20 to 70 
keV, from a gold-disk 
target. 

T 
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Fig. 5-26. Design of a 
simple spectrometer 
employing an x-ray 
transmission grating. 

Fig. 5-27. Scanning-
electron micrographs 
of an x-ray transmis
sion grating supported 
on a polyimide mem
brane. (a> Top view, 
(b) Side view. 

Fabrication of x-ray transmission gratings 
is a multistep process involving holographic 
lithography at UV wavelengths, ion beam 
etching, x-ray lithography, and gold electro
plating on a submicrometre scale. Detailed 
descriptions of these transmission-grating 
fabrication procedures are provided else
where.37 

Theory 

An x-ray transmission grating is a linear, 
periodic array of alternately transparent and 
opaque lines with a submicrometre spatial 
period. In practice, an x-ray transmission 
grating is a linear grid of wires or bars of 
high-Z material (usually gold) supported ei
ther by a thin polymer membrane or a 
coarse grid orthogonal to the grating lines. 
Scanning-electron micrographs of a gold 
transmission grating supported by a thin 
(0.5 tan) poiyimide membrane are shown in 
Fig. 5-27; the grating period for these trans
mission gratings is 0.3 /̂ m. Figure 5-27(b) 
gives an edge-on view of a grating that has 
been fractured to illustrate its high aspect 

ratio. The gold grating lines shown are 
0.15 iim wide and 0.65 jim high. 

Owing to its simple geometry, the trans
mission grating is an extremely versatile 
dispersion element, accepting radiation at 
all angles of incidence. As a result, an x-ray 
transmission grating 
• Requires no detailed anguiar alignment in 

its operation. 
9 Is easily coupled to instruments of high 

spatial and temporal resolution. 
• Is capable of a large collection solid angle. 
• Can cover a broad spectral range. 

There is an important difference between 
the dispersive properties of transmission 
gratings and reflective dispersion elements 
such as multilayer mirrors38 or natural crys
tals. All these structures satisfy similar 
Bragg conditions relating wavelength, pe
riod, and angle of diffraction, as follows 

Gratings: sin d = mX 

Crystals or multilayers: sin 6 
~2d 

(1) 

- I I -
0.3 jum 

Electroplated gold grating: 0.3 n™ period, 
0.65 ixm thick 
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where X is the x-ray wavelength, m is the 
diffraction order, d is the period of the dis
persive element, and 6 is the diffraction an
gle measured relative to the incident beam 
for transmission gratings and relative to the 
reflecting surface fo r crystals or multilai'er 
mirrors. 

In addition to the Bragg condition, reflec
tive components require the incident x rays 
to satisfy a reflection condition equating the 
angles of incidence and reflection. Figure 
5-28 illustrates the different dispersive prop
erties of transmission and reflective ele
ments in two extreme cases: an incident 
cone (converging or divrguig beam) of 
monochromatic x rays; and an incident 
beam of coilimated, polychromatic x rays. In 
each rase, the transmission grating disperses 
the entire incident spectrum, whereas the 
reflective element selects only a narrow 
band of x rays satisfying both the Bragg and 
reflection conditions. (Imperfections in the 
periodic structure of the reflector allow for a 
finite "rocking curve" and, thus, for a finite 
spectral band that satisfies both condi
tions.39) 

The dispersive simplicity of transmission 
gratings accounts for their strengths as well 
as their limitations in spectroscopic applica
tions. A particular limitation is the depen-

(a) Cone of rr.onochromai'c x-rays 

Transmission grating 

Angular spread of incident beam 
leads to spread in emerging beam; 
collimation is necessary 

dence of the spectral resolution of transmis
sion-grating instruments on 
incident-beam collimation. The fundamental 
limit to grating resolution is due to diffrac
tion at the grating aperture; thus, AX 
= X/N, where N is the number of grating 
periods participating in the diffraction. The 
practical limit to spectral resolution in lab
oratory x-ray applications is the finite size 
and collimation of laboratory sources. In 
such cases, the limit to spectral resolution 
may be written as the product of the spec
tral dispersion, dX/dy, and the "blur" spot 
size, Ay, at the detector plane, such that 

AX = - Ay (2) 

where d is the grating period, D is the 
grating-to-detector distance, and Ai/ is the 
size of the shadow cast by the source 
through the aperture onto the detector (in 
the absence ot the grating). 

Another issue of practical importance in 
the use of x-ray transmission gratings is the 
spectral dependence of grating diffraction 
efficiency. This is important not only fo>-
optimization of instrument efficiency but 
also for the interpretation and unfolding of 
recorded x-ray spectra. In those spectral 

Multilayer mirror—natural crystal 

No 

Only one ray from the cone of 
incident rays will satisfy both 
the Bragg and reflection conditions 

Fig. 5-28. Comparative 
illustrations of disper
sive properties of 
x-ray transmission 
gratings vs reflective 
dispersion elements. 

(b) Collimated polychromatic x-ray beam 

Transmission grating 

- "ntire spectrum is dispersed according to 

d sine -
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only 
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I iS. 5-29. Schematic of 
a time-resolved 
\-rav transmission-
grating spectrometer, 
and a sample data 
record. 
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regions where there is finite x-ray transmis
sion and appreciable phase shift through 
the gold grating lines, grating diffraction ef
ficiency can be strongly dependent on grat
ing thickness, f, and line/space ratio, y. The 
relative mih-order diffraction efficiency is 
then 

1(1 

7 + 1 
7 + 1 

/ 1 + lr - 2'< cos <t> 
' 1 + 7 : fb2 + 2by cos <I> 

(3) 

where />(/,e) is the fractional amplitude 
transmission through the gold grating lines, 
*(),c) is the phase shift through the gold, 
and < is the x-ray energy. 

Spectroscopic Measurements 

We coupled a freestanding x-ray transmis
sion grating to an SXRSC, successfully re
cording the first time-resoived continuous 
x-ray spectrum from 0.1 to 1.5 keV from a 
laser-produced plasma. A schematic repre
sentation of the experimental arrangement 
is shown in Fig. 5-29, along with the data 
record from a gold-disk target. This data 
record covers a spectral range from 8 to 
120 A with 20-ps temporal resolution. In 

these time-resolved experiments, the spec
tral resolution was collimation-limited to AX 
~ 1 to 2 A, allowing the observation of' 
subkilovolt spectral detail hitherto unavail
able in a time-resolved mode. 

The ease with which x-ray transmission 
gratings can be coupled to high-resolution 
streaking (or spatially imaging) cameras 
leads to instruments of powerful spectro
scopic capabilities. This point is illustrated 
by the SXRSC data in Fig. 5-29. The total 
information-recording capability (i.e., the 
number of distinct resolution elements) of 
the two-dimensional data record in the fig
ure may be estimated by dividing the dura
tion of the x-ray emission (~2.5 ns) by the 
temporal resolution (~-20ps) and multiply
ing that quantity by the quotient of the full 
spectral range (—120 A) with the spectral 
resolution (AA ~ 2 A). The result of this 
calculation—approximately 8 X 10' resolu
tion elements in the data record—represents 
an information capacity one to two orders 
of magnitude greater than any competing 
time-resolved spectrometer. 

We have also coupled an x-ray transmis
sion grating to a 22 X Wolter grazing-
incidence x-ray microscope to produce a 
high-resolution imaging spectrometer for 
laboratory x-ray sources This instrument 
is similar in concept to imaging 
spectrometers used in x-ray astronomy,41 

but it has superior spatial and spectral 
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resolution (due to higher-quality mirror sur
faces) and greater spectral range (due to 
thicker gold gratings). 

Figure 5-30 illustrates the experimental 
setup for testing the spatial and spectral 
resolution of the imaging spectrometer. We 
backlit a test-pattern mask with M„ 
(1.75 keV), Mti (1.835 keV), and M, 
(2.035 keV) line emission from a tungsten 
anode. The transmitted x-ray pattern was 
imaged by the microscope and dispersed by 
the grating. The resulting spatially resolved 
x-ray spectra are shown in Fig. 5-31. 

In the test setup we used, the x-ray grat
ing intercepted only a 20° segment of the 
annular ring of reflected x ray • mei »ing 
from the rear of the microscojj . The re
maining 340° segment of the annular ring 
was blocked. As is well-known, surface-
scattering effects from a microscope mirror 
segment are anisotropic.'1*1 Significantly 
greater image-blurring occurs in the plane 
of incidence than normal to it. As a result, 
the spectral- and spatial-resolution charac
teristics of the spectrometer vary, depending 
on the relative orientation of the grating 
lines and on the plane of incidence at the 
mirror surfaces. 

This dependence is illustrated in Fig. 
5-31, which shows spatially resolved spectra 
from three different grating orientations. 
The best spatial resolution (nominally 1 (im) 
was achieved with the grating lines normal 
to the plane of incidence. Under that condi
tion, a "point" x-ray source (~-0.5 ̂ m in di
ameter) was imaged as a line roughly 1 \ixx\ 
X 10 nm FWHM. The best spectral resolu
tion was achieved with the grating lines 
parallel to the plane of incidence. Under 
that condition, we measured a spectral reso
lution of AA ~- 0.03 A, limited strictly by 
source size. The resulting spectral resolving 
power, \IXk ~ 200, is the highest ever 
achieved with this type of instrument. 

Spectral Unfolding 

The "spectra" reported in the previous sec
tion are raw data, for which no account has 
been made of the spectral response of the 
detectors, the spectral variation of the grat
ing diffraction efficiency, or contributions 
from multiple diffraction orders. The pre
sented spectra are, in this sense, merely the 
measured response distribution, R(y), 

1'ig. 5-30. Schematic of 
a high-resolution im
aging spectrometer. 
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Fig. 5-31. Spatially re
solved x-ray spectra 
recorded at three dif
ferent relative orienta
tions between grating 
lines and x-ray plane 
of incidence. 
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displayed along the length of the detector. 
From these distributions, it is necessary to 
extract the spectral distribution, S(t), of the 
tabor;, ory source. The response distribution 
and source spectrum are related by 

R | V | ) ) = ^ _ V 

m I 

X S| we,,! 7)m| m«„; <v| im„\ , (4) 

where the sum is over the various 
diffractive orders, V„ = D/d-Xp. In Eq. (4), 
r is the source-detector distance, AA is the 
spectrometer resolution, T),„(me0) is the mth-
order diffraction efficiency for x rays at en
ergy »K,|, «(»K|)) is the detector response for 
x rays at energy mt„, and c„ = hc/\n. Now, 
S(e) can be unfolded from Eq. (4) by an it
erative procedure when R(V(1), >;„,(«), and 
cr'r) are known. Such unfoldings are pres
ently under way for gold and titanium tar
get shots performed at Argus during 1981. 

Summary 

We have fabricated freestanding x-ray 
transmission gratings with a 0.3-^m spatial 
period, and we are now well under way to 
using thec» gratings fo' spectroscopic inves
tigation of laboratory x-ray sources. We 
have coupled x-ray transmission gratings to 
a grazing-incidence x-ray microscope to 
provide spatially resolved spectra and to a 
soft x-ray streak camera to provide time-
resolved spectra from laser-produced 
plasmas. 

Additional work remains to fully charac
terize the transmission-grating spectrometer, 
including experimental determinations of 
the grating efficiency, i;(«), the detector re
sponse, a(i), and the successful unfolding of 
the source spectrum, S(e), from the recorded 
"spectrum," R(y). 

Author: N. M. Ceglio 

Major Contributors: A. M. Hawryluk, 
R. L. Kauffman, R. H. Price, and 
H. Medecki 
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Progress on X-ray 
Microscope 
Development 

Our streaked x-ray microscope was first 
fielded in 1980; since that time, we have 
continued to improve its capabilities. Areas 
in which we desire further improvement in
clude overall spatial resolution, intensity 
calibration, sweep-speed calibration, accu
rate orientation of the film and input slit 
relative to the sweep axis, higher-energy 
imaging, definition of the x-ray bandpass, 
increased signal level, and improved signal-
to-noise ratio. During 1981, we applied 
varying degrees of effort to each of these 
areas. 

One of our major accomplishments was 
the completion and characterization of the 
new mirror for our Wolter axisymmetric 
x-ray microscope (ASXRMS). This mirror 
(described below) has much better surface 
quality than previous mirrors, resulting in 
better resolution (1 (trr. vs 2 to 3 fim), im
proved thoroughput (increased by a factor 
of 10 to 20), and a higher-energy cutoff for 
the reflectivity (3 vs 2 keV). We are not yet 
able to take advantage of the improved 
resolution of the ASXRMS due to the lim
ited spatial resolution of the soft x-ray 
streak camera (SXRSC). The 150-jim resoL 
tion of the SXRSC, together with the 22 X 
magnification of the ASXRMS, yields a 
7-fim resolution at the target. In the future, 
we hope to improve or replace the SXRSC 
and, thus, improve the overall resolution. 

Intensity calibration of the x-ray micro
scope is presently accomplished, on a given 
shot, through the comparison of data from 
the streaked microscope with data from the 
calibrated x-ray diodes in the Dante x-ray 
spectrometer. This comparison method 
yields factor-of-2 accuracy, ivhich could be 
improved considerably through laboratory 
measurements. 

Sweep-speed calibration is now carried 
out using laser-pulse trains whose temporal 
spacing we know with good accuracy. The 
calibration, in this case, can be improved 
simply through more accurate analysis of 
' " - data. It may also be possible to use a 
....crowave-modulated election source to 
produce accurate temporal calibrations. 

Bar the precise velocity measurements re
quired for equation-of-state and 
hydrocynamic-efficiency measurements, the 
streak-camera sweep axis and slit orienta
tion must be accurately aligned and refer
enced. Depending on the sweep speed, a 
1% error in sweep-axis alignment can result 
in a 5% error in measured velocity. Mis
alignment of the streak-camera slit can 
cause a significant loss in temporal resolu
tion integrated over the slit length. We plan 
to establish the sweep axis accurately rela
tive to fiducials that will mark the axis on 
the film for reference during digitization. 
The streak-camera slit will also be carefully 
oriented to the streak-camera tube and 
fixed by pins or a mechanical reference 
surface. 

The new ASXRMS forms the first step in 
our pursuit of higher-energy imaging, rais
ing the energy cutoff for x-ray reflectivity 
from 2 to 3 keV. The next step will be the 
use of a Kirkpatrick-Baez (KB) x-ray micro
scope with multilayer (Barbee) x-ray reflect
ing coatings. As was described in the 7980 
Laser Program Annual Report," this new KB 
x-ray microscope was designed to fit into 
the streaked x-ray microscope interchange
ably with the ASXRMS. At first, we will use 
the KB instrument, which uses multilayer-
coated, 2° grazing-incidence mirrors to 
record images backlit by x rays from ion • 
ized titanium lines at 4.73 keV. With differ
ent coatings, the KB/Barbee system can 
eventually be used at energies up to 10 keV. 
The multilayer coatings on the Barbee mir
rors have the additional advantage of hav
ing a narrow energy bandpass (E/AE > 20), 
thus requiring very little additional filtering. 

The signal level in the streaked-
microscope system has been improved by a 
factor of 20 by the new ASXRMS mirror. In 
the apertured mode, in which a sector 
(1/20) of the mirror is used to increase the 
depth of field, the new ASXRMS mirror has 
a solid angle of ~6.5 X 10"6 sr for hv < 
2 keV. This value includes reflectivity, but 
no filtering; filtering reduces the solid angle 
by a factor of about 3, to 2.2 X 1 0 - 6 sr. Be
tween 2 and 3 keV, the reflectivity drops 
rapidly, so, when filtered for 3-keV opera
tion, the ASXRMS mirror has an effective 
solid angle of 4.5 X 10" 7 sr. 

The KB/'Barbee microscope will have an 
effective solid angle of 5.5 X 10 " 7 sr at 
4.73 keV. Because of its narrow bandpass, it 
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will require effectively no filtering, other 
than a heavy beryllium blast shield with 
90% transmission at 4.73 keV. The effective 
solid angle for this type of microscope may 
increase by a factor of 2 to 4 at the higher 
x-ray energies (—lOkeV). The increased ef
fective solid angle is due to improved coat
ing reflectivity at higher energies, which, in 
turn, results from decreased absorption in 
the coating material. 

The effective solid angles of the ASXRMS 
and the KB/Barbee microscope may be 
compared with the effective solid angle of 
2.8 X 10 7 sr for a conventional unfiltered 
KB microscope at 4.73 keV. With minimal 
filtering, this solid angle would be reduced 
to less than 1 X 10 ' sr. The conventional 
KB microscope also has a substantially 
smaller field of view (±80jim) than the 
KB/Barbee microscope (± 200 nm). 

Quantum Noise Considerations 

In our present SXR5C system, quantum 
noise considerations are of the utmost im
portance. Note that we are speaking here of 
the SXRSC and of the image-intensifier 
voltages and gains as they have been used 
in the streaked x-ray microscope since mid-
1980; the discussion that follows would 
vary depending on these voltages and 
gains. 

As it is now used, the streak camera de
tects single photcelectrons produced by the 
absorption of x-ray photons at the gold 
photocathode, which has a quantum effi
ciency of ~ 5 % at 3 keV. The signal levels 
in many backlighting experiments are mea
sured to be 50 to 100 detected x-ray pho
tons per picture element (pixel), but 
fluctuations are higher thar. the anticipated 
shot noise. A photoelectron irom the x-ray 
photocathode is accelerated to an energy of 
— 17keV; it strikes the output phosphor 
(P-ll) screen of the streak camera, produc
ing an average of about 400 visible-light 
photons. These photons pass through two 
fiber-optic faceplates (with a combined 
transmission of 60 to 70%) and onto the 
S-20 photocathode of a microchannel-plate 
(MCP) intensifier. The S-20 photocathode 
has a quantum efficiency of — 15%, yielding 
—40 photoelectrons. 

The low number of quanta at this point 
forms a statistical bottleneck, yielding sig

nificant noise variation in the output from 
the original x-ray photon detected at the 
x-ray photocathode. The 40 photoelectrons 
spread out from the intensifier photocath
ode into a region on the MCP face that is 
—50 to 70|um in diameter, containing ~10 
to 20 microchannels. Each channel then 
multiplies the incident photoelectron(s) that 
enter it by a factor of approximately 500. 
Statistics enter strongly at this point as well, 
due both to statistical fluctuations in the 
gain of a given channel and to variations in 
the average gain from channel to channel. 
The channel-to-channel gain variation re
sults from slight material and processing 
variations and from small differences in 
channel length and diameter. 

The 40 photoelectrons entering the MCP 
result in —2 X 104 electrons at its output. 
These electrons emerge from the MCP and 
are accelerated to 5 keV before striking a 
P-20 phosphor screen in a region — 70 to 
150 ium in diameter. The MCP intensifier 
has a net luminous gain of 104, so —4 
X 10'' visible photons are transmitted 
through the final fiber-optic faceplate to the 
film. Thus, a single photoelectron from the 
x-ray photocathode of the streak camera is 
recorded on the streak-camera film as a 
spot —100 Mm in diameter having a specu
lar film density of — 1 above the fog level. 
(This number is, of course, dependent on 
the MCP gain.) 

Threshold sensitivity of the streak camera 
is typically tak >n to be the signal level at 
which the signal-to-noise ratio = 1, i.e., 
where there is one photon recorded per 
pixel at the film plane of the streak camera. 
The pixel in this case is an area —150 /urn 
on a side, or — 18 ps by —150 jmi at a 
sweep speed of 120 ps/mm. During a recent 
experiment (described below), we used 
3-keV x rays to backlight a carbon-foil tar
get that was ablatively accelerated by 10 
beams of the Shiva laser. In that experi
ment, the measured maximum signal level 
was —40 x-ray photons recorded per pixel. 
This implies an intensity uncertainty of 15% 
even in the brightest parts of the image, ig
noring the statistics of the gain of the streak 
camera and image-intensifier. In the less-
bright regions of the image, statistical varia
tions in intensity are considerably worse. 

We are systematically studying the relf 
tion between resolution, signal level, signa.-
to-noise ratio, and other parameters of our 
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imaging systems. By doing this, we hope to 
identify areas of maximum leverage and, 
thus, improve the quality of the images. 

ASXRMS Characterization 

During 1981, we completed characterization 
of the 22 X Mod II Wolter axisymmerric 
x-ray microscope. This instrument was 
jointly fabricated by LLNL, Visidyr.e, Inc., 
and Random Devices, Inc. Characterization 
was divided into three parts 
• Metrology of the mirror. 
• Measurement oi the point-spread 

function. 
• Measurement of the x-ray transmission of 

the mirror. 
A detailed metrology report44 was pro

vided by Visidyne in April. The report is 
based on measurements carried out on the 
axisymmetric mirror using the slope scan

ner, provided by Random Devices, shown 
schematically in Fig. 5-32. The scanner 
works on the principle of the optical lever. 
A carefully prepared He-Ne laser beam, en
tering the system through a series of aper
tures and lenses (at the right edge of the 
figure), is focused to a 50-Mm-diam spot on 
the surface of the Wolter x-ray-microscope 
mirror. As the beam scans along the mirror 
surface, the reflected beam is deflected by 
variations in the slope of the surface. De
flections of the reflected beam are detected 
by a pair of pin diodes arranged as a dif
ferential beam-position sensor. Thus, the re
flected beam is a lever magnifying the tiny 
slope deviations on the surface. Integration 
of the signal converts the '.lope measure 
ments to surface displacements. Absolute 
measurements are obtained through calibra-
*ion using a small tilted glass window of 

•nwn thickness to displace the reflected 
laser beam by a known amount. The 
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Fig. 5-33. The devi
ation of the new 
Wolter mirror from 
the desired profile is 
much less than for the 
older mirror. 
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I i^. 5-34. The slope-
L-rror distribution of 
the new Wolter mir
ror, 0.65 to 0.82 arc-
seconds, is a great 
improvemeni over the 
old mirror (13.2 to 16.0 
arc-seconds). 
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response (gain) of the system to the known 
beam displacement, together with the 
known length of the lever arm, yields the 
sensitivity of the scanner to slope errors on 
the surface. 

The x-ray mirror to be measured is 
scanned past the laser probe on a carriage 
supported in the horizontal plane by very 
accurate linear air bearings. Other linear air 
bearings, attached to the carriage through 
flex pivots, cause the mirror to move in an 
arc having a radius of curvature equal to 
that specified for the sagittal profile of the 
x-ray microscope. Azimuthal scans of the 
mirror surface were obtained by holding the 
carriage stationary and rotating the x-ray 
microscope by means of a rotary air bearing 
mounted between the microscope and the 
carriage. This allows us to measure the mi
croscope's deviation from cylindrical 
symmetry. 

Measurements of the mirror surface made 
with the Random Devices slope scanner are 
repeatable to within ± 20 to 30 A, with rms 
deviations of 10 to 15 A. The slope scanner 
has been verified to agree with the Clevite 
profilometer to within ± 70 A when aver
aged over the 50-|um dimension of the 
slope-scanner probe beam. The main ad
vantage of the slope scanner is, however, 
that it is a nonconfact instrument and can 
be used without dismounting the mirror 
from its rotary air bearing and carriage. The 
rotary air bearing and carriage are also used 
to move the mirror during the lapping pro
cess. The lapping tool is easily interchange
able with the scanner probe, thus giving the 

5-26 
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lapping operator rapid feedback about mir
ror-polishing progress. This has not been 
•>ossible in the past with other polishing 
and measuring devices. 

The output of the slope scanner is a 
graph showing the deviation of the surface 
from the desired profile; with the curvature 
of the mirror removed from these plots, a 
perfect surface would appear as a straight 
line. Figure 5-33 shows an axial scan of the 
surface of the new LLNL/Visidyne/Random 
Devices mirror, along with a similar scan 
from an oider mirror fabricated at LLNL.45-46 

The new mirror clearly has a much 
smoother figure than the old mirror. 

Groups of 10 axial scans were taken at 
90° intervals around the circumference of 
the mirror on both the hyperboloid and el
lipsoid sections, for a total of 80 scans. The 
6 scans that showed the least drift from 
each group of 10 were then digitized for 
further processing. Measured profiles were 
consistently within + 50 A of the desired 
profile, with less than a 30-A rms deviation. 
The digitized data from the eight groups of 
scans (four each for both the hyperboloid 
and ellipsoid sections) were independently 
reduced to yield slope-error distributions, 
which could then be used to calculate the 
response function of the x-ray optic. The 
longitudinal (axial) slope-error distributions 
(shown in Fig. 5-34) have standard devi
ations of 0.65 arc-seconds for the hyperbc-
loid section and 0.82 arc-seconds for the 
ellipsoid section. The distributions are prin
cipally Gaussian—indicating random, inco
herent slope errors—but have some small 
peaks due to periodic structures on the 
surface. 

We also made azimuthal scans of the sur
face f determine the degree of cylindrical 
symmetry of the mirror. Scans were mide 
at the large end, at the center, and at the 
small end of each of the hyperboloid and 
ellipsoid sections of the mirror. Figure 5-35 
shows a representative azimuthal scan from 
the center of the hyperboloid section. The 
large-scale waviness of the curve (peak-to-
peak amplitude of 0.2 ̂ m) is largely due to 
a slight decentering of the mirror on the air 
bearing during measurement. The 
decentering error in the measurement is re
moved by the computer before extracting 

ther data from the curve. The residual 
..avy structure on the surface is a remnant 
of the diamond-turning process by which 

Circumferential distance (cm) 

- - - * — - — - * • - i 

the initial figure was formed. The residual 
structure was reduced but not eliminated bv 
polishing. 

Analysis of the azimuthal scan data indi
cates the presence of both random and pe
riodic slope erroir.. Figure 5-36 shows the 
distribution of the azimuthal slope error 
from the center scans of the hyperboloid, 
together with a best-fit Gaussian with the 
same normalization. Correlation peaks are 
obvious in the data at 0.75 and 1.7 arc-
seconds. The peak at 1.7 arc-seconds in Fig. 
5-36 corresponds to the ripples in Fig. 5-35, 
having a period of 4 to 5 mm. The overall 
distribution has a standard deviation of 2.8 
arc-seconds. 

If the slope errors on the mirror surfaces 
are nearly random in nature, the response 
function can be calculated in a simple an
alytical way. 4 7 4 8 The object-plane 
equivalent-radial-energy distribution is ap
proximately given by 

Fig. 5-35. A represen
tative scan from 
the center of the 
hyperboloid, showing 
the deviation from 
roundness of the 
x-ray mirror. Large-
amplitude waviness is 
due to decentering of 
the part during 
measurement. 

^ Fig. 5-36. The slope-
error distribution of 
the n-ray mirror (stan
dard deviation of 
2.8 arc-seconds), show
ing peaks at 0.75 and 
1.7 arc-seconds due to 
periodic structure. 

P(r)rdr 
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Fig. 5-37. The image 
of a 2-^m pinhole has 
a FWHMof 2.5/mi, 
indicating a response 
function of l.O to 
1.5 ym FWHM. 
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Fig. 5-38. Comparison 
of measured and theo
retical transmission of 
the new Wolter mirror 
as a Function of 
energy. 

Objective- plane equivalent distance Urn) 
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r 
(7) aTd„ tan 0B 

(7) 

aj ~ 2 J a] + a\ . (8) 

•v c«V + a i (9) 

In these equations, da is the object distance 
r is the radial distance from the center of 
the distribution; # s is the grazing angle; irr is 
the standard deviation of the longitudinal 
total-deflection distribution; a r is the stan
dard deviation of the azimuthal total-
deflection distribution; at and <r: are the 
standard deviations of the hyperboloid and 
ellipsoid longitudinal-slope-error distribu
tions, respectively (Fig. 5-34); and at and a2 

are the standard deviations of the hyperbo
loid (Fig. 5-36) and ellipsoid azimuthal-
slope-error distributions, respectively. 

If aj and uT have similar magnitudes, and 
if <?s is an angle on the order of 1", then («, 
d„ tan flB « aTdn) and the response function 
resolves itself into a sharp central spike 
with wide Gaussian wings. The central 
spike has a FWHM of approximately 7.5(«, 
dn tan (?s), where we have assumed that <v, 
— »i. The half-power circle diameter is ap
proximately ^.7{al rf„), where we assume u, 
~ a;. The theoretical FWHM for this mirror 
is about 0.5 iim, while the theoretical half-
power circle diameter is about 2.9 //m The 
measured point-spread function of the mir
ror has a FWHM of 2.5 ixm (Fig. 5-37) when 
measured with a 2-iim pinhole as the 
source, yielding a point-spread-function 
FWHM of about 1 to 1.5 urn. 

This difference from theory indicates that 
tolerances other than random slope errors 
make significant contributions to the re
sponse function, unlike th? case of our 
older Wolter mirror for which random slope 
errors were the dominant effect. A close 
examination of the mirror azimuthal scans 
indicates that the average slope of the conic 
(hyperboloid and ellipsoid) surfaces varies 
with azimuthal position by an amount Iar^ 
enough to account for the discrepancy 
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between measurement and theory. This 
variation in the average slope of the conic 

rrfaces also accounts for the lack of point 
symmetry that we would expect from a 
point-spread function determined by ran
dom slope errors and that we find in the 
case of the older Wolter mirror. The lack of 
point symmetry can be viewed as the result 
of inaccurate superposition in the image 
plane of images formed by different por
tions of the surface. Thus, if only a small 
sector of the surface is used, many of the 
images that do not superimpose accurately 
will be eliminattd. For many laser-fusion 
applications, we have used an 18° sector of 
the Wolter mirror. The main purpose of us
ing this small sector is to increase the effec
tive depth of field of the mirror, but the 
small sector also reduces the effect of the 
azimuthal slope errors on the image. 

Another measure of the quality of an 
x-ray mirror is its transmission as a function 
of x-ray energy. The transmission of the 
ASXRMS mirror, as measured in a ma iner 
described in the 1977 Laser Program Annual 
Report.'11' deviates somewhat from theoreti
cal expectations in that its reflectivity is low 
at energies above 1.2 keV (see Fig. 5-38). 
This is presumably due to the finite rough
ness of the surface. 

The transmission spectrum represents an 
integral over the response function out to a 
radius of 30 /urn (the object-plane equivalent 
radius). The spatial response function (Fig. 
5-37) is determined photographically in the 
image plane. From the phot 'graphs, we 
find the half-power circle diameter to be 
8.6 Mm, which again is somewhat larger 
than the value expected theoretically from a 
random-slope-error distribution. The fact 
thr: the measured transmission spectrum 
comes as close as it does to the theoretical 
curve indicates that 'he surface of the mir
ror is very smooth, with roughness less 
than —15 A and, perhaps, considerably 
better. 

After completing characterization of thi? 
new Wolter mirror, we installed it in the 
22 X streaked x-ray microscope at Shiva. It 
has been used on several shot series since 
that time with excellent performance and 
results. 

X-Ray Microscope Experiments 

In a collaborative experiment with the Na
val Research Laboratory (NRL), we used 
our high-resolution streaked x-ray 
backlighting system, toother with a 

Backlighter 
laser beams (10): 
2 x 10 1 4 W/cm 2 

X rays 
Streak-camera 

X-ray 
microsc 
line of 
sight 

400 

Driver laser beams (10): ~£ 
lO^W/cm 2 .3 200 

Fig. 5-39. Schematic 
of, and data from, 
single-foil experiment 
observed with x-ray 
backlighting and the 
streaked x-ray 
microscope (p. 5-30; 
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Relative time (ns) 
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r ig. 5-40. Schematic 
of, and data from, 
double-foil experi
ment observed with 
x-ray backlighting and 
the streaked x-ray 
microscope. 

streaked imaging optical pyrometer50 and 
other techniques, to investigate the laser-
driven ablative acceleration of matter in a 
regime characterized by moderate laser in
tensity (1014 to 1015 Wan2), a long-scale-
length plasma (>0.3 mm), long pulse 
lengths (>3 ns), and stringent requirements 
on beam uniformity. 

To obtain these conditions, we irradiated 
~-10-Mm-thick carbon foils in a 1-mm-diam 
focal spot at 10 N W/crrr in the near field of 
the lower 10 beams of Shiva. The incident 
pulse contained 3 to 3.5 kj and was 3 to 
3.5 ns long. The use of 10 overlapped 
beams provided significant statistical im
provement (by a factor of about 3) in ir
radiator, uniformity. X-ray microscope 
images indicate ~50% modulation on simi
lar shots with the pulse length reduced to 
100 ps to limit lateral energy transport. In 
some cases, the irradiated foil was allowed 
to impact a second foil in which the shock 
breakout and recoil could be observed. Al
though we have not yet completed the de
tailed analysis of these experiments, we 

here summarize them and make some basic 
observations about this application of the 
high-resolution x-ray microscope/streak-
camera system. 

We used the streaked (Wolter) x-ray mi
croscope at 3 keV to make x-ray back
lighting observations of the ablative accel
eration and recoil history cf single- and 
double-foil experiments (Figs. 5-39 and 5-40, 
respectively). As we mentioned earlier, the 
overall spatial resolution of the x-ray micro
scope is —6 to 7 urn; time resolution is 
~20 ps. A palladium L-line backlighter, ir
radiated at 2 X 10 : 4 W/cm2 by Shiva's up
per beams, had the same pulse length as 
the drive pulse, but delayed by 1 ns. A 75-
Mm-thick Be shield protected the accelerated 
foil from preheat due to the backlighter soft 
xrays (<1 keV) and suprathermal electrons 
(<50keV). 

Preliminary analysis of the backlighting 
data from the single-foil experiment (Fig. 
5-39) involves the fitting of second- and 
third-order polynomials to the upper edge 
of the shadow of the moving carbon foil. 
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laser beams (10): 
2 x 10 1 4 W/cm 2 

X rays 

Streak-
camera 

slit 

f.treak 
record 

- Palladium 
backlighter 
(2.9 keV) 

Driver laser beams (10): 
1 0 M W/cm 2 

§ 200 

Backlighter pulse (FWHM) 

Laser pulse (R/VHM) 

I 
0*0.5 2 3 4 

Time (ns) 



A Miniature Proportional Counter tor Neutron-Activation Measurement 

3.0 0 
Tinwfns) 

To extract data from the photo, we first vi
sually fit a smooth, continuous curve to it. 
The curve is then digitized, and the polyno
mial fit is performed on the digital data. We 
follow this procedure because image-
processing software is not yet available to 
extract the edge and correct for backlighter 
intensity variations in the presence of sub
stantial statistical noise. 

The curves we have obtained using our 
rough method appear to be quite reproduc
ible and accurate to about one pixel (~6 to 
7 jum). The histories of position and 'ocity 
vs time are quite reasonable and agree well 
with LASNEX calculations; we obtain a 
good average acceleration value, also. It is 
true, however, that small errors in position 
for the points digitized from the original 
data 1: id to increasingly large errors for 
higher derivatives of the position data. 
Thus, our rough method limits extraction of 
the acceleration data to its average value 
with limited temporal history. 

Figure 5-41(a) shows a decond-order 
polynomial fit to the data sample in Fig. 
5-39, giving the position of the foil us a 
function of time. The time-derivative of the 
polynomial (the velocity) is shown in Fig. 
5-41(b). The second derivative of the poly
nomial is the average value of the accelera
tion (a constant) and has a value of 3.3 
X 10 l D cm/s2. The laser pulse (and therefore 
the acceleration) is falling rapidly at the end 
of there curves, so the terminal velocity of 
the foil is ~1.2 X 107 cm/s for the shot 
shown in Figs. 5-39 and 5-41. A velocity of 
1.2 x 107 cm/s gives the 1-mm-diam spot 
in the center of the moving portion of the 
foil a kinetic energy of 90 J. This result rep
resents a conversion efficiency of incident 
laser energy to kinetic energy of 7%. With a 

'heat level of 15 eV, the foil has approxi-
. .ately 10 times as much directed kinetic 
energy as internal thermal energy. This 

value is lower than the ratio of ~-80 re
ported by NRL51 because of higher preheat; 
our experiments were performed at 10 u 

W/cnr, while previous NRL experiments 
were done at 1012 to 10'1 W/cnr. 

We also performed x-ray backlighting ex
periments on double-foil targets (Fig. 5-40). 
Preliminary analysis of the data indicates 
that the irradiated foil reaches a velocity of 
7 X 106 cm/s before impact with the sec
ond foil at somewhat more than halfway 
through the laser pulse. At the time of colli
sion, both foils have a nearly equal areal 
density of 1.5 X 10~ g/cm2. The second 
foil thus attains a velocity of —7 X 10'' 
cm/s from the collision, as shown in Fig. 
5-40. The figure shows also the pr collision 
decompression of the upper foil (due i o 
preheat) at a velocity of ~1 X 10*' cm/s. 

The improvements in the streaked x-ray 
microscope made over the last year, and the 
continued development of this instrument 
now in progress, will significantly enhance 
the quality of measurements in the area of 
hydrodynamic instabilities. 

Author; R. H. Price 

A Miniature 
Proportional Counter 
for Neutron-Activation 
Measurements 
Measurement of the pusher areal density, 
(pAR), of imploded laser-fusion targets pro
vides an important indicator of our progress 
toward thermonuclear ignition. We cur
rently Treasure (pXR) using neutron-
activation techniques.52"57 In our experi
ments, thermonuclear neutrons, generated 
by an imploded tirget consisting of 

Fig. 5-41. Single-foil 
experiment (Fig. 5-39) 
analysis, (a) A second-
order polynomial fit 
to the data, (b) The de
rivative of the 
second-order polyno
mial, giving the veloc
ity as a function of 
time. 
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Fig. 5-42. The propor
tions! counter consists 
of eight separate outer 
chambers and a single 
inner chamber; the 
collector foil is 
wrapped around the 
inner chamber. 

deuterium-tritium (D-T) gas encapsulated 
in a glass microshell, activate the "Si atoms; 
in the glass via the 28Si(n,p)28Al (t 1 / 2 

= 2.2 min) reaction. A portion of the debris 
from the exploding target is collected on a 
20-Mm-thick titanium foil placed near the 
target. The foi] is then rapidly transferred to 
a radiation detector that determines the 
number of activated atoms created in the 
target. From this determination, and from 
aii independent measurement of the neu
tron yield, we can determine {pAR). 

Anywhere from 50 to 500 activated atoms 
are created in some of our fusion targets, 
which translates to 5 to 50 detected events. 
This small signal places a premium on low-
background, high-efficiency detectors. 

Alummum-28 decays by the emission of 
a 0 to 2.8-MeV 0 particle and a 1.78-MeV 
7 ray. To detect these decays, we require a 
coincidence between our 25- by 25-cm 
NaI(T!) detector, which has an Al photo-
peak efficiency of 40%, and the (t detector 
located in the 5- by 15-cm well of the 
Nal(Tl) crystal. The collector foil is placed 
inside the /3 detector. In the past, we have 
used an NE-102 plastic fluor to detect the 
0 particles; recently, we have substituted a 
miniature proportional counter 'hat reduces 
the background by a factor of 4 to 5. In this 
article, we describe the present proportional 
counter and compare its measured effi
ciency to results of a computer simulation. 
We also describe the design of an improved 

version of the counter, which we expect 
will have a much higher detection 
efficiency. 

Proportional Counter 

The proportional counter is shown set emat-
ically in Fig. 5-42; it is constructed of copper 
and consists of a single inner chamber and 
eight separate outer chambers, each witi a 
25~nm central wire held al a potential of 
+4 kV above the grounded chamber walls. 
The collector foil containing the radioactive 
target debris is placed in the space between 
the inner and outer chambers, the wall 
thicknesses of which are 330 and 254 nm, 
respectively. Methane at atmospheric pres
sure flows through the detector at a rate of 
60 cnrVmin. 

W? measured the detection efficiency of 
the miniature proportiona; counter by ir
radiating a 5- by 5-cm by 25-Mm piece of 
aluminum foil with thermal neutrons to 
produce 28A1. Counting rates are given by 

w, = v* , 
N, = v* -

and 

N„, = ^<S/1 -- NtiN 

End view 

Methane inlet7 

Methane outlet -^ 
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where Nrf, Ny/ and N ( J l are the j3, y, and co
incidence o:unt rates; t^ and ty are the 0 
nci 7 detector efficiencies; A is the 2SA1 ac

tivity; and T is the resolving time (0.1 lis). 
We measured the counting rates after plac
ing the 28A1 source on the inner surface of a 
collector foil, centered between the two 
ends of the proportional counter. We then 
solved the above equations to obtain the {} 
efficiencies shown in Table 5-3. for com
parison, the plastic /? detector has a mea
sured efficiency of 85%. 

Due to the increased background at low 
energies, we adjusted the discriminator;, to 
allow the proportional counter to respond 
to signals in the range from 0.2 to 3.0 MeV. 
In this energy range, the background count 
rate for the proportional detector was 
0.14 cpm—much lover than the count rate 
of 0.56 cpm for the plastic detector. 

Computer Model 

The efficiency of the proportional counter 
was estimated fnm a ' imple Monte Carlo 
computer model that used the Katz-Penfold 
estimate of electron ranges."t Electrons hav
ing an e-ergy distribution identical to the 
28A1 ff spectrum were launched in random 
directions from the source. Regions repre
senting the aluminum source, the titanium 
collector foil, and the walls of the counter 
were included. All /3 particles reaching the 
sensitive detector region with an energy 
above 32 eV (the ionization threshold f 
methane) were considered to be detected. 
These calculations usually overestimated 
the measured efficiencies by about 20%. 

High-Efficiency Counter 

0 "Bfiaency 
Table 5-3. Detection 
efficiencies for 
particles. 

In addir' -,i to the copper detector, we have 
built a 150-Mm-thick aluminum inner detec
tor for the proportional counter. The mea
sured background of this inner detector was 
the same as for the copper inner detector; 
however, the efficiency of the aluminum 
detector was measured to be 43%, which 
agrees v/ell with the computer model. Based 
on th°se results, we are now designing a 
detector constructed completely of alumi-
' n; all the walls adjacent to the collector 
i.jil will be made of 125-^m-thick alumi
num. The aluminum detector ha= a calcu-

hMtcofpftr 0.16 -" $» 
i Q * « < W H E . a» a» 

Avoir *lnaj?iMai 0.43 ' 0,41 
OutAaiunJmil* ,— bsi 

lated efficiency of >90% and should afford 
a considerable improvement in detection 
sensitivity over the plastic-fluor system now 
in use. 

Author: S. M. Lane 

Major Contributors: ]. H. Dellis, C. K. 
Bennett, and E. M. Campbell 

Collimator Design for 
Neutron Imaging 
lor low-density laser-fusion targets, we 
have employed a-particle imaging to diag
nose the thermonuclear bum of the fuel re-
gion.719 This technique is not feasible for 
imaging intermediate- and high-density tar
gets, however, because the corr.pressed 
pusher of these targets will not transmit the 
relatively short- range a particles. We have, 
therefore, directed our efforts to imaging 
the highly penetrating 14-MeV deuterium-
tritium (D-T) neutrons. The predic od D-T 
neutron yield for Nova targets suggests 
that, in seme cases, enough neutrons may 
be available to achieve good image resolu
tion. To evaluate the potential for pinhole 
imaging of neutrons, we studied the image 
quality for various collimator designs and 
found that 5- to W-firn resolution is possi
ble for near-term neutroj; yields. 

A collimator (the three-dimensional ana
log of an optjcal-pinhole camera) consists of 
a high-Z material having an aperture whose 
diameter is a function of the position along 
the collimator axis. For neutron-imaging ex
periments presently envisioned, the collima
tor would be approximately 100 mm long 
and placed 500 mm from the emitting 
source with its ape^ tur; axis carefully 
aligned with the source. A detector would 
be placed 100 to 200 m from the source, 
giving magnifications in the range of 200 X 
to 400 X and a source-plane resolution of 5 
to 10 ̂ m. For an instrument with 5-iim 
resolution, a 20-Mm-diam source (16 resolu
tion elements) must emit 2.5 X 10'4 
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Fig. 5-43. Four colli
mator configurations 
studied for use in neu
tron imaging. 

neutrons to have an average of 100 neu
trons per resolution element reach the de
tector plane. 

Collimator Configurations 

We have examined the effect of collimator 
design on field of view, neutron efficiency, 
and spatial resolution.6" Of the collimator 
configurations vie explored, the most prom
ising are the four shown in Fig. 5-43: the 
cylinder, the hyperbola of revolution, a pair 
of intersecting cones, and a segmented ap
proximation to intersecting cones. The cyl
inder is the most obvious geometry and the 
easiest to construct; for these reasons, we 
consider it the basis for comparison. We 
consider segmented approximations because 
they may prove easier to construct than 
configurations in which the aperture diame

ter vanes continuously along the collimator 
axis. 

For comparison, all collimators discussed, 
here have the same length, (, and the same 
aperture diameter, 2a, at a distance, s, from 
the source plane. We define a parameter, d, 
as the radius of the circle formed by the in
tersection of the source plane and the math
ematical function describing the collimator; 
this parameter is a somewhat qualitative 
definition of the field of view. For point-
source positions less than rf, we can expect 
good imaging; for positions greater than d, 
we should observe image degradation. Note 
that, for the cylinder configuration, the pa
rameter d is fixed by a, whereas, for the 
other geometries, d can be varied for a 
given a. The numerical values used for the 
plots in Figs. 5-44 through 5-46 are t 
= 100 mm, a = 2.5 \i.m, s = 500 mm, and d 
— 10a (except for the cylinder). The 

Source 
plane 

Interjecting cones Segmented »ppro>dt™«on to irnueetimg cones 
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Fig. 5-44. Comparison 
of response functions 
of potential collimator 
configurations for 
source positions of 
x = 0, 25, and 50 urn, 
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2 4 6 8 
Source position, x (aperture diameters) 

collimator material is assumed to have a 14-
MeV-neutron mean free path of 35 mm, 
and the detector plane is located at z 
— 200 m (magnification of 400X). 

As in any imaging system, the response 
function should be as narrow as possible 
because it is directly related to the spatial 
resolution that can be achieved. Spatial 
resolution, in the classical sense, is the 
minimum separation of two point sources 
that appear distinct in the image. Enhanced 
spatial resolution can be achieved by post-
target-sliot data analysis, particularly by 
deconvolving the image and the response 
function. Deconvolution is most easily per
formed when the response function is 
isopianatic; i.e., it depends only on the dif
ference between the coordinates in the 
source and image planes. This implies that 
isopianatic response functions have the 
same shape independent of the source 
position. 

Figure 5-44 shows sample response func
tions for the cylinder, hyperbola, 

Fig. 5-45. Relative de
gree of isoplanatism 
for three potential col
limator configurations. 

Fig. 5-46. Comparison 
of two-point resolu
tion for intersecting-
cones and hyperbola 
collimator configura
tions; distance be
tween the point 
sources is 6 fim. 
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intersecting cones, and a five-zone seg
mented approximation to the intersecting 
•ones. Plots are given for point-source posi
tions of x = 0 (on axis), 25 /an, and 50 pan. 
For each contour plot, there is an intensity 
plot for y = 0. A comparison of these plots 
shows that the shape of the response func
tion changes as the source is moved off 
axis. The shape change is most pronounced 
for the cylinder configuration and least for 
the intersecting cones. To quantify this ob
servation, we have plotted the integrated 
neutron intensity over one resolution ele
ment, normalized to its on-axis value (see 
Fig. 5-45). The curves in the figure show the 
relative degree of isoplanatism for the three 
designs. Note that, for the intersecting 
cones, the curve remains above 88% out to 
its d-parameter value (25 ̂ m), whereas, for 
the hyperbola and cylinder configurations, 
the curve drops more significantly. 

We have addressed classical two-point 
resolution as well. Figure 5-46 shows im
ages of two source points spaced slightly 
more than one aperture diameter (6 /urn) 
apart for the hyperbola and intersecting 
cones. For source positions less than d (the 
field of view), the points are better resolved 
by the hyperbola configuration. This can be 
attributed to the steeper sides of its re
sponse function (compare the on-axis re
sponse functions in Fig. 5-44). Note, 
however, both the symmetry and constancy 
of the images for the intersecting cones 
compared to the hyperbola configuration. 
This is a direct consequence of the higher 
degree of isoplanatism. 

We have studied these collimator con
figurations as a step toward designing for 
future Nova neutron-imaging experiments. 
Of the collimator geometries modeled, the 
pair of intersecting cones appearj to be the 
most promising with respect to neutron effi
ciency, field of view, and isoplanatism. Al
though the intersecting-cones configuration 
did not have the best classical resolution, it 
was not far off, and the prospects for en
hanced resolution by deconvolution are 
particularly attractive. We have also shown 
that stepped collimators can be designed 
with attractive characteristics. 

Summary 

We see that the obtainable spatial resolu
tion in a neutron-imaging experiment will 

be approximately that of the collimator ap
erture. A 5-fim-diam collimator placed 0.5 m 
from a source will require approximately 6 
X 10' 3 neutrons emitted from each resolu
tion element to put 400 neutrons into each 
resolution element in the detection plane. 
Considering detection efficiency (~25%) 
and other factors, this will provide a chan
nel confidence level of 20 to 30%. For a 10-
itm-diam source under these conditions, we 
could then anticipate forming a reasonable-
confidence image with as few as 3 X 10'4 

neutrons. 
This is an intriguing capability; current 

target designs for Nova, using one-
dimensional calculations for 50 kj of 
frequency-doubled (0.53 ^m) light in a 1.5-
ns pulse, predict yields of 6 X 101 4 and 2 
X 101 5 neutrons (a 4.5-kJ thermonuclear 
yield) for gas and cryogenic double-shell 
target designs, respectively. The latter cal
culation includes a near-doubling of the ion 
temperature to 8.4 keV due to a-particle ab
sorption in the burning fuel. These one-
dimensional calculations may be somewhat 
optimistic. Nevertheless, they indicate that, 
with the Nova system, we are approaching 
the possibility of neutron imaging of fusion 
reactions with relevant spatial resolution, 
enabling us to study issues of 
thermonuclear-bum physics in a laboratory 
environment. 

Authors: R. A. Lerche and G. E. 
Sommargren 

Design Analysis of 
Neutron Streak Camera 
The D-T fusion reaction produced with the 
Nova laser is expected to be complete 
within 50 ps. To obtain some clues about 
how the fusion reaction progresses, we will 
measure the time-dependence of the neu
tron flux from the target. In this article, we 
describe the design of a neutron streak 
camera (with a temporal resolution of 16 ps) 
that will be used to study the temporal his
tory of the thermonuclear bum-up of laser-
fusion targets. 

A neutron streak camera is essentially the 
same as an optical or x-ray streak camera, 
except that 
• The cathode is sensitive to neutrons. 
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Hg. 5-47. Mechanism 
of secondary-electron 
generation from the 
neutron cathode. Each 
fission fragment, ff, 
drags out 400 to 200 
low-energy secondary 
electrons from cath
odes of 1 to 10 fim, re
spectively, of U O v 

Fig. 5-48. Basic rela
tion for analyzing and 
cancelling out neutron 
and electron transit-
time differences. 

• The cathode is curved such that the differ
ence in the neutron path lengths from a 
point source to various parts of the cath
ode is compensated by electron transit 
times within the streak tube. 

In this way, the cathode can be made large 
(several cm') for high sensitivity without 
sacrificing temporal resolution. Time com
pensation is thus a key element in the 
development of a high-sensitivity neutron 
streak camera. 

Neutron Cathode 

Fission materials such as U 0 2 are known to 
make good cathodes for neutron diodes. 
This suitability is due to uranium's large fis
sion cross sections (2.1 barns for 14-MeV 
neutrons); the highly charged fission frag
ment drags out a large number (>200) of 
low-energy secondary electrons, as shown 
in Fig. 5-47. To be useful for an ultrafast 
streak camera, however, the energy spread 

1 to 10 ixm of U0 2 

ff 
(Fission 

fragment) 

of these electrons has to be small. Using the 
data of Jamerson et al.,61 we estimate the 
spread to be A£L, « 6 eV FWHM. Fortu- , 
nately, as we shall see, this spread is ade
quate for our purposes. 

The thickness of the cathode should be 
less than the range of the fission 
fragments—about 10 Mm. The thinner the 
cathode, the smaller the electron transit-
time spread and, thus, the better the tempo
ral resolution. Unfortunately, thinner 
cathodes result in poorer detection effi
ciency; for a given cathode thickness, we 
can increase the detection efficiency by 
making the cathode area larger. This poses 
an additional problem, however. Because 
14-MeV neutrons move rather slowly, at 
only 0.17 times the speed of light, a 1-mm 
path difference introduces a time spread of 
20 ps. How can we then obtain a large cath
ode without jeopardizing the time 
resolution? 

Compensating Neutron and 
Electron Transit-Time Differences 

Basically, we must cancel out differences 
between the neutron and electron transit 
times; Fig. 5-48 illustrates the basic relation 
for this compensation mechanism. First, we 
make a curved cathode so that the neutron 
and electron path differences are given by 
ASN and ASL„ respectively. Let 

/JN = neutron velocity 

and 

(3,, = electron velocity . 

Then, 

AS„, 
A / M = • 

neutron transit-time difference, 

and 

AS,, 

= electron transit-time difference. 
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Next, choose /3e such that 

. AS. 

Then, 

A(t, . 

'AS N 

"AtK, 

(10) 

(11) 

Thus, by choosing the electron velocity to 
satisfy Eq. (10), we can compensate for the 
neutron transit-time difference using the 
electron transit-time difference [Eq. (11)]. 
Figure 5-49 depicts the schematic of a neu
tron cathode and anode configuration that 
performs this compensation. 

Electron-Beam Optics 

We have modified the code GUNSLC62 to 
compute the electron-beam optics for a 
5-cm-diam cathode having a 2.5-cm radius 
of curvature. With a 10-kV extractor and a 
30-kV anode, the secondary electrons can 
be focused at the 0.1-mm-radius pinhole lo
cated 3.7 cm from the cathode. The ray 
traces obtained with the modified 
GUNSLC62 code are plotted in Fig. 5-50. 
Rays 1 through 6 were traced to clear the 
pinhole. Table 5-4 gives the electron transit-
time difference, At^ for these rays, along 
with the corresponding neutron transit-time 
difference, A(N, for 14-MeV neutrons emit
ted from a source 30 cm away from the 
cathode. It is evident from Table 5-4 that 
the transit-time differences, AtNe, can be 
compensated to within 4.2 ps. 

Neutron Streak Camera 

Figure 5-51 is a schematic representation of 
a possible configuration for the neutron 
streak camera. The cathode is coated with 
1 im\ of UO, (or up to 10 ium for higher de
tection efficiency and poorer temporal reso
lution). For a l-/nm cathode, each fission 
fragment leaving the U 0 2 cathode generates 
400 secondary electrons; this number de
creases to 200 secondary electrons for a 10-
ium cathode. The electrons focused at the 
first pinhole by the extractor and the anode 

f~••> refocused at the second pinhole by the 

first electrostatic lens. The vertical deflector 
separates the electrons from surviving posi
tive ions [due, if present, to O (n,p) and O 
(n,a) reactions in the U 0 2 cathode]. The 
electron beam can now be streaked and de
tected with standard streak-camera 
techniques. 

With the neutron and electron transit-
time differences cancelled out, the temporal 
resolution of the neutron streak camera is 

Fig. 5-49. Schematic of 
a neutron cathode and 
anode configuration. 

z axis (mm) 

*2 

Fig. 5-50. Ray traces 
calculated using the 
eke tron-beam-op tics 
code GUNSLC. 

M Table 5-4. Ray traces 
calculated with 
GUNSLC; secondary-
electron angular 
spread restricted to 
± 10° with respect to 
cathode normal. 
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Fig. 5-51. A possible 
configuration of (he 
neutron streak camera. 
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now dominated by the following two 
factors 
• A( k, the transit-time dispersion 6 3 due to 

the electron energy spread, A£ 0. Here, Afk 

= 23000 J~&TjE = 11 ps for an electric 
field, E, of 5000 V/cm at the cathode, and 
A£(. = 6eV. 

• At,, the electron transit-time spread in the 
cathode material. For 1 fim of UCs, A/, 
= 10 ps, assuming an electron-scattering-
limited velocity of 10' cm/s. 

Given these two factors, the overall tempo
ral resolution of the neutron streak camera 
is then (4.22 + l l 2 + 10 2 ) " 2 = 16ps. 

Using the above geometry, then, for 10' ' 
neutrons emitted isotropically from a point 
source 30 cm away, 50 fission fragments 
would leave the 1-Mm-thick cathode of 
1 -cm effective radius, generating 24 000 sec
ondary electrons. In the ray trace calculated 
by GUNSLC, however, the secondary-
electron angular spread was restricted to 
within ± 10° with respect to the normal to 
the cathode. Under this restriction, the 
transmission of the secondary electrons 
through the 0.2-mm-radius first pinhole is 
27%. 

Shielding the Neutron Streak 
Camera 

We can adequately shield the neutron 
streak camera from target-generated x rays 
using 1-cm-thick tungsten. A Monte Carlo 
calculation for the neutron transport shows 
that the neutrons inelastically scattered 
from the shielding into the cathode, along 
with the 7 rays generated in the shielding, 
contribute less than 1 % to the background. 

We have yet to carry out a detailed study to 
determine the shielding required to protect 
the phosphor screen from the direct 
(uns,cattered) neutrons and general x-ray 
background. However, the vertical deflector 
can bend the electron beams downward 
enough ( > 5 cm) so that an adequate shield
ing can be placed between the neutron 
source and the phosphor screen. 

Our optical streak camera works well at 
80 cm from the target (outside the target 
chamber). With a reentry hole in the target 
chamber, and with adequate shieldings for 
the electromagnetic pulse (EMP), we expect 
the neutron streak camera to function prop
erly when located 30 cm from the target. 
We are planning an EMP-shielding test 
with an optical streak camera. Should it 
prove necessary, the electron beam in the 
neutron streak tube could be guided out of 
the target chamber. 

Conclusion 

In conclusion, it is possible that the neutron 
streak camera could be a viable and unique 
tool for studying the temporal history of 
fuel-region burns in D-T plasmas having 
an ion temperature of a few keV and a 
neutron yield of 10". For higher ion tem
peratures, the dispersion of the neutron en
ergy due to Doppler broadening would 
require the streak camera to be placed 
closer to the target. How near the target it 
could remain operational may perhaps be 
determined only with experiments. 

Authors: C. i . Wang, R. Kalibjian, and 
M. S. Singh 
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Fast-Camera 
Development 
Streak cameras remain our primary di
agnostic instruments for recording optical 
and x-ray energy with maximum temporal 
resolution. During 1981, we continued to 
gain a greater understanding of the capabil
ities, limitations, applications, and tech
niques relating to streak cameras. In 
addition, we have furthered our studies of 
coupling laser energy to the streak camera 
via optical fibers. The high-priority need for 
fast-gated imaging to diagnose target-
implosion dynamics Jed us to investigate 
techniques and issues relative to the imple
mentation of a fast framing instrument. In 
this article we discuss these latter two 
developments. 

Fiber-Optic Links 

During the year, we improved our under
standing of the use of fiber-optic links to 
couple laser light to streak cameras. This 
understanding was particularly useful in our 
attempts to measure the temporal emission 
of x rays relative to the incident laser pulse. 
To make this determination with good reso
lution (10 ps for optical signals), we used 
one of our stanc-ard S-l streak cameras to 
simultaneously record light and x-ray sig
nals.64 With the experimental configuration 
required to observe target x rays, we find it 
experimentally convenient to introduce the 
incident laser signal into the streak camera 
via a short (5 to 10 m) optical fiber. 

The important fiber characteristics for this 
application are the temporal dispersion and 
the power-handling capacity at the desired 
laser wavelength. Pulse dispersion is mini
mized differently by two types of fiber.65 In 
single-mode fibers, small-diameter cores 
limit the number of modes that propagate. 
In graded-index fibers, a radial variation of 
the index of refraction matches the group 
velocities of the propagating modes. Since 
several nanojoules of 1.0<hum (\a>) energy 
in a 50-ps pulse produce a detectable 
streak-camera signal, a 4-jun-diam single-
' <>de fiber must carry an average power 

density of 109 W/cm2; about 107 W/cm2 is 
required for a 50-Mm-diam graded-index fi
ber. Since the damage threshold for the 
glass surface at the entrance to the fiber is 
approximately 109 W/cm2, we selected 
graded-index fibers to interface the incident 
laser light to the streak camera. 

A lens system mounted behind a 99%-
reflecting turning mirror focuses incident lw 
energy onto the end of a 5-m graded-index 
optical fiber. The light exits the fiber at a 
variable-delay unit mounted on the camera; 
here, the light is collimated, turned 180° by 
a set of mirrors mounted on a slider, and 
refocused onto a short (0.5 m) section of op
tical fiber that goes to the streak camera. 
Energy leaving this fiber is focused onto the 
streak-camera photocathode. The fiber 
lengths and variable delay can be adjusted 
so that the incident laser light and the light 
reflected from the center of the target 
chamber reach the streak camera simulta
neously (±5ps). 

In our laboratory, we demonstrated that 
nominal 50-ps laser pulses at lu and 2« 
(0.53 ion) can be transmitted through short 
(up to 30 m) optical fibers without signifi
cant temporal distortion.66 The graphs in 
Fig. 5-52 each show the overlay of two laser 
pulses recorded simultaneously with a 
streak camera; one pulse travels through air, 
while the other is transmitted through the 
optical fiber being tested. To minimize tem-
poial dispersion—especially at 2w—care 
must be taken to avoid excitation of fiber-
cladding modes when the laser energy is 
coupled into the fiber. We find it best to 
collimate (rather than focus) the laser en
ergy on the end of the fiber, and we use 
mode-stripping techniques at all fiber ends. 
Our optical/x-ray streak camera (OX-1) is 
fully operational, simultaneously recording 
high-energy x rays and incident and re
flected laser light. 

Comparison of Open-Grid vs 
Mesh-Grid Structures for a Streak-
Camera Image-Converter Tube 

During 1981, we also advanced our under
standing of the streak tube's dynamic range 
as a function of extraction-grid design. It 
has been conjectured that a fine mesh 
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Fig. 5-S2. Collimaled 
laser pulses transmit
ted through 6, 24, and 
30 m of optical fiber, 
compared with laser 
pulse at input to the 
fiber. 

0.53 pm 1.06 pm 

would scatter some electrons, which would 
then not be focused as well at the output 
phosphor as the nonscattered electrons; this 
condition would raise the background noise 
level and, thus, reduce the dynamic range. 
Although this condition cannot be ruled out 
for other tube designs, it does not appear to 
be the case for the RCA tube. 

To establish requirements for new streak-
and framing-tube designs, we wanted to 
decide whether to use a fine mesh or a 
coarse, "open" structure for the extraction 
field. From previous tests, it became evident 
that streak tubes with an open-grid struc
ture had a much larger dynamic range than 
those with a fine mesh.6 7 However, the 
tubes in these tests were all of different 
electron-optics design and were all made by 
different manufacturers. No one had tested 
the same tube design with both extraction-
grid options. 

We therefore fitted the body of an RCA 
C-73435 streak tube with two extraction-
grid structures by replacing the conven
tional open grid (parallel wires separated by 

5 mm) with a steel plate containing two ap
ertures. Figure 5-53(a) shows the aperture 
plate installed in the streak-tube body. The 
lower of the two apertures in the photo 
simulated the open-grid structure, while the 
upper aperture was a 2- by 20-mm slit cov
ered with a 38%-transmissive mesh having 
40 wires per millimetre. The two sections 
were located an equal distance above and 
below the tube axis. An S-l cathode was 
formed and sealed onto the tube body. We 
then mounted and tested the tube in the 
body of an LLNL optical streak camera. 

Figure 5-53(b) shows the streak-tube out
put as presented on the output screen of 
the 40-mm image-intensifier used in the 
streak camera. For this photo, the streak-
tube cathode was uniformly illuminated. 
The nearly rectangular top image in Fig. 
5-53(b) is that of the 2- by 20-mm slit cov
ered with the fine mesh; this image is mag
nified about 1.3 times in both vertical and 
horizontal directions. The lower image is a 
the aperture with the open grid; this image 
is magnified approximately 0.25 times in the 
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vertical direction due to the cylindrical-lens 
effect of this aperture, while magnification 
-eturns to approximately 1.3 at the ends of 
the image, as shown by the flaring. 

We next performed dynamic testing, im
aging a 152-,um slit for each section. We 
used a Nd:YAG laser operating at lw with a 
35-ps pulse width to measure dynamic 
range. A single pulse was selected from the 
pulse train and passed through a 150-ps 
etalon with 70%-reflecting surfaces. For the 
recording medium, we used Royal-X Pan 

film developed to an ASA rating of 2000. 
The film was then scanned and digitized. 
Knowing the etalon timing permitted us to 
convert the position on the film into time 
and, finally, into a plot of FWHM vs inten
sity, as shown in Fig. 5-54. Similar data 
symbols indicate information obtained in 
the same single-pulse experiment. As we 
anticipated, saturation occurred at the same 
output intensity for both the open and 
mesh sections. The saturation level was de
fined by a 20% broadening of the pulse 

Fig. 5-53. Fine-mesh 
and open extraction-
grid sections. 
<a) Experimental ar
rangement for com
paring meshes. 
<b( Image-intensifier 
output of the two grid 
sections. 

Fig. 5-54. Dynamic-
range plots of the 
open and mesh 
extraction-grid 
sections. 
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Fig. 5-55. Effect of the 
gate-off circuit on the 
retrace-overwritirtg 
problem, (a) Before in
stallation, (b) After 
installation. 

width (FWHM), as compared with lower-
amplitude pulses. In Fig. 5-54, saturation oc
curs at about 6000 intensity units. 

Dynamic range is defined here as the ra
tio of the saturation intensity to the noise 
intensity level. The data revealed that the 
noise levels for both sections were very 
nearly equal and were nearly the same as 
for the system noise level of about one in
tensity unit, giving a dynamic range of 
about 6000 for both sections. As a conse
quence, we conclude that, for the RCA 
streak tube, dynamic range is not a function 
of extraction-field structure, but must be 
due to some other aspect of the design of 
the camera and image-converter (streak) 
tube—such as intensifier noise, 
microlensing, or other charge-limiting 
effects. 

Gate-Off Circuit for an X-ray 
Streak Camera 

In some applications with soft x-ray streak 
cameras (SXRSCs), we have experienced a 
retrace problem that is potentially destruc
tive to the recovery of output data. The de

flection system used in our SXRSCs scans 
the beam in a nanosecond time scale across 
the phosphor screen and keeps the beam 
off the screen for at least 0.5 lis. The beam l 

then slowly retraces to its predeflected posi
tion on a microsecond time scale. If there is 
any input to the photocathode during the 
retrace time, additional writing could occur 
on the phosphor screen. Because of the 
slower time for the retrace, the signal 
strength to overwrite need be only 0.1% of 
the data-signal strength to produce equal 
intensity on the film. 

Overwriting during the retrace period is 
illustrated in Fig. 5-55(a); a peculiarly 
shaped streak is shown overwriting the ini
tial streak record. The source of the retrace 
streak is not fully understood, except that it 
is known to depend on incident fluxes, the 
vacuum condition, and the vacuum history 
of the image-converter tube. 

We are presently working to identify the 
source of the retrace streak. In the mean
time, we have developed a "gate-off" circuit 
that reverse-biases the streak-tube extrac
tion grid shortly after the sweep circuit is 
triggered and before retrace occurs. In this 
gate-off circuit, a trigger pulse derived from 
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the sweep circuit triggers a four-transistor 
avalanche string. This string in turn fires a 
Krytron tube, producing a negative 5 kV 
itep that is applied to the streak-tube grid 
through a high-voltage ceramic capacitor; 
the capacitor isolates the gate-off circuit 
from the 17-kV potential on the strtrk tube. 

The gate-off circuit has worked well, al
though we have had some problems with 
it. For example, we experienced erratic and 
excessive tum-on delay. A slight increase in 
Krytron-tube bias (or "keep-alive" current) 
was all that was necessary to solve this 
problem. Figure 5-55(b) shows a test with 
the gateoff circuit functioning normally. The 
retrace overwriting has been effectively 
eliminated. We will continue testing this 
system to verify both the effectiveness of 
the changes made and that no other prob
lems exist. 

High-Speed Framing 

In the area of high-speed framing, we con
tinued the development of techniques that 
will lead to a framing capability for use at 
the Novette and Nova lasers. We have de
veloped a dissector/restorer framing-
camera tube (FCT) that has 100-ps frames 
with a three-frame format of 4.5-mm size.68 

However, the driver used to demonstrate 
these early results suffered from significant 
(10 MS) jitter. For the FCT to have a major 
impact on plasma diagnostics, it must be 
able to frame images with low jitter 
(<50 ps) and a larger frame size (~1 cm). 

Recent characterization of the FCT was 
aimed primarily at determining its spatial 
resolution; we conducted these tests using a 
Nd:YAG mode-locked laser with Ronchi 
rulings and stencil patterns. The 150-ps 
laser pulse, in concert with a 100-ps etalon, 
provides an almost constant 1.5-ns pulse for 
backlighting tests. We checked the FCT's 
spatial resolution in both the framed and 
the streaked modes of operation. A micro
wave tube driver with less than 20-ps jitter 
drove the dissector deflectors at a sweep 
speed of 59 ps/mm. As referenced to the 
photocathode, the FCT has a field of view 
of 0.5 X 1 cm and a framed-mode spatial 
resolution of 7.5 line pairs/mm. 

•f Hgure 5-56(a) shows two identical 250-ps 
>,dmes for a 0.32- X 0.42-an stencil pattern 

backlighted by 2w laser light (the otherwise 
visible third frame is clipped out by the 
limiting diameter of the image intensifier). 
The smallest dimension of the original sten
cil is a 135-nm space (resolved in the fig
ure). Spatial resolution is more clearly 
demonstrated in Fig. 5-56(b), which shows 
two frames of well-resolved alternating 
opaque and transparent lines 105 /̂ m wide 
(one frame is clipped by the edge of the im
age intensifier). In other tests, not shown 
here, line widths of 65 )im are just resolved. 

Limitations in Image Recording 

Imaging tubes optimized for very high tem
poral resolution often have insufficient gain 
to render a recordable image from the lim
ited flux. Therefore, an element common to 
many fast imaging cameras is an image in
tensifier, used to intensify the image so that 
it is bright enough to be recorded on film 
or other media. A typical solution is to in
tensify the gated or streaked image by fac
tors of several thousand, using a 
proximity-focused microchannel-plate 
(MCP) image-intensifier. 

Fig. 5-56. Framed im
ages obtained with 
pattern backlighted by 
a 150-ps <90-ps etalon) 
laser ^ulse. 

Edge of intensifier 

4.6 line jairs/mm 

\- 550 p s -
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Fig. 5-57. Modulation 
transfer functions for 
proximity-focused 
image-intensifier and 
classic Gaussian opti
cal system, both hav
ing limiting visual 
resolution of 12 line 
pairs/mm. 

As part of the development of a framing 
camera with high resolution and wide dy
namic range, we have investigated the ef
fects of MCP image-intensifiers on the 
resolution and dynamic range of recorded 
images. The object of our tests was an ITT 
F-4113 40-mm image-intensifier tube—the 
tube used to intensify streak-camera records 
at LLNL. The results of this investigation 
led us to a clearer understanding of the 
limitations of our current recording system 
and showed how modest changes in the 
tube design could lead to significant im
provements in performance. 

We found two significant limitations due 
to the tube construction 
• The resolving ability of th? tube is greatly 

reduced when contact recording is used. 
• Bright portions of the image smear into 

adjacent dark areas, with a resultant loss 
of dynamic range. 
The first limitation is illustrated by the 

fact that the tube we evaluated has a limit
ing visual resolution of 22 line pairs/mm 
when viewed with a microscope; however, 
on film, the resolution is only 12 line 
pairs/mm. We attribute the difference to the 
combination of a relatively thick (25 to 
40 urn) phosphor U /er and a fiber-optic nu
merical aperture of unity. The 180° accep
tance angle of these fibers permits light 
from far off the fiber axis to be collected 
and delivered to the film, resulting in a loss 
of resolution. 

We determined the second limitation by 
measuring the edge response of the intensi-

T T T 

Gaussian optical modulation 
transfer function 

Measured modulation transfer 
^ function for ITT Imase-lntenslfler 

\ \ ~ \ 

% o , - . ; 6 " ' : ; • « : :'," 10" •' 12 
Spatial frequency (cyetas/mm) 

16 

fier, then finding its Fourier transform to 
obtain the modulation transfer function 
(MTF). This is shown as the solid curve in ' 
Fig. 5-57; along with it is the MTF of a clas
sical Gaussian optical system (the dashed 
curve) having the same limiting resolution 
of 12 line pairs/mm. 

Figure 5-57 illustrates that the oft-
assumed Gaussian system response is not 
valid at low spatial frequencies. The con
trast ratio of the intensifier, here defined as 
MTF(f)/[l - MTF(/)], is significantly re
duced from that of the Gaussian at low 
spatial frequencies. For example, at 1 
cycle/mm the respective contrast ratios are 
3.4 and 49. Thus, the ability to resolve dif
ferences in intensity at 1 line pair/mm is 15 
times poorer for the actual intensifier than 
for the ideal Gaussian case. The most likely 
cause of this is the elastic reflection of pho-
toelectrons from the input surface of the 
MCP.119 These reflected photoelectrons 
eventually strike the MCP some distance 
from the initial impact point, producing a 
background that lowers the contrast and 
dynamic range. We believe that improve
ments in resolution can be obtained by 

• Using thinner phosphor layers (8 to 10 /urn 
appears optimum). 

• Using lower numerical-aperture fiber-optic 
faceplates. 

• Reducing significantly the spacing be
tween the photocathode and the MCP. 

Summary 

We have made significant progress this year 
in the area of optical/x-ray temporal com
parison measurements. We are still improv
ing the reliability of the basic streak-camera 
electronics and gaining understanding of 
other problem areas such as S-l photo-
cathode degradation and x-ray camera re
trace problems. We are encouraged by our 
work in the framing of images, and we will 
continue our development in this area. 

Authors' D. E. Campbell, R. Kalibjian, 
R. A. Lerche, S. W. Thomas, and J. D. 
Wiedwald 

Major Contributors: R. L. Griffith, J. P. 
Henz, H. Medecki, R. L. Peterson, and ,' 
G. E. Phillips 
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Overview of Data 
Management and 
Analysis 

Activities of the Data Management and 
Analysis group during the year were di
rected towards making our VAX 11/780 
computer system a significant factor in pro
cessing and analyzing experimental data. 
We first transferred all of the data process
ing for Shiva experiments onto the VAX 
from the Shiva PDP 11/70 computer. The 
virtual-memory feature of the VAX allowed 
us to rewrite the software to be much more 
efficient; the result was much faster turn
around of experimental data output from 
Shiva. Memory in the VAX has been in
creased to 5.5 Mbytes, giving it the capabil
ity to handle more than 30 users 
simultaneously. Three 176-Mbyte-capacity 
disk drives are now in operation, providing 
ample storage space for many sets of ex
perimental data and user software. More 
disks are planned for the future, when data
storage requirements will increase. 

The virtual-memory feature also allowed 
us to begin image processing on the VAX. 
We have achieved an excellent image-
analysis capability due to the VAX's ability 
to handle large two-dimensional arrays and 
to the integration of the Ramtek color-dis
play system into our processing software. 
Before we had the VAX, it took several 
days to obtain a color-enhanced image, 
mainly because the process required several 
nonconnected computer systems. Now an 
analyst can have color-enhanced or pro
cessed images minutes after the digitized 
dnta are received by the VAX. In addition 
to image-processing software, we wrote 
programs to process other types of digitized 
film data, such as x-ray spectrometer films; 
after this highly automated, user-friendly 
software was written, operators processed 
hundreds of x-ray spectra on the VAX. The 
VAX image-processing capability is dis
cussed in detail in "Image Processing on the 
FEAF VAX," later in this section. 

During 1981, we also concentrated on for
mulating data bases that will be used for 
;"\iing up experiments, analyzing and cor-
. .ating processed data from sets of experi

ments, and instrument design. For the pur
pose of designing x-ray instruments, we 
have set up rapid-access libraries of 
x-ray cross-section data on the VAX storage 
disks. The user software allows operators to 
easily display these data, as well as to in
corporate it into application programs. 
Applications in 1981 included calculation 
of channel-response functions for a 
Kirkpatnck-Baez x-ray microscope (see 
"Progress on X-iay Microscope Develop
ment," earlier in this section). 

After evaluating several data-base 
management systems for use with the 
Fusion Experiments data bases, we pur
chased the ORACLE relational-data-base 
system. The Fusion Experiments data bases 
will contain the configuration of diagnostics, 
the detector calibrations, and the physics 
parameters for each experiment. With 
ORACLE, we can display these data in ta
bles, lists, and on graphs in sets and subsets 
specified by the user. ORACLE data bases 
and application programs are already used 
by the Laser Program for wavelength-
scaling studies and for management of the 
Novette target-chamber configuration. 
ORACLE is discussed further in the follow
ing article. 

In preparation for setting up the perma
nent Fusion Experiments Analysis Facility 
(FEAF) in 1982, we have acquired new 
hardware and software to make the VAX a 
versatile and powerful user's facility. Pro
grammers have a choice of four high-level 
languages: FORTRAN, PASCAL, PRAXIS, 
and BASIC. The DISSPLA/TELLAGRAF 
graphics software package can be used with 
tour types of devices: our Ramtek color-
display system, Tektronix or Hewlett-
Packard graphics terminals, and Versatec 
printer/plotters. With this versatility, the 
user can have high-quality, on-line graphics 
output at a terminal, as well as high-quality 
hard-copy graphics for subsequent use. 

Construction started on the 2500-ft2 addi
tion to our office building, where most of 
the computer system will be housed. In ad
dition, we have started design of data links 
between the Nova and Novette control 
computers and the Fusion Experiments 
computer; these links will automatically 
transfer experimental data to the Fusion Ex
periments computer shortly after the experi
ment has taken place. 



Data-Base Management 

Fig. 5-58. A sample 
Fusion Experiments 
data base, showing ta
bles and relational 
structure of the 
ORACLE data-base 
management system. 

In summary, during 1981, the efforts of 
the Data Management and Analysis group 
have contributed significantly to the Fusion 
Experiments goal of fast, accurate, and de
tailed analysis of targe, experiments. 

Author: J. M. Auerbach 

Major Contributor: R. A. Lerche 

Data-Base Management 
Current work in laser fusion emphasizes 
the search for scaling laws relating the ex
perimental parameters (energy on target, 
laser pulse width, neutron yield, 
suprathermal-electron level, and others). 
The discovery of scaling laws involves 
sorting, processing, and correlating large 
amounts of experimental data. The ever-
increasing amount of data requires a formal 
computerized approach to both manage
ment and analysis of data. In response to 
this need, we are currently implementing 
the ORACLE data-base management sys
tem on the Fusion Experiments VAX 11/780 
computer. The ORACLE system satisfies 
our requirements for 
• A versatile and user-friendly interface; the 

system must allow physicists, engineers, 
and technicians to retrieve and examine 
data efficiently and easily. 

• An interface to high-level-language soft
ware, so that analysis programs can di
rectly access the various data bases of 
experimental data. 

• The ability to store and manipulate the 
wide range of data acquired in laser-
fusion research in a compact and control
lable manner. 

• Easy storage and transport of data bases 
between computers. 
Before selecting ORACLE, we conducted f 

an evaluation of three commercial data-base 
management software packages: FRAMIS, 
INGRESS, and ORACLE; INGRESS and 
ORACLE were readily available for use on 
a VAX computer system such as ours. We 
judged the ORACLE system to be optimum 
for our Fusion Experiments Analysis Facility 
(FEAF) VAX computer and also for the 
Nova VAX control computers. 

ORACLE is a relational data-base man
agement system. In the relational data base, 
the data can be thought of as being config
ured in a table or several tables. Each col
umn of the table corresponds to a specified 
entity (such as the laser energy or pulse 
width), and each row corresponds to a 
group of entities for a specific item or event 
(such as an experiment or experimental se
ries). Data in one table can be used with 
the data in another table or tables by hav
ing one or more corresponding columns in 
each table. 

Figure 5-58 shows a sample data base 
and tables that could form a simple Fusion 
Experiments data base. ORACLE uses the 
SQL query language for queries and 
manipulation of the table data. The SQL 
language allows the user to extract data ac
cording to a wide variety of specified condi
tions, which frees us from having to write 
specialized query routines for each 
application. 

ORACLE also has an option, called 
FORM GENERATOR, that allows the user 
to query the data base using the auxiliary 
terminal keypad and, thus, produce simple 
displays of data on the terminal video 
screen. Figure 5-59 shows a sample form 
used with the Novette diagnostic data base. 
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In the figure, the user has typed in the let
ters "FFLEX1" in the "CODE" block; 

]1ACLE then returns all the other in-
-.cjrmation on the form to him. Forms are 
initially specified by the user to satisfy indi
vidual needs; they subsequently allow the 
user to easily examine specific items of data 
without having to peruse long lists or 
printouts. 

The Fusion Experiments data-processing 
and analysis scheme requires that we main
tain three types of data bases: for raw data 
and experiment configurations, for detectors 
and calibration parameters, and for physics 
parameters. Each of these types of data 
base is described in detail below. 

Raw-Data and Experiment-
Configuration Data Base 

In the raw-data data base is collected the 
digital data (from electronic instruments) 
and digitized films; in the experiment-con
figuration data base is collected the param
eters that relate the instrument channel 
giving that data or film to the detector or 
sensor near the target. Thus, the combined 
raw-data and experiment-configuration data 
base relates electronic data-processing in
struments and cameras to the corresponding 
physical measurement. This relationship is 
the first requirement for processing elec
tronic data output into physics parameters. 

During 1981, we formulated a raw-data 
and experiment-configuration data base and 
integrated it into the ORACLE data-base 
management system. This data base has 
two functions. The first function is 
target-chamber data management; the raw-
data and experiment-configuration data 
base will allow experimenters and techni
cians to record and monitor the status of all 
instrumentation mounted on either the 
Novette or Nova target chamber. Earlier 
versions of a target-chamber data base have 
been described in the 1979 and 1980 Laser 
Program Annual Rqtorts.70,71 

The second function of the raw-data and 
experiment-configuration data base is to as
sociate diagnostics with electronic readouts, 
so that raw shot data initially indexed ac
cording to electronic module and channel 

be indexed according to the sensor. It is 
this latter indexing that is meaningful to the 
experimenter. An item of diagnostic data is 

DIAGNOSTIC/EQUIPMENT CONFIGURATION 

CODE SYMBOL FULL DESCRIPTIVE NAME 
FFLEX1 FF FILTER FLUORESCER SPECTROMETER (3 METER) 

CATEGORY 
X-RAY 

REC.MEDIUM 
ELECTRONIC 

RESPONSIBLE PERSON 
CHING WANG 

STATUS 
SCALING: 1ST 

NDET 
20 

NCHAN DATE COMMENTS 
60 06/01/82 3 METER INSTRUMENT—FROM ARGUS 

Char Mode: Replace Page 1 Stored Count: 1 

identified by three key quantities: a code 
(up to six letters) identifying the diagnostic; 
the detector number; and a channel number 
corresponding to a detector, For example, 
the output of a detector may be seni to 
three electronic devices through three dif
ferent attenuators; thus, there is one detec
tor and three channels. The three key 
parameters appear in various tables of the 
data base associating a diagnostic channel 
with location on the target chamber, con
nections to readout equipment, and descrip
tive data. 

Figure 5-60 shows the table structure for 
the raw-data and experiment-configuration 
data base. For illustration, the figure shows 
five principal tables; key parameters are 
shown in enclosed rectangles at the top of 
each table. When joined, the DETECTOR 
and PORT STATUS tables give complete 
information about the location of a diagnos
tic on the target chamber. The DETECTOR 
and DIAGNOSTIC DESCRIPTION tables, 
when joined, give descriptive information 
about a specified detector. Finally, joining 
the DETECTOR, ELECTRONIC CONFIGU
RATION, and MODULE tables tells where 

Fig. 5-59. A sample 
ORACLE query form 
displayed on a com
puter terminal. 
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Fig. 5-60. Primary data 
tables used in the 
raw-data and 
experiment-
configuration data 
base. 
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(in the data-acquisition system) the digital 
data are to be found (CAMAC crate, sta
tion, or microprocessor number). The 
ORACLE software does the joining opera
tions in response to a search request and 
displays only on the subset of the data base 
that is requested. 

The raw-data and experiment-
configuration data base is broken down into 
tables of distinct groups of data for easy 
data-management and to make the software 
more efficient. For example, experimenters 
would make frequent use of the DETEC
TOR, DIAGNOSTIC DESCRIPTION, and 
PORT STATUS tables in setting up an ex
periment; it would slow down their applica
tion codes if the ORACLE software had to 
work with large tables containing combined 
diagnostic-location and electronic-
configuration data. On the other hand, the 
electronic tables would be used by auto
mated data-processing codes. 

Detector and Calibration-
Parameters Data Base 

The detector and calibration-parameters 
data base contains calibration and response-
function data for all the detectors and sen
sors used in an experiment. With the 
combined contents of this data base and the 
raw-data and experiment-configuration data 
base, processing software will turn digital 
data into quantities relevant to conditions at 
the target at experiment time. For example, 

the output of a neutron detector is given in 
counts or units of charge; with the calibra
tion data, the output is converted to fusion 
neutron yield. The detector and calibration-
parameters data base will be maintained by 
diagnosticians and updated each time a sen
s e is recalibrated or added to the diagnos
tic inventory. The data base will be used for 
both data processing and sensor design. 

Physics-Parameters Data Base 

The physics-parameters data base contains 
the final version of processed and analyzed 
data. Rows of data can be indexed by shot 
number, target type, or both. The data base 
will be accessible by application software 
that includes a versatile graphics package; 
experimenters will be able to plot the data 
in any user-specified configuration. 

Conclusion 

When fully implemented, the ORACLE 
data-base management system and the 
Fusion Experiments data bases on our VAX 
computer will significantly improve our 
ability and efficiency in reducing and an
alyzing experimental data. 

Author: J. M. Auerbach 

Major Contributors: R. W. Carey, C. E. / 
Thompson, J. R. Severyn, and G. S. * 
Chinen 
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Image Processing on 
he FEAF VAX 

During 1981, we implemented a powerful 
image-processing capability on the Fusion 
Experiments Analysis Facility (FEAF) VAX 

'tnputer; users can now quickly produce 
jr-enhanced images of data for examina-

,1 and analysis shortly after the data are 
.nerated. We achieved this capability by 

combining an on-line Ramt=k color-display 
system with the VAX's ability to handle 
large arrays of digitized image iata. 

At the present time, our film records are 
digitized on a PDS densitometer system by 
the LLNL Technical Photography group. 
The film data are stored on magnetic tapes 
in a format specifically designed for the 
OCTOPUS system computers. During 1981, 
we wrote software that decodes the mag
netic tapes for use on the VAX, storing each 
image on a disk file in a format easily 
adaptable to application programs. These 
disk files are stored on disks or magnetic 
tape for later use and reference. 

Digitization is the longest step in the 
image-processing cycle, mainly because the 
magnetic tape from the Technical Photogra
phy group's computer must be hand carried 
to the FEAF VAX. Next year, we will imple
ment our own film-digitizer system and 
digitize some film locally; we will use an 
Eikonix digitizer system controlled by a 
PDP 11/34 computer that is linked, in turn, 
to the VAX computer. In addition, some im
age diagnostics for the Novette and Nova 
laser facilities will use charge-coupled de
vice (CCD) image-recording devices, rather 
than film. The output of the CCD devices 
will be transferred electronically to the 
FEAF VAX minutes after an experiment; 
once in the FEAF VAX, the CCD data can 
be processed for display and analysis. 

Image processing includes not only spa
tial images but also images of the output of 
streak cameras and spectrometers (x rays 
and light). The first level of user software in 
the FEAF image-processing system is a set 
of utilities that allows users to color-
enhance film data and look at profiles of 
film density as a function of position. The 

t level of user software is a set of 
u.dgnostic-specific processing modules that 
prompt the user for necessary infcitnation 

at each step. These processing modules are 
designed to allow nonexpert users to easily 
obtain the desired output, ever, if they are 
not familiar with the diagnostic or the VAX 
operating system. Modules are presently in 
use for processing image data from the fol
lowing diagnostics72"76 

• Optical and x-ray streak cameras. 
• X-ray microscope/streak camera for time-

resolved x-ray microscopy. 
• Beam far-field cameras. 
• Kirkpatrick-Baez x-ray microscopes. 
• X-ray crystal spectrographs. 
In the remainder of this article we give an 
example of an image-processing utility and 
then describe the processing of images from 
an optical streak camera to illustrate the use 
of a diagnostic module. 

Figure 5-61 shows a sample color-
enhanced image of an x-ray micrograph, in
cluding a lineoui in the horizontal direction 
(the user can select a lineout of the image 
in either the horizontal or vertical direction). 
The user first selects a location relative to 
the 10 tick marks on the frame surrounding 
the image. Upon selecting the direction and 
location of the lineout, the image-
processing utility "draws" the lineout 
shown in the figure. The user can also pro
duce a hard-copy plot of the lineout data; a 
sample hard copy is shown in Fig. 5-62. 

Fig. 5-61. Color-
enhanred image of an 
x-ray micrograph, in
cluding lineout. 

5-51 



Image Processing on the FEAF VAX 

Fig. 5-62. Film-density 
profile from lineout 
data of Fig. 5-61. 

Note in Fig. 5-61 that the lineout is un
derscored by three lines. In this case, the 
user selected a range of pixels to average 
over, perpendicular to the lineout direction; 
this option produces a profile v.iih an en
hanced signal-to-noise ratio. The three lines 
indicate the lineout center and the bound
aries of the averaging region. The horizon
tal scale in Fig. 5-62 indicates the number of 
pixels that were averaged over in the cross-
lineout direction. 

The diagnostic module for our optical 
streak camera uses as input two sets of data 

FILM DENSITY PROFILE 
PBS WENT 89071105-11-1 

HoraltutmscAN 
UKCOVT UCATtON (PIJMIS) 

MXEIS rojt ctnss SCAH jtruua 
n 

STUilllCMNS) 

P0SIT10N(P/X£IS) 

Fig. 5-63. Film step-
wedge data for use in 
processing images 
from an optical streak 
camera. 

Log exposure 

• The film-calibration step-wedge data, giv
ing the relationship of film density to rela
tive exposure. .{ 

• The digitized film data, containing the 
streak-camera image. 

In the case of the optical streak camera, the 
objective of the module is to use these data 
to obtain a history of the light incident on 
or reflected from the target. The diagnostic 
module first prompts the user to produce a 
function of film density vs relative exposure 
(from the step-wedge data). Figure 5-63 
shows the output the user sees after com
pletion of the step-wpdge data processing: 
the fit to the wedge data (the red curve) is 
later used to remove the film response from 
the step-wedge data. 

The user is next presented with a color-
enhanced image of the streak data, as 
shown in Fig. 5-64. The user then selects a 
lineout region to produce a profile of film 
density vs position for subsequent conver
sion into a profile of power vs time. In the 
final phase of image-processing, the di
agnostic module asks the user to enter the 
streak-camera speed and the laser energy, 
as measured by calorimetry. The module 
then unfolds the film response (step-wedge 
data) from the film-density profile selected 
earlier. This profile of relative exposure vs 
film position is then converted to a profile 
of power history, using the laser energy and 
streak speed. 

Figure 5-65 shows the module output for 
the data of Figs. 5-63 and 5-64, a streak 
speed of 190 ps/mm, and an energy of 35 J. 
This output shows the unfolded profile (in 
red), a 7th-order polynomial fit to the data 
(in green), the full width at half maximum 
of the fitted curve (in yellow), and the peak 
power. This Ramtek color display is dupli
cated as hard copy for later use. Image-
processing by the diagnostic module takes 
~ 1 min. 

The combination of the FEAF VAX and 
the Ramtek color-display system is proving 
to be a valuable tool in analyzing knage 
data. With full incorporation of the Eikonix 
digitizer, the FEAF will provide an even 
more complete image-processing capability 
for fast and thorough evaluation of data. 

Author: J. M. Auerbach 

Major Contributors: G. L. Hermes and ( 
W. M. Trimble 
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UV Probe 

Our UV probe is a holographic interferom
eter that will be used to investigate electron 
densities in laser-produced plasmas. Per
forming this probing in the UV permits 
measurement of higher electron densities 
than would be possible with a visible-light 
probe. For relatively large-volume plasmas, 
the probe system under construction is ex
pected to measure electron densities ap
proaching 102' e/cm3 with a spatial 
resolution better than 4 pm (limited primar
ily by motion effects). Utilizing a probe 
pulse of 10 to 15 ps, we should be able to 
observe density contour velocities of 
~10 7 cm/s. 

Unlike previous UV probes,77 the fre
quency of the present probe pulse will be 
shifted away from the fourth harmonic (4w 
= 0.263 ium) to eliminate plasma harmonic 
emission as a noise source in the hologram. 
Frequency-shifting will be performed using 
stimulated Raman scattering (SRS) in hy
drogen. The resulting probe wavelength 
will be 0.296 Mm. 

As the schematic in Fig. 5-66 shows, the 
UV probe consists of two sections: the 
frequency-conversion equipment, and the 
holographic interferometer. The input to the 
system will be nominally 10 mj of 1.053-̂ m 
light in a 20-ps (FWHM) pulse; this pulse 
will be frequency-converted into UV light 
by a sequence of two angle-tuned KDP 
crystals. Operating the crystals at less than 
maximum efficiency will result in some de
gree of pu'se compression.78 The UV beam 
will be focused through a pressurized hy
drogen cell, where transient SRS will pro
duce a coherent pulse at the first-Stokes 
wavelength of 0.296 ̂ m. This process will 
result in an additional degree of pulse 
compression.'9 

The probe beam is split into two parts by 
a variable beam splitter consisting of a half-
wave plate and a thin-film dielectric polar
izer. This variable arrangement allows for 
adjustment of the beam-balance ratio—an 
important parameter in the production of 
high-quality holograms. The reference beam 
also traverses a variable optical delay that 
•';' ws the paths of the target and reference 
beams to be adjusted to the same length. 

Fig. 5-64. Pixel-
averaged lineout from 
a streak record. 
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As the probe pulse width is only 
~15 ps, the difference in path length must 
not be greater than 1 to 2 mm; otherwise, 
the two beams will not interfere properly in 
the plane of the hologram. 

The target beam traverses the plasma and 
records the density information integrated 
through the plasma as a phase distortion in 
the wavefront. This wavefront is imaged by 
f/5 near-diffraction-limited optics onto the 
hologram image plane, where the ampli
tude and phase information are recorded. A 
second exposure, taken either before or af
ter the plasma probe, records the wavefront 
traversing the undisturbed target chamber. 
This information is recorded on the same 
hologram, using an identical reference 
beam. 

The reconstruction is performed using a 
He-Ne laser at 0.633 /um. The difference in 

Fig. 5-65. Processed 
streak-camera data 
showing the history 
(power vs timet of 
light scattered from a 
target shot. 
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UV Probe 
(a) Frequency conversion 

1.053 ixm, Frequency-
20-ps pulse doubling crystal 

Frequency-
doubling crystal 

0.296 iim 

(b) Holographic interferometer 

Half-wave 
plate 

potarizer Telescope p | a s m a ,. Hologram 

Reference beam 

Fig. 5-66. Schematic of 
UV probe diagnostic 
comprised of two sys
tems used to create a 
double-exposure 
hologram, (a) A 
frequency-conversion 
system, tb) An optical 
system. 

wavelength affects only the magnification 
of the image. The two recorded wavefronts 
are reconstructed simultaneously; their in
terference results in a fringe pattern of 
isodensity contours integrated through the 
plasma. For the case of an , Jsymmetric-
phase object, we will use the Abel inversion 
to extract point-by-point information on the 
local densities in the plasma."" 

With simple modifications, the UV probe 
can also be used for shadowgraph, 
Schlieren, or Faraday-rotation photography. 
We also anticipate using the UV probe 
pulse for synchronous triggering of other 
diagnostics, such as Auston switches.1*1 

Work is presently proceeding on all aspects 
of the detailed design of the UV probe; we 
expect to use the system in the earliest 
Novette experiments. 

Author: M. W. Taylor 
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Laser-Fusion Experiments 
and Analysis 
Introduction L. W. Coleman 

Our primary experimental accomplishment with the Shiva laser system has 
been the establishment of important aspects of target-performance scaling and 
related physics issues. With Argus, we obtained basic, important wavelength-
scaling data. During 1981, we continued to operate the Argus and Shiva facili
ties in support of our experimental program, albe:t at -educed level. The 
reduced operating level resulted from a lower level of program support coupled 
with the need to provide resources for Novette and Nova. 

During the first half of I . WL completed oui Wcivelenj, Ii-Mcaling . , 
ments on laser-target interaction at moderate laser energies, using one arm of 
the Argus laser. Argus was also used to study issues relating to frequency-
conversion physics and technology and to test opti~al materials. The final target 
experiment on Argus was conducted on August 30, 1981, after which the sys
tem was dismantled so that we could begin building Novette. During Argus' 
exceptionally productive 80-month career, we accomplished much, including 
firsts in laser design, laser operation, and target experiments. 

During 1981, the target-experiments program on Argus centered on complet
ing our series of wavelength-scaling studies at 1.06, 0.53, and 0.35 ,um. We 
worked with a variety of target types and obtained a wide range of x-ray and 
optical data for the study of absorption, energy transport, suprathermal-electron 
production, and the stimulated plasma processes related to production of supra-
thermal electrons. We have also made more complete analyses of our earlier 
wavelength-scaling experiments. In general, at the energy levels available for 
these experiments (40 to 200 J), we find our results are in basic agreement with 
theoretical predictions of the benefits of submicrometre laser wavelengths in 
laser-plasma interactions. 

We operated the Shiva laser system in a sustained mode during 1981, making 
few modifications. The system supported an active program of target experi
ments, as well as development and testing of some laser components and de
vices. Completing an enormously successful and productive four-year life, Shiva 
was shut down on December 23, 1981, to make way for our new, higher-
capability systems. 

The 1981 experimental program on Shiva primarily addressed target perfor
mance and the physics of energy and pulse-length scaling to solidify our 
calculational design base for Novette and Nova targets. In addition, there were 
these developments 
• We analyzed a technique for measuring characteristic x-ray lines as a 

suprathermal-electron diagnostic. 
• We employed optical diagnostics with disk targets to study stimulated laser-

plasma processes. 
• We conducted experiments to study non-LTE physics and x-ray line produc

tion for laser- and backlighting-diagnostics applications. 
• At the end of the year, we collaborated with Naval Research Laboratory per

sonnel on experiments to accelerate directly irradiated single- and double-foil 
targets; 10 Shiva beams were overlapped on the targets to provide an irradia
tion intensity as uniform as possible. Analysis of t'.iese experiments is 
under way. 
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Operating Systems 

A laser-irradiated gas-jet target at KMS Fusion in Ann Arbor, Mich, (a sup
port laboratory in the lead-laboratory program on short-wavelength laser experi
ments), provided an accessible, controlled, long-scale-length plasma. In the final 
article in this section, we discuss the results of using x-ray spectroscopy to char
acterize density and temperature distributions in the plasmas of laser-irradiated 
gas-jet targets. 

Operating Systems 
Introduction 

During 1981, we operated the Argus and 
Shiva laser facilities at reduced rates to ac
commodate hoth budget limitations and the 
demands of the Nova and Novette lasers 
for personnel, equipment, and space. Argus 
was shut down permanently on August 31, 
1981; Shiva was reduced to four shifts per 
week at the same time. Despite these re
duced schedules, 640 high-energy shots 
were taken on Argus and 171 high-energy 
shots were taken on Shiva. These shots 
supported 11 experimental series on Shiva 
and 6 series on Argus. In addition, Argus 
supported four major physics experiments 
for Nova and Novette development; high-
energy shots on Shiva supported four ex
periments for Nova development. These 
efforts at the Argus and Shiva facilities are 
discussed in the following articles. 

The Janus laser facility was upgraded 
during 1981 to help fill the experimental 
gap until Novette and Nova come on line 
in 1982 and 1985, respectively (see "Janus" 
in Section 2). We removed one arm, and we 
fully image-relayed the remaining arm for 
performance at 100 to 200 J in the nanosec
ond regime. Janus may replace Argus as a 
lsrge-aperture, moderate-energy laser for 
supporting development activities while the 
larger, less flexible systems are devoted to 
target-irradiation experiments. 

Author: O. C. Barr 

Argus Operations 

We began 1981 by cleaning the 10- and 20-
cm disk amplifiers in the north and south 
laser chains of Argus. After cleaning, the 
20-cm disk amplifiers from the south arm 

were stored fot use as north-arm spares, 
since all target shots remaining on the 
schedule for the south arm were to be low-
energy shots. Removal of these large-
aperture amplifiers allowed a shorter cool
ing period between laser shots, which re
sulted in a higher shot rate without 
noticeable degradation of the beam 
wavefront. To analyze the increased volume 
of data generated, we added a number of 
small software programs to the Argus PDP 
11/34. This allowed us to produce more 
useful information, while at the same time 
releasing personnel foi other duties on the 
Novette or Nova teams. 

During January, we attempted to alter
nate north- and south-arm shots, believing 
this to be the most efficient use of the laser 
facility. In effect, we divided Argus in half, 
using the south amplifier chain for target 
shots and the north amplifier chain for 
measurements of conversion efficiency and 
for engineering-development tests associ
ated with the Nova/Novette effort. The di
vision of Argus proved, finally, to increase 
the error rate beyond an acceptable level; 
confusion arose from continual adjustment 
of components between mutually incompat
ible settings and from interference between 
south-arm target-alignment procedures and 
the north-arm alignment and test shots. At 
the end of the month, the target-experiment 
effort was reduced to a singie shift, allow
ing time in the evening for a second shift 
devoted to north-arm developmental work. 

In January, we continued a series of 
wavelength-scaling experiments on the 
south arm, confirming the desirability of 
operating Novette and Nova at the second 
(2w) or third (3u) harmonic of the laser fre
quency. One of our concerns about operat
ing at these shorter wavelengths was 
personnel safety. We tested an optical mate
rial (Schott OG-560 laminated with KG-3 
glass) for protection at all harmonics of the 
laser frequency. We soon found that this , 
material bleaches when exposed to high-
intensity green (2w) light and momentarily 
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becomes nearly transparent. Thus, in early 
January, we issued a warning to the general 
'aser community against using this filter 
glass for eye protection from 2w light (see 
"Laser Safety Goggles," later in this 
section). 

The 3u target-shot series begun in Sep
tember 1980 (Ref. 1) was completed in late 
January of 1981. We extended this experi
ment for several weeks to include a series 
of energy-transport experiments using a 
visible-light streak camera supplied by 
H Division of LLNL. In addition to the 
H-Division streak camera, we fielded sev
eral other new experiments in the target-
diagnostics area 
• An x-ray transmission grating that pro

vides low-energy (0.1 to 2.0 keV) x-ray 
spec :a with moderate (E/AE « 20 to 50) 
spectral resolution. 

• An x-ray-transmission-grating/streak-
camera assembly that provides low-
energy x-ray spectra with good (Af = 15 
to 30 ps) temporal resolution. 

• An optical-spectiograph/streak-camera 
system that provides time-resolved optical 
spectroscopy for stimulated Raman shift
ing (709 nm) of the frequency-converted 
laser energy. 

• An x-ray streak-camera/"Barbee-crystal" 
system featuring a synthetic x-ray struc
ture that provides energy channels with 
moderate (E/AE as 40) resolution. 

• An x-ray transmission-grating/grazing-
incidence spectrometer providing high-
resolution, time-integrated measurement 
of subkilovolt x rays. 
In February, to complete a consistent set 

of target-scaling experiments, we 
reconfigured the beam-diagnostics assem
blies and target chamber for 1,06-ftm (lw) 
laser light and measured target response to 
an equivalent set of laser shots. The final 
shots in the low-power wavelength-scaling 
study were fired in early June. 

During this same period, we measured 
the conversion efficiency from lu> to 4u> 
(0.27 urn/. This frequency conversion was a 
two-step process, in which we first doubled 
the fundamental to 2w and then doubled 
the seccnd harmonic to get 4w. The best 2n>-
to-4w conversion efficiency we measured 
was 64% at 1 GW/cm2. These tests demon-

ated to us that the potassium dihydrogen 
l^nosphate (KDP) doubling crystal itself has 
a nonlinear absorption of 4u light that be

comes effective at intensities above 
0.8 GW/cm2. This nonlinear absorption re
duced the 2o)-to-4u conversion efficiency at
tainable at high power to 20% for the 
particular crystal used. To investigate the 
variation of conversion efficiency with in
tensity, we illuminated the first doubling 
crystal with lu> intensities in excess of 
8 GW/cin2, reaching new levels of 2w beam 
fluence. 

In March of 1981, the second shift re
turned to an investigation (begun in De
cember 1980) of several conversion-crystal 
orientations to determine the configuration 
most suited to system operation. In these 
experiments, we studied details of the varia
tion of conversion efficiency with alignment 
and intensity. Following these experiments, 
we began tests of a prototype 15-cm clear-
aperture crystal array. We converted Argus 
to supply a 15-cm-diam beam by reversing 
the north-arm final spatial filter. These tests 
supplied data from which to determine 
whether the operational 74-cm clear-
aperture array required an internal support. 

In the final north-arm study, we tested 
the index-matching fluid chosen for the 
Novette crystal array under transverse Ra
man and Brillouin gain conditions simulat
ing the intensity/diameter product of 
Novette. Measurements of gain for these 
fluids indicated that either FC 104 or HC 5b 
should be acceptable. 

Following design guidelines originated 
during the 4oi conversion-efficiency experi
ments, we reconfigured the main beamline 
and beam diagnostics for a short final series 
of target shots with 2u light at nearly four 
times the energy of previous experiments. 
We moved the Q-switched laser on the 
north-arm beam-diagnosticr. tables to the 
south arm to help align the crystal and tar
get for these experiments; we also rein
stalled the south-arm 20-cm disk amplifiers. 

In the following articles, we describe the 
configurations, procedures, and experimen
tal details of the various tasks performed 
during the year. 

Author: J. S. Hildum 

Wavelength-Scaling Experiments. We 
completed the third-harmonic (3w) portion 
of our wavelength-scaling experiments on 
January 21, 1981. This four-month experi
mental series was completed with a final 
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Fig. 6-1. Schematic of 
the laser beam and 
optica] diagnostics for 
Argus \i2i wavelength-
scaling experiments. 

round of 36 target shots, bringing the total 
to 151 target shots supported by 233 rod 
shots for system alignment and checkout. 

We began to prepare the south arm for 
loi target shots in February. Our reconfig
uration of the laser-output beamline and 
the target-alignment diagnostic packages to 
return to la operation was greatly simpli
fied by the fact that, in most cases, the only 
change necessary was the replacement of 
the optical elements with similar lu> coated 
optics. Significant simplifications of the 
beam paths (Fig. 6-1) were also possible. 
We removed the doubling and mixing crys
tals and the crystal-alignment optics. The 
actively mode-locked, Q-switched (AMQ) 
oscillator was replaced by a 4-W cw YAG 
oscillator that we used for centering and fo
cusing the north target-chamber lens and 
for preliminary alignment of the south lens. 
The backlighting function of the AMQ os
cillator was performed by a similar cw laser 

located on the north side of the target 
chamber. The incident-beam energy and 
temporal profile were already measured in ,; 
the lw incident-beam-diagnostic (IBD) pack
age, so the portion of the incident beam re
flected by the diagnostic beam splitter was 
used only for the equivalent-plane multiple-
image camera (MIC). The backreflected 
streak-camera fiducial, which we had ob
tained from the 3a> IBD during the previous 
experiments, was changed to a fiber-optic 
path. We eliminated the beam periscope we 
had used lor backlighting the target in the 
3« layout, and we no longer needed a 
beam dump to remove unwanted frequen
cies. All other elements of the beam-
diagnostic packages were functionally the 
same. 

We aligned the laser beam to the target 
with i technique developed for the 3w ex
periments and described in the 3980 Laser 
Program Annual Report.2 Since we did not 
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have to align the frequency-conversion 
crystals, the alignment procedure was 
p-eatly simplified and shortened. Coupled 
with the faster cooling of the laser, resulting 
from removal of the 20-cm-aperture disk 
amplifiers, this enabled us to increase the 
daily shot rate to as many as five shots in a 
9-hour day. 

Upon completion of the lw shot series, 
which included 221 target shots and 974 rod 
shots (for alignment, timing, and diagnostic 
purposes), we began conversion of the 
south arm for a short series of high-power 
2w target shots. We modified the optica! 
configuration originated for the 3u target 
experiments to allow for the higher beam 
fluences and for target energies of 200 J in 
700 ns. This required reinstallation of the 
20-cm disk amplifiers previously removed 

from the south arm. Since we were still lim
ited in diameter to an 8-cm beam, both by 
our wish to perform experiments directly 
comparable to the wavelength-scaling series 
and by the size of the available doubling 
crystals, the peak fluences and intensities 
required to achieve 200 J at the target ex
ceeded 8 J/cm2. As a result, we used un-
coated fused-silica optics for all five optical 
elements following the 8-cm doubling crys
tal (Type I, 10-mm-thick KDP). With a crys
tal conversion efficiency of approximately 
75% and an 8% loss of the 2w energy at 
each optical element, we needed a crystal 
output of 300] of 2o> light and about 430 J 
of crystal-input laser energy at lu> to reach 
the correct target energy. The fluences in 
the 8-cm-diam beam were 8.6 J/cm2 at 1u> 
and 6 J/cm2 at 2a>. The lw fluence was 

Transmitted-beam 
multiple-image camera 

1eu IBD 
(streak camera, 
calorimeter) 

Fig. 6-2. Argus sche
matic for 200-J 2* tar
get experiments. 
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about 50% greater than a typical coating 
could survive. At 2w, the fluence was about 
three times the damage threshold for pres
ently available dielectric coatings. 

To achieve an operable optical system 
with damage thresholds above these levels, 
we moved the beam-reducing telescope 
from the laser output to a point between 
the final turning mirror and the doubling 
crystal (Fig. 6-2). The positive lens of this 
telescope was the final coated optic in the 
beamline. To remove the residual lu energy 
from the target-illuminating beam with un-
coated optics, we placed an uncoated ab
sorption filter (LCFl glass supplied by Hoya 
Optics USA, Inc.) immediately following the 
KDP crystal. During the ensuing experi
ments, we generated damage tracks in the 
KDP crystal and in all of the optical compo
nents between the lw beam dump and the 
target, but we did not damage the beam 
dump. 

The beam splitter for the 2w incident-
beam fiducial on the backreflection streak 
camera was placed before the 2w-IBD re
ducing telescope so that equivalent-plane 
focusing changes would not affect the fidu
cial beam. 

For target backlighting and crystal align
ment, we used a commercially available 
AMQ laser capable of generating 2.25 W av
erage power at 2a>. We adjusted the target 
spot size by moving the target-illuminating 
le;>s and inspecting pictures from a trans-
mitted-beam MIC exposed with rod shots 
prior to the target shot. The preshot align
ment procedure for the 2a; target series was 
essentially the same as that discussed in the 
1980 Laser Program Animal Report for the 3w 
series." 

The original schedule for the 2u series in
cluded six preliminary shots at a nominal 
target energy of 100 J and four shots at 
200 ]. We were able to deliver nine extra 
100-J shots and two extra 200-J shots for 
these prototype Novette targets. In addition, 
we fired 15 shots in the range from 100 to 
200 J onto gold disks to check target-
diagnostic equipment. A preliminary series 
of 16 lower-energy shots on gold disks pro
vided energy-scaling information for com
parison with earlier low-energy 2co data and 
also "burned in" the doubling crystal (see 
"Damage Studies" in Section 7). For installa
tion alignment, timing, target-chamber 

transmission, and preshot alignment, we 
also fired 529 rod and partial-system shots. 

Author: ] . S. Hildum 

Fourth-Harmonic Conversion-Efficiency 
Experiments. We designed a series of 
frequency-quadrupling experiments using 
10-cm-aperture KDP crystals to explore the 
possibility of generating and subsequently 
delivering to a target approximately 30 J of 
4u> light in a 1-ns laser pulse. These experi
ments included measurements of 2w-to-4w 
conversion efficiency as a function of 2u> in
tensity and crystal thickness and also in 
terms of near-field photographs of the 4w 
spatial-intensity distributions. Figure 6-3 dis
plays the conversion-efficiency results from 
this series. 

We obtained external conversion efficien
cies from 2w to 4o> (uncorrected for Fresnel 
reflection losses) of up to 64%, with 2u in
tensities near 1.5 GW/cm2, using a 1-cm-
thick KDP crystal. We obtained output 4w 
energies of slightly more than 50 J (over 
80 GW) with 2w input energies above 310 J 
(nearly 500 GW). Table 6-1 summarizes the 
published 4o> conversion efficiencies and 
multiphoton-absorption coefficients, /?, for 
various quadrupling crystals. With optimum 
crystal thicknesses, we believe overall exter
nal conversion efficiencies of more than 
50% are possible. 

We arranged the Argus diagnostic optics 
for the 4w studies in a format similar to the 
earlier 3ai experiments,2 although the align
ment of the crystals was more complex. 
This series of conversion-efficiency mea
surements was the first on the north arm 
since we had determined that the photo
graphic procedure used earlier was inher
ently flawed.2,3 We replaced the 
photographic procedure with a direct-
alignment technique using the auxiliary 
AMQ YAG oscillator that was later used on 
the south arm for optical alignment of the 
high-power 2w experiments (described 
above). We adjusted the AMQ laser to be 
collinear with the Argus main alignment 
laser, using a long-focal-length lens and TV 
camera for pointing alignment. The peak 
power from the AMQ laser was enough to 
generate a detectable level of 4OJ light. This 
output was maximized by angle-tuning trj 
two crystals. 
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We measured fundamental and harmoni
cally converted input and output energies 
using a total of six calorimeters. The impor
tant energy measurements were 
• Input to first crystal: 1.06 ^m. 

/""'Output from first crystal: 1.06 inn. 
-w Output from first crystal: 0.53 nm. 

• Output from second crystal: 1.06 Mm. 
• Output from second crystal: 0.53 |im. 
• Output from second crystal: 0.27 jim, 
Energy measurements were complicated by 
the appearance of a nonlinear energy-loss 
mechanism, whose cause we had to deter
mine. We found significant nonlinear losses 

Fig. 6-3. Variation of 
4u.' conversion effi
ciency with 2w inten
sity for two crystal 
thicknesses. 

Table 6-1. Compari
sons of nonlinear ab
sorption coefficients 
and 4u.' conversion ef
ficiencies for selected 
crystals. 

6-7 



Operating Systems 

in the second KDP crystal at incident 2oi in
tensities higher than 2 GW/cm2, Using the 
optical layout shown in Fig. 6-4, we discov

ered that the energy imbalance was present 
when significant 4u output was generated; 
however, at the same 2u energy input to 

Fig. 6-4. Schematic of 
the Argus north-arm 
4u> experiments. 

Incident-beam 
calorimeter 

KDP doubling crystal 

1<u calorimeter 

RG-1000 filter 

Dichroic mirror 

BG-18 filter 

2u> calorimeter 

BG-18 filter 

20-cm Argus output beam 

UG-11 filter 
4w calorimef 

to calorimeter 

6-8 



Operating Systems 

the same crystal, detuned to a 180° phase 
mismatch, little 4o> output was generated, 
\nd our calorimeters showed energy bal
ance. Therefore, the imbalance consisted of 
energy converted to 4ui and then absorbed 
by the crystal. 

Multiphoton absorption may be the cause 
of our observed losses in 4w energy, since it 
was evident that we had spatial high-
intensity spikes in our 4oi output beam. 
From the significant amount of internal 
damage (discussed below) observed in the 
fused-silica optics following the quadrupling 
crystal, it is evident that small-scale self-
focusing contributed to the observed bulk 
damage. Given the physical evidence of 
damage to both the bulk glass and the di
electric coating, it is likely that small-scale 
multiphoton absorption was the major loss 
mechanism in our experiments. 

Computer simulations of two-photon ab
sorption, using the values published in the 
literature4"13 for the two-photon absorption 
coefficient (/J), have exhibited general agree
ment with our measurements. Complete 
agreement with details of the relatively 
rapid onset of nonlinear absorption ob
served in our 4u> experiments will require a 
more sophisticated code. The present code 
does not include the effects of nonlinear 
self-focusing, nor does it include the 
second-order variations in two-photon ab
sorption caused by beam spatial 
nonuniformities. 

Our computer models suggest also that 
higher 4u> intensities may be achieved if we 
use thinner quadrupling crystals. Thus, a 
0.5-cm-thick crystal of 10-cm aperture 
should be able to deliver between 75 and 
100 J of 4u> light before reaching the asymp
tote. KDP is still a good candidate for such 
an experiment, since, as indicated in Table 
6-1, the measured values for the two-
photon absorption parameter for ammo
nium dihydrogen phosphate (ADP) and po
tassium dideuterium phosphate (KD*P) are 
the same as KDP within experimental error. 
Delivery of this energy to a target requires 
careful consideration, since, given intensity 
modulations similar to those on the Argus 
lu) beam, such a beam may be capable of 
damaging all of the subsequent fused-silica 
optics if we attempted high-fluence target 
l^ieriments at this level. 
—The damage that we experienced in
cluded damage to dielectric coatings and 

heavy internal damage to uncoated fused-
silica optics. We were surprised that this 
damage and the nonlinear loss mechanisms 
appeared at the relatively low ia intensities 
present in our experiments. The data 
showed that, if the UV intensities are kept 
at or below the 1.0-GW/cm2 level, target-
irradiation experiments at 4u may be feasi
ble using thin-quartz (Supersil-I) optics. 

Substantial bulk damage ("angel hair" 
and large, arrow-shaped tracks) was suf
fered by the uncoated fused-silica diagnostic 
beam splitter placed in the main laser beam 
following the quadrupling crystal. Most of 
the internal damage to the quartz optics 
was observed following a 50-J 4u> shot. No 
internal damage was observed in either the 
doubling crystal or in the quadrupling crys
tals; however, a small crack appeared on 
the input face of the 1.0-cm-thick KDP qua
drupling crystal as evidence of the 175 J of 
4w light absorbed by the crystal during a 
pulse in which only 50 J of energy was 
measured by the 4u>-sensitive calorimeter. 

Although we used uncoated optics for 
the entire main beamline during the 4w ex
periments, all of the coated optics placed at 
off-line locations downstream from the 4u> 
crystal and coupled to the main beam with 
4%-reflectance uncoated beam splitters 
were heavily damaged by a mixture of lu, 
2o), and 4u> light. These coated optics dam
aged at average fluences of less than 
0.3 J/cm2. The iui dielectric-coated beam 
dumps were especially susceptible to dam
age, with damage occurring at average 
fluences of less than 0.1 J/cm2. 

In spite of the foregoing difficulties, we 
have generated 4u light at an intensity high 
enough (1 GW/cm2) to permit the consider
ation of 4a> target-irradiation capabilities for 
Nova. A frequency-quadrupler enjoys one 
operational advantage over a frequency-
tripler: alignment for the first crystal in the 
quadrupler is set for maximum generation 
of 2« light, independent of input intensity 
or crystal thickness. 

We conducted a series of experiments to 
obtain near-field photographs of the 4io 
beam. To avoid the need for large-aperture, 
narrow-band UV filters, we designed and 
assembled a stigmatic fused-silica imaging 
system to project the equivalent near-field 
plane onto a photographic plate. Beam 
attenuation was achieved using reflections 
from high-quality uncoated optical flats. 
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Fig. 6-5. Schematic of 
the Argus north-arm 
crystal-array 
experiments. 

Most photographic plates are extremely 
sensitive to exposure to UV light, and we 
experienced considerable difficulty in reduc
ing the beam intensity sufficiently to obtain 
a linear 4oi exposure suitable for scanning 
and digitizing. The 4w beam has an appear
ance similar to the near-field pictures ob
tained on the Argus north arm for the 
harmonically converted 2ui and 3w output 
beams. 

In collecting these data, we fired 67 sys
tem shots to measure conversion efficiency, 
together with 160 preamplifier and system 
shots used to align and adjust the laser and 
the diagnostics. 

Author: G. J. Linford • 

Major Contributor: C. L. Vercimak 

Frequency-Conversion-Array Experi
ments. This year, we completed tests (be
gun in November 1980) on a research 
model of the Novette frequency-conversion 
crystal assembly. The purpose of these tests 
was to demonstrate that the same pair of 
crystals could be used in tandem to give ef
ficient doubling and in a cascade configura

tion to convert efficiently to 3<o. The change 
from one configuration to the other re
quired rotating the second crystal 90° with 
respect to the first crystal. 

Another, newer configuration also 
yielded efficient doubling. This configura
tion involves the use of the crystal pair in 
its cascade configuration, but with a differ
ent beam angle of incidence. A simple rota
tion of the assembly in this quadrature 
doubling mode converts the output from 2a> 
to 3o). The advantage of this configuration is 
that we may convert from one harmonic to 
another without disassembling the crystal 
housing. The output in the quadrature dou
bling mode is elliptically polarized 2w light. 
The frequency-doubled light from a single 
doubling crystal is plane polarized. (See 
"Frequency Conversion and Target Focus
ing" in Section 2 and "Harmonic Conver
sion" in Section 7 for detailed discussions of 
this conversion scheme.) 

We enjoyed a high data-collection rate 
for our crystal-array experiments because 
they required only the preamplifier output 
energy. The rod amplifiers in this portion of 
the laser may be fired every 5 min 

Near-field 
camera RG-1000 

2-in. 1 a; calorimeter 

2-in. 2o> calorimeter 
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(compared to the 1-h cycle time for the 
10-cm disk amplifiers). 

We next investigated a developmental 
.node] of the Novette crystal array to deter
mine the effect of crystal spacing and sup
port structure on beam propagation and the 
contributions of individual crystal segments 
to net conversion efficiency. For this experi
ment, we used a 15-cm-aperture array of 
nine square crystals. To optimize the trade
off between beam intensity and beam di
ameter, we reversed the north-arm final 
spatial filter to reduce the output-beam di
ameter from 25 to 12.6 cm. This beam was 
then used without further reduction; the 
setup is shown schematically in Fig. 6-5. An 
uncoated Shiva f/14 output spatial-filter 
lens having a 296-cm focal length was in
stalled 60 cm after the crystal array to re
duce the beam diameter for the smaller-
aperture diagnostics (calorimeters and cam
eras). The center crystal of the array was 
aligned with an auxiliary Q-switched 
Nd:YAG alignment laser that was adjusted 
to be collinear with the main beamline. 
Frequency-doubled (2OJ) alignment pulses 
were monitored with a photodicde/ 
oscilloscope combination. Alignment of the 
crystal array was checked and adjusted 
prior to system shots. 

On several of our system shots, we 
placed a 2« near-field camera approxi
mately 1.6 m from the f/14 lens. Figure 6-6 
is an enlarged photograph of a beam taken 
on a rod shot. This photograph shows that 
each of the segments was aligned well 
enough to produce a similar 2« output, so 
the array is behaving to a first approxima
tion as a single crystal. In photographs 
taken at high power, we saw a similar bal
ance between the crystal segments. For 
these high-power shots, we measured inter
nal conversion efficiencies approaching 70% 
for some crystal segments. 

The small irregularities observable near 
the edges of the middle crystal segment in 
Fig. 6-6 were generated when a reflection 
from the camera's filter glass was inadver
tently directed (and imaged by the f/14 col
lecting lens) onto the met.1.! "egg-crate" 
support-structure bar. The front side of the 
egg-crate was protected from the input 
beam by a specially designed lw-absorbing 

" a s k . A second mask was added to the 
. ack side of the array to preclude additional 

damage, and flat surfaces in the diagnostics 
paths were tilted to avoid unwanted 
backreflections (see "Novette Crystal Arrays 
for Harmonic Generation" in Section 2). 

Collection of these data required a total 
of 39 system shots to measure conversion 
efficiency and to generate photographs. We 
fired an additional 85 shots for setup and 
alignment of the diagnostic optics and the 
laser. 

After completion of the crystal-array tests, 
we again reversed the output spatial filter, 
returning it to the normal Argus configura
tion. The resulting 24-cm output beam was 
then reduced with a 0.33 X telescope to the 
8-cm diameter used in most of our 
frequency-conversion tests. After doubling 
the frequency, we expanded this beam with 
a cylindrical lens and recollimated the 
major-axis rays of the resulting elliptical 
beam with a spherical lens when the beam 
size reached 1 6 X 8 cm. The minor-axis 
rays, which were conver,-ring following the 
spherical lens, passed through a line focus. 
A test cell for the index-matching fluid was 
placed at the point where the minor axis 
was 10 mm in diameter. A vacuum chamber 
behind the test cell prevented an air spark 

Fig. 6-6. Beam-profile 
photograph of 2w light 
from the prototype 
crystal array. 
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Fig. 6-7. Schematic of 
the Argus north-arm 
index-matching-fluid 
experiments. 
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at the line focus of the beam. This arrange
ment is shown in Fig. 6-7. 

We chose the dimensions of the illumi
nated volume of the test cell so that the 
available frequency-converted energy from 
Argus would be capable of simulating the 
conditions of the Nova intensity/diameter 
product. Limited by available calorimeters 
and other components to a beam whose 
major axis was only 16 cm, we operated this 
system near the damage threshold of sev
eral optical components. We destroyed test-
cell windows while obtaining the data 
required to identify index-matching fluids 
suitable for Nova conversion-crystal arrays. 

This experimental series included 31 sys
tem shots for fluid tests and 60 rod and 
partial-system shots for setup and 
calibration. 

Authors: W. L. Smith, M. A. Summers, 
and B. C. Johnson 

Major Contributors: W. C. Behrendt, 
R. D. Boyd, B. L. Freitas, C. P. Hale, G. J. 
Linford, L. K. Smith, K. D. Snyder, C. L. 
Vercimak, and J. D. Williams 

Completion of the Argus Project. We shut 
down the Argus laser facility and removed 
the laser equipment from the high bay of 
Building 381 during August and September 
of 1981. This area is being upgraded in 
preparation for installation of the Novette 
laser system. 

The Argus project officially began in Jan
uary of 1975; the final shots were fired 80 
months later. In the interim, the facility ex
ceeded its performance design goals by al
most a factor of 2 and proved to be a 
highly versatile research instrument. We 
amassed a large body of data on directly 
driven and radiation-driven targets. Further
more, Argus was the first laser facility to 
compress the fusion fuel to a density sig
nificantly higher than that of liquid D-T. 
The laser's last contribution to the under
standing of target physics was made in a 
study of the effect of the irradiation wave
length on target response. 

We used the laser not only for the pri
mary purpose of target-physics investigation 
but also as a test bed for new laser-design 
concepts, including multiple spatial filters, 
beam apodization, and image-relaying of f 
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beam-defining hard aperture from one 
spatial-filter input lens to the next. This lat
er concept is currently employed in virtu-

J l y every large facility within the laser 
community. In addition, we used Argus to 
study many aspects of Shiva and 
Novette/Nova engineering, laser-otaging 
optimization, crystal-array configurations, 
index-matching fluids, and component 
cooling. 

During more than five years of Argus op
erations, we fired 2850 system shots, includ
ing 1270 target shots and 980 shots used to 
characterize the laser-system output and 
calibrate the beam diagnostics. During the 
last two years, 600 shots were directed to
ward laser-development studies. We fired 
an additional 9100 rod-amplifier shots to 
determine gain settings for target shots, take 
beam-profile pictures, and troubleshoot the 
system. Among the many events in Argus' 
history, the milestones listed in Table 6-2 
are especially significant. 

Author: W. W. Simmons 

Major Contributor: J. S. Hildum 

Laser Safety Hoggles. Research with laser 
harmonic conversion requires that person
nel be protected from high-intensity light 
spanning a wide spectral range. In the case 
of our harmonic-conversion experiments on 
the Argus laser, the range of wavelengths 
for which eye protection is essential ex
tended from 1.06 fim in the infrared to 
0.27 ^m in the UV. The green-colored KG-3 
glasses that we use for protection against l u 
radiation (1.06 and 1.05 ^m) and 4u radia
tion (0.27 and 0.26 /an) have too low an op
tical density for protection against 2w and 
3w laser radiation. We therefore considered 
using filter glass as one component of a 
laminated safety lens, with KG-3 as the 
other portion, to eliminate the harmonics of 
both frequencies while retaining sufficient 
transmission of visible light to permit per
sonnel to work efficiently in the laboratory. 

The safety-goggle vendors selected Schott 
OG-560 filter glass, since their transmission 
measurements indicated that the optical 
density of OG-560 was adequate to remove 
the harmonics of both \a wavelengths 
while transmitting the red-yellow portion of 
"**" optical spectrum. The goggle vendors 

Nov 1974 
Jan 1975 
July 1975 
Oct 1975 
Jan 1976 
Apr 1976 
June 1976 
July 1976 
Aug 1976 
Sep 1976 
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Oct 1976 
Nov 1976 
Nov 1976 
Jan 1977 
June 1977 
Sep 1977 
Dec 1977 
Feb 1978 
Sep 1978 
Nov 1978 
Dec 1978 
Mar 1979 
June 1979 
Oct 1979 
Jan 1980 
Apr 1980 

July 1980 

Sep 1980 
Nov 1980 
Mar 1981 

May 1981 
June 1981 
Aug 1981 
Aug 1981 
Aug 30, 1981 
Aug 31, 1981 

Building 381 high bay completed.14 

Argus program inception.15 

First parts fabricated.15 

First components installed.15 

Rod-amplifier stages operational.15 

North-arm B-disk amplifiers operational (0.8 TW) (Ref. 15). 
Single-beam target experiments (1.3 TW, 1 X 10° neutrons).15'17 

Full system operational (2.2 TW) (Ref. 16). 
Two-beam target experiments (5 X 108 neutrons).1 6 1 7 

Neutron time-of-flight diagnostic on line. 1 6 , 1 8 

Project goal reached (3 TW focusable power).16 

Target shot (109 neutrons).16'17 

Partial relaying (4.2 TW, 2 X 10' neutrons).16'17 

Zone-plate imaging of x rays and alpha particles.'6'1 9 , 2 0 

Actively mode-locked oscillator installed.21 

Two-step-shaped pulses (3 TW) (Ref. 21). 
Slimulated-Brillouin-scattering studies.22 

Full relaying (5+ TW, 100 ps; 900 J, 300 ps) (Ref. 23). 
Long-putse operation (2 kf, 1 ns) (Ref. 24). 
High-density campaign (Dante fielded).25 

Radiation-chemistry experiment fielded.26 

Ultraclean operations (5 TW, 2 kj) (Ref. 27). 
Transport-inhibition measured on layered target.28 

Planar-triode-driven switchout.20,29 

2w target experiments (30 j , 700 ps, 0.53 nm) (Refs. 29 and 31). 
Earthquake recovery.32 

2w conversion-efficiency experiments (80%, 113 J, 600 ps, 
0.53 fim) (Ref. 33). 
3w conversion-efficiency experiments (70%, 54 J, 600 ps, 0.35 ̂ m) 
(Ref. 33). 
3u> target experiments (70%, 54 J, 600 ps, 0.35 /um) (Ref. 33). 
Tandem-crystal doubling studies.34 

4u conversion-efficiency experiments (320 J, 6.4 J/cm2, 0.53 fim; 
24%, 50 J, 0.27 j.m). 
Crystal-array studies. 
Completion of wavelength-scaling studies. 
2u target experiments (240 J, 600 ps, 0.53 jim). 
Index-matching-fluid studies. 
Argus program completion. 
Disassembly begun. 

measured the transmission of OG-560 using 
low-intensity incoherent light; their speci
fications are given in Table 6-3. 

At LLNL, however, we measured the 
transmission of the glass material at intensi
ties similar to the most stringent conditions 
that we would expect to find in our labora
tory. For our tests, we used a pulsed align
ment laser generating \w, 2o>, and 4w beams 
at moderate intensity (up to 50 MW/cnr); 
the test apparatus is shown in Fig. 6-8. The 
filter glass was inserted into the 2w or 4o> 
beam emanating from this laser. An un-
coated, fused-silica beam splitter reflected 
approximately 8% of the incident beam to a 
fast PIN-8 Schottky-barrier photodiode. The 
main beam was directed either into a beam 
dump or into a calorimeter to measure the 
average output power. We ran the laser at 
10 pps, producing 200-mJ 2a> pulses of 20 ns 

Table 6-2. Argus 
project milestones, 
1974-1981. 
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Fig. 6-8. Schematic of 
high-power transmis
sion measurements of 
OG-560 filter glass. 

Operating Systems 

Table 6-3. Vendor 
transmission specifica
tions on OG-560 filter 
glass. 

Table 6-4. LLNL trans
mission measurements 
of OG-560 glass at 2u> 
and 4a-. 

Fast oscilloscope 

Reference photodiode 

Insertion plane for 
moderate-power measurements 

Average power 
meter (or beam dump) 

'Pulsed alignment laser 
(output continuously variable over a factor of 10) 

mmmm 
Ijan) Tnrummion 

1.06 
033 
6.35 
0.27 

f*W, 
io-°*1 
IO-*- 7 5 

io-» 
io-» 

Wavelength 
(urn) 

Flux 
(MW/cm2) Transmission 

0.53 
0.53 
0.27 
0.27 

1.25 
10.0 
0.3 
2.5 

1 0 ~ 5 

0.17 
0.016 
0.064 

duration, resulting in an average power of 
2 W at 2u and a peak power of 10 MW. For 
the 4o measurements, we again operated 
the laser at 10 pps, producing 50-mJ pulses 
of 20 ns duration, for an average power of 
0.5 W and a peak power of 2.5 MW. 

Table 6-4 gives a summary of our pre
liminary transmission measurements. Note 
that 4u light produces a large amount of 
fluorescence in the glass; hence, the indi
cated transmissions may not be composed 
entirely of 4« radiation (no interference fil
ters at 4u or 2w were available for this ex
periment). However, our high-intensity 
measurements were taken with the sample 
located approximately 130 cm from the pho-
todetector, whereas the lower-intensity 
measurements were made approximately 
30 cm from the photodetector. When we in
troduced a borosilicate (BK-7) window into 

the 2.5-MW/cm2 4a> beam, essentially no 
transmitted light was measured by the pho
todetector. Our apparatus could not mea
sure an optical density greater than five. 

The original specifications on the Schott 
OG-560 filter glass are provided in Table 
6-4. For fluxes less than 1 MW/cm2, our 
measurements of the OG-560 glass agree 
with these specifications. At incident inten
sities higher than 1 MW/cm2, however, the 
laminated OG-560/KG-3 laser-safety lenses 
bleached. This indicates that safety glasses 
utilizing OG-560 (or other OG- or RG-series 
glasses) are not adequate for eye protection 
from 2co radiation if there is any possibility 
of the incident laser intensity reaching 
1 MW/cnr. This intensity level is easily at
tained in a specular reflection, for example, 
or by direct exposure to the harmonically 
converted alignment beam in our 
laboratory. 

We therefore recommend that no person
nel working with moderate- or high-power 
sources of laser radiation from C.30 to 
0.55 urn use the OG-560/KG-3 composite 
glasses to protect their eyes from direct illu
mination. Furthermore, we do not recom
mend the OG-560 material for use in 
unlaminated safety glasses; it is not an
nealed and may shatter if struck with a fly
ing object. We are presently using KG-3 
glasses to protect against lw light, and we 
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are using argon safety goggles, worn over 
the KG-3 glasses, to protect against 2u and 
3w radiation. 

Many of the currently availal (e filter 
glasses (OG-515 to 590 and RG-610 to 780) 
that have the required spectral-absorption 
characteristics for protection against visible 
laser light are distinctly orange in color. 
They contain CdSe and CdS as dopants; 
both these substances are well-known 
semiconductor-saturable absorbers.3' The 
res"l4ng band gap of the mixture of CdSe 
and CdS is determined by the relative ratio 
of CdSe to CdS. 

The bleaching action in the CdS and 
CdSe occurs when a sufficient number den
sity of valence electrons is raised into the 
conduction band. Presuming that the life
time for electron-population redistribution is 
comparable with or longer than the saturat
ing laser pulse, then bleaching of the semi
conductor absorption occurs when the 
number density of valence electrons has 
been reduced to a small fraction of its initial 
value, i.e., when the incident 'aser intensity 
lying in the spectral vicinity o ! the band 
gap is sufficiently great. In the present in
stance, this threshold appears to occur for 
OG-560 for 2w (0.53 jum) intensities ranging 
from 1 to 40 MW/arr. 

Author: G. J. Linfbrd 

Major Contributor: C. L. Vercimak 

Shiva Operations 

During 1981, Shiva was operated primarily 
in support of fusion experiments, \,ith few 
changes in the system. We also devoted 
some shots to tests of Nova components, 
required laser-system tests, and calibrations. 
In the following articles, we discuss the op
erations of the Shiva laser and target sys
tems and the maintenance history of 
Shiva's optical components. 

Author: O. C. Barr 

System Configuration and Performance. 
We continued to dedicate Shiva to target-
irradiation experiments during 1981. The ex-

rimental series performed on Shiva in-

Total experiments 
Dedicated shots 171 
Secondary shots 30 

Tareet shots 
Target experiments 103 
Diagnostic checkouts; 23 

Laser tests and calibrations 
Dedicated shots 22 
Secondary shots 9 

Nova development shots 
Dedicated shots 23 
Secondary shots 21 

201 

126 

44 

Table 6-5. Summary 
of high-energy shots 
on Sii.'va in 1931. 

eluded Nova Cone Angle, Nova Cone An
gle II, Pinlite, Long-Pulse Cairn Scaling, 
NPIRE II (with and without backlighter), 
HEET II, Inferno, Forward Raman, and a 
test of x-ray laser pumps. We also per
formed a joint experimental series with the 
Naval Research Laboratory (NRL). In addi-
t m to these target-irradiation experiments, 
we used Shiva to test components for the 
Nova laser, including the plasma shutter, 
34-cm-aperture calorimeters, target-chamber 
debris shields, and prepulse diagnostics. 

The total number of experiments was 
201, consisting of 171 high-energy laser 
shots plus 30 secondary experiments that 
did not require dedicated shots. Table 6-5 
gives a breakdown of these 201 experiments 
by category, and Table 6-6 gives configura
tion and operation information for each ex
perimental series. 

Figure 6-9 shows the 1981 monthl/ pro
duction of high-energy shots, divided ir¥~* 
target and nontarget shots; the number of 
secondary experiments not requiring dedi
cated ;hots are also shown. For comparison 
purposes, Fig. 6-10 shows the historical 
monthly averages of target and nomarget 
high-energy shots. In early years, the non-
target shots were dedicated to laser testing 
ana preparation for experimental series. In 
1981, half of the nontarget high-energy 
shots were dedicated to Nova laser devel
opment, reflecting the maturation of our 
understanding of Shiva's operation. 

Figure 6-11 shows the 1981 profile of full-
time labor assigned to Shiva to sustain the 
shot rate shown in Fig. 6-9. We eliminated 
the evening sliift in late May for a number 
of reasons. First, summer vacation, travel, 
and training plans indicated an impending 
shortage of staff. Second, Argus operations 
required the assignment of as many as four 
Shiva technician? at a time to support 
program-critical experiments from May to 
August. Finally, the skill mix among our 
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No. Pulse width Energy Power 
No. of shots 

No. Pulse width Energy Power Primary Target Secondary 
Experiment Date of beams (ns, FWHM) M) (TW) experiment experiment3 experiment To'al 

Setup for Nova Jan 2, 3,1C, 18, or 20 5 to 6 0.6 to 7.4 0.1 to 1.5 12 3 1 13 ' 
cone angle Feb 
Nova plasma Feb 1 5 to 6 0.2 to 0.5 0.04 to 0.1 21 0 4 15 
shutter Mar 

May 
July 

Nova cone Feb 10 or 11 5 to 6 3.5 to 4.0 0.6 to 0.7 9 9 0 9 
angle 
Pinlite setup Feb 

Mar 
Mar 

1, 3, 10, or 20 — 0.4 to 9 — 9 4 0 9 

Pinlite 

Feb 
Mar 
Mar 9 or 10 4 to 5 24 24 0 24 
Apr 

Nova debris Apr 1 34 0.5 0.01 1 0 0 1 
shields 
Scaling setup Apr 

May 
June 

9, 10, or 20 5 to 6 3 to 7 0,5 to 1.4 13 10 5 18 Apr 
May 
June 
July 

Long-pulse May 19 or 20 5 to 6 5 to 10 0.8 to 1.8 20 20 0 20 
scaling June 

July 
Nova 34-cm June 1 5 to 6 0.3 to 0.5 0.06 to 0.00 1 0 2 3 
calorimeter Julv 
Prepulse July 1 5 — — 0 0 15 15 
diagnostic Aug 
Nova cone July 9 5 3.8 0.8 1 1 0 1 
angle 11 setup 
Nova cone July 10 or 11 5 to 6 3 to 4 0.6 to 0.9 8 8 0 8 
angle 11 Aug 
NPIRE 11/ Aug 10 or 20 1 3 to 8 3 to 8 3 2 2 5 
HEET II setup 
NPIRE 11 Aug 

Sep 
Oct 

20 0.9 to 1 7 to 9 7 to 10 6 6 0 6 

HEET 11 Aug 
Sep 
Oct 

20 0.9 to 1 7 to 9 7 to 9 8 8 0 8 

NPIRE 11/ Oct 8 or 10 0.9 or 5 2 to 4 0.3 to 3 4 2 0 4 
backlighter Nov 
setup 
NPIRE 11/ Nov 8 or 18 1 and 5 1 to 7 0.2 to 5 4 4 0 4 
backlighter 
Caim Nov 

Dec 
7 or 10 0.9 to 1.0 2 to 4 2 to 4 3 3 0 3 

Inferno setup Nov 4 0.9 1 1 1 1 1 2 
Inferno Nov 

Dec 
10 0.9 3 to 4 3 to 4 4 4 0 4 

Forward Raman Dec 7 or 10 0.9 3 to 4 3 to 4 2 7 0 2 
NRL joint series Dec 10 or 17 3 to 4 3 to 8 1 to 2 5* 5 a 0 5 a 

X-ray pump Dec 10 - 0.1 0.1 to 0.2 i to 2 2 0 0 2 
setup 
X-ray pump Dec 10 0.1 0.1 to 0.3 1 to 3 10 10 0 10 
Total 171 126 30 201 

•"Target experiment is a subset of primary experiment. 
^One additional target shot was taken with rod-shot energy or ,ly. 

Table 6-6. Summary 
of e-perimental series 
on Shiva in 1981. 

technicians became unbalanced such that 
the clean room could not sustain double-
shift operation and meet other program 
requirements. 

The shutdown and removal of Argus in 
August and September, and the construc
tion of Novette, required reassignment of 
most of Shiva's personnel to the Nova and 
Novette projects on September 1, 1981 (see 

"Project Management Systems" in Sec
tion 2). Throughout the entire year, virtually 
all Shiva technicians had collateral assign
ments to support Argus, Nova, and Novette 
on a time-available basis; several techni
cians were assigned on loan to other groups 
for periods of one week to three months. 
Conversely, other parts of the laser program 
loaned technicians to Shiva operations for 
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f? 1 
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I I Secondary experiments 

^ ^ ^ | Other high-energy shots 

I ./-•-' I Target shots 

"•& 

10 

a 
20 

Feb Mar Apr May June July Aug Sep Oct Nov Dec 

Long-pulse 
Cairn scaling 

Nova 
cone 

angle II 

NPIREII 

HEET II 

Inferno 

Forward 
Raman 

- Cairn -

few hours at a time—frequently on short 
notice—to repair failed equipment and re
store the system to operation. 

In addition to requiring personnel, 
Novette affected Shiva operations by re
quiring parts. Despite this, we met all 
Shiva's electronics needs, either from our 
inventory of onhand spares or by rewiring 
the system to operate with the electronics 
available. To satisfy Novette requirements 
for optics, however, we had to deactivate all 
of arm 13 and the disk amplifiers on arm 14 
in late October. Deactivating these two 
arms provided spare optics and electronics 
to sustain operation of the remaining 18 
arms. Final shutdown of all Shiva opera
tions on December 23 resulted from plans 
to remove the Shiva target chamber and in
stall it on Npvette in January 1982. 

The Nova Cone Angle, Nova Cone An
gle II, and Long-Puise Caim Scaling series 

luired operation at a pulse width of 5 ns. 
. »e devoted our efforts in January to find-

30 

25 

15 

H Other high-energy shots 

P I Target shots 

16 

w 

Fig. 6-9. Shiva high-
energy shots in 1981. 

1978 1979 1981 

ing the best configuration of -inholes in the 
spatial filters to limit both damage and pin
hole closure. This effort was also necessary 

Fig. 6-10. Historical 
monthly averages for 
Shiva high-energy 
shots. 
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Fi£ 6-11. Shiva labor 
profile for 1981. 

for the backlighter portion of the NPIRE II 
series and for the joint series conducted 
with NRL. in December. Due to increasing 
damage in the system because of reduced 
maintenance dating from December of 1980, 
some pinhole closure did occur on some 
arms during the Long-Pulse Cairn Scaling 
series. This effectively shortened the optical 
pulse width on target, since some arms had 
pulses as short as 3.5 ns. 

Our principal method of detecting pulse-
shortening was to observe the gain of the 
disk-amplifier sections as a function of rod 
output energy. Those arms showing a 
marked decrease in disk-section gain with 
increasing input were presumed to have 
pinhole closure. The input to these arms 
was reduced until the disk gain returned to 
normal and the arms were then operated 
with reduced output. This was permissible 
due to the lack of any requirement for a 
high degree of illumination symmetry for 
these targets. 

For the NPIRE II backlighter series, we 
used the short-pulse oscillator to generate a 
1-ns pulse that was amplified by the lower 
10 arms and used to drive target-capsule 
implosions. The long-pulse oscillator and 
pulse-slicei generated a 5-ns pulse that was 
amplified by eight upper arms and used to 
illuminate an x-ray converter foil to back
light the target for the 22 X microscope. 

Aug Sep Oct Nov Dec 

Since the preamplifiers and penthouse am
plifiers are common to the upper and lower 
beam clusters, the pulses were combined on 
the oscillator table and separated by the 
Pockels cells in the arms. The short pulse 
was triggered 54 ns before the long pulse, 
so that the two pulses propagated through 
the preamplifiers, the penthouse, and into 
the upper arms with a 54-ns separation. 
The Pockels-cell timing was coincident with 
the long pulse, so that it passed through the 
upper arms to illuminate the backlighter. 
The backlighter foil, thus, also had a pre
cursor pulse (the drive pulse attenuated by 
the loss through one Pockels cell) arriving 
54 ns before the target shot. 

Both pulses were delayed by 54 ns at the 
lower arms by insertion of optical delays in 
the four ladder arrays between the upper 
and lower beam clusters. Thus, the short 
pulse reached the lower Pockels cells coin
cident with the arrival of the long pulse at 
the upper Pockels cells. The short pulse 
was then amplified and used to irradiate 
the target. The target was also irradiated by 
a postpulse (the lcng-pulse leakage through 
the lower-arm Pockels cells) arriving 54 ns 
after the target shot. We adjusted pulse tim
ing at the target by fine adjustment of the 
interoscillator timing. Typically, the leadin 
edge of the short (drive) pulse arrived 2.3 
± 0.5 ns after the leading edge of the long 
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(backlighter) pulse, giving good backlight
ing throughout the entire target implosion. 

Since the 22 X microscope has a limited 
iield of view, the x-ray-emitting region of 
the backlighter plasma would blow out of 
the field of view of the microscope. Thus, 
we had to empirically determine an offset 
between the x-ray line of sight and the op
tical line of sight to center the x-ray emis
sion in the 22 X field of view during the 
target implosion. Further, since the 22 X mi
croscope is normally used to determine tar
get position (on those experiments for 
which it is an online diagnostic), this offset 
significantly complicated target and beam 
alignment for the NPIRE experiments. 

For the joint experimental series with 
NRL, we again used separate drive and 
backlighting pulses. However, we used the 
same pulse duration (3 ns) for both pulses. 
The 10 lower arms were used to drive the 
targets in this series. The backlighting pulse 
from seven upper arms was delayed 0.9 ns 
by moving the "trombone" delay optics in 
each of the available seven upper arms 
(arms 13 and 14 were out of service, while 
arm 20 was undisturbed so as not to alter 
the timing of the optica! pyrometer 
diagnostic). 

For the x-ray pump series, we used the 
lower 10 arms at low fluence and a 0.1-ns 
pulse duration. The low output energy ne
cessitated low output from the rod 
amplifiers—so low that the beta Pockels-
cell energy monitors did not indicate the 
energy. This forced us to set up the target 
shots blindly, resulting in excessively high 
output energy on the first shot of the series. 
Despite the low fluence, we observed low 
gain on some arms. In those cases, we sub
stituted large pinholes for the normal small 
ones and saw no adverse effects. 

Throughout 1981, the development of 
Nova and Novette was supported by Shiva 
operations. The prototype Nova plasma 
shutter was installed on Shiva, in the final 
f/14 spatial filter on arm 16, for seven 
months This installation included a di
agnostics platform on arm 16 at the output 
of the delta amplifier. Most high-energy 
shots for the plasma shutter were dedicated 
shots, for three reasons 
• Due to the prototype nature of the plasma 

-hutter, it was difficult to integrate its op
eration into our noratal target-shot firing 
sequence. 

• The plasma shutter's requirement for 5-ns 
pulses created a conflict with other 
experiments. 

• We often required arm 16 to be fired on 
target. 
We made performance checks of a Nova 

34-cm-aperture calorimeter, and we set up a 
prepulse diagnostic in one of the Shiva 
incident-beam diagnostic (IBD) packages. 
Neither of these tests interfered with nor
mal operations. Although the prepulse di
agnostic required low energy only, its 
reaiisric installation in an IBD required that 
it piggyback on full-energy shots. We tested 
Nova charge amplifiers for noise immunity, 
initially on arm 4 ufter arm 14 was shut 
down in October, we dedicated its rod sec
tion to the charge-amplifier tests exclu
sively. These tests continued on a 
noninterfering basis until December 21, 
1981, on which day we took a three-day se
ries of dedicated rod shots to conclude 
Shiva support of the charge-amplifier check. 

During 1981, we tested an experimental 
Auston switch. This 3witch, installed in the 
IBD of arm 15, is designed to generate tim
ing fiducial marks. Also, we installed a 
neutral-solution-processed vacuum window 
in arm 4 and performed damage testing for 
six months. (The neutral-solution process is 
described in "Optical Components" in 
Section 2.) 

Shiva completed its productive four-year 
career on December 23, 1981. It is fitting 
that Shiva ended as it began, firing rod 
shots to noise-test laser-diagnostic 
amplifiers. 

Author: O. C. Barr 

Shiva Target Diagnostics. The responsibil
ities of the Shiva target-diagnostics group 
included operation and maintenance of the 
electronics data-acquisition system and the • 
target-chamber diagnostics systems. These 
systems are described in previous Laser 
Program Annual Reports.36"38 During 1981, 
we participated in a wide variety of experi
mental series that produced data for Nova 
target designs, target-scaling experiments, 
drive characterization, density measure
ments, and plasma physics. These experi
ments, described briefly in the article above, 
required a variety of laser pulse lengths 
ranging from 0.1 to 35 ns. Each change of 
pulse length required retiming of the entire 
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Table 6-7. Shiva target 
diagnostics added dur
ing 1981. 

system, particularly when changing be
tween the long-pulse and short-pulse oscil
lators. As we installed more-sophisticated 
diagnostics on the system, the number of 
timing shots required for each experimental 
series increased. 

Table 6-7 summarizes the target diagnos
tics installed on Shiva during 1981; the full 
complement of diagnostics available may be 
found in previous Laser Program Annual 
Reports?'' Our Dante H spectrometer (along 
with other Dante instruments) and imaging 
soft-x-ray streak cameras (SXRSC) were 
used extensively in the drive-
characterization experiments. These 
transmission-grating and high-resolution 
x-ray spectrometers were fielded especially 
to diagnose the x-ray laser drive experi
ments on Shiva. 

Operation of the target systems became 
routine during 1981; because of the ex
pected deactivation of Shiva and the build
up of Novette, we made few improvements. 
One significant improvement we did make 
was to integrate the system for acquiring 
target data into the shot sequence generated 
by the power-conditioning system. Wi.h 
this modification, power conditioning auto
matically initialized the target-diagnostics 
system for the shot and sent it the shot 
number. This prevented shot-number dis
crepancies, provided configuration control, 
and differentiated between rod-shot and 
target-shot data, thus allowing easy identifi
cation of relevant data files. 

We removed two equipment racks so that 
holes for Nova Phase II beamlines could be 
drilled in the east wall of the target bay. 
The equipment in these racks included the 
LSI-11 front-end processor, the mother 
CAMAC crate, serial-highway fiber-optic 
lines, and power distribution, all of which 
are vital to the operation of the data-

acquisition system. We encountered no 
problems in moving this equipment. 

At other times, we experienced problems, 
with the CAMAC serial-highway fiber-optic! 
links because of deteriorating terminations 
and the accumulation of dirt and old optical 
grease in the connectors. We solved the 
problem by reterminating the links, with 
careful attention to the removal of old opti
cal grease. 

During reduction of Dante spectrometer 
data, the need arose for tracking changes in 
the time-base and amplitude stability of 
Tektronix R7912 transient digitizers. We set 
up a system to monitor the calibration of 
these instruments. Now, before a shot se
ries, we apply a time- and amplitude-
calibration signal to all R7912s. For ampli
tude calibration, we use a precise, stable 
square wave; for time-base calibration, we 
use a time-mark generator with a wide
band amplifier. These signals are included 
with the target-shot data for the series and 
are used during Dante data-reduction to im
prove the accuracy of data from individual 
R7912s. 

We mounted three new microchannel-
plate (MCP) detectors on the filter-
fluorescer (FFLEX) diagnostic to make time-
resolved measurements of high-energy 
x-ray emission. We deter.nined the absolute 
timing of these MCP detectors bv 
frequency-doubling beam 4 of S: •* ' and 
reflecting rod shots off a surrogati. ' get lo
cated at the center of the target chamber. 
This measurement, in conjunction with our 
timing fiducial, allowed us to determine 
x-ray emission times with respect to the 
laser-irradiation pulse. 

Other activities, involving the target-
diagnostics group included 
• Fielding a calorimeter system from KMS 

Fusion, Ann Arbor, Mich. We installed the 

Diagnostic Detector 
No. of 

detectors MMKtjresW 

Xrays 
Dante H 

•grating 

HjaJHMKlutkm 
ftpeLumum 

LMtrltftt 

XRD-31 diode 

Streak camera/film 

Film 

3/ltfaagHta 
3/2. 

P » c 
Fin diode 
Spectrometer/ 
diode amy 

10 

1 

2 

» 
17 
1 

mohnd, Ok 

Dar 

* * -
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KMS detectors on our energy-balance 
modules and integrated their electronics 
into our data-acquisition system; the data 
will be compared with our calorimeter 
data to allow future data correlation. 

• Moving the optical fiducial source for one 
of our optical/x-ray spectrometers (OX-1) 
from beam 11 to beam 6 to allow the 
OX-1 to continue acquiring the output 
pulse shape after the upper arms were 
deactivated. 

• Measurements of pinhole closure during 
long-pulse experiments (see "System Con
figuration and Performance," above). We 
characterized our 1BD fiducial detectors 
and compared them with one usee! by the 
laser diagnostics group to measure the os
cillator pulse; we confirmed previous evi
dence of pulse shortening. 

• Preliminary testing of a gallium-arsenide 
Auston switch. This device is a candidate 
for use as an optical fiducial detector; it is 

capable of response below 100 ps with sev
eral amperes of output current. 
• Comparison of a Tektronix R7912 tran

sient digitizer incorporating a prototype 
CCD readout array with a standard R7912 
for susceptibility to target-generated noise. 

• Calibration of groups of light (LC21) and 
plasma (LC27) calorimeters whenever 
there was sufficient time in the operations 
schedule to do so (i.e., between experi
mental series). 

Authors: C. E. Thompson and M. Fiore 

Major Contributors: T. L. Schwab and 
E. J. Powell 

Shiva Mechanical Modifications and 
Maintenance Summary. The operational 
strategy for Shiva during 1981 was to mini
mize modifications and expenditures on 
beamline optics, while allowing the system 
to degrade toward eventual shutdown at 

Removable alignment 
cross hair 

Splitter-bench 
assembly 

Removable 
alignment 

cross hairs 

Timing 
optics 

Fig. 6-12. Schematic of 
the optical-delay sys
tem added to Shiva to 
complete the x-ray 
backlighting 
capability. 

Ladder 
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Table 6-8. Shiva com
ponent firings in 198] 
and for the system 
lifetime <1977-1981>. 

the end of December. To comply with this 
strategy, we made only one significant 
modification, completing installation of the 
optical-delay hardware for our x-ray back
lighting system. 

Figure 6-12 shows the optical-relay sys
tem that provided time-delayed pulses to 
the target for our studies of implosion dy
namics. We used four sets of these assem
blies to delay the lower 10 arms of Shiva 
relative to the upper 10 arms. VVc also em
ployed two oscillators: one for long pulses, 
and one for short pulses. A more detailed 
discussion of the harware design is given in 
the 1980 Laser Program Annual Report.4" 

The only Shiva optical components given 
significant attention this year were rod-
amplifier rods, spatial-filter lenses, and 15-
cm polarizers. We recoated some spatial-
filter lenses and polarizer plates because of 
accumulated damage; we had to rework the 

_ N a 
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amplifier rods because of lower-quality op
tical coatings used during the past two 
years. 

Table 6-8 shows the average number of 
firings for each laser component, both in 
1981 and over Shiva's lifetime. Table 6-9 
shows the number of component failures 
by year, failure mode and position. A com
plete damage history of Shiva laser compo
nents will be summarized in a separate 
report; the data here are relevant for 1981. 
Note that these statistics will be biased due 
to the fact that we intentionally allowed the 
system to degrade during 1981. 

We have begun to disassemble some of 
the Shiva disk amplifiers; this process will 
give us a broader perspective of component 
damage rates vs time and firings. For exam
ple, we have disassembled a 10-cm-diam 
beta disk amplifier that was installed in July 
1977 and had been fired 502 times. The six 
disks of this amplifier had no damage spots 
greater than 500 nm in diameter, and they 
had an average of only 20 spots per surface 
in the 100-^m range. We estimate this am
plifier could have continued operation for 
another 500 shots before reaching an ob
scuration factor of 0.05% per surface. This 
preliminary test is significant, since it 

Year Failure mode 
2.5-cm Rod 
amplifiers 

5-cm Rod 
amplifiers 

10-cm Disk 
amplifiers 

15-cm Disk 
amplifiers 

20-cm Disk 
amplifiers 

1977 

1978 

1979 

1981 

Table 6-9. Major Shiva 
component failures, 
1977-1981. 

Water leak 
Exploded flashlamp 
Laser-damaged optic 
Broken blast shield 
Water leak 
Flashlamp failure 
Exploded flashlamp 
Laser-damaged optic-
Low gain 
Broken blast shield 
Water leak 
Flashlamp failure 
Exploded flashlamp 
Laser-damaged optic 
Low gain 
Broken blast shield 
Water leak 
Flashlamp failure 
Exploded flashlamp 
Laser-damaged optic 
Low gain 
Broken blast shield 
Water leak 
Flashlamp failure 
Exploded flashlamp 
Laser-damaged optic 
Low gain 
Broken blast shield 

5 
1 
1 
1 

15 
4 

12 
1 
1 
6 
5 
5 
7 
1 
2 
4 

18 

7 
17 
4 

1 
3 
1 

11 
4 
3 

18 
1 

4 
2 
4 
6 
2 

1 
12 
3 
5 
3 

13 
2 

12 
1 
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establishes that disk amplifiers can operate 
for extended periods when properly de
igned, constructed, and operated. 

Authors: H. G. Patton and W. A. Jones 

Major Contributor: R. L. Combs 

Argus and Shiva 
Experiments 
Overview 

From late 1979 until its shutdown in August 
1981, we devoted the Argus facility to ex
ploring the effects of laser wavelength in 
both indirect and direct-drive target designs. 
By employing type II KDP frequency-
conversion crystals with the output cf the 
Nd:glass Argus laser, we have been able to 
conduct experiments at laser wavelengths of 
1.06, 0.53, and 0.35 ̂ im (Ref. 41). In Table 
6-10, we summarize the relevant dates and 
maximum energies on target that were 
available in a single-beam pulse of approxi
mately 700 ps FWHM. 

The energies on target at 0.53 and 
0.35 iim (2w and 3u>) were limited by the 
size (~100 mm) of the available KDP crys
tals and by damage to the dielectric coating 
of optical components (beam dumps, focus
ing optics, and blast shields) in the laser 
chain.41 The high-energy (~200J) 2a ex
periments were done with an uncoated 
1.06-fim-absorbing beam dump and an un
coated focusing lens. We performed 1.06-
ftm (lu) experiments with similar energies 
on target for comparison with shorter-
wavelength shots. Further details concern
ing the Argus facility configuration and 
operation are given in "Argus Operations," 
earlier in this section. 

The irradiation conditions for our 
frequency-conversion experiments are sum
marized in Table 6-11; the rationale for 
these conditions is given in Ref. 42. Al
though we attempted to irradiate the targets 
under similar spot-size, pulse-width, and 
energy conditions, passive aberrations in 
the optical components resulted in intensity 
distributions on target that became progres-
' ely worse with decreasing wavelength. In 
. ,g. 6-13, we show the target-plane energy 
distribution at lw and 2w for a nominal 

1015 W/cm2 peak intensity; experimental 
conditions are EL ~ 50 to 55 ], r, ~ 700 ps, 
and the spot diameter (in the target plane) 
is ~ 100/am. 

In Fig. 6-14, we show the running inte
gral of the intensity-distribution function at 
all three wavelengths for a nominal peak 
intensity of ~ 3 X 1014 W/cm2 (Ref. 43). As 
the figure shows, a larger fraction of the 3a 
energy is at substantially higher intensity 
than the nominal value. Irradiation condi
tions such as this complicate the analysis 
and comparison of some features of the 
data, particularly those involving parametric 
instabilities and suprathermal-electron 
production. 

During the frequency-conversion series, 
we conducted a wide range of experiments, 
including measurements of absorption, 
stimulated Brillouin scattering, 
suprathermal-electron production and scat
tered light from parametric instabilities, 
thermal-electron transport, and total x-ray 
conversion efficiency. For the majority of 
these experiments, the targets were simple 
disks, ~25 urn thick and 1000 jum in diame
ter, of Be, plastic (CH), Au, Ni, or Ti. For 
the electron-transport experiments, we em
ployed variable thickness (0 to 6 nm) Be-
coated Al targets. 

Some experiments were also conducted 
with the Shiva laser at 1.06 pum. The goal of 
these experiments was to explore the cou
pling physics in long-scale-length plasmas 

ij QWc • % ( t a « h energy 0) 
: NO» W » * A « I » - fa. -•. ; 40' 

0*ww*»j»mi '*•' ' 4 0 
i Mv to JUNIUS .-to,, ' 100" 

^*M*tWt. 1m • 240 

Intensityb Wavelength Spot size (/im)c 

~3 X 10 1 3 1«, 2u>, 3w 150 to 200 
~3 X 10 1 3 la , 2w, 3a 450 to 600 
~10 1 4 3a 240 to 260 
~3 X 10 1 4 la, 2w, 3ai 150 to 180 
3 X 1 0 M lu>, 2b> 240 to 300 
~10 I S 1«, 2u, 3w 80 
- 3 X 101 5 2u 40 

'These experiments, were made with linear po
larization; with f/2.2 focusing optics, and with pulse 
widths ranging from 500 to 900 ps. 

'"Based on incident power divided by the area 
containing 99% of the beam energy. 

'Spot diameter containing 95% of the beam 
energy. 

Table 6-10. Maximum 
energy (on a 700-ps 
pulse) at various 
wavelengths for on'.? 
beam of Argus. 

Table 6-11. Frequency-
conversion irradiation 
conditions. 3 
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Fig. 6-13. Target-plane 
energy and intensity 
distribution at lu> and 
2w. 
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(LA ~ 400) at moderate to high values of 
IX2 (1014 W / c n r W < 1\2 < 3 X 1015 

W/cnr-^m2). 
Some of the results of these experiments 

are discussed in the following articles, al
though data-reduction and analysis will 
coiitinue into 1982. In "Layered-Disk Target 
Experiments," we discuss the results of 
layered-target studies of thermal-electron 
transport at an absorbed irradiance of ~ 1 
to 2 X 10 l 4W/cm : for both lu> and 3w. 
These experiment are presently being mod
eled, and we report only our preliminary 
results. Higher ablation rates and shock 
pressures are implied by a wide range of 

x-ray and optical diagnostics for the shorter-
wavelength irradiations. At present, many 
of the observed features of the experiments 
are consistent with flux limiters in the range 
of -0.01 to 0.03 for both lo> and 3u, al
though effects due to lateral energy flow 
are still under investigation. 

In "Absorption and Stimulated Brillouin 
Scatter," we present absorption results from 
disk targets. The wavelength, intensity, and 
Z-dependence of the results are consistent 
with inverse bremsstrahlung and stimulated 
Brillouin scattering (SBS) being the domi
nant interaction mechanisms. Both scattered 
light and suprathermal x-ray production , 
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indicate that absorption by parametric insta
bilities plays a minor role in the total en-
"gy balance over the entire parametric 

„ jnge of the Argus experiments. 
Modeling of the absorption experiments 

with the hydrodynamic code, LASNEX, 
match the experimental results reasonably 
well. For our modeling, we employed nomi
nal inverse bremsstrahlung, SBS, a thermal 
flux limiter of 0.03, and a critical-density 
dump-all fraction of 0.03 to 0.1 to account 
for suprathermal-electron production. 

In "X-ray Conversion Efficiency at 1«, 2u>, 
and 3oi," we present early results of our 
Argus x-, iv conversion-efficiency measure
ments. VVi lave obtained x-ray yields of up 
to 60% of the absorbed energy from Au 
disks at a 3w peak intensity of ~ 1 X 10'4 

W/cm2. The previously observed fall-off in 
x-ray yield at / < 1014 at 2o> has also been 
observed at 3u>. We confirmed the earlier 2<o 
conversion efficiency44 at intensities of ~ 3 
X 10" and ~ 3 X 10 l 4W/cm 2 using larger 
irradiation spots (300 and 450 /urn) during 
the 200-J experiment. Preliminary lw results 
are in good agreement with past experi
ments at Argus and Shiva,45 albeit for 
slightly different irradiation conditions. 

In "Comparison of Suprathermal X-ray 
Emission at lw, 2w, and 3u>," we present the 
results of high-energy x-ray measurements 
(4 keV < ftp < 70 keV) as a function of 
both laser wavelength and peak intensity. 
The data generally show a reduction in 
x-ray yield (and inferred suprathermal-
electron production) with decreasing wave
length, although beam modulation and the 
mix of the many parametric instabilities that 
produce high-energy electrons complicate 
any 7A2-type scaling. In all of these experi
ments, the inferred suprathermal-electron 
production involves less than ~ 5 % of the 
absorbed energy. Similar levels of hot-
electron production are also inferred from 
K„ measurements on Shiva using high-
intensity IOJ light with pulse widths of 100 
and 600 ps (see "Suprathermal Electrons 
from Disks (Comparison of K„ to Brems
strahlung)," later in this section). 

We have made extensive measurements 
of the scattered light at 3/2io and from l/2w 
to 4/5w, which are generated by instabilites 
(2u p e and stimulated Raman scattering) at n0 

."'• 0.25 N_ The results of these measure-

.1.0 

o.« 

I 0.6 

0.4 

0.2 — 

NomM»l intanclty of 3 x 10 1 4 W/cm 2 

Spot size typtcaHy «140 pm 

1.06 pm 
0.53 M"> 

0.35 urn 

4 6 

l L p O 1 4 W/cm2) 
10 

ments, made at both Argus and Shiva for 
incident lu and 2w light, are presented in 
and "3/2oi Emission at lui and 2w" and 
"Stimulated Raman Scattering at lw and 
2u>." Interesting features of the 3/2u spectra 
include a strong dependence on incident 
wavelength, target Z, and observation an
gle. The Z- and wavelength-dependence 
support simple theories4'' from which 
coronal temperatures can be inferred, while 
the angular dependence of the emission 
shows the limitations of such modeling. 

We have observed evidence of both ab
solute and convective Raman instabilities at 
both lw and 2u. Time-resolved and spec
trally resolved scattered light from the 
Raman instability with 2w irradiation show 
near-simultaneous scattering from a range 
of densities (~0.03 to 0.15 nc), with a rapid 
onset near the peak of the driving pulse. 
The Raman emission, which shows tempo
ral pulsations (with a period of 50 to 150 ps) 
lasts for nearly 1 ns after its onset. In lu ex
periments at both Argus and Shiva, we 
have observed a very strong dependence of 
the emission levels of both 3/2w and l/2<o 
light on the dimensions of the plasma (al
tered by changing the irradiation spot size). 
Thin-foil experiments at Shiva have demon
strated that the Raman and 2o> instabilities 

Fig. 6-14. Running in
tegral of the intensity 
distribution for lu.-, 2u', 
and 3a- for a nominal 
intensity of 3 X 
lO 1 4 W/cm 2. 
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Fig. b-15. Target and 
diagnostic configura
tion for the electron-
transport experiments. 

can be very efficient (absorption efficiency 
>10%) in long-scale-length, underdense 
plasmas. Experiments on Novette will ad
dress the coupling of large-scale-length 
laser plasmas with short-wavelength light. 

Finally, in "Backlighting Characterization 
at lu), 2u, and 3io," we describe the use of 
x-ray backlighting to determine the symme
try, stability, and size of imploded targets. 
In our present work, we have investigated 
the production efficiency of aluminum K, 
gold M, titanium K, and nickel K lines as a 
function of laser wavelength and pulse 
width. 

Author: E. Ivl. Campbell 

Layered-Disk Target Experiments 

Electron transport plays a central role in the 
physics of laser-driven inertial-confinement 
fusion.4' Electrons transport energy from 
the absorption region (H,. < nc) into the 
overdense plasma, regulating the target ab-

Titaoium shield 
25 pm x 4 mm 
(targ«t opening = 340 i*.m) 

Sub-ktV XRM, « M t SMwra. 
x-**y infcupMopvdagnoMcs 

lation and affecting the temperature, den
sity, and velocity profiles of the ablating 
plasma. These profiles in turn control the , 
overall target absorption and affect its 
partition between collisional and collective 
processes (thermal heating and 
suprathermal-electron production, respec
tively). Important quantities such as thermal 
x-ray production and hydrodynamic effi
ciency are thus strongly influenced by the 
effectiveness of electron-energy transport. 
Furthermore, electron thermal conduction 
can affect the overall symmetry of the cap
sule implosion by determining how nonuni-
formities in the laser-deposition region 
(caused by passive beam modulation or 
filamentation) are transmitted to the abla
tion front. 

The heat-flow rate inferred from experi
ments has generally been parametrized by 
comparing it with that calculated by a hy
drodynamic computer code that employs 
flux-limited diffusion. Such codes generally 
use Spitzer's thermal conductivityA' until the 
heat-flux reaches a free-streaming limit in 
the form of 

Qf, = /,. »e '".. l'l 
= W U l / :(*r,)-V2 , (i) 

where /t. is a flux-reduction factor (com
monly referred to as the flux limiter) and i\, 
is the thermal velocity, (irTymJ' /2. Heat 
flow in such a code shifts from conduction-
limited to flux-limited in regions of the 
plasma where the temperature scale-length 
becomes steep compared with the mean 
free path of electrons having velocity ~ 2 to 
3i\,. This shift to flux-limited transport oc
curs most strongly in the overdense region, 
just beyond the laser-deposition region. 
Heuristic estimates suggest fv ~ 0.2 to 0.6 
in the absence of significant turbulence or 
electric or magnetic field effects. More re
cently, Fokker-Planck computer calculations 
have obtained heat-t.'ansport rates that can 
be approximated by similar flux-limited 
diffusion. 

An "anomalous" reduction in the flux 
limiter by a factor of 5 to 10 from classical 
values may be due to the inadequacy of the 
simple single-group, flux-limited diffusion 
model in the presence of the steep tempera
ture gradients normally found in laser-
produced plasmas. However, a wide varie 
of experiments have generally led to in
ferred flux-limit values of fL, « 0.03. This 

6-26 



Argus and Shiva Experiments 
value is even lower than what at present 
can be justified theoretically, even with the 
nore recent advances. 

The majority of the experiments, how
ever, have been conducted with lu light in 
short pulses 'T ~ 100 to 300 ps) at high in
tensity (/ ~ 5 X 10 H to 1015W/cm2); for 
these conditions, both thermal- and 
suprathermal-electron transport play an im
portant role. Such irradiation conditions are 
far removed from the long pulses (T > 
1 ns), moderate intensity (/A2 < 5 X 1014 

W/cm2-|iim2), and short wavelengths (\, 
< 1.06 ium) planned for future high-gain 
target implosions. The presence of substan
tial levels of suprathermal electrons compli
cates both the physics and the interpreta
tion of the experiments to the extent that 
detailed transport properties of the thermal 
electrons cannot be reliably inferred. 

In this article, we present the early ex
perimental results of layered-disk experi
ments designed to observe the charac
teristics of energy transport in the highly 
collisional plasmas produced by long-pulse, 
moderate-intensity light at lw and 3w. Anal
ysis of the experiments using our hydrody-
namic code, LASNEX, is in progress and 
will be reported at a later date. 

The targets for these experiments, shown 
in Fig. 6-15, consisted of aluminum 
microdisks overcoated with varying thick
nesses (0.27 to 6.5 jum) of beryllium. For 
shock-measurement experiments (described 
below), the aluminum disks had an ion-
milled channel 40 ^m wide and 3.7 jum 
deep; the thickness of the Al was 21 nm (at 
the base of the channel). On some of the 
shots, we placed a 4-mm-diam titanium 
shield with a 340-Mm-diam hole over the Al 
disk to examine lateral transport and to pre
vent energy flow to the rear of the target. 

A multitude of diagnostics were em
ployed in these experiments 
• We measured target absorption using an 

enclosing, scattered-light box calorimeter. 
• We measured the x-ray spectra from 3.5 to 

70 keV with three multichannel K-edge 
filtered spectrometers using pin diodes 
and fluor-photomultiplier combinations. 

• We obtained the spectroscopy and yield 
of 3/2w light arising from parametric pro
cesses near 1/4^, during lw experiments. 

• We measured time-integrated line emis
sions from the Al and Ti targets with 
x-ray crystal spectrometers. 

• We measured the yield and time-
dependence of the subkilovolt x rays with 

10 1 ' 

10 1 ' 

ii.« 

10" 

10" 

Al disk 
T a 600 to 700 ps 

Eabs = 3 0 t o 3 4 

'abs 
abs " 
L h e - 1.5x10l4W/<;m2 

Fig. 6-16. High-energy 
x-ray spectra from Al 
targets irradiated with 
lco and 3a- light. 
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Table 6-12. Laser pa
rameters for electron-
transport experiments. 

Table 6-13. Absorp
tion values obtained 
with an LLNL box 
calorimeter, y 

1.06 (im 0.35 Jim 
Energy 0) ~90 ± 2 30 ± 3 
Pulse length (ps) 600 to 700 600 to 700 
Spot-size diameter (pan) 240 + 50 240 ± 50 
Peak incident intensity ~3 X 1014 ~1 X 1014 

(W/cm2)a 

aThese are nominal values: incident laser power 
divided by the area containing 95% of the beam 
energy. ^ _ _ _ 

Wavelength 
(urn) Material 

Incident tatwaity 
(W'cirt2) » 

'AJbtoryaoninanaity 
(WAS*3) 

" 1.06 Be - 3 X io'« , 32 i 5 ~1X HSM 

1.06 Al ~ 3 X 10 1 4 39 ±5 - U X 10" 
0.35 Be M X 10 1 4 » ±5 -0.9 X 

1? 
10" 

"/abs °° f r a c l : '" o f "K*1*11" ™«Tgy thM i» «b»orb«d. 

1.5 2.0 
Be thickness (urn) 

lij>. b-17. Relative 
subkilovolt x-rav 
emission as a function 
of Be thickness for 1^' 
and 3u\ 

two multichannel K- and L-edge filtered x-
ray diodes, and also with three- and six-
channel x-ray streak cameras. 
• We measured the spatial profile of the 

x-ray emission with a four-channel x-ray 
microscope (0.28, 0.6, --1.2, and 
-2.5 keV). 

• We used an imaging optical streak camera 
to measure the time of arrival and speed 
of the laser-ablation-launched shock wave 
at the rear of the target. 
We chose the irradiation conditions at 

both 1.06 and 0.35 ixm so that the absorbed 
irradiances at both wavelengths were iden
tical and so that the interaction physics 
were as nearly classical as possible (i.e., 
suprathermal-electron production was mini
mal). The incident laser parameters are 
summarized in Table 6-12, and the absorp
tion values obtained with the box calorim
eter are presented in Table 6-13. 

At the moderate IX2 values employed in 
these experiments, suprathermal-electron 
production should be small. This is con
firmed by the high-energy x-ray spectra 
from Al targets shown in Fig. 6-16. For lw 
irradiation, the x-ray spectrum implies a 
suprathermal-electron distribution, within 
an equivalent temperature of 10 keV, that 
contains about 10 ' 2 of the absorbed energy; 
fast ion losses are not accounted for. A sur
prising but similar x-ray slope is seen for 
3w, although at a much lower energy con
tent ( — 10 4 of the absorLJ energy). The 
hard x-ray tails seen in many of the 3w ex
periments can be understood in terms of 
the severely modulated spatial-intensity dis
tribution of the incident beam and the 
many processes that can give rise to 
suprathermal-electron production. The 
suprathermal electrons, however, should 
not greatly influence the transport experi
ments described in this article because of 
their low energy content. 

In Fig. 6-17, we show the fall-off in the 
relative subkilovolt x-ray emission as the Be 
layer thickness is increased. We obtained 
these data using the Dante systems and the 
x-ray streak cameras. Note that, for the 
same absorbed irradiance, the Be thickness 
required to reduce the emission by e ' has 
increased from ~0.4 to 0.5 iim to 1 to 
1.2/̂ m as the laser wavelength decreases 
from 1.06 to 0.35 ^m. 

A similar fall-off in emission occurs in 
the aluminum spectra near 1.6 keV as the 
Be thickness is increased. In Fig. 6-18, we 
show examples of the time-integrated Al 
line spectra obtained at 3w as the Be layer is 
thickened from 0 to 1.4 nm. For bare alumi
num and thin Be layers, the spectra are 
dominated by both helium-like and hydro-
genic emission; transitions occur up to the 
series limits for both species. 

In Fig. 6-19, we show the fall-off in the 
Al He-a emission with increasing Be thick
ness for IOJ and 3w. The e-folding thickness 
for this emission is ~-0.4/mi at lw and 1 to 
2 )rm for 3u> light. These results are similar 
to that obtained from the low-energy x-ray 
emission. The low but measurable emission 
seen asymptotically for large Be thicknesses 
is not yet understood. Possible causes in
clude radiation pumping and suprathermal 
electrons. Further analysis may clarify this 
although the lack of time resolution in 
these data may limit our conclusions. 
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Finally, in Table 6-14, we summarize the 
results of the shock- transit measurements. 
For equivalent absorbed irradiances, the 
shock speed obtained from the 3w experi
ments was 25 km/s, compared with 
~20 km/s at lu. The implied shock 
strength thus increased from approximately 
6 to 10 Mbar as the wavelength was 
decreased. 

Authors: E. M. Campbell and W. C. Mead 

Major Contributors: R. E. Turner, N. C. 
Holmes, F. Ze, and R. J. Trainor 

Absorption and Stimulated 
Brillouin Scatter 

During 1981, we performed experiments 
and calculations on the variation of laser-
light absorption and backscatter with laser 
wavelength; the experiments were con
ducted on the Argus laser facility at lw, 2w, 
and 3w. We recorded absorption data for 
gold and beryllium disk targets at all three 
wavelengths, and we interpreted the data 
using a hydrodynamics code (LASNEX) that 
included a recently developed model for 
stimulated Brillouin scatter (SBS).48 Prelimi
nary reports on our 2« and 3M results are 
given in the 1980 Laser Program Annual 
Report,^ which also contains a description 
of the laser configuration and conversion-
efficiency measurements.50 A more com
plete analysis of the 2u data was recently 
•" blished.51 

experimental Conditions. We chose the 
target-irradiation conditions for the 

0.01 

r1.06(*rn 
-—Background———-

Fif. 5-IK. AI line spec
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creasing Be thickness 
at 3u.. 

2 4 
Be thickness dum) 

{fit 
Atwrbtd rrradiance 

(Won2) -
Shock speed 

(km/s) 

-0.9 X WH 
20 
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wavelength-scaling experiments so that con
ditions would be similar at all three 
wavelengths 
• Incident laser energies on target were 

<40 J (limited by optical-component dam
age thresholds); diagnostic thresholds re
quired that the minimum energy on target 
exceed 3 ]. 

• Laser pulse lengths ranged from 500 to 
700 ps FWHM. 

• Focusing optics were f/2.2, with linear 
polarization. 

O Fig. 6-19. Fall-off of 
Al He-it line emission 
as a function of both 
laser wavelength and 
Be thickness. 

Table 6-14. Shock-
transit measurements. 
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The focal-spot sizes used to obtain each ir-
radiance are shown in Table 6-15. For lw 
and 2oi, we determined the spot sizes using 
images from the transmitted-beam multiple-
image camera (MIC).49 For the 3w experi-

Table6-15. Focal-spot 
diameters and laser 
energies for absorp
tion and bac.scatter 
experiments. 

Laser c Approx. Focal-spot User 
wavelength intensity 

(W/cm f) 
diameter energy 

(cm) 
intensity 
(W/cm f) (cm)» 0) 

1.06 and 0.53 3 X 10 1 5 50 30 to 40 
(la> and 2o>) 3 X i 0 1 4 80 10 to 12 

3 X 1 0 u 150 25to30 
3 X 10 1 3 150 3 t o 4 
3 X 10 1 3 430 25 

rig. 6-20. Absorption 
vs inctaent intensity 
for gold-disk targets; 
lines represent 
LASNEX calculations. 

0.35 O ) 3X10 1 4 160tol7D 40 
1 X 1014 240 to 260 30 
3 X 1013 210 to'230 4 to 6 
3X10 1 3 600 30 to 40 

r am diameter that encloses 90% of the laser 
ene:̂ y. 

100 

S 60 

E 40 < 

~i I r~\ i 1111 

Au disks 

- j I I I I I I I I 

Laser intensity (W/cm2) 

! ig. 6-21. Absorption 
vs incident intensity 
lor beryllium-disk tar
gets; lines represent 
LASNLX calculations. 
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ments, we determined the spot size from 
the reflected-beam MIC and from the size 
o f the x-ray microscope pictures. At the twe 
lower laser intensities given in Table 6-15, 
we deliberately overlapped the spot sizes to 
study the effects of changing the focal con
ditions. Further details of the irradiation 
conditions on target may be found in 
"Argus Operations," earlier in this section. 

We performed the absorption measure
ments using a target-enclosing box calorim
eter in conjunction with calorimetry of the 
incident and backreflected laser beams. The 
combination of the box calorimeter and fo
cusing optics covered 98% of the solid an
gle around the target. The box calorimeter 
employed Schott GG-19 absorbing glass for 
the 3oi experiments and Shott NG-1 ab
sorbers for the lu and 2w light. A WG-280 
shield prevented the plasma and x-ray en
ergy from reaching the light sbsorbers. 

Absorption. Figures 6-20 and 6-21 show 
the measured absorption fraction vs inci
dent laser intensity for the three laser wave
lengths. Here, the intensity is defined as the 
total laser power divided by the on-target 
focal-spot area. Intensity modulations in the 
beam (spatial scale ~-0.1 of the beam diam
eter) can give peak intensities several times 
greater than this. The data points on Fig. 6-
20 are for gold disks 15 to 20 urn thick and 
600 to 1000 um in diameter; data points in 
Fig. 6-21 show the absorption for beryllium 
disks. We varied the angle of incidence be
tween 0 and 30°; within that range, we 
noted no significant differences in absorp
tion. In Figs. 6-20 and 6-21, three trends are 
clear: absorption increases at shorter laser 
wavelengths, at lower laser intensities, and 
for higher-Z targets.12 

These three trends are consistent with 
sh engthened inverse bremsstrahlung ab
sorption. To model the absorption quantita
tively, we performed extensive computer 
simulations using LASNEX.11 The solid 
lines in Figs. 6-20 and 6-21 show the ab
sorption predicted by LASNEX, given the 
following set of physics assumptions 
• A flux limit, /, of 0.03 for the thermal and 

hot-electron transport. 
• Nominal inverse bremsstrahlung 

absorption. 
• Non-LTE atomic physics. 
The calculations were one-dimensional, 
used an effective radius of curvature equal 
to twice the focal-spot diameter, and in
cluded the SBS package recently developed 
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by Estabrook and Harte.48 In addition, we 
used a simple model for resonance absorp-
'on*1 that deposits a fraction, fD, of the 

light energy approaching the critical surface 
into a hot-electron population, with the 
characteristic temperature chosen to match 
the slope of the measured hard x-ray spec
trum. For 2w and 3u, fD = 0.03, while for 
lo>, we used fD = 0.1. Details of these 
choices for / D are discussed in "Comparison 
of Suprathermal X-ray Emission at lw, 2w, 
and 3u>," later in this section. 

The LASNEX calculations (shown as 
solid lines in Figs. 6-20 and 6-21) match the 
experimental trend toward higher absorp
tion at short wavelengths, low intensities, 
and high Z. Quantitatively, our absorption 
model including SBS tends to underestimate 
the absorption at the higher intensities and 
longer wavelengths. Under the same condi
tions, LASNEX calculations without a 
Brillouin-scattering model tend to overesti
mate the measured absorption. Two effects 
may contribute to this discrepancy. First, the 
nonlinear saturation of SBS might occur at 
lower scattered-light levels than our model 
has assumed; other features not treated aie 
detailed frequency-matching for light re
flected from the critical surface*1 and for 
Brillouin sidescatter. Second, additional ab
sorption mechanisms, such as short-
wavelength ion turbulence, may be contrib
uting to the experimental absorption, as dis
cussed in "Hot Electrons from Laser 
Absorption on Ion Acoustic Turbulence" in 
Section 3. For the Be disk, there is also a 
possibility that small amounts of contami
nation by Cu and Fe impurities could have 
raised the effective Z of the plasma, thus in
creasing inverse-bremsstr hlung absorption. 

Backscattered Light. The data on 
backreflected light sh< uld contain additional 
information about Brii vjin backscatter. 
Figures 6-22(a) and 6-23(a) show the frac
tion of incident laser light backreflected 
through the f/2.2 focusing optics as a func
tion of laser wavelength (Xom) and intensity 
(7|), for gold and berylliuri targets. 

Since the angle of incidence was 0° (rela
tive to the target normal), this light contains 
contributions from several processes, includ
ing Brillouin-scattered light when SBS is 
occurring. Also, the nonabsorbed light, both 

'cularly reflected from the critical surface 
aiid diffusely scattered by inhomogeneities 
in that surface, is also collected by the fo
cusing lens. Because inverse bremsstrahlung 

is stronger at short laser wavelengths, there 
should be less nonabsorbed light as the 
laser wavelength becomes smaller. 
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Fig. 6-24. LASNEX cal
culation of (a) mass 
density, (b) electron 
temperature, and 
(c) energy deposition 
rate for a gold-disk 
target at / L = 3 X 
10 1 4 W/cm*. 
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Figures 6-22(b) and 6-23(b) show our pre
dictions for the amount of SBS occurring lo
cally in the coronal plasma. For the la 
irradiations and the high-intensity 2w ir
radiations, the scattered light suffers negligi
ble inverse bremsstrahlung absorption 
while leaving the plasma; thus, these curves 
should be a good measure of the amount of 
Brillouin-scattered light measured by an ex
ternal detector. For the 3w irradiations and 
the low-intensity 2u> cases, the amount of 
externally measurable Brillouin-scattered 
light will be decreased from that shown in 
Figs. 6-22(b) and 6-23(b) due to classical ab
sorption of the Brillouin-scattered light. 

At laser intensities of 3 X W1,1 and 3 X 
10 , 4W/cnr, SBS is predicted to increase 
monotonically as the laser wavelength in
creases. Since inverse brtmsstrahlung de
creases at longer wavelengths, we expect 
the total backscattered light to increase for 
longer wavelength. This behavior is shown 
in Figs. 6-22(a) and 6-23(a) for /, < 3 
X 10 l 4W/cnr. 

At laser intensities above about 10 1' 
W/crcr, there are two competing effects. As 
the laser wavelength is increased, there is 
more nonabsorbed light. On the other 
hand, Figs. 6-22(b) and 6-23(b) show that, 
for /| S: 10l:>VV/cm2, the contribution of 
SBS increases as we go from 3u to 2w, but 
then decreases as we go from 2w to lw. Our 
SBS model indicates that this is because the 
efficiency of ion-heating saturation for SBS 
is largest for high laser intensities and long 
laser wavelengths, consistent with an earlier 
prediction^'' that ion heating scales as /fXJ1. 
Thus, ion heating is able to limit SBS to a 
lower level for lw light, provided the inten
sity is high enough. 

To obtain the total backscattered light for 
/, > 101' W/cm2, we must add together the 
nonabsorbed light and the Brilloum-
scattered light. For our experimental param
eters the decrease in inverse bremsstrahlung 
absorption as we go from 2w to lw more 
than counterbalances the predicted decrease 
in SBS, and we find that the total backscat-
ter fraction rises. We stress that this effect 
need not persist under conditions where in
verse bremsstrahlung constitutes a smaller 
fraction of the total absorption. 

Density and Temperature Profiles. De
tails of the density and temperature profil' 
are often crucial in determining the mix of 
absorption and stimulated scattering 
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processes. We did not measure these quan
tities in the Argus wavelength-scaling series. 
However, in Fig. 6-24, we present LASNEX 
profiles for calculational parameters yielding 
a good match with experimentally mea
sured macroscopic quantities, such as x-ray 
emission and laser-light absorption. 

Figure 6-24(a) shows the predicted profile 
of mass density for lw and 3u> irradiations 
of a gold-disk target with /, = 3 X 101 4 

W/cm2. The two profiles are aligned so that 
their Perron-conduction ablation fronts co-
incde. Both profiles are shown at the peak 
of the laser pulse. The calculation for lu 
light has poorer zoning resolution than that 
for 3u>. Nonetheless, it is clear that, for 
short-wavelength light, a stronger shock is 
sent into the dense matter, and the critical 
density lies close - to the ablation front. The 
corona is also considerably more dense for 
the 3o> irradiation, reflecting the fact that the 
critical density is nine times larger than at 
lo> and the mass ablation rate is cor
respondingly larger as well. The large jump 
at critical density is due t) the use of a flux 
limit of 0.03 at both laser wavelengths. 

Figure 6-24(b) compares the electron-
temperature profiles predicted by L/.SNEX 
for these same 3u) an* 1 lw calculations. The 
coronal temperature is higher at lu> because, 
for the longer laser wavelength, a similar 
amount of laser energy must be used to 
heat a corona of lower heat capacity. The 
radiation heat front has penetrated farther 
into the dense material at 3w than at lw. 

For both laser wavelengths, it is interest
ing to note that the temperature rises 
sharply to its coronal value just outside the 
critical-density surface. This reflects the fact 
that inverse bremsstrahlung absorption is 
strongly peaked near critical density: the 
absorption coefficient is proportional to 
(ncy»c)"(l — njit^~],~, where ne is the local 
electron density and nc is the critical elec
tron density. Figure 6-24(c) illustrates the 
variation of the specific energy-deposition 
rate (in W/g) with distance from nc. In the 
more finely zoned 3a> calculation, virtually 
all of the inverse bremsstrahlung absorption 
occurs within 5 /urn of nc; in ^he less well-
resolved la) calculation, the majority of the 
inverse bremsstrahlung absorption occurs 
within 10 (im of «c. This illustrates the 
"" ong density-dependence of inverse 
„iemsstrahlung: even for a high-Z target at 
short wavelength and moderate laser inten

sity, collisional absorption occurs quite near 
nc when the density profile is steepened, as 
in these calculations. 

Scaling Laws. Experiments on the wave
length scaling of laser-light absorption are 
currently under way at a wide variety of 
other laser laboratories around the world. It 
is thus of interest to obtain some simple 
overall scaling laws for quantities such as 
total absorption, coronal conditions, and ex
pected Brillouin scatter for a wide range of 
experimental conditions. Previous scaling 
laws 5 7 have been applicable within rather 
narrow portions of parameter space. 

We used our LASNEX model of absorp
tion and SBS to obtain scaling laws with 
laser wavelength and intensity. Other com
putational input parameters were held 
fixed: the laser spot was 450 ,um in diame
ter, the pulse length was 1 ns, the target 
was a gold disk, fD = 0.3, and the electron 
heat-flux mhibition was obtained from 
LASNEX's ion-acoustic turbulence model/ 1 

which tends to give a minimum flux limit 
of about 0.03 when ZTJT, » 1. 

Figures 6-25 and 6-26 show the predicted 
absorption fraction48 and the mean electron 
temperature at the quarter-critical-density 
(0.25 «,.) surface (typical of the coronal con
ditions) for a series of LASNEX calculation!;. 
For this series, laser intensity varied from 3 
X 10 u to 3 X 10 , f i W/cm2 and with laser 
wavelength varied from 0.25 to 4 /um for the 
absorption and to 10 /*m for the tempera
ture. The circled numbers in Figs. 6-25 and 
6-26 represent the laser wavelength in 
micrometres. The straight lines are least-

Fig. 6-26. LASNEX 
predictions for Ihe i v -
erage electron tem
perature at the 0.25 » c 

surface as a function 
of 'aser intensity and 
wavelength. Numbers 
within circles are 
wavelengths in /nm. 
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squares fits to the LASNEX results 

absorption fraction « 400 If02 X;JJ-S (2a) 

and 

electron temperature (keV) 

* 1 0 ' l f 5 « • (2b) 

Here, /, is the peak laser intensity in 
W/cm3, and X(,m is the laser wavelength in 
Mm. The rms errors are ±0.04 for the ab
sorption and + 6 keV for the temperature. A 
similar analysis of the SBS fraction calcu
lated by LASNEX yields the prediction 

Brillouin-scattered fraction 

= 8 X 10 " / ' 'X 1 ' (3) 

Fig. 6-27. Preliminary 
measurements of x-ray 
conversion efficiencies 
from gold-disk targets. 

for laser wavelengths < 2 fim. 
This type of overall scaling relationship 

may be useful in the design of future 
wavelength-scaling experiments and in ex
trapolating present experimental results to 
future target parameters. 

Author: C. E. Max 

Major Contributors F. Ze, E. M. 
Campbell, W C. Mead, R. E. Turner, 
K. G. Estabrook, V C. Rupert, and 
D. W. Phillion 
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X-ray Conversion Efficiency at lw, 
2a>, and 3OJ 

The Argus wavelength-scaling experiments 
were completed in 1981; the data analysis is 
still in progress. These experiments included 
measurements of the absolute x-ray energy 
(0.1 < Iw < 150 keV) radiated from high-Z 
(gold) and low-Z (beryllium) disk targets. 
For experiments at lu (1.06 nm) and 2w 
(0.53 /urn), the peak average lase- intensities 
ranged from 3 X 10 1 1 to 3 X 10 n W/cnr in 
pulses of 600 to 700 ps (FWHM). We used a 
maximum intensity of ~ 3 X 10 H W/cm2 

for the 3w (0.35 fim) experiments. Examples 
of the data, and the theoretical interpreta
tion of the 2w experiments have been pre
sented in detail in the 1980 Laser Program 
Animal Report™; data reduction and analysis 
is presently under way for the lu and 3co 
experiments. 

In the experiments, all but a negligible 
fraction of the radiated energy is in the re
gion of the spectrum below 1.5 keV, al
though x-ray yields of up to several percent 
of the absorbed energy can be found in 
M-shell radiation from Au (Iw — 2.5 keV). 
Details concerning x-ray line production as 
a function of laser wavelength are given in 
"Backlighting Characterization at \w, 2w, 
and 3u>," later in this section. 

The x-ray yield from photon energies of 
0.1 to ~1.5 keV is measured by arrays of 
multichannel x-ray diodes.5'' In Fig. 6-27, we 
show a preliminary compilation of the gold-
disk conversion efficiency—defined as radi
ated energy 0.1 < Iw < 1.5 keV divided by 
absorbed energy—as a function of average 
laser intensity for the three wavelengths. 
Data points are from the experiments, while 
the lines are LASNEX calculations. Note 
that the \w data points are representative of 
only a small number of measurements. 
They appear, however, to be in good agree
ment with previously reported \.Q6-iaa 
conversion-efficiency measurements.6" 

Several interesting features in the data 
are apparent in Fig. 6-27. First, as we noted 
from initial 2a> experiments,6' the general 
trend is toward increasing sub-keV x-ray 
emission at shorter wavelengths. At 3ui and 
for /, — 10'4 W/cm2, we obtained a maxi
mum conversion efficiency of 60%. Some 
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what surprisingly, the conversion efficiency 
at 2o> and 3w decreases for IL < 101 4 W/cm2. 
This reduction is not observed at lco. 

We performed the LASNEX calculations 
shown in Fig. 6-27 using fully time-
dependent, ncn-LTE atomic physics with a 
constant reduction factor of 0.7 applied to 
the calculated emission opacity. The simula
tions are in agreement with the experimen
tal results for intensities above 10 H W/cm2. 
The increase in conversion efficiency at 
shorter wavelength occurs because the laser 
energy is deposited in denser, cooler 
plasma. This increases radiative rates rela
tive to losses to internal energy and hydro-
dynamic blow-off. 

Note that the LASNEX calculations over
estimate the conversion efficiency at lower 
intensities, particularly at thf shorter 
wavelengths. We are currei tiy exploring 
difficulties in modeling the Au atomic 
physics. 

Authors: R. E. Turner and W. C. Mead 

Major Contributors: C. E. Max, E. M. 
Campbell, F. Ze, G. K. Tirsell, and 
P. H. Y. Lee 

Comparison of Suprathermal X-rajr 
Emission at la>, 2w, and 3a> 

Theoretical arguments have long predicted 
a reduction in suprathermal-electron pro
duction at a fixed peak intensity as the ir
radiating laser wavelength is decreased.62 

Confirmation of this trend has been one of 
the goals of the Argus experiments. To 
monitor the suprathermal-electron level, we 
measured tr^ x-ray bremsstrahlung pro
duced by electrons as they slow down in 
the overdense matter."1 Other loss channels 
for suprathermal electrons, such as fast ions, 
were not measured in these experiments. 
The x-ray emission was measured by three 
K-edge filtered spectrometers (FFLEX, 
7 Shooter, and 4 Shooter) employing both 
scintillator-photomultiplier and PIN-diode 
detectors.''3 Spectral coverage ranged from 
~4.5to ~70keV. 

As discussed in the 1980 Laser Program 
Annual Reportbi cross-calibration and isot-
ropy of the high-energy x-ray emission (ex
cept for attenuation through thick, high-Z 
targets) have been adequately verified dur
ing the course of the Argus wavelength-
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Fig. 6-28. Composite 
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rig. 6-2f. Iu>, 1*, and 
.V vray spectra from 
a gold disk at nominal 
intensity of J X 10" 
W/cm 2. ' 

scaling experiments. Therefore, in generat
ing the x-ray spectra from disk targets, we 
have combined the data from three sys
tems. Figure 6-28 demonstrates the agree
ment between the three spectrometers, 
showing a typical x-ray spectrum compiled 
from a Be target irradiated at lw. In the in
set of this figure, we show the target ir
radiation and detector geometries. Figures 
6-29 through 6-31 show the x-ray spectra 
recorded from Au disks at nominal intensi
ties of 3 X 10", 3 X 10 u , and 10 l s W/cm2 

for incident lw, 2u>, and 3u> wavelengths. As 
shown in Table 6-16, we performed these 
experiments under nearly identical irradia
tion conditions to facilitate ready 
comparison. 

_ 10 , U -

For these nominal conditions, the data 
show a reduction in the high-energy 
x rays—and in the inferred high-energy 
electrons—as the laser wavelength is de
creased. For example, the inferred fraction 
of the absorbed energy that appears as 
suprathermal electrons at intensities of 3 X 
10''' ranges from ~2 X 10 '* to -1 .4 X 
10 ~2 as the wavelength increases from 0.35 
to 1.06 jum. At the higher intensities, these 
values range from ~1.5 X 10 -1 at 3u to 
3 X 10 2 at lw. Furthermore, within the 
uncertainties in the measurements and the 
range of parameters studied, the slopes of 
the x-ray spectra do not show any strong 
dependence on wavelength or average 
intensity. 

The minimal slope variations are not sur
prising, considering the observed spatial 
variation of intensity across the foc.'.l spot of 
the beam at the various wavelengths used 
and considering the many processes that 
can generate suprathermal electrons. This 
latter hypothesis is supported by additional 
experimental evidence of the scattered light 
from the stimulated Raman instability, dis
cussed in "3/2w Emission at lw and 2«" 
and "Stimulated Raman Scattering at lu 
and 2u," later in this section. 

Author: E. M. Campbell 

Major Contributors: B. L. Pruett, R. E. 
Turner, F. Ze, and W. C. Mead 

Suprathermal Electrons from Disks 
(Comparison of K a to 
Bremsstrahlung) 

10 20 
Energy (keV) 

Suprathermal electron generated in laser-
fusion experiments are principally observed 
by measuring x-ray bremsstrahlung created 
when the suprathermal electrons deposit 
their energy in cold, dense target material. 
These high-energy electrons also produce 
x-ray lines characteristic of the material. 
Characteristic K„ x-ray lines have been ob
served in high-resolution spectra of 
medium-Z (Z = 22 to 30) disks.64 

We have used a simple analytical model 
to relate the K„ intensity to the total energy 
in suprathermal electrons deposited in the 
material. For simple disks, this total hot- , 
electron energy agrees reasonably well wi. 
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the suprathermal energy derived from the 
bremssrrahlung continuum. Using layered-
'>sk targets, we have proved that these 
.naracteristic x rays are produced by supra-
thermal electrons. Our experiments also 
show that the electrons are not confined to 
the irradiation area of the target, but that a 
significant fraction reach the rear surface of 
the disks. 

An example of the high-resolution K„ 
x-ray spectrum from a Ni disk is shown in 
Fig. 6-32. Note the tw~. prominent features 
in the spectrum 
• Spectral features from 7.65 to 7.85 keV are 

emitted by hot, ionized atoms (He-like 
nickel) in the laser-interaction region. 

• The feature at 7.47 keV is the characteristic 
K„ x-ray line emitted from the relatively 
cool solid. 

Also shown in Fig. 6-32 is a Ni spectrum 
produced when a thin (~0.5 MHI) Au layer 
and a buffer layer (2 itm) of CH are placed 
on top of a Ni disk. In this example, the Au 
layer absorbs the laser energy so that no 
thermal Ni !nes are observed. Only the 
characteristic K„ lines are produced by the 
suprathermal electrons penetrating the Ni. 

We have modeled the problem analyti
cally by calculating the K„-x-ray production 
probability as the electron stops in the solid. 
The problem is analagous to an electron 
tube used as an x-ray source. For a mono-
energetic electron of energy E0, the K„ con
version efficiency, %(£(>), is calculated by 

, r . 1 r'K<rfEW2Ey= 
(4) 

The nonrelativistic Born approximation65 is 
used for the x-ray production cross section, 
TK, and the Bethe-Bloch66 formulation is 
used for the electron stopping power, S(£), 
in Eq. (4). The results agree with semi-
empirical results derived from electron-tube 
data.6 7 

The average K(, conversion efficiency, IJK, 
is calculated by averaging % over the 
electron-energy distribution, n(E), and nor
malizing to the total electron-energy (or 
heat) flux, 2. The expression for >;K is 

1 r x / 2E\ 1 / 2 

(5) 

where the heat flux is given by 

s - f E " w ( ? r ' E • (6) 

l :ig. 6-."!. 1u>, 2u), and 
lw x-ray spectra from 
i gold disk at nominal 
ntensity of 3 X 1 0 n 

W/cm 2. 

101' 

I 
10* 

10" 

• 1.06 Mm; 3 x 1 0 1 4 W/cm 2 (29 J; 150 Mm) 
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• 0.35 urn; 3 x 10 1 4 W/cm 2 

£"> J; 130 to 200 MI") 

20 30 40 50 
Energy (keV) 

60 70 

Utter Pube Spot 
energy length diameter Table 6-16. Irradiation 

W.vekTgth (J) (P») im) of suprathermal x-rav 
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3wU H » 2 3 600 to TO 350 to 500 
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Nominal later mterwky: 1 X 101 5 W/cm2 Fig. 6-31. 1u, 2cu, and 
1« 35 700 to 800 80 to 100 3d> x-ray spectra from 
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10" 

10 1 3 

10 1 2 

I io" 
I 1010 

I 109 

c 
vfi 
10 7 

10° 

1.06 Mm; - 0 . 8 to 1.5 x 10 1 5 W/cm 2 
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0.35 Mm; 0.6 to 1 x 10 1 5 

(37 J; 90 to 130 Mm) 
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Energy (keV) 
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Fig. 6-32. Comparison 
of an x-ray spectrum 
from a directly irradi
ated Ni disk isolid 
line) with the spec
trum from a Ni disk 
overcoated with Au 
(dashed line). 

Rg. 't-33. Conversion 
ef'icencies for pro
duction of Ni KQ 

K rays by suprathermal 
?lectrons. The solid 
curve assumes that the 
Ni disk is infinitely 
thick, absorbing all 
electrons; the dashed 
curve is for a 15-/im-
rhick Ni slab. 
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The results for a Ni disk are plotted in Fig. 
6-33, assuming a Maxwellian electron distri
bution with hot-electron temperature 0H. 

For thin disks, the electron range can be 
greater than the disk thickness. The elec
trons, thus, may not necessarily deposit all 
of their energy in the disk in a single pass, 
potentially reducing the conversion effi

ciency. We have estimated the reduction of 
the conversion efficiency for a 15-Mm-thick 
disk; this is shown by the dashed curve in 
Fig. 6-33. For typical hot-electron tempera
tures used in the high-irradiation experi
ments at Shiva (SH ~ 50 keV), the reduced 
conversion efficiency is not very sensitive to 
0H, so that errors in the measurement of the 
bremsstrahlung slope do not affect this 
method for determining suprathermal en
ergy. Including assumptions about finite tar
get effects, errors in measuring the 
bremsstrahlung slope are at most a factor of 
2 for disks of these thicknesses. 

We have used the conversion efficiencies 
obtained in our experiments to analyze sev
eral lets of simple disk data, such as those 
shown in Fig. 6-32. The energy in hot elec
trons, EH, compares favorably with results 
using the bremsstrahlung spectrum as mea
sured in filter fluorescer (FFLEX) experi
ments68; an example of the agreement is 
shown in Fig. 6-34. The solid lines are the 
predicted bremsstrahlung spectrum using 
the total energy in hot electrons derived 
from the K„ signal. The integral K„ tech
nique cannot measure the electron 
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distribution. We assumed a single hot-elec
tron temperature of 50 keV, as suggested by 
"FLEX. The intensity of the bremsstrahlung 
predicted from the K„ yield agrees with the 
FFLEX data for the two shots. The agree
ment is not surprising, since both brems
strahlung and K„ x rays are produced by 
electrons stopping in the dense solid 
material. 

I:t other targets (such as layered disks), 
the two measurements may not necessarily 
agree, since bremsstrahlung is produced in 
all layers of the target, while K„ x rays are 
produced only in the material of interest. In 
this way, K„ x rays can be used to probe 
only part of the target. For example, we 
have measured Ni K„ x rays from a layered 
disk in which, alternately, the front and the 
back of the Ni is protected from electrons 
by low-Z plastic. The ratio of the signals 
from the front and back of the target shows 
that, for the irradiation conditions given in 
Fig. 6-32, about 30% of the signal is from 
elecLrons striking the rear target surface. In 
this experiment, the outside diameter of the 
laser-irradiation area is about 750 ion on a 
1000-jmvdiam disk. The fraction of energy 
transported to the rear surface will depend 
on the exact experimental conditions, but 
the experiment described here indicates that 
the suprathermal electrons are not confined 
to the irradiation region. 

Wi have derived the energy in hot elec
trons ,or a number of disk shots at Shiva, 
as shown in Fig. 6-35; we used FFLEX data 
to derive 9H. Most of the data indicate that 
the fraction of incident energy in hot elec
trons, / H , is about ]%. Of course, the K„ 
technique only measures the suprathermal 
energy deposited in the solid, as do the 
bremsstrahlung results. Energy transferred 
to ion blowoff or to electric-field generation 
is not measured. 

In summary, we have correlated the in
tensity of K„ x rays from laser-irradiated 
disks with the production of suprathermal 
electrons. The K„ intensity and bremsstrah
lung spectra correlate well for simple disk 
targets. The K„ x-ray technique offers the 
potential for measuring localized deposition 
of fast electrons, since its signal is charac
teristic of the material. 

Author: R. L. Kauffman 
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Fig. 6-34. Comparison of the total A 
energy in supralhermals, predicted 
from K a intensities, and the mea
sured bremsstrahlung spectrum. 

Fig. 6-35. Energy dependence of the 
fraction of energy in hot electrons 
from various disk shots, derived 
from the K a yield.^ 
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Fig. 6-3b. 3/2u> spectra 
measured at 30° from 
lu> irradiation of a 
gold-disk target. 

3/2a) Emission at lto and 2a> 

The observation of electromagnetic radia
tion at the 3/2 harmonic of the laser fre
quency (0.71 iim for 1« = 1.06 /um) can 
provide data relevant to the presence of 
plasma waves at the quarter-critical density 
(0.25 HC) of the incident laser light. Such 
plasma waves can be a source of supra-
thermal electrons, which, in turn, are capa
ble of preheating the D-T gas, thus impair
ing the high-density implosions that are 
critical to success in inertial-confinement 
fusion. 

In principle, measurements of the level of 
3/2UJ emission can yield information regard
ing the amount of laser energy deposited in 
plasma waves at 0.25 n c; measurements of 
the spectral features of the 3/2w emission 
can yield the electron temperature in the 
same region. Deducing these parameters 
from measurements requires an understand
ing of the mechanism(s) by which the 3/2a> 
emission is generated. We have compared 
our spectral data with the predictions of 
two different models.6''7 0 The results show 
that we need additional theoretical under-

1. ' 1 
Gold disk at 1u 

' I 
l L = 1 x M 1 5 w /cm 2 

E L = 80 J (spot size = 125 (im) 
Spectral resolution •» 2A 

1 Red peak shifted 
1 =40A 

Blue peak 
shifted =50 A 

1 1 
-200 0 200 

Wavelength shift (A) 

standing of the generation mechanism be
fore temperatures can be quantitatively 
obtained. 

It is believed that the plasma waves at 
0.25 nc are generated by the two-plasmon-
decay instability/1 in which the incident IOJ 
laser light decays into two plasma waves of 
frequencies l/2u ± 8w, where da/a is a 
small, temperature-dependent shift. The 3/2 
harmonic can be generated by the nonlin
ear mixing of an incident photon at lu and 
a plasma wave at l/2o> ± 5a; a higher-
order (and therefore weaker) process, the 
nonlinear coalescence of three plasma 
waves, is also possible. 

Stimulated Raman scattering (SRS) can 
also generate plasma waves at 0.25 nr 

However, it has a higher intensity threshold 
than two-plasmon decay. In addition, the 
double-peaked spectral features of the 3/2w 
light we observe are those predicted for 
two-plasmon decay; SRS-produced plasma 
waves should not produce this spectrum. 

We have spectrally resolved the light 
emissions near 3/2u for la disk experiments 
on both Argus and Shiva and for 2a 
(0.53 jum) disk experiments on Argus. The 
Shiva results are similar to those obtained 
during Argus experiments. In this article, 
we discuss the Argus experiments with 700-
ps pulse widths. 

At an angle of 30° to the laser beam, for 
a disk target irradiated at normal incidence 
at lcc, we observe two peaks: one red-
shifted, the other blue-shifted (Fig. 6-36). 
The explanation69 for this is that the red-
shifted light has been directly backscattered 
(with a scattering angle 8 > n/2) from the 
lower-frequency, outward-moving plasma 
wave, while the blue-shifted light has been 
forward scattered from the higher-
frequency, inward-moving plasma wave. 
We observe the blue-shifted light only after 
it has reflected off its critical surface (at 
2.25 nc). 

Evidence in support of this hypothesis in
cludes the following observations. The blue-
shifted light is reduced in amplitude 
compared to the red-shifted light, presum
ably due to absorption. In 2u experiments, 
where the short-wavelength 3/2u emissions 
are strongly absorbed, the blue-shifted light 
is not observed, again due to absorption 
(see Fig. 6-37). In burn-through experimer 
on thin plastic foils, in which 3/2u> emission 
is observed in the forward direction, it is 
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the red-shifted peak that is reduced or com
pletely absent, as shown in Fig. 6-38. Simi-
'ar observations have been reported by 
others.70 

The exact mechanism by which the 
plasma waves, the incident light, or both 
combine to produce 3/2w emission is an 
area of active research. Avrov et al. 6 9 use a 
model wherein the plasma-wave number is 
taken to be that which gives the highest 
2wpl, growth rate7 1 in a cold plasma, but 
that does not necessarily allow for phase-
matching with an incident photon. This 
model gives 

AX = -22.7 Tj, cos 8 (A) (7) 

for the wavelength shift away from the ex
act 3/2 harmonic, where Tt, is the electron 
temperature (in keV) and 6 is the angle of 
the scattered light with respect to the inci
dent laser light. The higher-order (but 
momentum-conserving) process of three-
plasmon coalescence is calculated to give 
the same results (within 5%). In a warm 
plasma, we expect the 2w_,,-plasma wave 
numbers to be smaller than in a cold 
plasma, and the numerical coefficient in 
Eq. (7) to be correspondingly smaller. 

Additional experimental evidence, how
ever, points out the limitations of this sim
ple model. Spectral measurements of 3/2w 
emission, looking for scattered light near 
90° to a normal-incidence laser beam 
should [according to Eq. (7)] show only one 
peak. However, measurements reveal two 
well-separated peaks, as shown in Fig. 6-39. 
At this time, we do not have an acceptable 
explanation for these observations. In addi
tion, present measurements neglect Doppler 
shifts, refraction three-dimensional effects, 
ion wave scattering, and the finite f/No. of 
the focusing lens. Because of these limita
tions and assumptions, the temperatures de
rived from these measurements should be 
regarded as model-dependent, as discussed 
below. 

Figure 6-40 shows the temperature in
ferred from Eq. (7) for Be, Ti, and Au disks 
irradiated at a nominal intensity of 1 X 10 b 

W/cm2. We used the red-peak/blue-peak 
separation, rather than the absolute value of 
either peak, since the separation value is 

ss sensitive to Doppler-shift effects. The 
absorbed energy for these shots is 16 J for 
Be, 22.5 J for Ti, and 30] for Au. This en

ergy is partitioned into heating the material, 
hydrodynamic expansion, and radiation. For 
the gold target, radiative losses account for 
approximately 10 J (see "X-ray Conversion 
Efficiency at lw, 2ui, and 3u," earlier in this 
section). We did not measure hydrodynamic 
losses, but they are presumably highest for 
the (low-Z) beryllium and lowest for the 
(high-Z) gold. Thus, even after accounting 
for its radiation losses, we expect gold to be 
hotter than'the lower-Z plasmas because of 
its higher absorption. 

This expectation is confirmed by the data, 
although the absolute value of the 

1 • 1 ' 1 ' 1 
Be disk at 2cu 
l L = 6 x 10 1 5 W/cm2 

E L = 181 J (spot size = 

1 I i 

75 fxm) 

I 
•» Resolution 

i I < l i I 
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Waveleng'hshift(A) 
80 
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-
~* 1 ' - l 
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Fig. fi->". V2u' spectra 
(direct backscatterl .it 
2u>; note the absence 
of a blue-shifted peak. 

Fig. 6-38. 3/2w spectra 
measured in 'he for
ward direction, for a 
thin (0.5 urn) plastic-
disk target designed to 
"burn through" to less 
than 0.25 « c during the 
laser pulse. Note the 
reduction of the red-
shifted peak. 
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Fig. 6-39. 3/2a;, spectra, 
measured a( 85° to lw 
irradiation, of a gold-
disk target, showing 
two distinct peaks in 
contradiction to 
simple-model 
prediction. 
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Hg. t>-40. Llectron 
temperatures at 
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fcq. (71, for lu. experi
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temperature is somewhat lower than that 
predicted by simulations or inferred from 
SBS measurements. We have made no at
tempt to remove Doppler effects from the 
data; to do this requires knowledge of the 
velocities at both 0.25 n( and 2.25 nc Never
theless, Doppler-shift corrections should be 
reasonably small (<10%). Since we expect 
the lower density to have a higher velocity, 
Doppler effects should cause us to slightly 
underestimate the temperature. 

In summary, measurements of 3/2w emis
sion have the potential of providing elec
tron temperatures at 0.25 nc, a region of 
considerable importance for laser-plasma in
teractions. However, improved models are 
necessary for accurate interpretation of the 
data. Even without accurate interpretive 
models, however, these harmonic measure
ments are indicative of the presence of po
tentially detrimental plasma waves near 
0.25 n... If inertial fusion is to succeed, we 

must understand such preheat-producing 
instabilities and how to control them. 
Author: R. L. Turner 

Major Contributors: D. W. Phillion, B. F. 
Lasinski, and E. M. Campbell 

Stimulated Raman Scattering at lu 
and 2w 

Introduction. Experiments during the past 
year have not only confirmed that instabil
ities in the underdense plasma can occur at 
high levels but also proved that these insta
bilities, operating alone in a completely 
underdense plasma, can produce high-
energy electrons and absorb at least 10% of 
the incident laser energy. 

We have observed stimulated Raman 
scattering (SRS) in the forward direction, 
which can produce an extremely hard elec
tron distribution with an average electron 
energy greater than 100 keV. Near quarter-
critical density (0.25 «c), the phase velocity 
of the electron-plasma wave is nearly inde
pendent of the scattering angle, and the 
wave-breaking energy is about 100 keV. At 
lower electron densities, the wave-breaking 
energy is lower for backscatter but higher 
for forward scatter. At 0.10 nc, the electron-
plasma wave for forward scatter has a 
wave-breaking energy of about 1 MeV. 

The fractional amounts of incident laser-
light energy appearing as 3/2w and l/2w 
emission have been observed to increase 
strongly with the electron-density scale 
length, both in Argus experiments with var
ied laser-spot sizes and in Shiva experi
ments with varied pulse lengths. 
Time-resolved measurements of the Raman 
light spectrum for the Argus 2w (0.53 fim) 
experiments show that the SRS occurs late 
during the laser pulse and that it can onset 
abruptly and simultaneously over a broad 
spectrum. Particularly for the very-late-time 
SRS emission, the average intensity on tar
get in our experiments seems to be far be
low threshold. Filamentation may be the 
cause of this effect. 

In the next three sections of this article, 
we describe lo> experiments, beginning with 
SRS measurements in the underdense 
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plasma, using exploding CH foils, and then 
examining the plasma scaling of l/2u> and 
•V2o) emission. In the final section, we dis-
-uss time-resolved SRS measurements at 
2ai. 

f hin-Foil experiments at lw. Our intent 
in the 1« thin-foil experiments was to mea
sure the scattered-light signatures of the 
Raman and two-plasmon-decay (2«n e) insta
bilities, including the amount and spectrum 
of the forward-scattered SRS. To create a 
completely underdense plasma that was hot 
and had a long electron-density scale 
length, we exploded 0.69-^m-thick Formvar 
(CH) foils with a 900-ps FWHM Gaussian 
lu pulse with intensities of 2 to 3 X 10 1 5 

W/cm2. The lower or upper cluster of 10 
Shiva beams was overlapped on a focal 
spot 400 jim in diameter. 

The CH foils were stretched across 25-
Mm-thick gold washers, 2 mm in outer di
ameter and 0.9 mm in inner diameter. We 
chose gold as the material for the support
ing washers to generate a detectable num

ber of high-energy bremsstrahlung x rays. 
In these experiments, the gold stopped 
— 10 J of 40-keV electrons. Additional di
agnostics included a high-energy (hv = 
350 keV) x-ray spectrometer and an 
optical/x-ray (OX) streak camera that simul
taneously records the intensities of the 3/2w 
light, the x rays from 30 to 70 keV, and the 
incident lu laser light. 

The two successfully completed thin-foil 
experiments are summarized in Table 6-17. 
The exploding foils had nearly constant 
electron densities over the center several 
hundred micrometres. We performed one-
dimensional LASNEX simulations for con
ditions of 900-ps pulses and an intensity cf 
3 X 101 5 W/cm2, using a flux limiter 
/ — 0.03. Figure 6-41 shows the experiment 
and calculated electron-density profile at 
the peak of the laser pulse (f = 0). The sim
ple fit ne = nc [8(f -- 0.8)]"' is accurate to 
±5% for |f| < 0.5 ns. The maximum elec
tron density is 0.25 «c at t = —300 ps and 
0.10 « c at f = +500 ps. Using LASNEX, we 

Shot A ShotB 
Eriergy oh target 
Pulse width 
Average intensity 
Spot diameter 
Raman tight energy 
J84keV 
J3501teV 

3.13 y 
892 ps FWHM 
2.1 X 10 1 5 W/cm2 

406 Mm 
325J 
4.66 X 10 1 2 keV/keV into 4x 
3,4* X 10 9 keV/keV into 4* 
37keV 

2.47 kj 
>U1 ps FWHM 
2.7 X 10 1 5 W/cm2 

{06 pm 
2501 
3.26 X 10 1 2 keV/keV into 4T 
4.46 X l'f keV/keV into 4* 
40keV 

I - 3 x 10 1 5 W/cm 2 

Pulsewidth = 900 ps FWHM 

Table 6-17. Summary 
of the exploding-foil 
experiments. 

Fig. 6-41. (a) Sche
matic of the 
exploding-foil experi
ment, (bl Electron 
density profile at the 
peak of the laser 
pulse, calculated in 
one dimension. 

Distance from initial 
position of the foil (mm) 
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Fig. 6-42. (a) OX 
streak-camera record. 
<b) Lineouts of three 
images. The peak of 
the laser pulse is at / 
- 40--SV 

Argus and Shiva Experiments 

lifV 6-43. Angular dis
tribution (if SRS; the 
laser beams came from 
near I! 0". 

200 = 

calculated the coronal electron temperature, 
T{„ to be about 4 keV and the total absorp
tion to be 7%, which is the sum of the 3% 
inverse bremsstrahlung absorption and the 
4% absorption that the SRS puts into 
electron-plasma waves. LASNEX includes a 
Brillouin model (which was turned on), but 
does not have a 2u),„. model. With both 
Raman and Brillouin turned off, LASNEX 
calculated 7% absorption. 

Our major experimental finding was 
made by the OX streak camera. The 3/2u; 
emission and x rays from 30 to 70 keV oc
curred simultaneously and lasted only 

about one-third the incident laser pulse 
width of 900 ps. Before discussing these re
sults, we first describe OX, which is a con
ventional optical streak camera outfitted to 
also detect hard x rays. 

A 12.5-mm-thick sheet of lead-glass 
blocked the x rays for the two light chan
nels. The 3/2w emission was selectively 
transmitted by a bandpass interference filter 
with a 300 to'350-A FWHM bandpass and 
7115-A center wavelength (the 2/3A wave
length is 7093 A). The 3/2w emission was 
fully blocked, with a rejection of 10', 
against \w and 2io light; we used a KG-3 
Srhott color filter ahead of the interference 
filter to provide another factor of Iff1 rejec
tion against the lu> light. 

The response of the OX S-l photocath-
ode to x rays is due to the presence of the 
high-Z metals cesium and silver. A 2.8-mm-
thick SiOi vacuum window on the streak 
tube sets the lower limit of about 25 keV on 
the energy range of the x rays that can be 
detected. The 1.5-mm-wide contact slit was 
cut through 6 mm of lead; the streak tube 
demagnifies this slit width to about 160 ixm 
on the streak-tube output phosphor. The 
time resolution for the sweep rate of 121 
± 4 ps/mm is thus about 20 ps. 

The OX streak record for shot B (from 
Table 6-17) is shown in Fig. 6-42(a). The 
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three images are (from left to right) the inci
dent IUJ fiducial, the 3/2» emission, and the 
x rays from 30 to 70-keV. The 3/2w emis
sion seen by the OX streak camera was 
generated in the forward direction at 60° 
incident to the beam axis. 

Lineouts of the three images are shown 
in Fig. 6-42(b). The peak of the laser pulse 
is at / = -40+:|j 0ps. The FWHM of the fi
ducial is 980 ps, which compares well with 
the 892-ps FWHM measured at the laser os
cillator. The 3/2u emission signal is 300 ps 
FWHM, and the high-energy-x-ray signal is 
280 ps FWHM. The x rays are nearly coin
cident with the time of 3/2u emission: the 
x rays lag the 3/2 .o emission by only 75 
± 25 ps. The peak of the 3/2w emission is 
at / = -160ps, which is 120* ̂ "ps before 
the peak of the laser pulse. This streak 
record establishes unequivocally the impor
tance cf densities of 0.25 HC or near —0.25 H,. 
in producing high-energy electrons. 

The angular distributions of the SRS 
emission energy (Fig. 6-43 and Table 6-18) 
were measured by an array of light calorim
eters at the angles 6 = 20, 32, 45, 60, 75, 90, 
105, 120, 135, 148, and 160°. The calorim
eters are of the self-compensating, dual-
receiver design with 1-mm NG-1 absorber 
glass. Each calorimeter had Corning color 
filters 7-56 and 4-64, both of which are 
coated for 99.5% reflectivity at lui and 
>80% transmission for the dielectric coat
ing over the wavelength range 1.5 pm < \ 
< 2.6 Mm. We assumed a transmission of 
30% through the filters that select the 
Raman light. The filter transmission de
pends on wavelength and is 42% at 2.0 jim, 
30% at 1.8 jam, 18% at 1.6 Mm, and 11.5% at 
1.5 (im. For shot A, there is little 
sidescattered SRS, but about 50 J in 
forward-scattered Raman light, while, for 
shot B, the SRS energy is much greater at 
angles more to the side. Measurements at 
some angles are not available due to the 
loss of one or two stations of calorimeter 
data during each experiment. 

In performing the integral over the solid 
angle to get the Raman-light energy, we as
sumed the intensity was flat between 0 and 
20° and between 160 and 180°. The average 
values for the measureme-its at the same 
angle, ft, were connected by straight lines 

" '-a the integration. Howevei, the 

Angle Shot A fj/sr) 
(Beams fiijm 9 = 0°) 

Shot B Q/sr) 
«(deg) *(deg) 

Shot A fj/sr) 
(Beams fiijm 9 = 0°) , (Bemns from B = 180°) 

20 154 233 No data 
0 No data 7 

32 72 No data 21 
270 70 No data 

45 306 44 5.5 
60 306 16 9 
75 ?06 1.5 ± 1.5 2.5 

324 1.5 ± 1.5 11 
105 m 1.0 ± 1.5 3 

306 0.0 ± 1.5 4 
120 126 0.0 ± 1.5 8 

198 No data 9 
135 126 No data 31 

270 S.5 No data 
146 90 No data 55 

108 No data >30 
160 90 50 No data 

Table 6-18. Angular 
distribution of 
Raman-light energy. 

Waveler̂ th (jim) 

0 = 160° and 6 = 20° measurements for 
shot B were lost; for shot B, we took the 
SRS intensity to be 180J/sr at B = 160° and 
14J/sratfl =20°. 

The forward-scattered SRS spectrum 
shows a peak at 2.05 im\ for both experi
ments (Fig. 6-44), but, for the higher-
intensity shot B, there was also considerable 
forward-scattered Raman light .it shorter 
wavelengths. The spectrograph looked 45° 

Fig. 6-44. Spectra of 
the forward-scattered 
SRS. 
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Fig. 6-45. Angular dis
tribution of the lw 
scattered laser light 
for shot B. 

away from the directly forward direction for 
shot A and 20° away for shot B. 

The angular distribution of the scattered 
lu light for shot B is shown in Fig. 6-45. An 
array of photodiodes measured an absorp
tion fraction of 20% ± 15% for both shots. 
This number is corrected for the energy in 
SRS light, which is not counted as absorp
tion. The photodiodes had 200-A FWHM 
bandpass interference filters centered at 
1.06 Mm; two-thirds of the unabsorbed light 
was transmitted through the foil. The back-
scattered light shows a pronounced peak at 
60° away from the direct-backscatter direc
tion. The angular distribution for the other 
foil experiment was nearly the mirror image 
of this one, since the laser light came from 
0 = 0°, rather than from 0 = 180°. 

From our experiments, we know that 
SRS caused about 10% of the incident light 
energy to go into electron-plasma waves. 
The 2u)pc, instability may have occurred 
strongly, since 0.04% of the incident laser 
energy appeared as 3/2w emission, but, at 
present, we do not know how to estimate 
an absorption from this measurement. The 
3/2w emission energy was measured by an 
array of photodiodes. Th_- angular distribu
tion was fairly isotropic, with about as 
much in the forward hemisphere as in the 
backward hemisphere. Thus, with the 2% 

F 3 -

S> 2 

—r- 1 ' 

X 0° 

i 

< « < 90° 

I 1 1 

• 90° 
O 180° 

<$< 180° 
< $ < 270° 

A 270° < <t> < 360° 

A 

ft 
X 

A 
D o 

6 6 * D 

& 8° 

i i . 1 _L_ i i 

calculated inverse bremsstrahlung absorp
tion, the actual absorption in the 
underdense plasma was greater than 12%. 

Stimulated Raman scattering was far 
above threshold in these experiments. 
About 20% of the incident laser-light en
ergy either went into the electron-plasma 
waves or into SRS. Considering that SRS 
was operative for only part of the laser 
pulse, this indicates that Raman absorption 
can be quite efficient when the threshold 
for convective instability is far exceeded. 
For instance, the Raman light wave convec-
tively grows 40 intensity f-folding lengths 
given the conditions / = 3 X 10 1' W/cm2, 
L = 1000Mm (£." '= \/nv • dnjdx), and di
rect backscatter. 

This calculation may at first appear to be 
questionable, since it assumes that the inci
dent laser light is a linearly polarized plane 
wave. In fact, we know that the 406-Mm-
diam focal spot was simultaneously irradi
ated by 10 independent, differently 
polarized laser beams. Brillouin scattering 
would be expected to make the distribution 
of wave vectors for the incident light even 
more chaotic. We argue that neither a cha
otic distribution of incident-light k vectors 
nor a small amount of bandwidth (i.e., less 
than 10% of the incident laser frequency) 
will cause the threshold for convective SRS 
to increase greatly. (We will, however, find 
out that the 40 e-folding lengths are really 
only 20, when account is taken of the dif
fering polarizations of the Shiva laser 
beams.) 

Imagine a Raman light wave propagating 
through a plasma in which the incident 
light wave has a variety of wave vectors 
and frequencies, such that 

dx 

40 80 120 
Angle e (cleg) 

160 

= y 7ip"e ( <"of - W R' k 0 P - k R 

X^oeHfkoc) • (8) 

The sum is over the many beams, whose 
vector potentials have the complex ampli
tudes A0p The coupling coefficients 7 l f in
clude the polarization dot product e^ • e M 
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as well as other physics. The tilda desig
nates a complex quantity; the asterisk su
perscript denotes complex conjugation. The 
subscript R refers to the Raman light wave, 
and n e is the amplitude of the electron-
density fluctuation for the electron-plasma 
wave. 

Each incident laser beam, I, drives its 
own electron-plasma wave, whose angular 
frequency is <of = o;of — wR and whose 
wave vector is k f = k o f — kR. The 
electron-plasma wave associated with each 
beam t is assumed damped at a sufficiently 
strong rate, vt, so that it does not have a 
chance to propagate far enough to fall out 
of phase with the beat term in the 
ponderomotive driving force. It is driven to 
the steady-state amplitude 

"v (">o k f ) = 7 2f 
2I'WR, 

wBGf + 2\llf<i>(, 

AR ( « R , k R ) A0?(wof, k o f ) , 

where o>BG (x, k() is the Bohm-Gross 
frequency, 

^BCP = "4, (x) + 3 v;v k] , 

(9) 

(10) 

Thus, the integrated intensity gain coef
ficient is 

J 0 
y\!yit)U 

X Real 
[u>e — o)Eop + iv t 

dx (13) 

where / p = l-40fp and we have used the 
fact that 7|(/V2p is real and positive. The 
Lorentzian approximation to the resonance 
denominator has been made. For each (, 
there is assumed to be an x = vp, for which 
u)DC(x = xg, kj) = o>n We assume a scale 
length, Lp such that: 

">BG (x = xt + Ax, ke) 

W f • 1 + 2lt) 
(14) 

(This is in accord with the usual definition 
that 1/L = \lnt-dnjdx, where n,, is the 
electron density). 

Now let Ax = 2L(i>/o>iy in each integral 
in the sum, to obtain 

and the factor in parenthesis is the reso
nance factor. The coupling coefficient, y2t, is 
proportional to kj (where k r i s the wave 
number of the electron-plasma wave) and 
to the electric-vector dot product, e'0 • eR. 

Substituting Eq. (9) into Eq. (8), we obtain 

— i 4 R ( < o R , k R ) 

V 7 i f T 2 P 
2iwm 

• — «BCf + 2lJif Ugj 

X i^offwof-M AR(uK,kR (") 

We now compute the number of intensity 
e-folding lengths, G, by which the SRS 
wave grows 

G^ihllA^ 
2 [Real \-^-—~)dx . (1. j U„ dx 

G = 2y(7 l f 7:f ) h 

2L, 
a>p i + r 

-Jy 

G s 
i-^V^\A„H , 

(15) 

(16) 

wheve U 0 | 2 = 2 \Aa}2 is proportional to the 
total incident laser intensity, and 7,72, tuR, 
and L are all average quantities. The aster
isk superscript in Eq. (16) now refers to an 
electron-plasma wave quantity. 

Notice that G is independent of the 
damping, since the interaction length is pro
portional to v. We now explicitly evaluate G 
for the conditions of this experiment. The 
coefficients 7[ and 7 2 are given by 

Ti = mec kR 

(17) 
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and 

— ik n0e . 
72 " , , , • e 0 • e B • (18) 

4mj c oi 

The product 7 ,7 , is real and positive, as we 
assumed earlier when we took the real part 
of l/AR dAR/dx; the units are unrationalized 
cgs. Using the equations w 2 . = 4irnne2/m^ 
and I'd = cA()/mc, where v() is the peak os
cillatory velocity in the incident light field, 
we find 

(19) 

The 10 Shiva heams are each linearly polar
ized so as to synthesize an effective ?/1.5, 
radially polarized beam. Thus, (|e„ • eR*p) 
= 1/2 [given that everything in Eq. (12) is 
to be considered an average quantity]. 

Dependence of l /2w Emission on 
Plasma Size. Argus experiments at lw, 10 1 , 

W/cnv, and 700 ps FWHM have shown 
that the l/2w light intensity is very strongly 
dependent on the size of the plasma (Table 
6-19). All experiments were done with less 
than 100 J of laser energy. The l/2w emis
sion was measured by an indium-arsenide 
detector with a 0.203-,um FWHM bandpass 
interference filter centered at 2.15 JOTI. The 
l/2u emission intensity increases by 1000 
times for a 20X increase in the laser en
ergy, from 1 to 830 nJ/sr. The spot diameter 
increases by a factor of 4.4 (best focus is 
about 30 ixm). We observed light only near 
the exact l /2« frequency; shorter-
wavelength SRS from the convecrive insta
bility in the underdense plasma was not 
observed. 

Figure 6-46 shows the Raman-light spec
trum for beryllium-disk targets tilted 30° 
away from normal incidence to the f/2 laser 

Table 6-l<>. Dcpen- " " " " — " " 
dence of I/2u; emis- Laser energy Nominal spot size 
sion on laser spot size. Target description and pulse length and intensity 

Gold disk 4.50] Best focus; 
, 700 ps 1015 V.Vcm2 

Titanium disk 33 J 85jandiam; 
700 ps 10 I 5W/cm2 

Golddisk 88 J 120(imdi«m; 
705 ps 1015W/cm2 
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beam and irradiated at 3 X 10" W/cm 2 

with 90 J of lo> light in a 700-ps FWHM 
Gaussian pulse. Each point represents a 
measurement by an In-As detector with an 
800-A bandpass interference filter to deter
mine its spectral window. This spectrum 
was built up from a large number of sepa
rate target experiments. The true l/2o> spec
trum is less than 0.1 nm wide. 

Dependence of 3/2w Emission on 
Plasma Size. To study the dependence of 
3/2u) emission on plasma size, we compared 
3/2u) emission experiments performed with 
3500- and 120-ps FWHM pulse widths. The 
spot size was always 1 mm in diameter. We 
performed the 3500-ps experiments on car
bon foils at lO' 4 W/cm 2 ; the 120-ps experi
ments were done on nickel and iron disks 
at 1 to 2 X 10 1 4 W/cm 2. For the 3500-ps ex
periments, the 3/2u emission was almost 
isotropic in front of the target, with little in 
back of the target. (The target chamber is 
spherical and refocuses light, so we expect 
some of this reflected light to be seen by 
the photodiodes in back of the target.) 

The l/2w emission was measured by an 
array of photodiodes with 300- to 350-A 
FWHM bandpass interference filters cen
tered at 7115 A. The photodiodes were fully 
blocked with a rejection of l C against the 
2ui light generated by the target and against 
the lw laser light. A KG-3 Schott color filter 
ahead of the interference filter provided an 
additional 10'1 rejection against the lw light. 
X rays were blocked by leaded glass and 
the tungsten-alloy holders. 

The level in the backscatter hemisphere 
at 3500 ps was about 0.2 J/sr, for a total of 
about 1J in 3/2u emission. This represents 
about 0.03% of the incident laser energy. 
For the 120-ps experiments, the 3/2ai emis
sion intensity never exceeded 350 Mj/sr and 
always peaked to the side, never in the 
backscatter direction. The fractional amount 
in 3/2u emission was always less than 

V2u light intensity 
Energy histogram M/«) 

80*a tZ>2 .1Xl0 M W/cm 2 I 
50* at 7 > 12 X 1G15 W/cm2 

20* at J > 4.0 X lO^W/cm2 

80* at I > 1.7 X 10K W/cm2 85 
50* at J > 5.4 X 10 i 4 W/cm2 

20* a t / > 1.4X10" W/cm2 . 
80* at I > 3.7 X 10 H W/cm2 830. 
50* at 1 > 8.7 X 1 0 u W/c* 2 

20* at J > 1.6 X10 1 5 W/cm2 
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0.0005%, about 100 times less than in the 
3500-ps experiments. 

SRS Experiments at 2«. We performed 
le 2u) SRS experiments with gold and be

ryllium disks nominally irradiated at 5 X 
10 1 5 W/cm2 with about 150 J of 2a light in 
an 1100-ps FWHM pulse. We measured the 
following 
• The time-resolved spectrum of the directly 

backscattered SRS. 
• The time-integrated spectrum of the SRS 

backscattered at an angle of 30° to the in
cident f/2.2 beam. 

• The angular distribution of the total SRS 
emission, both in and out of the plane of 
electric polarization (the incident 2u> light 
was linearly polarized at i/> = 104.8°). 

In addition to the array of spectrally inte
grating SRS photodiodes, we used an array 
of spectrally resolving photodiodes. We first 
discuss the measurements of the rime-
resolved spectrum. 

The light directly backreflected through 
the target-chamber focusing lens was im
aged onto a 0.5-m Spex spectrograph with a 
grating of 80 line/mm blazed for 0.87-fim 
transmission, which was used in the first 
order. The 2w laser light and the shorter-
wavelength light, which would appear in 
higher order, were absorbed by an OG-590 
sharp-red cut-on filter. The streak-camera 
entrance slit was in the exit-slit plane of the 
spectrograph. 

A lu wavelength and time fiducial was 
provided by focusing some of the original 
lot laser light on the spectrograph entrance 
slit. By irradiating a foil target at normal in
cidence with a small amount of lu light, we 
were able to measure the absolute timing 
separation in arrival times between the 
fiducial signal and the light back-
reflected from the target. In all the data we 
present, ( = 0 is the peak of the laser pulse 
within 100 ps. We obtained the dispersion 
at '•he streak-camera film plane by taking 
two laser shots with different wavelength 
settings for the spectrograph. 

The targets were irradiated at 5 X 101 5 

W/cm2 with 130 J of 2u light in an 1100-ps 
FWHM pulse. This pulse length is for the 
la; laser beam; on shots for which we could 
compare the 1« and 2o> pulse lengths, they 
were the same. The beam was diverging at 
**~ target with a 70-Mm-diam spot size. We 

..i discuss the time-resolved Raman-light 
spectrum for two experiments: a beryllium 

disk irradiated at normal incidence, and a 
gold disk irradiated at a 30° tilt angle. 

A color-enhanced streak record for the 
beryllium-disk experiment is shown in Fig. 
6-47. The SRS emission from the very 
underdense plasma occurs mostly between 
0.75 and 0.90 jim. There is also strong ]/2w 
emission near 1.06 ^m, but the streak-
camera sensitivity is too low to detect this 
emission, which was seen with the time-
integrated spectrograph. 

Several things stand out from this streak 
record. The SRS occurs late in time and has 
an extremely sudden onset. Further, it starts 
simultaneously over a broad range of 
wavelengths (0.70 to 0.90 ̂ m), correspond
ing to electron densities of very roughly 
0.01 < nv /nc < 0.1. The SRS occurs vigor
ously for a very short period of time and 
then saturates at a lower level, persisting 
until very late in the laser pulse, when the 
intensity on target is less than 10% of its 
peak value. 

Fig. 6-46. SRS spec
trum for la.' Be-disk 
experiments at 3 • 
10 1 J W/cm-, 10 I. 
700 ps FWHM; each 
point represents one 
experiment. 

10" 

E 

T 
Targets tilted 30° in the 
plane of polarization 

O Target normal direction 
• 30° out of plane 

T 

Factor of 2 uncertainty 
in the absolute calibration 

1.7 1.8 2.0 2.1 
Wavelength (jum) 
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0.8 0.9 1.0 
Wavelength (^m) 

Fig. 6-47. Streak 
record of SRS spec
trum for a Be disk 
tilted 30°: 2OJ irradia
tion with 130 J, 
1100 ps FWHM pulse 
before frequency-
doubling, diverging 
beam, 70-Mm-diam 
spot. The peak of the 
laser pulse is at f = 0. 

0.06 

g 0.04 

0.02 — 

c ig . 6-48. Lineout in 
the time direction for 
the streak record 
sh»wn in Fig. 6-47. 

-±100ps 
timing 
uncertainty 

-500 

Even spectrally integrated, the Raman 
emission has an abrupt onset, rising from 
10 to 90% in about 40 ps (Fig. 6-48). The 
image is digitized every 22 ps, and the 
streak camera has a time resolution of 
about 30 ps. The time dispersion of 7 ps due 
to the grating is negligible. There is signifi
cant SRS even 1 ns after the peak of the 
laser pulse. The pulse width before 
frequency-doubling was 100 ps FWHM. The 
absolute intensity units on the vertical scale 

are derived from photodiodes measuring 
the spectrally integrated Raman-light inten
sity at 25° to the direct-backscatter direc
tion. The time-integrated spectrum (Fig. 
6-49) shows the Raman light to be mostly 
between 0.75 and 0.90 )im, with a mean 
wavelength of 0.82 /urn. 

All the lineouts have been corrected for 
the transmission of the optics that relay the 
light to the streak camera and for the spec
tral response of the streak tube's S-l photo-
cathode. No corrections have been made for 
the grating efficiency or for the chromatic 
aberrations of the lenses. 

The color-enhanced streak record for a 
similar experiment (but with a gold disk) is 
shown in Fig. 6-50. The first bright flash of 
Raman-scattered light occurs at t = 180 ps. 
Here also, the onset of the SRS is extremely 
abrupt, although the longer-wavelength 
light appears first by about 30 ps. The 
shorter-wavelength light appears in essen
tially one time-step of 22 ps and then disap
pears equally fast. Although there is a small 
precursor of SRS a t ; = 80 ps, most of the 
SRS emission begins later and ends earlier 
than was the case for the beryllium-disk ex
periment discussed above. 

Figure 6-51 shows the time-dependence 
of the spectrally integrated Raman light. 
The emission substantially ends 600 ps after 
the peak of the laser pulse, compared to 
1 ns for the Be-disk experiment. The time-
integrated spectrum in Fig. 6-52 shows that 
we probably missed much Raman light of 
wavelengths shorter than 0.72 ion, which 
was dispersed off the streak-camera slit. As 
with the beryllium disk, there is little light 
at wavelengths longer than 0.90 pim. 

One possible explanation for some of 
these results is fUamentation of the incident 
laser beam. This would help explain why 
SRS can suddenly occur over a wide range 
of electron densities and also at such low 
average intensities late in the laser pulse. 
Raman scattering in the very underdense 
plasma at low intensities (~10 1 4 W/cm2) 
would seemingly require at least 100 nm of 
plasma, even for a fractional Landau damp
ing of 0.01. What is more, for such small 
Landau damping, the electron-density pro
file would have to be exceedingly flat: 
An,/Hc < 2irL/ape. Thus, although we cannot 
prove filamentation, it is strongly suggest' 

The SRS energy in these two experimei 
was only about 10 ~4 of the incident laser 
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energy, but the SRS was not saturated. In 
one experiment, we had 180 J on target, 
-ather than 130 J, and the SRS energy was 
.igher by a factor of at least 4. 

As mentioned previously, the S-l photo-
cathode was too insensitive to detect the 
l/2&> emission (which has wavelengths near 
1.06 ^m) unless so much attenuation had 
been removed that the shorter-wavelength 
SRS would have completely overexposed 
the film. The l/2a> spectrum for the two ex
periments just discussed was measured 
from 0.98 to 1.14 mm by a 0.5-m Spex spec
trograph equipped with a Princeton Applied 
Research optical-multichannel analyzer, us
ing a 1205E enhanced-infrared silicon detec
tor. The l/2a' emission was collected by a 
small telescope in the target chamber that 
detected the 1/2OJ emission that was back-
scattered at 30° to the incident beam and 
that was in the plane of polarization formed 
by the electric and wave vectors of the lin
early polarized incident light. 

In Fig. 6-53, we present the data for a 
third experiment covering the much broader 
spectral range from 0.8 to 1.1 pm, giving us 
the spectrum of both the l/2w emission and 
the shorter-wavelength Raman light gener
ated by the convective instability in the 
very underdense plasma. This spectrum is 
for a gold disk irradiated with 28 J of 2a> 
light in a 700-ps pulse; 20% of the laser en
ergy in a central hot spot exceeded 3.5 X 
10 l S W/cm2 and 50% exceeded 5 X 10" 
W/cm2. The laser beam was converging on 
the target. 

The small peak exactly at 1.06 /an is due 
to the residual lu> laser light. Except for this 
small peak, the resonance Raman light is 
split into distinct red- and blue-shifted com
ponents of about equal energy. The peaks 
of the red and blue components are shifted 
+ 175 and -250 A from 1.06 jim, respec
tively. We have no definite explanation of 
the double-peaked l/2u emission spectrum; 
one-dimensional simulations of the Raman 
instability do not predict this structure. 

Raman scattering is also occurring in the 
underdense plasma at a density of about 
0. 0 nc, or 4 X 10 2 0 electrons/cm3. This 
underdense Raman peak is centered at 
0.88 ,um and is about 0.1 urn FWHM. The 
spectrally integrated Raman-light photodi-

4es show that the level was about 3 mj/sr. 
rhe target was tilted 30° toward the light 

collector, so that we were observing the 

l/2to emission that emerged directly along 
the target normal. Since the l/2a> emission 
is generated very near its own critical elec
tron density, refraction will strongly colli-
mate the light along this direction. Indeed, 
when the disk target was irradiated at nor
mal incidence, the red-shifted component of 
the l/2oj emission disappeared. We were 
then looking at 30° to the target normal. 
The spectrum in Fig. 6-53 is not corrected 

Fig. 6-49. Lineout in 
the wavelength direc
tion for the streak 
record shown in 
Fig. 6-46. 

0.8 0.9 
Wavelength (urn) 

Fig. 6-50. Streak 
record of SRS spec
trum for a gold disk 
tilted at 30°: 2OJ ir
radiation at 5 X 1 0 1 S 

W/cm 2 ,130 J, 1100 ps 
FWHM pulse before 
frequency-doubling, 
diverging beam, 70-
Mm-diam spot. The 
pulse is at f = 0. 

0.8 0.9 1.0 
Wavelength (/im) 
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Fig. 6-51. Spectrally 
integrated lineout in 
the time direction for 
the streak record 
shown in Fig. 6-50. 
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Fig. 6-52. Time-
integrated lineout in 
the wavelength direc
tion for the streak 
record shown in 
Fig. 6-50. 

Fig. 6-53. SRS spec
trum for a gold disk 
tilted at 30° and 2to ir
radiated at 5 X 1 0 1 4 

W / c m 2 with 5320-A 
light, giving 28 J in a 
700-ps FWHM pulse. 

0.12 
1 ' 1 ' 1 

(U
l J * K 

a ts 
3 0.08 I 1 — 

>, 

0.04 — 1 V — 

0 rf~-s/ , 1 ... i i i V 
0.7 0.6 0.9 

Wavelength (pm) 

2000 

1000 — 

- l — i — I — i — i — i — i — I — I — i — n — r 

Spectrum in the target-
normal direction 

1.06 ^m 

900 1000 

Wavelength (nm) 
1100 

for the spectral response of the 1205E 
detector. 

Conclusion. We have observed efficient 
absorption by the Raman instability. Al
though convective SRS has a high density 
threshold, once this threshold has been 
greatly exceeded, it is difficult to saturate 
the SRS instability except by pump deple
tion. Furthermore, neither spatial incoher
ence nor a small amount of bandwidth for 
the pump will be very effective in prevent
ing the instability. In experiments with 
completely underdense plasma from ex
ploded foils, we observed that bremsstrah-
lung x rays with 40-keV mean photon 
energy were produced simultaneously with 
the 3/2u emission. Instabilities in the 
underdense plasma, thus, can produce ener
getic electrons, although the relative impor
tance of the 2W™ and Raman instabilities 
has not been established. 

The fractional absorption due to the 2u_, 
instability can be determined for the ex-
ploding-foil targets by measuring the time-
dependence of both the total absorption 
and the SRS absorption. The time-resolved 
3/2w emission will tel! when 0.25 nc occurs. 
The change in the difference of the two ab
sorptions at that time will give the absorp
tion due to the 2u , instability. Thompson 
scattering with a short-pulse UV probe can 
give the spectral distribution function, 
S(OJ, k), for the electron-plasma waves. 

Time-resolved spectra from the 2w experi
ments indicate that filamentation may play 
a role in SRS. Further 2co experiments at the 
Novette laser facility in 1983 will give us a 
much better understanding of both SRS and 
the 2wp, instability. 

Authors: D. W. Phillion, E. M. Campbell, 
K. G. Estabrook, and R. E. Turner 

Backlighting Characterization at 
la;, 2u>, and 3OJ 

As laser-fusion target performance proceeds 
towards higher-density fuel conditions, 
x-ray backlighting emerges as a unique 
method of determining the symmetry, sta
bility, and size of imploded targets. In gen
eral, we use high-intensity x-ray pulses to 
map the implosion history of one or more 
parts (called "shells") of a target. 



Argus and Shiva Experiments 

Although x-ray backlighting is a simple 
concept, difficulties arise in its implementa
tion. Target design, for example, places nu-

erous constraints on both the backlighting 
source and the imaging instrument. In pre
vious Laser Program Annual Reports, we 
have shown that sources in the laser-
produced plasma are the most practical for 
generating x-ray backlighting pulses.' 2 ' ' In 
those earlier articles, we described the pro
duction efficiency of K-, L-, and M-shell 
lines as a function of laser intensity and 
pulse length. 

In this article, we concentrate on the pro
duction efficiency of aluminum K 
(-1.8 keV), gold M (-2.5 keV), titanium K 
(-4.7 keV), and nickel K (7.80 keV) lines as 
a function of laser wavelength and pulse 
width. Preliminary results from our work,'4 

and a recent publication by Yaakobi et al.,'"' 
suggest that using laser wavelengths shorter 
than 1.06 Mm (lu>) significantly improves the 
line-production efficiency. This discovery is 
particularly significant for the production of 
short-pulse-length backlighters because we 
have had difficulty'4 in generating back
lighting line-emitters with short-pulse-
length lw irradiation. 

We performed the x-ray measurements 
reported here with an absolutely calibrated 
x-ray/crystal spectrograph.'1' For the alumi
num K„ (1.4 to 3.0 keV) and gold M-band 
radiation, we used a potassium-acid-
phthalate Bragg-diffraction crystal; the x-ray 
recording element was Kodak no-screen 
film. For measurements at the Argus laser, 
we mounted the spectrograph on the target 
chamber at an angle approximately 63° to 
the target normal; the normal to target was 
rotated 30° relative to the incident laser 
beam. For measurements at the Shiva laser, 
the spectrograph viewed the target along 
the target normal, which was rotated 45° 
relative to the incident laser beam. Laser 
shots were fired at the characteristic 
Nd:glass wavelength of 1.06 urn, as well as 
at the second and third harmonics (0.53 and 
0.35 jim, respectively). We made measure
ments at pulse lengths of 100, 600, and 
700 ps with incident intensities ranging from 
-10 1 4 t o l0" 'W/cml 

Figures 6-54 through 6-57 show the re
sults of these measurements. The brackets 
'"• Pigs. 6-54 and 6-55 indicate the energy 

its over which the photon yield has 

Al K x-ray 
spectrum 

1.9 2.1 2.3 
Pholon energy (keV) 

Fig. S-R4. Aluminum A 
K x-rav spectrum 
from a laser-irradiated 
disk target; brackets 
illustrate spectral 
regions over which 
the x-ray yield is 
integrated. 

Cold 
.-ray spec-
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f ig. 6-56. Titanium K 
x-ray spectrum f-*>m a 
laser-irradiated disk 
target. 

been integrated; the K„ peak is ignored in 
Fig. 6-57 because it is produced by 
suprathermal-electron fluorescence of cold 
material. In all cases, the photon yield in
cludes the bulk of the line emission that 
could be useful for a relatively narrow-band 
x-ray imaging device. In particular, the yield 
numbers quoted include 
• The He-like resonance and inter-

combination (21P1,2,P|—.l'Sd) transitions 
and Li-like satellite lines for Ti 
(~4.7keV)and Ni(7.80keV). 

• The same lines for Al at —1.6 keV, plus 
the H-like Lyman-a transition (22P -̂> l n 

- l : S l / 2 ) a t ~1.73keV. 

~r -r 

Tl K x-rays: 
l L = 3 x 10 1 6 W/om2 

T L = 100 ps 
1.06/im 

T T 

Li-like 

-He-like 

4.6 4.7 4.8 
Photon energy (keV) 

Fig. 6-57. Nickel K 
x-ray spectrum from a 
laser-irradiated disk 
target. 

7.3 7.4 7.5 7.6 7.7 7.8 7.9 
Photon energy (keV) 

• The Au M-band radiation from 1.8 to 
-3.6 keV. 
Optical depth affects the total radiated 

line intensities for the He-like resonance 
lines. In particular, a given observation an
gle can yield different spectral intensities for 
optically thick lines. Figure 6-58 shows a Ti 
spectrum produced by lw irradiation with a 
600-ps pulse. Clearly, the He-like resonance 
line suffers most from opacity, and it ex
periences significant attenuation when the 
disk is viewed at 90° to norms]. It is for this 
reason that we perform all our measure
ments with the spectrograph stationed as 
close to the target normal as is possible. 

In Table 6-20, we give the variation in 
production efficiency, j - v with laser intensity 
or wavelength for aluminum K (1.598 and 
1.729 keV) and titanium K (4.749 keV) x-ray 
resonance transitions. For both Al and Ti, 
we note a modest increase in £„ (by a factor 
of 3 to 4) at 0.53 /am (2u>). Note, however, 
the dramatic increase by at least a factor of 
50 for titanium K production at 2w with a 
short (100 ps) pulse. Unfortunately, the 
emission strength at short pulse lengths 
never exceeds that produced by longer 
wavelengths and pulse lengths. For the Ti 
data, in particular, the modest increase in £x 

with decreasing laser wavelength and a 
700-ps pulse is in sharp contrast to the in
crease by a factor of ~ 15 noted by Yaakobi 
et al." under similar conditions. This dis
crepancy is discussed further below. 

Table 6-21 represents production-
efficiency data for the nickel K line, ob
tained at Argus and Shiva for a variety of 
irradiance conditions. Again, we measured 
no real increase in £v with short pulse 
lengths. 

The gold M-band emission results are 
given in Table 6-22. Note the increase in 
line strength by a factor of ~35 when the 
wavelength is changed from lw to 3w 
(0.35 ium). This substantial increase is no 
doubt attributable to the numerous transi
tions in the gold M-band that are seldom 
optically thick and that involve significant 
oscillator strengths. Radiation in this band 
is, in fact, a significant portion of the inci
dent laser energy (as much as 5% in nu
merous cases). We are currently performing 
detailed calculations of line spectra pro
duced by both the K- and M-shell transi
tions; these calculations should provide an 
explanation for the above results. 
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We observed marked improvements in 
x-ray line-production efficiency (see Figs. 

20 and 6-22) for low-energy x-ray lines 
produced with 2u or 3UJ irradiation. Figure 
6-59 represents a comparison of the x-ray 
line-production efficiencies obtained as a 
function of laser wavelength and x-ray line 
energy. We have also compared the data 
with similar measurements done at the Lab
oratory for Laser Energetics (LLE) in Roch
ester, England. The Rochester data were 
acquired with constant irradiance conditions 
for a given laser wavelength: for lu> irradia
tion, E,. = 175 J, T, = 800 ps, and /,_ = 1 0 , s 

W/cm 2; for 3w, E, = 40 J, T, = 500 ps, and 
/, = 10 1 5 W/cm 2. On the other hand, the 
LLNL data represent the largest value for £„ 
obtained out of a variety of irradiance con
ditions for a given wavelength. As shown 
in Tables 6-20 and 6-21, we observed no 
significant difference for the ^ values pro
duced at either 3u> m- 2u, so we have mixed 
their values in producing the "LLNL data" 
curve in Fig. 6-59. 

Comparison of LLNL Results at Vari
ous Wavelengths. Considering first the 
comparison between LLNL data at different 
wavelengths, we note several interesting 
phenomena. First, we observe a general 
trend towards decreasing production effi
ciency with increasing line energy. In fact, 

using lu> laser light to produce the line radi
ation results in a simple exponential de
crease in t;% with x-ray line enerpy. This 
dependence is surprisingly independent of 
the type of line involved, namely gold 
M-band emission or, in other cases, the K 
x-ray transition. Deriving a slope to the 
curve from the data yields an empirical 

Fig. 6-58. Illustration 
of opanty effects on 
the He-like Ti reso
nance transition. 

J ' ' ' I ' 
Ti line spectrum 

T T - i — r 

1.06 urn, T L = 600 ps 
l L = 3 x 10 1 6 W/cma 

> Plasma viewed I 
to surface of disk 

' Plasma viewed II 
to surface of disk 

4.62 4.66 4.70 4.74 
Photon enc y (keV) 

4.78 4.82 

Laser intensity 
(W/cm2) 

Aluminum data 
3 X 10 1 4 

3 X 1 0 " 
3 x 10 1 4 

5 x 10 1 4 

1 X 10 1 5 

Titanium data 
3 X 1 0 M 

1 X 10 1 5 

2.7 X 10 1 5 

3 X 101-' 
7 X 10 1 5 

7 X 101 

3 X 10 ' 6 

Wavelength0 

Pulse length 
(ps) (x-ray photons/incident laser joule) 

,16 

X 101 W 

lu 
lu 
3u 
3<o 
3u 

lu 
lu 
lu> 
lu 
l u 
l u 
lu 

700 
700 
700 
700 
700 

600 
700 
600 
600 
600 
600 
600 

1.1 X 10" 
1.1 X 1 0 w 

5.3 X 10 1 3 

4.4 X 10" 
3.5 X 101 

Table 6-20. Variation 
in production effi
ciency for Al K and Ti 
K resonance lines as a 
function of laser 
wavelength and pulse 
length. 

7.4 X ' '' 
3.2 X l) 1 1 

5.6 X 10 1 ! 

5.7 X 10 1 1 

4.8 \ 10 1 1 

2.7 < 10" 
3. X 10" 

1 
3 X 10 1 6 

3 X 10 1 6 

3 X 10 1 4 

1 X 10 1 5 

1 X 10 1 5 

lu 
lu 
lu 

100 
100 
ion 

2 1 X 10 
2.4 X 10: 

1 X 1 0 1 T5" 

2u 
2u 
2u 

700 
700 
700 

1.8 X 10" 

15-
2u 

1.9 X 10 1 2 

1.1 X 10 1 2 

1.5 X 10 1 2 

X 101 

X 10 1 5 

3u 
3u 

700 
•/oo 

9.5 X 1 0 " 
1.1 X 10' 
1.2 X 101 

""Wavelength at l u is 1.06 (irr., at 2u is 0.53 jim, and at 3u is 0.35 |im. 
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Table 6-21. Compari
son of Ni (7.4 koV) 
x-ray line-production 
efficiency as a func
tion of wavelength 
and pulse length. 

scaling relationship for £x at la; of £x ~ exp 
[—(2/3)Ej, where £ v is the line energy in 
keV. 

Below, we will make some semi
quantitative physical arguments for why we 
expect a large decrease in £v for increasing 
x-ray line energy. Theoretically, however, 
we do not find a simple exponential depen
dence. Apart from the aluminum K- and 
gold M-band radiation, we observe the 
same general decrease in £x values as a 
function of line energy for the short-
wavelength irradiance conditions. Gener
ally, the £v values for short wavelength and 
low transition energies far exceed the £v val
ues produced at IOJ. However, the produc
tion efficiency rapidly merges to the loi 
curves for higher transition energies, 
namely titanium K (4.749 keV) and nickel K 
(7.804 keV). 

The above observations are in marked 
contrast to the values observed at LLE. The 

Laser intensity 
(W/cm2) 

Pulse length 
(ps) (x-ray photons/incident laser joule) 

1.06 jim (lio) 
4 X 1 0 M 

3 X 10 1 5 

2 X 10 1 6 

3 X 10 1 6 

5 X 10 1 6 

1 X 10 1 6 

2 X 10 1 6 

4 X 10 1 6 

1 X 1 0 1 ? 

0.53 »im (2m) 
3 X 10 1 5 

3 X I 0 1 5 

600 
600 
600 
600 
600 
100 
100 
100 
100 

700 
700 

Not observed 
Not observed 

2.5 X 10 ; 1 

4.0 X 1 0 n 

2.0 X 10 1 1 

7.1 X 10 1 0 

1.3 X 10" 
6.6 X 10 l n 

1.1 X 10 ] l 

1.6 X 10 1 1 

1.8 X 10" 

LLE wavelength comparison illustrates a 
large overall improvement in £v values for 
short wavelength. Their {x values rangi 
from a factor of ~20 higher at low transi
tion energies to a factor of ~ 5 larger for the 
nickel K (7.804 keV) lines. Besides the dis
agreement in the energy scaling of the £x 

values, the LLE numbers also conflict with 
our absolute values. 

Part of the disagreement at la> can be at 
tributed to the different irradiation condi
tions used in the two sets of measurements. 
For example, the lu> £x values from both 
laboratories are in sfong agreement if we 
compare Ti values taken with an intensity 
~ 3 X 101" W/cm : and a 600-ps pulse 
length (see Table 6-20). In fact, the laser-
intensity scaling of the Ti ^ values has 
been previously reported by Matthews 
et al.7 4 to decrease by more than a factor of 
2 when the lu) laser intensity is increased 
from 3 X 10'4 to 3 X lO^W/cnr. 

For the lower transition energies, the dis
crepancy between the two sets of data will 
no doubt increase, again due to the rather 
high intensities used in the Rochester la; 
experiments. There are significant differ
ences in the absolute values obtained by 
the two labs for the titanium and nickel K 
lines at 2ui and 3oi. Basically, the LLE values 
are four to five times higher than the LLNL 
values at the titanium and nickel K lines. 
No doubt some of this difference can be as
cribed to uncertainties in absolute calibra
tion (LLNi. values are basically ±100%) 
and to statistical fluctuation. We are not 

Table 6-22. Compari
son of Au M-band (1.8 
to 3.6 keV) radiation 
as a function of wave
length and intensity 
with T. 70(1 ps. 

Laser intensity 
(W/cm2) 

Laser energy 
0) (deg) (x-ray photons/incident laser joule) 

1.06 fim (1<D) 
3 X 10 1 5 

3 X 10 1 4 

0.53 iim (2c) 
- 3 X 10 1 4 

3 X 10 1 4 

2 X 10 1 4 

2 X 10 1 4 

2 X 10 1 5 

1 X 10 1 5 

1 X 1 0 l s 

0.35 »<m (3OJ) 
- 3 X 10 1 4 

3 X 10 1 4 

2 X 10 1 5 

2 X 10 1 5 

2 X 10 i : n'5 
15 2 X 10 

3 X 10 1 4 

600 
32 

25.7 
24.0 
21.2 
22.1 
35.5 
37.0 
38.8 

29.2 
31.! 
35.9 
33.1 
36.5 
38.5 
26.7 

45 
12 

8 
8 

30 
30 
30 
8 

15 

30 
30 
30 
30 
12 
12 
12 

5 X 10 1-
3.8 X 10 1 2 

9.'. X 1 0 n 

3.0 X 10° 
9.4 X 10 L 1 

1.0 X 10 1 4 

8.2 X 10 1 3 

6.7 X 1 0 " 
6.7 X 10 1 3 

2.3 X 1 0 " 
4.3 X 10 1 3 

8.7 X 10 1 3 

9.7 X 10 1 3 

1.3 X 10 1 4 

1.3 X 10 1 4 

3.9 X 10 1 3 
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suggesting that the LLE values are wrong, 
but we do suspect the plasma conditions 
'Hey produced at 3u> are significantly differ-
.it from those produced at LLNL. 
For example, the report" of the work at 

LLE includes a figure of a titanium K spec
trum produced with 3u laser light. This fig
ure shows a significant production of T i + ' ' 
Lyman-a radiation (~10% relative to the 
He-like resonance); this indicates a fairly 
high-temperature plasma (T,. < 1.5 keV). 
Observations at LLNL and other labora
tories" in this same spectral region have 
never observed the Lyman-cv transition 
when using 2m or 3u light at ', X 10 b 

W/enr. In fact, results at LLNL an<J other 
laboratories indicate that line iddiation is 
most efficiently produced in a relatively 
cool (TK, ~ 0.p keV) and dense (nL. > iij 
plasma. This .eads us to believe that '.ocal 
"hot spots," or high-intensity regions, at the 
target-interaction surface could lead to in
creased plasms temperature without signifi
cantly reducing total laser-light absorption. 
These conditions could explain the LLE tita
nium K spectrum and could also produce 
significantly higher values for £ v 

Quantitative Model of LLNL Results. 
Under uniform plasma-heating condition';, 
the variation of ^ values with transition en
ergy and irradiation conditions can be mod
eled. We have developed a simple model 
that quantitatively illustrates the LLNL 
results 
• A rapid decrease in £s with increasing line 

energy. 
• Significant i. icrease in £x only at low tran

sition energies. 
Basically, the line emission strength at a 

given energy, lm = E v is given by the 
expression 

71 Ej = I *' 'S, e '' tir, is' 'cm : ) , (20) 
Jo 

which is arrived at by solving the radiation-
transport equation for a plasma of thickness 
D having no external radiation incident on 
it and measured along a unique (as op
posed to angular-averaged) line of sight. 
Here, TE(D) = I x (^ E)d* is the optical 

JH 
depth of the plasma, hav : £ thickness ,r, 
•"d S n is the source function, in general, 

j maximum line output from the plasma 
occurs during LTE conditions and for opti

cal thicknesses large at the lines and small 
at the continuum. Under these circum
stances, Eq. (20) reduces to the intensity 
curves for blackbodv radiation at photon 
and electron temperature T, given by 

hm(Q = - 2 E \ 

(21) 

For K x-ray emission at densities typical of 
laser-heated disks (H(, ~- 10" cm '), LTE 
conditions and blackbody radiation do not 
prevail. Instead, we have the expression for 
the less-efficient line emission from an opti
cally thin, non-LTE plasma, 

IE.I ~ -
4ir 

/U, • L • W, • D (22) 

where A2t is the x-ray transition rate for the 
decaying level of interest, i\':(cm ') is the 
density of ions in the upper excited state of 

I ig. h-59. Comparison 
of LLNL and LI I 
con version -ef'ici en c. 
data at lu: (lower 
curves), 2u.*, and 3u.\ 

LLNL data 
Z ~ LLE data 

f W< 

«» 1012 

4 6 8 
X-ray line energy (keV) 

10 12 
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Table 6-23. Depen
dence of He-like Intensity ~ X fofy) resonance-line arbitrary units X fofy) 
(2 'P, - l ' s 0 l intensi

Element 
Resonance-line 
energy (keV) 

Kl 
ties on 7, K! , and \ . Element 

Resonance-line 
energy (keV) 0.7 keV 1.0 keV 2.0 keV 5.0 keV 

Aluminum (Z = 13) 1598 1.2 X 10 7 1.9 X 10 7 2.8 X 10 7 3.0 X 10 7 

Chlorine (2 = 17) 2.789 5.0 X 10 9 1.4 X 10 8 4.0 X 10 8 5.8 X 10 8 

Titanium (Z = 22) 4.749 8.1 X 1 0 n 5.2 X 1 0 1 0 3.9 X 10 9 1.0 X 10 8 

Nickel (Z = 28) 7.804 2.9 X 10 1 3 7.0 X 10 1 2 7.4 X 10 1 0 1.6 X ! 0 9 

Zinc (Z = 30) 8.997 3.7 X 10 1 4 1.5 X 10 1 2 9.4 X 10 1 1 8.9 X 10 1 0 

the transition, and L(E) is the line integral 
through the emitting plasma. For plasmas 
where significant line broadening by Stark 
or Doppler mechanisms is abscr.!, which is 
the case here, the only significant param
eters affecting line intensity are /\2i a r | d ^2. 
The radiative transition rate depends only 
on the element producing the transition 
through its ~ Z ' scaling of the hydrogenic 
values (— ]0H s '), whereas the upper-state 
populations N2 depend on the detailed ion
ization, excitation, and radiative recombina
tion kinetics of the plasma (and generally 
scale as Z '). Expressions for N2 (Z, KT) 
have been derived for steady-state plasmas 
by Griem. M 

It is important to note, however, that the 
formation of a transient plasma affects the 
x-ray line-production efficiency. In essence, 
the maximum N2 values require the 
achievement of steady-state ionization, the 
time tor which scales'1, as 

,V,(13.55): ̂
e x F 

(27.i2)Z-
KT 

(23) 

for a given transition. For densities of Nk, 
- 10 : l cm ' and constant K!\. = 1.0 keV, (,. 
scales from ~ 10 " s for aluminum to 
>10 "s for zinc. 

Thus, the efficient production of high-
transition-energy, short-pulse (SI < 10 ps) 
backlighting lines may not be possible, 
since they will exist as a result of 
nonsteady-state reduction in the upper-level 
population. It is possible to produce 
lines at short pulse lengths using only 
supratherma!-electron ionization. Although 
this method is significantly less efficient 
than line production by thermal ionization, 
it may be the only way to produce any 
monochromatic radiation with short-pulse 
lasers. 

The dependence of /(EJ on transition en
ergy and laser wavelength (i.e., the density 
where emission takes place) is best obtained 
from the product A2I-N2. According to 

Griem,'"assuming coronal equilibrium, 

/|f\) ~-N2A2] = e x p ( - - ^ ) z ' 

(13.50)Z' 
r 

(13.56)Z-
KT 

»,. n , (24) 

where W, is the total ion density for the 
charge state necessary to produce the transi
tion of interest (such as He-like or H-like). 
For the purpose of this discussion, we 
choose an expression assuming coronal 
equilibrium (as opposed to LTE or other 
conditions) only to illustrate the depen
dence of /(Ex) on Z and N,.. The conditions 
governing collisional-radiative equilibrium 
probably best describe the plasma condi
tion-,, but expressions for the line intensity 
are more difficult to derive and, thus, are 
outside the scope of this work. 

Table 6-22 gives the product of A21-N2 

for Al, CI, Ti, Ni, and Zn He-like 
resona"ce-line emission (152P'P, — lSVS,,) 
at four different plasma temperatures from 
«T = 0.7 to 5.0 keV. The absolute values are 
unimportant (and inaccurate); it is only the 
relative values ihat arc of interest. All val
ues in the table are in terms of the product 
/V,.-,V, to separately compare the Z- and 
.^..-dependence of the intensity /(EJ. 

Two important phenomena are illustrated 
in the values for N2-A2I given in Table 
6-23. First, as we observed experimentally, 
there is a rapid decrease in the product for 
increasing line-transition energy. The slope 
of the decrease depends on the plasma tem
perature. This analysis is too crude, how
ever, to use as a method to determine »T by 
comparison of theoretical and measured 
slopes. 

Second, and more importantly, we ob
serve only a slight temperature-dependence 
in the N2-A2] values for low Z or small 
transition energies. On the contrary, we 
nofe a dramatic dependence for elements 
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like Ni and Zn. This implies that line-
transition yields will be mostly due to the 
plasma Ne • N, values for low-transition-
.nergy elements and, conversely, primarily 

due to plasma temperature for the higher-Z 
transitions. Assuming that plasmas are 
slightly cooler when produced under equiv
alent irradiance conditions at 2u and 3w, we 
could expect only low-energy line-
production intensities to scale with the in
creased plasma density that is produced at 
these wavelengths. 

This qualitative argument obviously 
agrees with the measurements made at 
LLNL (Fig. 6-59). Moreover, if irradiation a 
2UJ or 3u increases the local temperature 
compared to lw irradiation, then \ • vould 
expect improved production "fficieiuy be
cause of the larger plasma densities pro
duced at the shorter laser wavelengths. In 
practice, we must admit that all of the 
above arguments are sensitive to the den
sity and lemperature gradients produced in 
long- and short-wavelength laser-produced 
plasmas. Obviously, the maximum high-
energy line emission will occur from the re
gion of highest density and temperature 
available in the plasma. The extent of this 
region naturally depends on laser irradiance 
conditions and details of the laser-light ab
sorption mechanism. 

Author: D. L. Matthews 

Gas-jet Experiments 
The characterization of plasmas associated 
with ablatively driven targets has become a 
major issue for laser fusion. Because of the 
large sizes associated with these plasmas, 
interferometric plasma-characterization 
methods that use UV light (X — 0.25 ,um) 
are effective only for studying electron den
sities (»,.) on the order of ii,. -~ 10:" cm '; 
for lw (1.06 ym) irradiation, this value ap
proximates 0.1 critical density (0.1 »,.). In ad
dition, no viable methods to study 
temperature gradients (7"J have been 
suggested. 

Although x-ray line spectroscopy is to 
some extent underdeveloped and untested, 
it can be used to characterize large-volume 

-"Jasmas over a relatively broad range of pa-
neter space. Specifically, x-ray line spec

troscopy can be used to determine »,. and 

T,, in one dimension, as long as both den
sity and temperature are relatively constant 
along the other dimension. 

Recent gas-jet experiments at the KMS 
Fusion laser facility in Ann Arbor, Mich., 
provide an excellent opportunity to develop 
x-ray line spectroscopy. Density gradients 
for the *̂ MS gas jets were determined using 
laser interferometry; the electron tempera
ture was not measured. In this article, we 
compare deduced profile*, of nt, and T,. to 
the profiles previously determined at KMS 
by interferometry and laser-plasma 
simulations. 

Experimental Method 

In the gas-jet experiments, we measured »,. 
in one dimension by spatially resolving He-
like line-intensity ratios from either pure or 
mixed gases. In the same manner, we can 
determine T,, by spatially resolving lines 
from different charge states, thereby pro
ducing ratios of He-like to H-like lino inten
sities and Li-like to He-like line intensities. 

We can easily obtain time-averaged mea
surements of the axial lemperature gradient 
for a steady-state plasma (which the gas jet, 
using low- and moderate-Z species, ap
proximates) by spatially resolving (along the 
Y axis) x-ray lines from different ionic 
charge states. The x-ray lines most fre
quently observed in laser-produced plasmas 
originate from H- and He-like ions; we 
have computer codes'" that accurately cal
culate line-intensity ratios for ihese 
transitions. 

Consider the ratio of the l.yman-n 
(2p—Is) line intensity to :he He-like reso
nance [(ls2p( lP|)-.ls' :('5„)] line intensity. 
For an isothermal, isobaric plasma, the sen
sitivity to electron temperature of this line-
intensity ratio is well known. For electron 
temperatures <1 keV, in particular, this 
line-intensity ratio is a very sensitive func
tion of temperature. Therefore, we can use 
even a crude measurement of the line-
intensity ratio to accurately determine T,.. 

Figure 6-o0 illustrates the measurement 
principle for the gas-jet experiments. The 
one-dimensional spatially resolving spectro
graph integrates the x-ray emission from a 
plane perpendicular to the laser beam. If no 
radial energy transport takes place, the di
ameter of this plane would be equivalent to 
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H-like to He-like 
line ratio vs Z 

I m 
Hi.-
i.i I 

h-fil). Sc 
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lu'iualk 
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the laser-spot diameter (1211 j im for the 
KMS experiments). It is relativelv easv to 
achieve spatial resolution on the order ol 
20 ^ m , wh ich is quite suffieient lor s tudying 
plasmas w i th densitv and tempc.ature Male 
lengths ot l ( ! oym. 

We win ihoose a gas having appropriate 
sensit ivity to almost any temperature re 
gime I rom 200 eV lo 7 keV. Disk experi
ments at Shiva w i th laser intensities and 
pulse lengths similar to those diseussed 
here suggest that the plasma on lv reaehes 
T, — 5(10 eV in the region where the maxi 
m u m line-emission oceurs (u,. ' 1 to 2//,, 
f rom both simulat ions and experiments). 
Gases contain ing Si, P. or S are ideal for 
mapp ing this temperature region. In our 
first experiments, we used neon and then 
argon to bracket the temperature region o l 
interest. If we had overstr ipped neon, we 
could have used the slope of the free-
bound emission to estimate temperature. 
Moreover, if we had understr ipped argon, it 
w o u l d have been evident from the absence 
of H-l ike lines. 

Spectroscopy Methods 

l ime-averaged measurements ot »,. using 
x-rav l ine spectroscopy, can proceed in sev
eral different ways, all of wh i ch use spatial 
resolution of transit ion lines to determine 
u t.(Y). Indeed, one reason for deve lop ing 
\ ray line spectroscopy w i th tue gas jet is to 
determine wh ich spectroscopy technique is 
the most practical and accurate. In the fo l 
l ow ing paragraphs, we discuss t w o such 
methods. 

f i rs t , if we k n o w 7',. f rom a separate mea
surement, and if <)n,,/(')l is small over the 
durat ion of the laser pulse (steady-state 
density condit ions), then an absolute l ine-
intensity measurement can give i/,.. Recall 
that, for opt ical ly th in radiat ion, / i , a A2I 

• iV,, 'here / . , is the intensity of the transi
t ion 2 — 1 , A:l is the radiative rate (s '), and 
. \ \ is the init ial-state populat ion density 
(cm '). The radiative decay rate, A2I, is 
k n o w n w i th reasonable accuracy for most 
He- l ike and all h - l i ke transit ions; thus, an 
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Electron density, nB (cm 3 ) 

accurate measurement of 12\ constitutes a 
measurement of .V, that can be related to 
the ground-state ion density and, ulti
mately, to the plasma electron density. This 
method, however, requires that we know 
both the emission volume and rime dura
tion with good accuracy. 

A more reliable technique is to measure a 
line-intensity ratio that is density-sensitive, 
but not temperature-sensitive. V. Boiko 
et al.s" and other plasma spectroscopists 
have advocated studying the ratio of the in
tensities of the He-like resonance line 
[152p( lP])_lS-('S„)] and the intercombina-
tion line [lS2p('P,)-.lS :('S„)] because this 
line-intensity ratio is sensitive only to elec
tron density. There are, of course, other 
density-sensitive lines, such as the Lyman-« 
satellite lines or doubly excited-state transi
tions (i.e., 2p~ — ls2p), as well as some of 
the Li-like lines. The doubly excited-state 
transitions are weak in intensity compared 
to the He-like transitions suggested by 
Boiko and may, therefore, be impractical for 
our purposes. The Li-like lines are indeed 
practical, and these lines were studied as 
part of our gas-jet experimental series. 

There are two problems with this spec
troscopy method. First, the electron tem
perature must be high enough throughout 
the density scale length of interest to turn 
on the lines; we can solve this problem by 
-'-"ing different gases. Figure 6-61 illustrates 

the line-intensity ratio as a function of »(. 
for various elements. Thus, we can choose 
an element having a line-intensity ratio that 
is sensitive to the n,. regime of interest. For 
example, we would use sulphur or phos
phorus to cover the »,. regime near it, for lu' 
irradiation. These elements are also appro
priate for determining the temperature gra
dient. For measurements using .V (0.53 ^m) 
laser light, where u, = 4 X Kl : [ cm ', ei
ther CI or Ar gases would be suitable. The 
second problem is that we must determine 
the accuracy of the calculation of n,„ which 
we can do directly by comparing it to the 
interferometric determination of »,.(Y). 

Experimental Data 

Figure 6-62 is a color-enhanced reproduc
tion of an x-ray pinhole photograph from a 
laser-irradiated gas jet filtered to view x rays 
<1.0 keV. X rays emitted from the tip of the 
nozzle are evident on the left side of the 
photograph. The x-ray-emitting plasma has 
a "rocket-exhaust" appearance typified bv 
flat emission contours on the high-density 
side of the nozzle and by more rounded 
contours towards the lower-plasma-density 
regime (on the right side). Note also the 
strong gradient in emission strength trans
verse to the long axis of the gas jet. Pre
suming a relatively shallow tansverse 

Fig. 6-61. The line-
intensity ratio of the 
resonance and 
intercoirbination lines 
of He-like ions as a 
function of )l e for var
ious elements. 
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Fig. 6-62. X-ray pin
hole photograph 
On- - 1.0 keVt of a 
laser-irradiated gas jet. 

l ig. 6-63. A compari
son of the longitudi
nal electron density 
profile determined bv 
laser interferometrv 
tor a neutral gas 
{dashed linel and a 
plasma (solid linet. 
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density gradient, this feature implies a steep 
temperature profile. Obviously, we must 
also consider the time evolution of the 
plasma before we have accomplished full 
interpretation of the pinhole photograph in 
Rg. 6-62. 

Figure 6-63 represents the longitudinal 
plasma-density profile (solid line), as com
pared to the neutral-gas profile. Both pro
files were determined by interferomeiiy 
using transverse probing at the fourth har
monic (4a) = 0.27 ̂ m). The neutral-gas den
sity is asymptotically modeled as i / r far 
from the nozzle tip {r/D » 1, where D is 
the orifice diameter) and as e ' near the ori
fice. Further details of the gas-jet density 
profiles can be found in Ref. 81. Note that 
the gas jet produces a plasma of rather 

shallow density gradient (L ~- 100pm). In 
addition, as previously stated, interferome-
try cannot produce plasma-density informa
tion for « 0 > 3 X 102n cm 3 (0.33 « c for IOJ 
light). 

Figure 6-64 represents a typical x-ray 
spectrum from 2w irradiation of a gas jet of 
SF6 + N2- The ground-state ion density of 
sulfur is small, so the resonance lines are 
optically thin. This spectrum represents 
both a time and volume average. The "av
erage" temperature derived from an analy
sis of the 11- to He-like line-intensity ratios 
indicates that Tr ~ 600 eV. This analysis 
estimates the temperature only crudely be
cause it assumes plasma with uniform tem
perature and density. 

Figure 6-65 shows a measurement of the 
variation in T,, along the axial direction of 
an argon gas jet. Recall that one-
dimensional x-ray imaging techniques aver
age over the other two space dimensions; 
thus, the temperature measurements in Fig. 
6-65 represent the average for a thin, disk
like volume whose edge is perpendicular to 
the imaging spectrograph. The downward 
arrow in the figure is the point in space 
where the maximum x-ray line intensity oc
curs. We deduced the electron temperatures 
using the variation in the Li to He-like 
line-intensity ratio. The temperature-
dependence of this spectra has been 
calculated.''2 

The measurements in Fig. 6-65 could be 
influenced by optical-depth effects on the 
He-like resonance line, ""reliminary analysis 
of the data indicates, however, that these 
optical depths are small. The measurements 
in Fig. 6-65 are influenced also by trans
verse temperature gradients because the 
method averages over that dimension. We 
have applied a detailed line-simulation code 
to the data in Fig. 6-65 to take account of 
density and temperature gradients. The 
simulation indicates that temperatures range 
from ~800 to 1200 eV nea: ,•>,. for argon 
plasmas irradiated at 2u>. These calculations 
are time-independent, however, and neces 
sarily assume steady-state ionization. The 
weakness of this type of steady-state cal
culation will be discussed later. 

Figure 6 66 illustrates an axial-density 
profile that was determined by using the ra
tio of the He-like sulfur resonance line in
tensity to the intercombination line 
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intensity. The measurements in this figure 
are tentative, as they have not been con
firmed by comparison with interferometry. 
fe estimated the density-dependence of 

these ratios from the calculations of 
Vinogradov et al. 8 3 We have applied no cor
rections for opacity because the sulfur 
ground-state ion density is low. Vinogradov 
et al. note also a weak dependence on elec
tron temperature; we applied no tempera
ture correction to these data, however, 
because of the small axial variation in tem
peratures demonstrated in Fig. 6-65. 

The inferred maximum density that we 
achieved for the sulfur line-intensity ratio 
was only 1.4 X 1021 cm -1, whereas ii( for 
2w irradiation is 4 X 10 : l cm \ This low 
value could be due to the transverse-
averaging aspect of the one-dimensional 
imaging technique and to the steep density 
gradients that may exist for these mediation 
conditions. The decrease in density for dis
tances closer to the gas-jet nozzle disagrees 
with measurements discussed above (see 
Fig. 6-63). The decrease may simply indicate 
that the average ionization state, and, 
hence, the free-electron density, is decreas
ing due to the inhibition of heat flow to the 
higher-density regions. Density gradients 
along the line of sight may also cause the 
observed decrease in density. The axial-
density scale length deduced from these 
measurements is L — 120 nm, in agreement 
with the interferometric determinations dis
cussed above. Note that, unlike interferom-
etrv, the spectroscopy method easily 
determines » in excess of 10 ; |. 

Simulations 

In the data described thus far, we have not 
attempted to illusliate the effects of tians-
verse temperature profiles on the measured 
spectra, nor have we illustrated changes 
due to time integration. In an attempt to in
corporate this, we have taken the depen
dence of 7\, on time and radial position 
from a particle-in-cell (PIC) hydrodynamics 
code and input these values into a code for 
line production and transport.7'' The PIC 
simulations were done at KMS84; the input 
boundary) and modeling conditions are 

;wn in Table 6-24. A plot of the radial 1\, 
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Fig. 6-66. Long i t ud ina l 
densi ty p ro f i l e deter
m i n e d by x-ray spec
troscopic technique 
fo r a N-, * SF 6 gas jet 
i r radiated at 0.53 fim 
w i t h I ^ 5 
X 1 0 ! 4 W / c m 2 . 
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Fig. 6-67. Simulated 
radial temperature and 
density profiles for a 
gas jet several times 
during the laser pulse 
(slice taken at 325 fim 
downstream from the 
gas-jet nozzle). 

Gas-Jet Experiments 
and wt. values calculated during one run for 
a slice through the plasma is given in Fig. 
6-67. The calculations assumed a 90-ps 2OJ 
irradiation of an argon gas jet. Energy is as
sumed deposited via inverse bremsstrah-
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Table 6-24. Parameters 
used in the PIC 
simulations. 

I ig. 6-68. Simulations 
of the argon gas-jet K 
\-ra\ spectrum emit
ted perpendicular to 
the longitudinal axis 
of the gas jet. 

Orifice density = 4.0 X 10 2 1 c m " 3 

Initial target temperature = 1 X 10 3 K 
Z = 18 (argon) 
Ion density at the 
critical-density surface 

^ ) = J r f = u x l t f l . n s / c m J 

XfZ (0.53nm)!18 
User intensity = 3.8 X 1015 W/cm2 

Laser radius = 50 fim 
Laser pulse length = 90 ps 
Flux limiter = 0.32 
T = T 

lung absorption only. On these time scales, 
the hydrodynamics are considered negligi
ble compared to heat conduction; thus, the 
density profile remains unchanged from thi 
initial profile. 

Figure 6-68 shows calculated time-
stepped x-ray spectra for a plasma having 
the density and temperature produced by 
the PIC code. The calculated spectra repre
sent what an x-ray measurement observes 
at 90° to the longitudinal axis of the gas jet 
and at a fixed position on the longitudinal 
density profile (namely, »,, = iij. The PIC 
simulations indicate the following 
• The plasma expands rapidly in the trans

verse dimension. 
• The plasma never obtains densities greater 

than nt, — 2 II(. 
• There is a strong radial temperature-

dependence, with 7*,, — 2 keV at r — 0, 
cooling to 7",, - 100 eV at r = ~200 to 
300 ixm; under these high-temperature 
conditions, we observe significant popula
tions of H-like ion species. 
Figure 6-69 illustrates a measured time-

averaged argon spectrum produced under 
conditions similar to those employed in the 
PIC simulation. The absence of a H-like 
line could indicate a cooler plasma environ
ment than that predicted by time integra
tion of the calculated line spectra. The lack 
of H-like line emission may also be due to 
the increased time necessary to achieve 
steady-state ionization equilibrium for the 
H-like ion configuration. Recall that the cal
culated spectra assume that steady-state 
ionization is achieved; we are performing 
improved calculations to account for 
nonsteady-state effects. 
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Summary 

Ve have performed more detailed analyses 
of previously reported gas-jet data.85 We 
conclude that transverse temperature and 
density gradients, as well as time-varying 
plasma conditions, significantly affect spec
tral features. We have begun more accurate 
calculations to improve the comparison 
with experimental data. 

Author: D. L. Matthews 3.2 3.4 3.6 
X-ray energy (keV) 

Fig. 6-69. Experimen
tally determined iime-
averaged argon K 
x-ray spectrum for 
0.53-/im irradiation 
with / = 1 X 10 1 5 

W/cm 2 in a 900-ps 
pulse. 
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Fusion Laser Research and 
Development 
Introduction 1. T. Hunt 

During 1981, research and development for solid-state lasers and advanced 
lasers were combined into one program. The new Fusion Laser Research and 
Development program element was given three assignments 
• Short-term research and development for Nova, Novette, and presently exist

ing Nd:glass laser systems. 
• Midterm research and development ot a cost-effective single-shot laser suitable 

for target irradiation studies in the 1- to 10-MJ range. 
• Long-range research and development directed towards a high-repetition-rate 

cost-effective laser suitable for use in a commercial laser-fusion power plant. 
The short-term program included projects such as harmonic conversion, dam

age studies at 1.06 jim (lco).. and the plasma shutter. The megajoule group, 
formed to address the design of a 1- to 10-M] single-shot driver, concentrated on 
Nd:glass lasers and, in particular, on multipass amplifier configurations and im
proved amplifier and flashlamp design. In the are.i of advanced fusion drivers, 
we continued research on the free-electron laser; Raman compression of rare-gas 
halide lasers; new glass-laser media; and new pulsed-power sources, such as the 
compensated pulsed alternator. 

Because the Fusion leaser Research and Development program was formed 
late in the calender year, the organization of research material follows the 1980 
structure. It is divided into three categories: research and development of solid-
state lasers, advanced lasers, and pulsed power. 

Solid-State Laser 
Research and 
Development 

Harmonic Conversion 

Progress in harmonic generation during 
1981 was made in s. > eral areas. Various 
ideas for frequen conversion on the Nova 
and Novette subsystems were thoroughly 
analyzed and tested in small-scale (3-cm 
aperture) experiments on Argus. A new 
method oi second-harmonic generation was 
invented and incorporated into the Nova 
baseline design. Various designs for con
structing segmented crystal arrays of large 
apertures were analyzed, and prototypes 
j«ere constructed and tested. 

Quadrature Conversion Scheme. The 
quadrature conversion scheme is a method 

of generating the second harmonic (2w) o' a 
fundamental wave (lw). The scheme, which 
uses two crystals in series, has several ad
vantages over single-crystal o~ other two-
cijstal schemes 
• l";^h conversion efficiency over a large 

dynamic range of drive intensity and 
detuning angle. 

• Easier crystal alignment. 
• Same ciystal configuration as other two-

crystal methods of generating the third 
harmonic (3u>), making much simpler the 
transition from 2ui to 3u output. 
Consider a pair of potassium dihydrogen 

phosphate (KDP) crystals cut for Type 11 
phase matching. In the quadrature scheme, 
the optical axes of the crystals are arranged 
so that the planes containir j the direction 
of the laser beam and their optical axes (the 
kz planes) are mutually perpendicular. This 
arrangement has two important properties. 
First, in Type II phase matching, the inci
dent wave is polarized 't 45° to the kz 
plane of the crystal. Thus, in the quadrature 
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scheme, if the incident wave is correctly po
larized for efficient conversion in the first 
crystal, it is also correctly polarized for effi
cient conversion in the second crystal. 

Second, the 2a waves generated in the 
two crystals are orthogonally polarized 
(hence, the term quadrature). The output 
from the first crystal thus has the wrong 
polarization to experience gain in the sec
ond crystal. If the conversion efficiency is n, 
in the first crystal and rj2 in the second, the 
output from the first crystal is t),7 (where / 
is the incident intensity of the fundamental 
wave) and the input intensity to the second 
crystal is (1 — i;,)/. Because the second 
crystal does not change the output of the 
first, the overall output is simply the sum of 
the output from each crystal. The overall 
conversion efficiency is then 

1 = f i + i?2 (1 - Vi) 0) 

Fig. 7-1. Conversion 
efficiency of a single 
1.4-cm-thick crystal of 
KDP. 

The advantage of quadrature conversion is 
that it enables us to arrange for the second 
crystal to convert whatever light is left un
converted from the first. 

The conversion properties of a single 1.4-
cm-thick crystal of KDP are plotted in Fig. 
7-1 as a function of angular detuning and 
incident intensity, where the curves are 
contours of constant conversion efficiency 
= 0.1, 0.2,..., 0.9. Consider a large-aperture 

0.6 

I " 

< -0.2 

F I T 

J.'-

-0.6 \W\ A / / * 
4 6 8 10 

Incident intensity (GW/cm2) 

laser beam incident on the crystal. Because 
of the unavoidable slight aberrations 
present in any laser beam, the intensity and 
local direction of the laser light (angular ^ 
detuning) will vary over the face of the 
beam. As the crystal acts locally in convert
ing the laser light to the second harmonic, 
the conversion efficiency experienced by the 
laser light varies from point to point over 
the face of the beam. Therefore, the rele
vant conversion efficiencies are defined by 
the range of intensities and angular 
detunings present in the beam, and this 
range defines an area on the detuning-
intensity plot. For efficient conversion, the 
efficiency within that range must be high. 

Clearly, any energy in the laser beam 
that meets the crystal with an intensity and 
detuning for which the conversion effi
ciency is low will remain unconverted. For 
efficient operation, the crystals must convert 
efficiently over a sufficiently large area in 
the intensity-detuning plane. The required 
size of this area depends on the quality of 
the incident laser beam. As shown in Fig. 
7-1, a single 1.4-cm-th:ck crystal converts 
efficiently in a roughly rectangular region 
(defined by the 90% contour) 200 to 
400Mrad wide for an i icident intensity 
ranging from 2 GW/cm2 to about 
10 GW/cm2. Any laser light falling in this 
region will be converted to the second har
monic with an efficiency greater than 80% 
for intensities above 2 GW/cm2. 

The conversion properties of two 1.4-cm-
thick crystals of KDP arranged in quadra
ture are plotted in Fig. 7-2 as a function of 
angular detuning and incident intensity, 
where, once again, the curves are contours 
of constant conversion efficiency = 0.1, 0.2, 
..., 0.9. The quadrature system is clearly 
much more forgiving of beam aberrations 
than is a single crystal. For the beam qual
ity of Nova, the angular detunings are not 
expected to exceed 0.2 mrad. Thus, the 
quadrature design permits efficient genera
tion of the second harmonic over the entire 
operating range of Nova. 

Argus Experiments and the Nova Base
line. The primary purpose of the Argus ex
periments was to study ideas for converting 
Nova to a 2a or 3u> laser. These experi
ments included tandem second-harmonic 
generation (SHG), described in the 1980 , 
Laser Program Annual Report,1 as well as ti 
quadrature scheme just presented. The 

7-2 
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experiments confirmed our qualitative and 
quantitative understanding of harmonic 
•<enerarion and were instrumental in the 
ievelopment of the quadrature/cascade 
(2«/3u) conversion scheme. 

The Argus experiments used the rod sec
tion of the laser at a 3-cm aperture, the 
largest aperture available at an acceptably 
high shot rate. The experimental configura
tion is shown in Fig. 7-3, and the beam pro-
filf used in the experiments is shown in Fig. 
7-4. The deeply modulated beam observed 
at high intensity is due lo diffraction from 
the system input aperture and nonlinear 
growth. It would have been advantageous 
to avoid this problem, but we were unable 
to locate the crystal in an image plane 
where the beam would be reasonably 
smooth. Consequently, we developed a 
semiempirical beam model, which included 
the effects of this modulation and the beam 
divergence, as measured at the crystal 
location. 

SHG-efficiency measurements were made 
on single KDP crystals of different thick
nesses using the system configuration 
shown in Fig. 7-3. The results agreed 
closely with the widely used and well un
derstood theory of harmonic generation. 
With confidence in our technique, we tested 
the tandem SHG scheme using two rela
tively thin KDP crystals. The results shown 
in Fig. 7-5(a) agree closely with theory us

ing the serniempmcal model of the Argus 
beam. 

Quadrature second-harmonic conversion 
efficiency was measured using the same 
two crystals by simply rotating the second 
crystal 90° about the beam direction and 

Fig. 7-2. Conversion 
efficiency of two 1.4-
cm-thick crystals of 
KDP arranged in 
quadrature. 
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Fig. 7-4. Argus beam 
profile used in 
harmonic-generation 
experiments. The 
deeply modulated 
beam at high intensity 
is illustrated at three 
exposure levels. 

Fig. 7-5. Comparison 
of experiment and 
theory. <a) Tandem 
SHG.'(b) Quadrature 
SHG. (c) Cascade 
THG. 

aligning it to the second-harmonic phase-
matching angle. These data are compared 
with quadrature SHG theory in Fig. 7-5(b). 
Quadrature second-harmonic data agree 
closely with the plane-wave model over our 
intensity range because the conversion effi
ciency does not roll over at the higher-than • 
average intensities found in the rings 
present on the laser spatial profile. 

The cascade third-harmonic conversion 
efficiency was measured using the same 
two crystals by rotating and tilting the two 

crystals together as a unit. The data shown 
in Fig. 7-50") a r e compared with theory for 
third-harmonic generation (THG), where 
we are using the same semiempirica] beam 
model we used for analyzing the tandem 
second-harmonic experiments. For the third 
harmonic, conversion-efficiency rolloff with 
increasing intensity is a result of back-
conversion of the high-intensity rings. 

Our experiments confirmed an under
standing of harmonic generation and dem
onstrated the great flexibility of the 
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quadrature scheme. The range of intensities 
experiencing high conversion efficiency is 
broad and, thus, allows for efficient opera-
ion over a large operating range of Nova. 

Novette Harmonic Generation with 
KDP Crystal Arrays. Providing multiple-
wavelength target-irradiation capability for 
our Nova and Novette systems requires 
harmonic generation at a 74-cm aperture. 
However, single nonlinear KDP optical 
crystals of this size have yet to be grown 
and are not likely to become available in 
time for either Novette or for Nova activa
tion in 1985. To overcome crystal-size limi
tations, we have developed and tested KDP 
crystal arrays. 

The arrays consist of a matrix of KDP 
crystal segments placed edge-to-edge and 
mounted between two windows in an 
index-matching fluid-filled housing, as indi
cated schematically in Fig. 7-6. The great 
advantage of the array is that it provides 
harmonic-generation capability at arbitrarily 
large apertures, even though individual 
crystal-segment size may be restricted to a 
small fraction of the desired aperture. 

To be effective, however, a crystal array 
must satisfy three unique performance re
quirements. First, all crystal segments must 
be properly oriented at the angle for cor
rectly phase-matched harmonic generation 
such that the array produces frequency-
conversion efficiencies that are as close as 
possible to a single crystal of the same total 
aperture. This requirement places strict ori

entation tolerances on the crystal segments 
and requires good dimensional accuracy on 
both crystals and assembly hardware if 
complex individual-alignment adjustments 
for each segment are to be avoided. 

Second, the array must produce and 
maintain a good optically transmitted figure 
while minimizing the nonlinear self-
focusing (B-integral) contribution from the 
windows. Nova output intensities require 
relatively thin (90- by 4-cm thick, 22:5 
aspect ratio) windows to control the 
B-integral. 

Third, the gaps between crystals in the 
array matrix should obscure as little of the 
incident beam as possible to reduce inser
tion loss and should minimize the produc
tion of undesirable diffraction fringes arising 
from amplitude and phase discontinuities in 
this region. 

Two prototypes were designed, con
structed, and tested for optical performance 
and frequency-conversion efficiency. Both 
prototypes were subjected to a series of op
tical performance tests, with the following 
results 
• Both arrays produced 70% energy-

conversion efficiency to the second har
monic at high power (from 2 to 
3 GW/cnr) on the Argus laser system. In 
both cases, 12.6-cm-diam 2u> beams of 
uniform overall intensity were generated, 
confirming that each crystal segment par
ticipated equally in the conversion 
process. 
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Table 7-1. Specifica
tions and results for 
1< prototype KDP 
crystals. 

Parameter 

• Applying a partial vacuum to the housing 
interior produced good transmitted-
wavefront figures for both arrays in spite 
of the high-aspect-ratio (22:5) windows. 

• Strong diffraction observed from the 
intercrystalline gaps will require 
apodization of the input beam to avoid 
damage to subsequent optical elements. 
KDP Orientation and Finishing. To 

evaluate the feasibility of meeting the per
formance requirements just described, we 
built and tested smaller-aperture prototype 
arrays. The prototypes were designed to 
contain nine 5- by 5- by 1.87-cm KDP crys
tal segments in a 3 X 3 matrix arrange
ment. Providing crystal segments for the 
prototype required that precise dimensional 
and orientation tolerances be maintained for 
each segment. To fabricate the individual 
crystals with the required precision, we em
ployed a combination of laser orientation 
and diamond machining. A total of 14 5-cm 
segments were processed; subsets of 9 were 
then selected for testing in the prototype 
arrays. 

The laser-orientation setup used to mea
sure the crystals' phase-matching direction 
with respect to their surface normals was 
described in detail in the 1980 Laser Program 
Annual Report.1 This setup is capable of 

Specification Results 
Length and width 
Thickness 
Transmitted wavefront 
at 0.6328 pm 
Phase-matching angle, Q 
Face to edge 
Edge to edge 
Parallelism 

±0.1 mm 
±0.005 mm 

X/2 
±60 iaad 
±300|ir»d 
±50 jinri 
±50joad 

±0.004 mm 
±0.001 mm 

0 to 30 (trad 
50 to 150 firad 
25 to 150 (trad -
10to*0firad 

determining orientation angles to within 
± 10 prad, well within our tolerance of 
± 30 ̂ rad for orientation of the prototype-
array segments. 

The procedures for diamond machining 
KDP crystals were also described in the 
1980 Laser Program Annual Report.1 The ba
sic machining operation employed is a "fly 
cut," whereby the work piece (KDP crystal 
in our case) is held against a flat (vacuum-
chuck) reference surface and then translated 
across a rotating single-point cutter in a di
rection perpendicular to the cutter-spindle 
axis of rotation. Figure 7-7 shows KDP crys
tal angular-tuning curves before and after 
orientation and diamond machining. The 
expected dependence for second-harmonic 
output power vs angle 0 is observed, with 
the location of the crystal-surface normal 
indicated by the fiducial. Before processing, 
the phase-match direction (peak of the tun
ing curve) was displaced from the surface 
normal by -5.539mrad (-0.32°). After 
processing, the surface-normal and phase-
match directions are identical to within ex
perimental error. The dimensional, angular, 
and orientation accuracies obtained for the 
14 prototype KDP crystals are summarized 
in Table 7-1. 

The successful fabrication of the crystals 
into virtually identical segments was a di
rect result of the exceptional precision avail
able from both the laser measurement and 
the diamond-turning machine. The results 
in Table 7-1 would have been difficult, if 
not impossible, to achieve with conven
tional crystal-finishing techniques and rep
resent a key step in the successful 
development of large-aperture crystal 
arrays. 

Fig. 7-7. Effects of ori
entation and machin
ing on KDP crystal 
angular-tuning curve, 
(a) Before (bl After. 
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Prototype Array Design and Construc
tion. We designed, built, and tasted two 
•'ersions of the array at a 15-cm aperture. 
Jnce again, each version contained nine 
precision-fabricated 5- by 5- by 1.87-cm 
KDP crystal segments arranged in a 3 X 3 
matrix. These prototype arrays were de
signed to test different methods of achiev
ing the three unique performance 
requirements (see "Novette Harmonic Gen
eration with KDP Crystal Arrays," above). 

Alignment of the crystal segments in the 
fluid-filled cell was achieved by minimizing 
mechanical clearance between the crystals 
and the windows to limit any rotation 
about the sensitive crystal axis. A fluid gap 
of 10 jim per side mechanically limited crys
tal rotation to about 400 firad in the proto
type arrays. In addition, the fluid film itself 
constrained the crystals by limiting the ob
served rotation to about 175 jirad. This an
gular misalignment did not have substantial 
impact on the second-harmonic energy-
conversion efficiency for either "egg crate" 
or "close-packed" crystal arrays (see Fig. 
7-8). Theory and data were in good agree
ment and demonstrated that both 
multielement arrays approached the perfor
mance of a single crystal with equivalent 
aperture. The Nova and Novette arrays will 
constrain the crystal segments to a maxi
mum rotation of 30 jirad, as dictated by 
possible use of the arrays to generate 3u. 

The requirements for both minimum 
array-window thickness and good optical 
figure necessitate careful mounting to mini

mize stresses on the windows. The index-
matching fluid must be contained by the 
window and mount, so that conventional 
sling or pad supports are not applicable. 

The hydrostatic load on the windows 
from the index-matching fluid causes the 
windows to deflect outward from the cell, 
thereby causing substantial wavefront error 
in the laser beam. In the prototype array, 
maximum deflection was calculated to be 
3.0 nm, using the SAP4 finite-element code. 
For the 90-cm-diam, 4-cm-thick windows 
that will be used on the 74-cm-aperture ar
ray, the code predicts a maximum deflec
tion of about 50 Mm. The code prediction 
and measured deflection of the prototype-
array window show good agreement (see 
Fig. 7-9) and suggest that our theoretical 
models can be used with confidence to pre
dict optical performance of the crystal array 
at the 74-cm Nova and Novette aperture. 
We have also investigated the application of 
a partial vacuum between the array win
dows, using the resulting atmospheric pres
sure load to balance the hydrostatic load. 

The first prototype array used an internal 
egg-crate support structure, within which 
individual crystals were nested (see Fig. 
7-10). The egg crate was fabricated to be 
slightly thicker (20 /um) than the crystals 
and was lapped flat and parallel. 

The second prototype version employed 
the same nine crystals in a close-packed ar
rangement, with the crystals simply stacked 
edge-to-edge between the windows (see 
Fig. 7-11). In this case, there was no 

~ — 1 — 
(b) 1 1 | 1 | 1 _ 
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Fig. 7-8. Second-
harmonic energy-
conversion efficien
cies, (a) Egg-crate 
array, (b) Close-
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KDP segments nested B ^ ^ ^ ^ ^ ^ ^ M B Calculated maximum deflection = 3.0 ^m 
between egg-crate bars Interferogram 633-nm double pass 
in a honeycomb Pressure = 1 atm 
arrangement. Measured deflection = 3.2 s 0.6 ;im 

the windows. Analysis of the resulting in-
terferograms indicated that window sealing 
and mounting techniques used in the proto
type arrays contributed substantially to the 
optical distortion. We have developed a seal 
that is vacuum fight to ] X 10~8 cm3/s at 
STP of helium, is chemically resistant to the 
index-matching fluid, and yet leaves the 
window distortion-free after mounting. We 
believe the seal will facilitate better registra
tion of the windows on the egg-crate or on 
the crystals and result in less optical distor
tion on the windows. 

Code calculations indicate that window 
deflection in the 74-cm-aperture arrays will 
be less than 0.5 um when the vacuum-
balancing technique is applied to a full-
scale egg-crate structure. The egg-crate 
structure minimizes any stresses placed on 
the crystals and stiffens the entire array, 
much as a honeycomb core stiffens aircraft 
components. Because the egg crate will ob
scure from 3 to 5% of the beam area in the 
74-cm array, a mask will be required to pre
vent direct irradiation of egg-crate webs and 
to reduce diffraction from crystal edges. 

Conversion Efficiency and Beam Qual
ity. Energy-conversion efficiency for the / 

separate internal support structure to ob
scure the beam, but the crystals themselves 
became structural elements of the assembly. 

In both cases, window deflections and re
sulting optical distortion were reduced by 
the application of a partial vacuum between 
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egg-crate and close-packed prototype arrays 
was measured in a series of experiments on 
'he Argus laser north arm. Figure 7-8(a) 

> hows 2u> energy-conversion efficiency vs 
la input intensity for 20 high-power shots 
on the egg-crate array. The theoretical con
version curves (bottom three curves) ac
count for the misalignment of the 
individual segments and also incorporate 
the spatial-distribution spectrum of the in
put beam. The three curves plotted are for 
the relative alignment of the central ray 
with respect to the ideal phase-match direc
tion. For our analysis, insertion loss due to 
the egg-crate obscuration (~14%) has been 
removed to permit comparison with the 
equivalent (18.7-mm-thick) single-crystal 
performance (top curve). Fresnel losses due 
to surface reflections on the uncoated input 
and output windows were not backed out; 
i.e., theoretical and experimental efficiencies 
would be about 8% higher with anti-
reflective (AR) coated windows. The vertical 
error bar represents the energy imbalance in 
the calorimeters. The data boxes were plot
ted conservatively by assuming that all the 
energy not accounted for was at the funda
mental wavelength. The horizontal error 
bar arises from uncertainties in the input 
beam area. 

Figure 7-8(b) is a plot of 2a conversion 
efficiency vs la input intensity for the 
close-packed array. In this case, the ob
scuration loss was negligible (~0.1%). Fres
nel losses, individual-segment misalign
ment, and energy and intensity errors were 
treated in the same manner as for egg-crate 
data. 

Our results indicate that, after subtracting 
Fresnel and egg-crate insertion losses, both 
arrays produced conversion efficiencies ap
proaching 70%. More importantly, even 
though they consisted of an assemblage of 
individual crystal segments, both arrays 
closely approached the performance of an 
equivalent single crystal. 

Array Optical Distortion. Prior to high-
power conversion tests, both arrays were 
tested for their transmitted wavefront on a 
6-in., 0.633-nm Twyman-Green interferom
eter. Test results are summarized in Figs. 
7-12 and 7-13. 

Figures 7-12(a) and (b) are double-pass 
^erferograms showing the transmitted 

wavefront obtained initially with the egg-
crate array at 1 arm. A combination of 
hydrostatic-loading effects of the index fluid 
and window-clamping stresses produces the 
distorted optical figure shown. The 22.5-cm-
diam by 1.0-cm-thick windows used in the 
assembly had an aspect ratio similar to that 
(22:5) anticipated for the 4.0-cm-thick win
dow on the full-aperture arrays. 

Figures 7-12(c) and (d) are the cor
responding interferograms with a slight 
(0.033 arm) vacuum applied to the fluid-
filled center section of the array. With the 
vacuum, a substantial improvement in the 
wavefront resulted. Improved window-
mounting techniques and a modified egg-
crate support with better flatness, all 
presently in progress, are expected to result 
in further improvements in these wavefront 
figures. 

Figure 7-13(a) is the interferogram for the 
close-packed array at 1 arm. It shows 
clamping and hydrostatic-loading stresses 
similar to those observed for the egg-crate 
array. With a slightly higher (0.1 arm) vac
uum applied, we again observed a substan
tially improved optical figure, as illustrated 
in Figs. 7-13(b) and (c). As in the egg-crate 
case, modified window-mounting tech
niques are expected to improve the optical 
figure. Phase jumps observable between 

Fig. 7-11. Photograph 
of close-packed proto
type array with 5- by 
5-cm KDP segments 
stacked edge on edge. 
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Fig. 7-12. <a)and(b> 
Transmitted 
wavefront (0.633 Mm, 
double-pass) of the 
egg-crate array at 1 
atm. (c) and (d> Cor
responding interfero-
grams with 0.033-atm 
vacuum applied to the 
arra\ interior. 

Fig. 7-13. Transmitted 
wavefronts 10.633 iim, 
double-pass) of dose-
packed array with dif
ferent pressures 
applied to the array 
interior, (a) At 1 atm. 
(b) and (c> At 0.1 atm. 

some of the segments appear as discontinu
ities in the fringe pattern. These jumps arise 
from crystal-thickness variations and are 
partially responsible for the diffraction ef
fects discussed below in conjunction with 
Figs. 7-14 and 7-15. 

Near-Field Beam Quality. Figures 7-14 
and 7-15 are near-field photographs of the 
12.6-cm-diam second-harmonic output 

beams from the egg-crate and close-packed 
prototype arrays. These photographs show 
that all of the segments are sufficiently , 
aligned to produce 2OJ outputs and that the^ 
arrays are behaving, to a first approxima
tion, as single crystals. Photographs taken 
at high power (1.2 GW/cm2) and low power 
(100 MW/cm2) exhibited similar 
characteristics. 
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The small irregularities observable near 
the edges of the middle-crystal segment in 
cig. 7-14 were generated when a reflection 
.om the camera-filter glass was inadver

tently back-reflected onto the metal egg-
crate bar. The relative uniformity of the 
beam from segment to segment in Fig. 7-15 
confirms that all these crystals were accu
rately aligned and participating equally in 
the conversion process. The qualitative dif
ferences in the gap diffraction patterns arise 
from differing phase jumps between crys
tals. A smeared outline indicates a close 
match in phase; a strong, dark band in the 
gap region indicates a substantial phase 
change. 

Calibrated microdensitometer scans of 
these near-field photographs showed that 
diffraction ripples with approximately 2:1 
peak-to-average intensity ratios were gener
ated from the crystal gap regions :n both 
test arrays. Diffraction effects resulting from 
amplitude and phase discontinuities in the 
gap region will require apodization of the 
input beam in the gap region to restrict rip
ple amplitude and spatial frequency to ac
ceptable levels. 

Crystal-Mounting Stress. To evaluate 
the extent of strain birefringence resulting 
from mounting stresses that might be 
present in crystal segments, we examined 
both arrays in an optical polariscope. As 
hoped, the egg-crate array exhibited no 
measurable strain-induced birefringence in 
any of the segments, indicating that the 
egg-crate matrix had effectively held the 
crystals in a strain-free condition. 

The dose-packed array segments did ex
hibit observable local-strain effects. Local 
strains occurred on a few crystal comers 
and edges. Their magnitude, from 2 to 
5 ran/cm, and limited spatial extent were 
not sufficient to adversely affect conversion 
efficiency (as borne out by the Argus ex
periments). However, strain effects point 
out the potential risk of crystal breakage in 
the dose-packed array should local strains 
become too large. In our case, local strains 
remained below material-strain limits of 
KDP, but will have to be carefully consid
ered for the large-aperture array. 

Apodization. Diffraction fringes from the 
egg-crate and dose-packed arrays and from 

• "V egg-crate support structure produce un

desirable modulation on the harmonically 
converted beams. After undergoing nonlin
ear intensification in the subsequent target-
focusing optics, the modulation of the beam 
can significantly reduce the focusability of 
the beam and raise peak optical intensities 
above the damage threshold for coated 
optics. 

Our solution to this problem has been to 
design a "soft apodization" mask. By gener
ating phase-scrambling optically diffuse 
stripes that are sperifically contoured, the 
crystal interstices are masked on the win
dows themselves. Theoretical simulations 
(using codes assuming that the diffuse 
stripes randomize the phases of the scat
tered light over a scale length that is small 
in comparison with stripe width) have 
given ur insights regarding optimum con
tour shapes of the strip boundaries. 

As shown in Fig. 7-16(a), for a suffiriently 
soft boundary, the diffraction-induced 
fringes almost entirely disappear. Fringes re
appear in Fig. 7-16(b) when a more abrupt 
boundary is generated. Both the theoretical 
simulations and diffraction experiments 
agree that it is the contour and scale length 

Fig. 7-14. Near-field 
photograph of 2u> out
put beam from egg-
crate prototype array. 
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Fig. 7-15. Near-field 
photograph of 2w out-
pul beam from dose-
packed prototype 
array. 

of the diffuse boundary that determines the 
magnitude of resulting diffraction fringes. 

A series of experimental measurements 
has confirmed the accuracy of our theoreti
cal simulations with regard to both 
diffraction-fringe visibility and the phase 
randomization of the diffracted waves. Our 
experimental measurements included 
• Apodization characteristics of the bound

ary contours that produce minimal fringes. 
• Evaluation of near-field and far-field dif

fraction phenomena as functions of 
apodizer boundary contour. 

• Optical-damage thresholds of the stripes 
at 1.06 jim and fluences of <10J/cnr in a 
1-ns pulse. 

• Testing and evaluation of appropriate 
techniques (acid etching, grinding, and 
bead blasting) to generate contoured dif
fuse stripes on optical substrates. 
Tests of a suitably contoured soft strip 

proved that the technique was capable of 
suppressing the very strong diffraction 
fringes originating from a wire crosshair 
placed in the probe laser beam. As a conse
quence of our work on soft apodization of 
harmonic crystal arrays, we anticipate that 
the optical performance of the resulting 
large-aperture harmonic-conversion crystal 

array for Nova and Novette will be com
parable to that of a monolithic KDP crystal, 
less any obscuration losses produced by the-
apodized intercrystalline gaps. 

Authors: D. Eimerl, M. A. Summers, B. C. 
Johnson, J. D. Williams, and G. J. Linford 

Major Contributors: R. L. Combs, E T. 
Marchi, J. E. Murray, S. Warshaw, and 
B. W. Woods 

Damage Studies 

Introduction. The primary responsibility of 
the laser-damage group is to provide com
ponents with damage resistance adequate to 
allow for successful operation of 
• The Nova laser. 
• The KDP crystal array needed for genera

tion of 2u> and 3w from the ft idamental 
(lu) Nova output. 

• Lenses and windows needed to deliver 
beams of all three frequencies to fusion 
targets. 

To meet our responsibilities, we studied 
damage induced by lco, 2u>, and 3u laser 
pulses. We continued to operate the 0.248-
nm KrF laser-damage experiment and to 
complete 0.248-Mtn experiments that were 
started in 1980 because results of 0.248-^m 
experiments are instructive in the section of 
materials for use at 3oi. 

At la>, a major improvement was made 
in AR films. In collaboration with Schott 
Optical Glass, Inc. (Duryea, Pa.), we found 
that neutral-solution processing2-1 of com
mon borosilicate (BK) glasses produced AR 
surfaces whose damage thresholds4 were 
more than twice the thresholds of conven
tional vacuum-deposited AR films. Applica
tion of neutral-solution processing to laser 
optics was remarkably straightforward. We 
treated 20-cm-diam lenses without loss of 
surface figure and successfully used a proto
type lens on the Shiva laser. BK glasses 
treated by neutral-solution processing 
should provide damage-resistant transmis-
sive components for both \w and 2w fre
quencies of Nd:glass lasers. 

Unfortunately, most BK glasses exhibit 
linear or nonlinear absorption of intense 3< 
beams. Such absorption might, however, L 
acceptably low in thin layers of glass. Thus, 
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we tested two types of graded-index AR 
films etched into glass layers that had been 
•ieposited on silica substrates from liquid5"9 

alutions. Layers of lead silicate glass were 
fabricated and etched by Owens-Illinois, 
Inc.; several multicomponent BK layers 
were prepared10 and etched by Battelle Lab
oratories (Columbus, Ohio). 

At lu>, damage thresholds of the etched-
glass layers on silica were comparable to 
damage thresholds of etched surfaces on 
bulk-phase-separated glass. At 3w, thresh
olds of the glass surface layers were one to 
three times greater than thresholds of 
electron-beam-deposited AR films. There
fore, use of glass layers deposited from liq
uids appears to be a promising technique 
for producing damage-resistant 3u> transmis-
sive optics, although much more develop
mental work remains to be done. 

We continued our study" of damage in 
KDP, which is the only harmonic-
generation material presently available in 
the sizes needed for Nova. After numerous 
KDP crystals have been tested, the inclu
sions that cause internal damage remain 
unidentified. However, we have found'2 

that the damage resistance of the crystals 
can be increased by subjecting them to re
peated low-fluence laser irradiation. Dam
age thresholds of laser-hardened crystals 
should satisfy Nova requirements. 

We operated the ILS laser throughout the 
year as a source of 3o> pulses, and, in Sep
tember, we also converted the Cyclops laser 
to 3a. Most of our time on these lasers was 
spent in studies of nonlinear absorption in 
glasses and index-matching liquids and in 
initial measurements of nonlinear refractive 
indexes at 3o>. A few damage measurements 
were made to improve 3u> thresholds. In 
general, at 3a> and 0.6 ns, thresholds of con
ventional reflective and antireflective 
coatings remained at 2 to 3 J/cm2 through
out the year. 

We continued to operate the KrF laser-
damage experiment. Thresholds for ap
proximately 100 coatings from 11 vendors 
were measured14 to establish baseline 
thresholds at 0.248 jim and 20 ns. A major 
study1 5 showed that scandium oxide is an 
attractive high-index component for 0.248-
(im films. Numerous coating materials are 
Ming tested at 0.248 Mm, and those that 

JW promise of UV-compatibiBty will be 
evaluated at 0.355 nm. 
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Neutrai-Soiution Processing of AR 
Films. Schott Optical Glass, Inc., developed 
a neutral-solution-processir.g procedure 
wherein AR films are formed on polished-
glass surfaces on homogeneous BK 
glasses.2,3 The glasses are immersed in a so
lution that leaches some constituents from 
the glf\ss to form a low-index microporous 
layer. Some gradation of the refractive in
dex in the altered-surface layer is provided 
through partial etching, which increases the 
size of those pores formed nearest the glass 
boundary. Thickness of the microporous 
layer depends upon duration of immersion. 

We studied4 AR surfaces formed by im
mersing BK-10 and BK-7 in a solution of 
0.034 M NaHAs0 4 and 1.3 X HT 3 M A1+3 

in distilled water at 87°C. Surface reflectiv
ity (%) as a function of wavelength for a 
BK-7 sample leached for 39 h is shown in 
Fig. 7-17. The reflectivity spectrum is similar 
to that exhibited by a surface bearing a 

Fig. 7-16. Apodization 
effects on near-field 
intensify profiles, <al 
A gradual (soft) trans
mission contour. (b> A 
sharper (hard) gradi
ent contour. 
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homogeneous low-index layer with an opti
cal thickness of d = 0.250 fan. For the 
homogeneous layer, reflectivity minima 
occur at wavelength X such that mX/4 = d. 
A maximum, where reflectivity equals that 
of the bare substrate, occurs at X = 2d. For 
the neutral-solution-processed surface, 
which was designed to produce minimum 
reflectance at X = 1.06 jim, there was a sec
ond minima at X ss 0.35 nm and a maxi
mum at X a: 0.53 ium. However, at the 

Fig. 7-17. Reflectance 
spectrum of BK-10 
glass before and after 
neutral-solution 
processing. 

Fig. 7-18. Laser dam
age thresholds for 
leached AR surfaces of 
BK-7 and BK-10 glass 
prepared by neutral-
solution processing 
and tor conventional 
multilayer AR 
coatings. 

10 

a e 

— i — i — i — r 
Multilayer AR coating 

4 6 8 10 12 

Surface-damage threshold (J/ciiiz) 

maximum, the reflectivity was much less 
than that of the untreated substrate. The re
duction of reflectivity at the maximum 
demonstrates the partial gradation of indejl 
in the low-index layer formed by neutral-
solution processing. Gradation of iiidex 
causes a reduction of reflection that is inde
pendent of wavelength. 

Figure 7-18 shows laser-damage thresh
olds (for lw, 1-ns pulses) of several BK-10 
and BK-7 surfaces prepared by neutral-
solution processing and of several conven
tional multilayer thin-film AR coatings pre
pared by electron-beam deposition. The 
median damage threshold for neutral-
solution-processed surfaces is more than 
twice that for conventional films. 

For two DK-7 surfaces prepared by 
neutral-solution processing, thresholds were 
measured with lw pulses having durations 
of 1, 3, 6, 9, or 20 ns. Each surface on each 
sample was tested twice, once as an en
trance surface and once as an exit surface. 
The surface-damage thresholds measured in 
a!' four tests are shown in Fig. 7-19. Within 
experimental uncertainty, entrance and exit 
thresholds were equal at all pulse durations. 
Functional variation of threshold as the 
square root of pulse duration is illustrated 
by the agreement between the data and the 
square-root function (solid line) in Fig. 7-19. 

The neutral-solution process was readily 
scaled to provide AR films on actual laser 
components. Whereas typical etching of 
glass in caustic acids proceeds rapidly and 
is difficult to control, the slow treatment of 
glass in an almost neutral solution is easily 
controllable. Films have been formed on 
components 20 cm in diameter without al
teration of surface figure. A spatial-filter 
lens prepared by neutral-solution processing 
was used on the Shiva laser. The surfaces 
are more fragile than those coated with 
hard, multilayer oxide films but are more 
durable than etched surfaces of phase-
separated glass and can be cleaned by con
ventional techniques. 

We have recently determined that thresh
olds for surfaces prepared by neutral-
solution processing can usually be increased 
by first irradiating the focal area at fluences 
below the single-shot-damage threshold. 
Study of this process is continuing to deter
mine an optimum and reliable irradiation, 
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procedure and the maximum threshold 
increase. 

Sol-Gel Coatings. Layers of noncrys
talline inorganic oxides can be deposited on 
glass surfaces by the sol-gel5"9 process. The 
layers can be phase-separated and etched to 
produce AR surfaces similar to those 
formed, by etching surfaces of bulk-phase-
separated glasses. 

The sol-gel process consists of polymer
ization of a viscous liquid sol of alkoxy-
silane with other metal alkoxides or metal 
salts in alcohol solutions to form a transpar
ent elastic gel that can be applied to glass 
surfaces. Residual organic material is driven 
off by heating to leave a microporous layer. 
The pores can be eliminated, if desired, by 
further heating to form a glass-like material. 

S. P. Mukherjee10 of Battelle Laboratories 
prepared films of sodium borosilicate 
glasses on silica substrates, and Thomas 
Hahs of Owens-Illinois, Inc., prepared films 
of a lead borosilicate glass on both BK-7 
and fused-silica substrates. Damage testing 
of some Owens-Illinois samples remains to 
be done. Figure 7-20 compares la, 1-ns 

damage thresholds of 15 Battelle sol-gel 
films with thresholds of 23 conventional, 
multilayer thin-film AR films. The median 
threshold for sol-gel films is about four 

Fig. 7-19. Damage 
thresholds of neutral-
solution-processed 
BK-7 surfaces as a 
function of pulse 
duration. 

Multilayer AR coating 

1M, 1-ns 

Sol-gel coatings 

Fig. 7-20. Damage 
thresholds of sol-gel 
and conventional AR 
films. 

8 12 16 
Damage threshold (J/cm2) 

24 
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Fig. 7-21. Histogram 
of one-on-one KDP 
bulk-damage thresh
olds measured with 
lav 1-ns pulses. 

times greater than the median threshold of 
conventional films. 

The reflectivity of etched sol-gel films 
varied greatly both from site to site on a 
given sample and from sample to sample. 
Considerable developmental work will be 
required to produce uniform sol-gel 
coatings that are useful for laser applica
tions. Nevertheless, sol-gel films are one of 
our most promising prospects for providing 
damage-resistant UV-compatible AR films. 

KDP Crystals. When KDP crystals are ir
radiated by 1«, 1-ns laser pulses of high 
fluence, isolated damage centers" are pro
duced in the bulk of the crystal. We have 
tested12 more than 100 crystals using our 
usual procedure of irradiating each focal 
volume only once (one-on-one tests). The 
crystals were grown by five manufacturers 
and were tested during an attempt to iden
tify the source of inclusions that cause dam
age. A histogram of measured bulk-damage 
thresholds in Fig. 7-21 shows that the me
dian damage threshold is 7 J/cm2. No firm 
correlations between parameters of growth 
conditions and damage thresholds were 
found, and the inclusions remain 
unidentified. 

6 8 10 12 14 

Bulk-damage threshold (J/cm2) 

We did find that thresholds could be in
creased by baking the crystals and that 
damage resistance of a given focal volume 
could be increased by subjecting that focal' 
volume to repeated laser irradiations (n-on-
one experiments) at fluence levels below 
the one-on-one threshold.12 The effects of 
baking and laser-hardening are somewhat 
cumulative, as shown by the histograms in 
Fig. 7-22. For these treatments, one-on-one 
thresholds are given for unbaked crystals 
[see Fig. 7-22(a)] and for subsets of the 
same crystals after baking in air for 24 to 
96 h at three temperatures [see Figs. 7-22(b), 
(c), and (d)]. Figure 7-22 also gives n-on-one 
thresholds measured on a few sites of each 
crystal. The process of baking at 140° or 
165°C followed by laser hardening pro
duced crystals with thresholds greater than 
those obtained by other baking and irradia
tion sequences. 

At lw, measurements of bulk-damage 
thresholds for two crystals (see Fig. 7-23) 
demonstrated that laser-hardening of 
thresholds occurs at all pulse durations be
tween 1 and 20 ns. 

We also measured the bulk-damage 
thresholds of three KDP crystals at wave
lengths other than lu. One crystal was 
damaged at lw and 2OJ. Two other crystals 
were tested at lu and 3u>. Damage thresh
olds were the same at loj and 2w and were 
25% lower at 3ui than at la>. Laser harden
ing at wavelengths other than lu> has not 
been attempted. 

We recommend, therefore, that KDP crys
tals be baked for 24 h or more at 140°C. 
The baking temperature must be well be
low 180°C to avoid a phase change that ru
ins the KDP crystal. Irradiation should 
begin with a sequence of low-fluence-level 
laser pulses (less than 3 J/cm2 at 1.0 ns) that 
eventually increases to the desired operat
ing fluence. 

Damage Studies at 0.355 and 0.24S (im. 
To support development of fusion lasers 
operating at frequencies less than lco, we 
continued to upgrade the KrF facility13 for 
testing with 0.248-/um, 20-ns pulses and to 
use the ILS facility13 for testing with 0.355-
(im, 0.6-ns pulses. Thresholds were mea
sured for a large number of highly 
reflective (HR), antireflective, and single-
layer films; for oxide films deposited from-
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liquids, and surfaces prepared by neutral-
solution processing; and for bare, polished 
surfaces of UV-compatible solids. 

/At 0.248 tan, we tested 1 4 ' 5 numerous HR 
and AR samples supplied by 11 commercial 
and research institutions. Test results are il
lustrated in Figs. 7-24 and 7-25 and are 
summarized in Table 7-2. Thresholds for 
both HR and AR coatings exhibited similar 
trends. The commercial samples, many of 
which had been used on LLNL lasers for 

several years, had generally low thresholds; 
only a few exceeded our goal of 5 J/cm2. 
Research samples that were produced to 
improve thresholds had varied quality. HR 
films made by sputtering had low thresh
olds. In an extensive study15 to evaluate use 
of scandium oxide as a high-index film, we 
found that Sc2(VlvlgF2 HR films with MgF, 
overcoats and Sc 2 0 3 /Si0 2 AR films with 
SiOz undercoats had thresholds that consis
tently exceeded 5 J/cm2. 

(a) As grown 
1 i ' • Unbaked 

5 

1 I f f 

M 2 

• • 
Laser-hardened 

Baked 

M, - Median for single laser 
irradiation (1-on-1) 

M 2 = Median for repealed laser 
Irradiation (n-on-1) 

I I 1 I f f 
iffittna -

M 2 

• • 
Laser-hardened 

Baked 

M, - Median for single laser 
irradiation (1-on-1) 

M 2 = Median for repealed laser 
Irradiation (n-on-1) 

I I 0 1 I f f * n.^ 

M 2 

• • 
Laser-hardened 

Baked 

M, - Median for single laser 
irradiation (1-on-1) 

M 2 = Median for repealed laser 
Irradiation (n-on-1) 

I I 

Fig. 7-22. Histograms 
of bulk-damage 
thresholds with lu>, 
1-ns pulses for un
baked and baked KDP 
crystals given single 
or repeated laser 
irradiation. 
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Fig. 7-23. Dependence 
of one-on-one and n-
on-one bulk-damage 
thresholds on pulse 
duration for KDP 
crystals. 

We also used 0.248-ftm, 20-ns pukes to 
measure surface and bulk thresholds for 
several UV-transmitting glasses and crystals. 
Lithium fluoride, in its crystalline form or in 
a multicrystalline form obtained by hot-
press forging, had bulk and surface thresh
olds exceeding 20 J/cm2. Fused silica had 
good bulk-damage resistance, but its 
surface-damage threshold appeared to be 
highly dependent upon the polishing proce
dure. Use of cerium oxide polishing com
pounds may produce surfaces that are 
highly absorptive at 0.248 ton. 

1u pulse duration (ns) 
Tabic 7-2. Median 
laser-damage thresh
olds of thin-Hlm opti
cal coatings at 0.248 
Jim and 20 ns. 

Sample 
type 

HRttMhold HRmaabtr AR threshold ARnumber 
Ota**) a*td GVcrn2) latcd 

Commercial M V 
Sputter deposited 
E-be—i % ^ i ) 

12 

MS 

4* . M 

33 

« 

S.4 

19 

Films and surfaces of several types were 
tested with 0.355-nm, 0.6-ns pulses. AR 
films consisting of Si0 2 in combination with 
Zr0 2, Hf0 2, Ta 20 5 , or Sc 2 0 3 had thresholds 
near 2.5 J/cm2, while HR films made with 
the same materials were damaged at 
3 J/cm2. AR films formed on BK-10 by 
neutral-solution processing had thresholds 
exceeding 6 J/cm . Thresholds from 2 to 
6 J/cm2 were measured on graded-lndex AR 
surfaces etched into glass layers, which 
were deposited on fused-silica substrates 
from liquid solutions. We found that the 
bulk-damage thresholds of KDP crystals 
were 6 to 7 J/cm2, or about 30% iess than 
the thresholds measured on the same crys
tals with loi, 1.0-ns pulses. 
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Optical Materials Research 

Introduction. The physical and spectro
scopic properties of optical materials used in 
fusion lasers limit performance and deter
mine operating conditions. Therefore, our 
program continues to (1) quantify param
eters of optical materials for fc laser de
signer and (2) determine the fundamental 
limitations of materials for high-power 
lasers. The latter research, which is broader 
in scope and of a long-range nature, is sup
ported by the Division of Materials Sciences 
of the DOE Office of Basic Energy Sciences 
(OBES). 

Specifically, our projects include 
• Studies of fusion-laser materials. 
• OBES-supported research on optical 

materials. 
• OBES-supported experiments on laser-

excited fluorescence in amorphous solids. 
Our two OBES programs and the program 
on "Damage Studies," above, complement 
the activities of the Fusion Laser Research 
and Development program element by ex
ploring phenomena that are basic for devel
oping improved optical materials. 

During 1981, we concentrated on ques
tions about optical materials for Nova and 
Novette and extended our studies of 
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features that are of importance for future 
fusion lasers. In both instances, the materi
als issues arose from the use of wave-

. Jengfhs shorter than lu, efforts to increase 
overall lasing efficiency, and the conse
quences of higher output power. For exam
ple, large arrays of nonlinear crystals used 
as harmonic generators for Nd:glass fusion 

sers require low-loss index-matching flu-
Fluids suitable for Nova and Novette 

oration have now been successfully 
^ntified. 
As the laser wavelength approaches one-

half the fundamental band-gap energy of a 
transmitting material, two-photon absorp
tion und two-photon-induced solarization 
become energetically possible. We quanti
fied absorption and solarization Josses in 
numerous optical materials under both the 
Fusion Laser Research and Development 
and the OBES programs. 

Another consequence of shorter wave
lengths is the increase in the nonlinear 
refractive-index coefficient, n2. To measure 
the wavelength dispersion of n2, we consid
ered the use of interferometric techniques 
(similar to those we used previously) and 
sensitive photorefractive techniques (of in
terest for studies on multiphoton-absorption 
processes). We demonstrated that time-
integrated fringe shifts recorded with a vid-
icon yield results comparable to those ob
tained with time-resolved fringe shifts. 
Therefore, several possible approaches for 
measuring n2 are now available. 

Efficient operation of large glass lasers re
quires extracting a significant fraction of the 
stored energy, and questions of saturation 
fluence and hole burning become increas
ingly important. Our measurements of the 
saturated gain for a number of Nd-doped 
phosphate glasses of interest for Nova 
show that phosphate glasses behave more 
homogeneously than other glasses we have 
studied. In addition, we have shown that a 
distribution of stimulated-emission cross 
sections exists not only because of spectral 
inhomogeneities but also because of spatial 
anisotropy and the random orientation of 
different laser ion sites in glass. Polarization 
dependence of hole burning and estimates 
of its effect on energy extraction can be de
termined from laser-induced fluorescence-

.f^e-narrowing (FLN) experiments using 
"-,.Jiarized light. Therefore, we now have 

.' u<m 
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Fig. 7-24. Laser-
damage thresholds of 
HR films. 

20 

15 

HO 
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| Nonundercoated research 
Undercoated research 
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0.248-Mm, 20-ns pulses 

10 
Damage threshold (J/cm2) 

procedures for surveying and quantifying F i 8- 7 " 2 5 - L a s e r -
the relative saturation behavior of different ^ ^ b K s h M s "* 
laser glasses. 

The threshold for laser action and the 
rate of stimulated emission are governed by 
the associated cross sections. Our 
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examination of spectroscopic properties of 
Nd-doped glass compositions now spans 
most of the periodic table and includes both 
oxide and halide glasses. Therefore, we 
have now extended our ability to predict 
bounds on stimulated-emission cross sec
tions and other spectroscopic and physical 
properties to include inorganic oxide and 
halide glass-forming systems. 

Although our empirical data base is large, 
a detailed understanding of the lasing 
characteristics of ions in glass requires, a 
knowledge of the microscopic nature of the 
local fields and interactions at the laser ion 
site. Our previous work has shown how the 
structure at a rare-earth (RE) site in glass 
can be successfully simulated using Monte 
Carlo and molecular-dynamics methods. 
Using simple models of the crystal field, we 
find that many of the observed compo
sitional variations in spectroscopic proper
ties can be predicted from simulated 
structures. 

With computer simulations, we discov
ered defect structures with unusual and 
time-dependent ion coordination numbers. 
These numbers may be associated with 
anomalies in the low-temperature properties 
and optical line widths in glasses reported 
during the past decade and attributed to the 
existence of different equilibrium ion con
figurations. We have, therefore, examined 
the effects of ligand motion on optical line 
widths and ion diffusion in glass based on 
computer simulations of simple fluoride 
glasses. 

To round out our investigations of laser 
glass, we have compared infrared and Ra
man spectra with vibronic spectra of RE 
ions and determined the relative value of 
different spectroscopies for studies of vibra
tions in glass. 

Our data on spectroscopic and physical 
properties of Nd-doped glasses, amassed 
prior to 1981, have been condensed and 
distributed in the form of a handbook. 'b 

During 1981, we prepared a second set of 
additions to this volume and completely 
updated the indexes and all summary tables 
and figures. In addition, data on Faraday 
rotator materials, which were also the sub
ject of earlier studies, have now been accu
mulated in a new handbook.17 Both 
handbooks have been distributed to 

workers in the areas of lasers and optical 
materials. 

Author: M. J. Weber 

Two-Photon Absorption and Solarization 
in UV Glasses. In 1981, we investigated 
nonlinear absorption and solarization in op
tical glasses that are of potential use in the 
UV region. By solarization, we mean an in
crease in the linear absorption coefficient, a, 
as a result of prior exposure to optical radi
ation. Attenuation of an optical pulse of in
tensity l(r,z,t) as it propagates through a 
material is described by the relation 

£ = - ( a + / s / + S l + s 2 ) ; , (2) 

where a and 0 are the one- and two-
photon absorption coefficients, and s, and s2 

describe one- and two-photon-induced so
larization, respectively. Hence, s, and s2 are 
of the time-integral forms 

s, (I) s c, f I(t)dt , (3) 

and 

s ; f / ) s f , | f'(l)dt , (4) 

where we have ignored the decay of ab
sorption terms by recombination. At room 
temperature, we have found the solarization 
in borosilicate glasses to be permanent; 
however, after a few hours at elevated tem
perature (>350°C), transparency can gener
ally be recovered. 

Our experiments are concerned with 
measuring the transmission, T, of a laser 
pulse of known intensity through a nonlin
ear absorber of length L, where 

I dt V'lurdrKr.L.t) 
r - ~ ^ • (5) 

dt licrdr I (r,0,t) 

Ignoring solarization terms and multiple re
flections, the solution to Eq, (2) has been 
used to evaluate T for four different f 
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spatio-temporal intensity profiles, and the 
results are collected in Table 7-3. The non
linear component of the transmission is 

. ..characterized by the parameter Q, defined 
in Table 7-3. These solutions are plotted in 
Fig. 7-26 for an arbitrary set of parameters 
a, 0, and L. 

At any intensity, the Gaussian-Gaussian 
pulse (Gaussian in space and time) exhibits 
the least nonlinear loss. Because the 
flat-square (flat in space, square in time) 
pulse exhibits the most nonlinear loss, it is 
preferred for measurements of nonlinear 
absorption. 

In 1981, we investigated nonlinear ab
sorption using both Gaussian-Gaussian and 
flat-square pulses. Due to laser availability, 
we used Gaussian-Gaussian pulses from 
the ILS laser. Our study was completed in 
1981 and is discussed below. Later we used 
flat-square pulses from the Cyclops laser 
for a refined measurement series that fo
cused on solarization behavior. 

Figure 7-27 illustrates the apparatus we 
used in early 1981. We frequency-tripled the 
single lai pulses of smooth spatial shape 
from the Nd:YAG glass ILS laser. At 3«, the 
0.60-ns pulses of up to 200 mj were sepa
rated from the parent pulses by dichroic 
mirrors. The pulses were then collimated to 
a 1/e-diameter of approximately 1.3 mm to 
generate intensities up to 25 GW/cm2. A lin
earized, calibrated Si vidicon, associated 
computer equipment, and an absorbing-
glass calorimeter were used to measure the 
peak intensity of each pulse with an abso
lute accuracy of ±25% or better. The trans
mission of each pulse through a sample 
was measured with an accuracy better than 
± 3% using linear vacuum photodiodes. 
The results from our computer-code solu
tions for transmission vs incident intensity 
were then used to extract the nonlinear 
transmission coefficient from the data. 

Relevant features of the samples are pre
sented in Table 7-4. Four borosilicate 
glasses were tested, two of which (BK-10, 
and BK-10* solarization-resistant) were de
signed for use in the UV region. The 
fluorophosphate (FK-54) sample showed 
general immunity to nonlinear loss, but, be
cause linear transmission in the UV region 
of our sample was poor, we defer discus-

fion of FK-54 until better samples are tested. 

Figure 7-28 shows measured transmission 
vs input intensity for the BK-10 sample. A 
yellow-brown track of color-centers, the 
spectrum of which is shown in Fig. 7-29, 
was generated in the sample by these 
pulses. The solarization was, in general, re
movable by overnight annealing in air at 
~350°C. Quantitative investigation of 

Thwjmtaion (torn Eq. (5) 
\TUY (-Q)"- 'n- 3 ' 2 , toQ<l 

Qf-'~] rf.v 

i Hat 

In(H-Q) 
" C 

, 1 
"1 + Q 

Table 7-3. Transmis- • 
sion through a one-
and two-photon 
absorber where 
T„ n = (1 -R)2e ' 

. _ 0<1 - R ) /(I -and Q = -

Fig. 7-26. Transmis
sion of laser pulses 
through a one- and 
two-photon absorber 
for four laser-pulse 
profiles. T 

1.0 T—r I I I T—i—r-f-T—i i | i i i i 

0.1 cm/GW 
a =0.001 cm" 1 

L = 1cm 

0 I—i—I—J L J I I I L 
4 6 

Input intensity (GW/cm2) 
" I S 

-I—I L 
10 
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Vacuum photodiodes 

Eo.80 

0.70 

0 = 0.0030 cm/GW 
0 = 0.0045 cm/GW 
0 = 0.0060 cm/GW 

1 shot per site 
L = 5cm 
* = 0.6 ns 
0 =0.0045 (±0.0015) cm/GW 

10 15 20 
Input intensity (GW/cm2) 

Fig. 7-28. Transmis
sion vs input intensity 
at 3u (or BK-10 glass. 

Fig. 7-29. Spectra. . . . • 
laser-induced color
ation (solarization) in 
BK-10 glass. 

» - I ' I ',') I ' J 

annealing effectiveness will be part of our 
later tests. 

Figure 7-30 shows the performance of 
fused silica. The minimal apparent drop in 
transmission in this 10-cm-long sample is 
smaller than the uncertainty in the data, al
lowing us to ascribe only an upper bound 
for B in this material. The upper bound (8 
< 0.0005 cm/GW) measured in our work is 
2.5 times smaller than that published by Liu 
et al. 1 8 The small value of 8 underscores the 
suitability of silica for high-intensity UV-
laser applications. 

The results for B along with UV-edge 
(0.1 cm - 1 ) positions are shown in Table 7-5. 
In all materials except silica, the two-photon 
energy (6.99 eV) exceeds the UV edge, and 
two-photon absorption is energetically ex
pected. However, the magnitude of 8 in 
these glasses is typically less than one one-
hundredth of that in small-band-gap 
alkali-halide crystals, such as KI (5.2 eV), 
Rbl (5.0 eV), or RbBr (5.4 eV), and from two 
to four times less than that1 8 in KDP and its 
family of isomorphs. Such comparisons of 8 
present a challenge to band-structure theory 
of crystalline and amorphous solids. , 
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Figure 7-31 shows calculated transmission 
based on the measured B of 0,0045 cm/GW 
"irough different lengths of BK-10 glass for 

to laser-pulse types. The nonlinear ab
sorption strength, though smaller than ex
pected, is still not favorable for the use of 
these glasses in high-intensity UV-laser 
applications. 

Thus far, all discussion has concerned 
data taken with one ;.hot per sample site. 
Figure 7-32 shows the transmission on 22 
sequentially numbered shots through the 
same site in a solarization-resistant BK-10 
sample. Also shown in Fig. 7-32, for pur
poses of comparison, is the experimentally 
determined transmission as a function of in
tensity for one shot per site (8 = 
0.010 cm/GW). After several shots at ~2.0 
GW/cm2, input intensity was reduced to 
~0.6 GW/cm2, and transmission did not re
turn to its initial value. This effect is two-
photon absorption induced solarization, 
described earlier in Eq. (2) with the term s2. 
The effect may pose as restrictive a limita
tion for the UV utility of these glasses as 
the magnitude of 8 itself. Therefore, we are 
beginning an investigation that will mea
sure two-photon absorption-induced so
larization with more precision. 

1.0 

I 0.9 

0 = 0.00090 cm/GW' 

• p = 0.00050 cm/G W-

P = 0.00010 cm/GW-

-•» «-

P = 0.00125 cm/GW 
(from Uu et el.1* 1 shot per site 

T = 0.6ns 
/3 s 0.0005 cm/GW 

5 10 

Input HansHv (GW/cm2) 
15 

Fig. 7-30. Transmis
sion vs input intensity 
at 3ui for 10-cm fused-
silica glass. 

Table 7-5. Measured 
two-photon absorp
tion coefficients at 3u>. 

Input intensity (GW/cm2) 

Fig. 7-31. Transmis
sion vs input intensity 
for BK-10 glass sam
ples of five different 
lengths. 
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Fig. 7-32. Transmis
sion losses with 22 3UJ 
laser shots fired 
through (he same site 
in solarization-
resistant BK-10 glass. 

Gain Saturation in Nd:Doped Laser 
Glass. We completed 1 9 measurements of 
saturation fluence in seven Nd:doped phos
phate laser glasses and in one sample of 
Nd:doped fluoroberyllate glass. Properties 
of the glasses are summarized in Table 7-6. 
Saturation of gain was observed while am
plifying well-characterized 1.053-/um pulses 
with durations of either 1.4 or 20 ns. For 
each shot, we measured the fluence into the 
test amplifier, £ i n , the output fluence, E m l t , 
and the small-signal gain G„. Saturation 
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fl'ience, E s, was then computed from these 
data by numerical integrations from the 
relation 2 0 

In G„ = dE 

•E. 1- 6E/a„ 
(6) 

where «„ is the gain coefficient, and 5 is a 
loss coefficient computed by attributing 
measured passive-transmission loss to 
uniform bulk absorption. 

Figure 7-33(a) shows output vs input 
fluence, and Fig. 7-33(b) shows saturation 
vs output fluence for Q-88 glass. These data 
are typical of outcomes for six other phos
phate glasses shown in Figs. 7-34(a) 
through (f). The saturation fluences mea
sured with 20-ns pulses were slightly 
greater than those measured with 1.4-ns 
pulses, and saturation fluence increased 
slightly with increases in output fluence. 2 ' 
For all phosphate materials, measured satu
ration fluences varied as the inverse of cross 
section. At £ ( ) l l l = 5 j / cm 2 , measured values 
of saturation fluence and cross section are 
related by the equation £„<r = k, with 15.8 
X 10 2 "J < k < 17.5 X K T 2 " J . 

Data for the fluoroberyllate-glass test am
plifier are given in Fig. 7-35. The B-101 ma
terial is not well developed and contained 
stria within the rod that distorted the satu
rating beam, thus increasing our experimen
tal uncertainty. For B-101 glass, the product 
Esu = 14.6 X 10 2" ] at £„„, = 5 J/cm 2 is 
slightly less than product values for 
phosphate-glass samples. 

The constant k is a measure of the effec
tive gain homogeneity of a material. In gen
eral, saturation fluence can be written as E s 

= * ("- Sw Sf £m< a n d *)/"• w n e r e Su a n d S\ 
are the degeneracies of the upper and lower 

•aatfhrtHaaiiBiai 
Table 7-6. Properties 
of phosphate- and 
fluoroberyllate-glass 
test amplifiers. 

Fig. 7-33. Output vs 
input fluence and 
saturation vs output 
fluence for Q-88 glass. 
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laser level, v is the laser frequency, E m is the 
fluence at which E s is measured, and t is 
the pulse duration. The dependence of E s 

upon E m arises from hole burning in the 
ensemble of excited states. Saturation 
fluence can depend on the laser-pulse dura
tion if f is less than the lifetime of the lower 
laser level or the lifetime of states created 
by excited-state absorption from the upper 
laser level. When several glasses are tested 
with the parameters c, E m , and t held con
stant, variations in the measured product 
Esff are the result of hole burning and, 
therefore, a measure of the effective gain 
homogeneity of the glasses. By this crite
rion, phosphate glasses are less subject to 
hole burning than are other common 
Nd:doped glasses. 

Faraday Rotator Materials Databook. In 
the past several years, we have surveyed 
the Faraday rotator properties of numerous 
optical materials. 2 2 , Faraday rotator materi
als are used for optical isolators in many 
fusion lasers and for other applications. For 
fusion-laser applications at S lw, materials 
having large Verdet constants and small 
nonlinear refractive indexes were of princi
pal interest. The materials we investigated 
included oxide and fluoride glasses and 
crystals. 

To disseminate our accumulated data, we 
prepared manual M-103, Faraday Rotator 
Materials,17 in a format similar to that of 

' " ^ r earlier manual M-095, Nd-Doped Laser 
\Jtass Spectroscopic and Physical Properties}6 

Because the materials described in M-103 

Fig. 7-34. Saturation 
vs output fluence for 
six phosphate glasses. 

Output HtwoMXJ/om2) 

are representative of those used in fusion-
laser and other Faraday rotator applications, 
M-103 was not as extensive as M-095, nor 
was the manual generated from computer-
based archives. Optical materials described 
in the Faraday rotator manual include eight 
diamagnetic glasses, 16 paramagnetic 
glasses, and 12 crystalline materials. 

The major topics discussed in each sec
tion of Faraday Rotator Materials are 
• Freface—a short bibliography and previ

ous tabulations of Verdet constants for 
solids and liquids. 

Fig. 7-35. Saturation 
vs output fluence for 
the fluoroberyllate-
glass test amplifier. 
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Table 7-7. Nova index-
matching fluid excita
tion parameters. 

• Introduction—magneto-optic effects in 
solids, applications of Faraday rotator ma
terials, historical notes, illustrations, and 
57 references. 

• Measurement Techniques and Data 
Analysis—experimental apparatus and an
alytical methods. 

• Tables of Faraday Rotator Materials—lists 
of all materials by the following proper
ties: Verdet constant at 633 nm, Verdet 
constant at 1064 nm, nonlinear refractive 
index, and figure of merit for high-power-
laser rotator applications. 

• Description of Data Sheets—definition of 
terminology, and sample illustrations 
showing where to find data in the stan
dard format. 

• Data Sheets—glass composition or crystal-
lographic properties, Verdet constants for 
various wavelengths, estimates or mea
surements of nonlinear refractive index 
coefficient, and optical absorption spectra 
from 0.20 to 3.00 /an. Where available, 
supplemental data are given for other op
tical, thermal, mechanical, and solubility 
properties. 

• Index—listing and identification of 
Faraday rotator materials by diamagnetic 
glass and paramagnetic glass. 

Faraday Rotator Mater.uls has been dis
tributed to both LLNL personnel and more 
than 100 outside researchers working in the 
areas of lasers, Faraday rotator devices, anav 
magneto-optic properties of solids. 

Index-Matching Fluids. Index-matching 
fluids (IMF) are required for the crystal-
array harmonic generators that will be used 
on next-generation fusion lasers. Successful 
application requires that the fluid withstand 
the Nova and Novette intensity levels at lu, 
2w, and 3oi without exhibiting loss24 due to 
transverse-stimulated scattering or other 
deleterious behavior across the 74-cm 
aperture. 

Transverse-stimulated Raman intensity 
increases exponentially with pump inten
sity, /, aperture, D, and the Raman gain co
efficient of each liquid. For assured 
performance, a candidate IMF must be 
tested at the maximum expected product of 
laser intensity and aperture (J x D). Since 
the IMF encounters different wavelengths 
in the harmonic-generator array, frequency-
dependence of the gain coefficient must be 
considered. In addition, the light-
propagation time across the array aperture 
must be compared with the laser pulse-
duration range to identify the correct and 

Parameter 
Definition 

of parameter Wavelength 
1-ns intensity 
(GW/cm2) 

J-ns intensity 
(GW/cm2) 

5-n> intensity 
(GW/cm2) 

A Nova-design maximum 
intensity (mean) tn IMF 
for three wavelengths. 

l u 
2u 
3o> 

3.2 
<2.8 
<1.6 

1.6 
1.4 
1,3 

1.0 
OX 
0.7 

B Product of A and 
the 74-cm Nova 
aperture. 

l u 
2w 
3u 

237 
207 
118 

118 . 
104 
96 

74 
39 
52 

C Product of A and th* 
distance (cr/>i) light 
propagates in IMF over 
pulse duration, r. 

l u 
2u 
3u 

«/75* 
60/67 
34/38 

102/112 
89/99 
83/92 

106/118 
8VM 
75/88 I 

D Product ot' A and the 
effective transverse 
dimension (lesser of 
parameters B or C). 

l u 

3u, 

68/75 
60/67 
34/38 

102/113 
89/99 
83/92 

7* 
39 
52 

E Product of D and factor 
G{X) - 5 3 2 A (X in nm) 
to account for dependence 
of somulabsd-Kaman gain 
on Nova wavelengths. 

lu 

3u< 

34/37 -' 
60/67 
51/57 

' M/57 
89/19 

125/138 ' 

37 
30 

F Product of E and 
2.0 safety factor. The 
highest entry i« the 
IMF teat goal. 

lw 

3u 

68/73 
120/137 
102/1M 

102/113 
178/1* 
290/27* IK 

*rbr ta>»V entries with two values, the refractive index, n, for Hsjorjgtjeccaft was usedtetfa» Baal «alli;i ansttis'' 
for PC 004 in the second. 
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effective aperture, D, for each calculation. 
These parameters are collected in Table 7-7 
for the Nova laser, with the largest product 

X D = 125 GW/cm) occurring for 3u, 
3~ns operation. To protect against possible 
intensified stripes across the aperture that 
arise from diffraction by the crystal inter
stices within the anray, we incorporated a 
safety factor of 2.0 to arrive at 250 GIV/cm 
as the excitation goal for our IMF tests. 

Our previous work2 4 identified two fluids 
as promising candidates. These fluids were 
polychlorotrifluoroethylene, or Halocarbon 
56 (Halocarbon Products, Hackensack, N. J.) 
and a perfluoroalkane, FC 104 (3M Co., St. 
Paul, Minn.). Tests at 2w using 8-cm-diam 
pulses from the Argus laser showed these 
two fluids to be passive up to 18 oW/cm, 
the excitation limit of that experiment. 

In 1981, we extended our work to 
235 CW/cm. To achieve such extremely 
high excitation, high-energy pulses and an a 
typical beam geometry were required. 

Figure 7-36 illustrates the experimental ap
paratus. The 0.7-ns Argus laser pulses we 
used were nominally flat in spatial profile 
and delivered up to 400 J at lu>. These 
pulses were reduced to an 8-cm diameter, 
frequency-doubled in KDP, and then sam
pled for energy content by absorbing-glass 
calorimeters. Next, a negative cylindrical 
lens followed by a 20-cm-diam positive 
spherical lens served to double the horizon
tal aperture of the beam and coliimate it in 
the horizontal plane and yet to focus it 
(f = 1.6) in the vertical plane. The result 
was a horizontr1 'ir.e focus. A cell com
posed of .wo 1 • by 8-cm windows contain
ing the 12.5-um layer of fluid was placed in 
front of the focal point, where the beam 
shape was a 16- by K m ellipse. /\ ..^uum 
cell (not shown in Fig. 7-36) immediately 
followed the IMF cell to prevent breakdown 
at the focal line. Additional calorimeters 
measured the energy transmitted through 
the cell. Fiber-optic cables (FOC) were Fig. 7-36. Schematic of 

apparatus for IMF 
experiments. 

Calorimeter and filter glass- Beam SDlitters -

Fiber-optic cables to Fabry-Perot 
and grating spectrometers - Aperture 

Calorimeter and filter glass 

- Line focus in 
vacuum cell 
(not shown) 

-IMF coll 

r Calorimeter and filter glass 

Beam splitter-
Spherical lens (I = 1.6 m) 

1 - Cylindrical lens 
( f = -0 .8 m) 

-Beam splitter 

- KOP-crystol doubter 

28- to 8-cm telescope 
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Irig. 7-37. Energy 
losses at 2w for IMF 
tests. 

inserted into the cell to receive any side-
scattered light and transport it to Fabry-
Perot and grating spectrometers. 

Tests with He-Ne laser light injected into 
the FOC determined that the Fabry-Perot 
apparatus would produce a usable exposure 
if approximately 10 * J/cm2 (or 0.01 n,) of 
the most intense pulses used in the tests 
were side-scattered into the FOC. Similarly, 
the exposure threshold of the McPherson 
spectrometer was approximately 10 ; J/cm2 

incident on the FOC. A moderate-intensity 
(2.6 GW/cnr) shot using a 100-|iim layer of 
5610 fluid (Cargille Laboratories, Cedar 
Grove, N. J.) produced the expected Raman-
shifted signature and verified correct opera
tion of these diagnostics. 

At 2UJ, pulses of mean fluence up to 
11 J/cm2 were directed through the fluid 
layer. Although laser-induced breakdown in 
the vacuum-cell windows and shattering of 
the IMF cell occurred repeatedly, it was 
possible to obtain the necessary data be
cause cell-shatter occurred many tens of 
nanoseconds after transmission data were 
secure. Energy loss due to breakdown in 
the glass windows of the IMF cell and the 
vacuum cell were checked by high-intensity 
shots with no IMF in the cell and with the 
cell removed from the system. These data 

60 

50 

40 

2> 30 

w 20 

T T T T T T^ T 1 I ' - I 
• 12.5-nm layer of Halooarbon 56 
• IMF removed from cell, windows remain 
D IMF cell removed 

IMF cell windows 

Loss due 
to vacuum-
cell windows 

I I I I I 
6 8 10 12 

2(u input intensity (GW/cm2) 
16 

are plotted in Fig. 7-37, along with data for 
the cell filled with a 12.5-/um layer of Halo-
carbon 56 fluid. Before each high-intensity 
shot, a weak (~ 1.7 GW/cm2) shot was fire, 
*o establish the low-intensity ratio of the 
calorimeter signals. The ratio measured on 
the following intense shot was then com
pared, and the percentage of energy loss at 
the intensity of that shot was determined. 

Figure 7-37 shows that approximately 
two-;hirds of the energy lost on each shot 
was associated with breakdown in the 
vacuum-cell windows. The first window is 
the component located nearest to focus, and 
it experiences the highest intensity. The 
beam "footprint" was enscribed in this win
dow on each intense shot, requiring us to 
translate the window between shots. Ap
proximately one-sixth of the energy loss re
sulted from breakdown in the IMF-cell 
windows, and the remaining one-sixth was 
lost in damage and bubble formation in the 
IMF. To account for approximately one-
twelfth of the intensity that was removed 
from the pulse by the first IMF-cell win
dow, we derated the intensity by the appro
priate amount (0.083 X 45% s 4%) at 
16 GW/cm2 in the 12.5-jum layer of 
Halocarbon 56. 

Our final results for IMF experiments are 
summarized in Table 7-8. The 50-/jm layer 
of Halocarbon 56 produced strong Raman-
shifted and frequency-broadened signals on 
the spectrometers, indicating the presence 
of stimulated-Raman scattering (SRS). En
ergy transmission was, however, not mark
edly reduced, thus emphasizing that SRS 
had not become dominant. 

The final two entries in Table 7-8 repre
sent successful performance by two fluids 
in thin-layer geometry under probably the 
highest transverse excitation ever generated 
in optical-materials research. No SRS signal 
and no abnormal energy loss were detected 
in these tests. With the 2.0 safety factor in
corporated into the test goal of 250 GW/cm, 
we have now shown that index-matching 
fluids will perform adequately in the 

Table 7-8. Index- Thickness Fluence Intensity 
(GW/cm2) 

Intensity X length 
matching fluid test oHuid (urn) 0/cm 2) 

Intensity 
(GW/cm2) (GW/cm2)' Haute,. 

None; . — 109 156 250 NoaSorSaj' 
Cargille 5610 

. Halocirbon 56 
100 

."a 
18 
95 

2.6 
13.6 

41 
218 - at mttMukn 

***M|h ftfcufi^t t i n • 
3^»—T^pjiw m m 

Halocarbon 56 1.2.5 10.8 15.4 246 SUCH* 
~FC 104 : 12.5 103 14 7 236 *~ T7UTff.lt 

http://T7UTff.lt
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crystal arrays that will be used for harmonic 
generation in Nova and Novette. 

Neutron-Induced Transmission Loss. 
cusing lenses, beam dumps, and input 

windows on the KDF array near the Nova 
target chamber will be exposed to 14-MeV 
neutron fluences from 10 neutrons/cm2 

(1% target yield) to possibly 10" 
neutrons/cm2 on each shot. We have as
sessed the susceptibility of several optical 
materials to neutron-caused transmission 
degradation. 

We tested the following glasses: BK-7, 
UBK-10, BK-10*, ARG-2, FK-54, FCD-10, 
BG-38A, and silica. BK-7 is the standard 
glass for Nova spatial-filter lenses, polarizer 
substrates, and array windows. The BK-10 
glass selected for UV transmission, UBK-10, 
and its solarization-resistant version, BK-10*, 
are candidates for UV-transmitting optics. A 
phase-separated glass, ARG-2, was consid
ered as a lw-transmitting material with inte
gral AR surfaces, but it cannot be used at 
3a> because of high scattering losses. FK-54 
and FCD-10 are fluorophosphate glasses 
with good UV-transmission characteristics 
and low nonlinear refractive indexes. 
BG-38A is a filter glass (Schott Optica] 
Glass, Inc.) that we plan to use as a 2w-
transmitting, lu-absorbing filter following 
the KDP array. Fused silica is our choice for 
UV optics if a damage-resistant AR surface 
can be developed. The fused-silica samples 
we tested were Optical Grade material from 
Corning Glass Works, Corn tg, N. Y. 

Glass samples (typically 1- by 1- by 3-cm 
in size) were irradiated by 14.7-MeV neu
trons in the RTNS II (rotating target neu
tron source) facility at room temperature, 
which provided a neutron environment 
similar to the radiation environment antici
pated in the Nova laser facility. Using three 
sets of samples, we performed four expo
sures at levels of 3.4 X 109, 3.4 X 101', 2.8 
X 1013, and 1.4 X 10" n/cm2. Sample 
transmission was measured with lasers or a 
spectrophotometer before and after each 
neutron irradiation. 

The absorption coefficient of several 
glasses at 2« and 3w are plotted as a func
tion of neutron dose in Fig. 7-38. The func
tional relationship between the two 
variables is unexpectedly nonlinear. In con-

,ttast, fused silica had no degradation in 
f ^nsmission, even at the highest dose. 

Therefore, fused silica is clearly the best 

^ *>' 

M 

1 I I'M Ht) 

Af*-*»aa»«ndiW 
• BK-7*ldUaK-Wat3ai 

V BK-10- at 2« 
• •K-7M2* 

r ~i*«G-2»t2«. •.: 
*Utk-10at2» 
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i t i n m l ' » < .1 i i i i in 
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Neutron dote (cm - 1) 

Fig. 7-38. Absorption 
loss in several optical 
materials induced by 
14.7-MeV neutron 
irradiation. 

0.40 0.60 0.60 
Wavelength 0*m) 

1.00 1.20 

material to use in our neutron environment. 
Transmission spectra of five glass sam

ples after a 1.4- X 1014-n/cm2 dose are 
shown in Fig. 7-39. Samples were 1 cm 
thick, except for BG-38A, which was 2 cm 
thick. The 2<a beam-filter transmission be
fore the test is also shown. The neutron-
damaged borosilicates and fluorophosphates 
contain a UV-absorbing color center with 

Fig.7-3S. Transmis
sion spectra of optical 
materials after 14-
MeV neutron irradia
tion at 1.4 X 1 0 " 
neutrons/cm . Sam
ples were 1 cm thick, 
except for BG-38A, 
which was 2 cm thick. 
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Fig. 7-40. Experimen
tal layout for compar
ing time-resolved and 
time-iniegrated 
interferometry. 

spectral characteristics similar to those of 
centers caused by UV-Ught irradiation. The 
neutron-induced absorption band in FK-54, 
FCD-10, and BG-38A is typical of 
phosphate-containing glasses and is proba
bly caused by a singly ionized nonbridging 
oxygen. 

In many cases, color centers in a material 
can be eliminated by heating. Therefore, we 
annealed the damaged samples at tempera
tures ranging from 100° to 400°C for up to 
four days. After annealing, BK-7, FK-54, 
FCD-10, ARG-2, and BG-38A transmissions 
were close to their original values. How
ever, UBK-10 showed a 5%/cm loss after 
one day of annealing at 400°C. Thus, most 
of the optical materials we tested can be 
used near the Nova target chamber if they 
are periodically annealed. 

Authors: D. Milam, W. L. Smith, S. E. 
Stokowski, M. J. Weber, and S. M. 
Yarema 

Major Contributors: H. D. Bissinger, 
L. W. Coleman, B. L. Freitas, C. P. Hale, 
G. J. Linford, J. E. Lynch, F. P. 
Milanovitch, S. E. Peluso, M. S. Singh, 
L. V. Smith, M. C. Staggs, and C. L. 
Vercimak 

Comparison of Two Methods for Mea
suring n 2. Measurements of the nonlinear 
refractive index, n2, may be categorized as 
either time-resolved or time-integiated. 
ing 1981, our experiments using subnano-
second pulses at lo> from the ILS laser 
showed that both time-integrated and time-
resolved methods yield, within experimen
tal uncertainty, the same value of n2 for a 
given sample.25 

Our experiments used interferometric 
techniques similar to those previously re
ported. 3 I The sample was a rod of ED-2, 
a Nd-doped silicate laser glass. 

Figure 7-40 shows the experimental lay
out. At the output of a two-beam interfer
ometer, intensity-induced motion of the 
fringes provided a measure of the intensity-
dependent refractive index of the sample 
inside the interferometer. A removable mir
ror allowed us to use either a streak camera 
or a common vidicon to analyze the fringes. 
The streak camera permitted time-resolved 
measurement, whereas the vidicon permit
ted time-integrated measurement of fringe 
displacement. We determined n2 by cor
relating the measured peak-fringe shift with 
the peak intensity averaged over the round-
trip through the length of the sample. 

Figures 7-41 and 7-42 show typical fringe 
patterns. Figure 7-41 is an enlarged photo
graph of the streak-camera output, where 

Input 
beam 

Removable klnematlcally-
mounted beam-folding mirror J 

Streak camera 
(time-resolved fringes) 

JU 
- Equivalent-image 

planes 

-TV lens 

Vidicon 
time-integrated 
fringes 
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the pattern represents instantaneous posi
tion of fringes in a central 10- by 0.1-mm 
slice of the beam. The nominal FWHM (full 
width at half maximum) pulse length is 
0.1 ns. The time axis runs parallel to the 
fringes. Figures 7-41(a) and (b) show the 
output of the streak camera in the absence 
of fringe displacement (low laser intensity) 
and in the presence of fringe displacement 
(high laser intensity), respectively. Figures 
7-42(a) and (b) show low displacement and 
large displacement, respectively, of the en
tire time-integrated interferogram recorded 
by the vidicon. 

Due to beam breakup and self-focusing 
problems, we restricted intensities to those 
causing fringe shifts <0.5 fringes. Conse
quently, our data show substantial random 
scatter, since the ability to read a fringe 
shift was limited to between 0.1 and 0.15 
fringes. In addition, uncertainties in measur
ing peak intensity contributed about 25% to 
the scatter of data. 

,".Table 7-9 compares our measurements 
I... ih predicted values of n2 that are derived 
from Boling et al. 3 2 These authors present 

i ^ ^ » 
1 "I (ur'?«uh 

l lnMMRMOtV^H (L 

i TUM-hfttegnted 
1J5 *• JJ% 
1.68 ± 31% 

151 to 1.73 
131 to 1.73 

two empirical approximations for », a' !"• 
The first approximation has a sound physi
cal basis, while the second better describes 
» 2 at lw in a wider variety of materials. 
Since both empirical formulae have been 
used throughout the literature, the two pre
dicted values are included in Table 7-9 to 
facilitate comparison. Our time-resolved and 
time-integrated interferometric measure
ments of « 2 yielded outcomes similar to the 
Boling et al. predictions. 

Measurements of Nonlinear Optical 
Effects. To measure the linear and nonlin
ear optical properties of fusion-laser materi
als, we are investigating the high-sensitivity 
techniques of photorefractive lensing33 and 
beam deflection.3,1 The optical properties we 
studied include linear absorption, two-
photon absorption two-photon-induced lin
ear absorption (solarization), and nonlinear 
refractive index (nj. 

Fig. 7-41. Photograph 
of streak-camera out
put showing time-
resolved fringe shift, 
(a) Fringe shift = 0.0 
fringes, (b) Fringe 
shift = 0.5 fringes. 

Fig. 7-42. Photograph 
of vidicon output 
showing time-
integrated fringe pat
tern, (a) Fringe shift 
= 0.1 fringes, (b) 
Fringe shift = 0.5 
fringes. 

Table 7-9. Comparison 
of two methods for 
measuring n2 in ED-2 
at \ui. 
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Fig. 7-43. Experimen
tal arrangement for 
two-photon-
absorption 
spectroscopy. 

A typical experiment is shown in Fig. 
7-43. A high-intensity "pump" beam is de
rived from a frequency-doubled Nd:YAG 
laser or from a frequency-doubled 
Nd:YAG-pumped dye laser. The pump 
beam induces either a thermal lens or a 
nonlinear-refractive-index lens in an opti
cally thin sample. A high-stability He-Ne 
"probe" laser, collinear with the pump 
beam and orthogonally polarized, 
counterpropagates through the induced lens 
and undergoes beam deflection or change 
in far-field divergence. The probe-beam 
modulation is detected with a fast-
semiconductor photodiode following an ap
propriately positioned pinhole aperture. For 
induced lensing, the pump and probe are 
focused to approximately the same radii in 
the sample, and the pinhole aperture is cen
tered on the probe beam in the far field. 
For beam deflection, however, the probe is 
focused much more tightly than the pump, 
overlapped off-center to the pump in the 
sample, and the pinhole is positioned off-
center in the probe in the far field. Configu
rations other than that shown in Fig. 7-43, 
in which the pump and probe beams 

copropagate, have also been used success
fully and allow freedom in choosing pump 
and probe polarizations. /-

To quantify laser intensities, our beam-' 
diagnostic system is composed of a vidicon, 
Grinnell video-signal digitizer, and PDP-
11/10 processor. The system captures, digi
tizes, color codes, and displays real-time 
laser-beam profiles at a rate of 10 Hz. The 
temporal-pulse profile is recorded with a 
Tektronix R7912 transient digitizer. 

The thermal-lens effect is caused by mo
mentary nonuniform heating of a small re
gion of the sample due to combined linear 
and nonlinear absorption of pump radia
tion. Immediately following traversal of the 
pump pulse, the temperature-dependent lin
ear refractive index images the absorbed 
pump-beam energy distribution. Radial heat 
flow from the hot region by thermal diffu
sion subsequently smears the induced-index 
profile. For a near-Gaussian pump spatial 
profile, the induced-index profile may be 
modeled as a "thin" lens. An n2 profile at 
the probe wavelength (similarly modeled as 
a thin lens) is induced by the high-
intensity pump field through third-order 
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nonlinear susceptibility35 and evolves spa
tially and temporally following the pump 
•oilse. 
> We have considered photorefractive 

beam deflection in both experiment and 
theory. Generally, the beam-deflection ef
fect is three to five times more sensitive 
than lensing techniques. However, the over
all signal-to-noise ratio is unimproved be
cause the beam-deflection technique is very 
sensitive to small-scale shot-to-shot fluctua
tions in the spatial profile of the pump. 

Figure 7-44 illustrates typical thermal-
lensing data obtained for a pump wave
length of 2«. We used a 0.1 neutral-density 
(ND) filter, a yellow Corning filter glass 
(3-75), and three visible-transmitting 
Corning filter glasses (0-52, 0-53, 0-54). Ex
cept at the highest intensities (~3 to 10 
GW/cm2), the ND filter exhibited a linear 
rise (H = 1) in thermal-lensing signal, Q 
(unnormalized), with increasing intensity. 
The Corning filters all showed slight two-
photon nonlinearity at the highest intensi
ties, while filter 0-54 showed a marked 
two-photon effect (n = 2). 

We have estimated the minimum detect
able levels of linear and nonlinear absorp
tion from the experimental data illustrated 
in Fig. 7-44. For a signal-to-noise ratio of 10, 
an estimated peak-energy density of 
20 J/cm2, and a peak intensity of 3.9 
GW/cm2, we estimate a minimum u L s 5 
X 10" 3 and 0L at 1 X 10 " 3 cm2/GW, 
where a and 0 are the linear and nonlinear 
absorption coefficients, respectively, and L 
is the sample length. The corresponding 
minimum detectable absorbed energy is ~ 5 
X 10 ~ 5 J, or a temperature difference AT =: 
4 X 10 "2. °C. For glass such as BK-7 with 
Sn/ST =: 2.8 X 10" 6 °C, the AT translates 
to a minimum refractive index change of An 
s i x 10~7. For ^-induced lensing, a non
linear refractive index equal to the mini
mum detectable index change is equivalent 
to a nonlinear index coefficient ss 3 X 
10~ 2 1 m2/W, which is approximately 10 
times that observed in BK-7. Hence, the in-
duced-lensing technique should have ade
quate sensitivity for accurate determination 
of n2. We are presently carrying out an ex
periment to determine n2 at lw and 2u in a 
variety of glasses. 

,r^Xailoring Stimulated-Emission Cross 
1 ictions of N d 3 + Laser Glass. Studies in 

the past decade have demonstrated that 

there are large variations in the spectroscop
ic properties of rare-earth (RE) ions in dif
ferent glasses. Spectroscopic properties can 
be tailored, within limits, by the choice of 
glass network-forming and network-
modifying ions.36 Properties that determine 
the peak cross section include the line 
strength anu line width of the transition 
and the refractive index of the host. 

Line strength is the most host-dependent 
quantity in determining' the stimulated-
emission cross section and, for an RE, is 
usually given in terms of Judd-Ofelt inten
sity parameters.37 Both homogeneous and 
inhomogeneous line widths of optical tran
sitions vary with host.38 Inhomogeneous 
broadening caused by site-to-site variations 
in the local field dominates the effective 

Fig. 7-44. Thermal-
lending signal, Q 
(unnormalizedt, in 
several filter glasses .is 
a function of incident 
pump energy and esti
mated peak intensity. 
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Fig. 7-45. Comparison 
o f t h e « F J / 2 - « l 1 1 / 2 

fluorescence spectrum 
of N d 3 + in oxide and 
halide glasses at 
295 K. 

Table 7-10. Ranges of 
spectroscopic proper
ties for the 4 F 3 , 2 — 
4*n/2 transitions of 
N d 3 + in different 
glasses at 295 K. 

line width measured at temperatures 
<300 K. In general, the smaller the anionic 
fie'd strength, the smaller the Stark splitting 
and the narrower the effective line width. 
The weaker the coordinating power of the 
glass-forming cation, the tighter and more 
symmetrical the RE-coordination shell and 
the narrower the line width. Finally, for a 
given glass-network former, the effective 
line width generally increases with increas
ing charge and decreasing size of the modi
fying cations.39 

The compositional versatility of glass-
forming systems can be exploited to tailor 
stimulated-emission cross sections. Tailoring 
has been most thoroughly demonstrated for 
the 4 F 3 / 2 —> 4In/2 lasing transition of Nd 3 + . 
Some examples of emission spectra in dif
ferent glasses are shown in Fig. 7-45. The 
range of cross sections and other spectro
scopic properties observed to date for vari
ous oxide and halide glasses16 are 
summarized in Table 7-10. Although the 
ranges are not necessarily the extreme val
ues achievable, they illustrate the magni
tude of possible changes. 

For silicate glasses, which have been 
studied most extensively, cross sections in 
Table 7-10 range from <1.0 X 10~ 2 0 cm2 , 
for simple alkali silicates to 3.6 X 10~ 2 0 cm1 

for a bismuth-cadmium silicate glass. Larger 
cross sections are obtained for phosphate-
glass compositions. Although the Judd-
Ofelt parameters for N d 3 + in phosphate 
glasses can be slightly larger than in silicate 
glasses, the larger cross sections are mainly 
due to narrower effective-emission line 
widths. Cross sections for tellurite glasses 
can be larger than the largest values ob
served for phosphate glasses. The difference 
is not due to narrower line widths or larger 
line strengths, but is a result of the larger 
refractive index of the host. 

The effective line width is narrowed by 
using monovalent halide, rather than diva
lent oxide, anions. As shown in Table 7-10, 
the width of the N d 3 + emission for fluoro-
beryllate glasses can be narrower than the 
narrowest width for oxide glass. The peak 
cross sections, however, are not larger be
cause the line strengths are smaller. The use 
of larger, more polarizable anions, such as 

1.0 
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oompoflMon 
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Glass 
Cross section 
(10~ 2 0 cm2) 

Wavelength, Ap 

(ran) 
Line width, Aeff Lifetime, T R 

(nm) (JIS) 

Oxides 
Silicates 1.46 to 1.75 0.9 to 3.6 1057 to 1088 34 to 55 170 to 1090 
Phosphates 1.49 to 1.63 2.0 to 4.8 1052 to 1057 22 to 35 280 to 530 
Borates 1.51 to 1.69 2.1 to 3.2 1054 to 1063 34 to 38 270 to 450 
Germanates 1.61 to 1.71 1.7 to 2.5 1060 to 1063 36 to 43 300 to 460 
Tellurites 2.0 t o l l 3.0 to 5.1 1056 to 1063 26 to 31 140 to 240 

Halides 
Fluoroberyllates 1.28 to 1.38 1.6 to 4.0 1046 to 1050 19 to 29 460 to 1030 
Fluoroalurninates 1.41 to 1.48 2.2 to 2.9 1049 to 1051 30 to 33 420 to 570 
Fluorozirconates 152 to 1.56 2.9 to 3.0 1049 26 to 27 430 to 450 ( 

180 to 220 ^ Chlorides 1.67 to 1.91 6.0 to 6.3 1062 to 1064 19 to 20 
430 to 450 ( 
180 to 220 ^ 



Cl~ or Br~ instead of F~, results in both 
narrow line widths and increased Judd-
Ofelt parameters. Cross sections also in-
irease due to the larger refractive index of 
glasses made from these halide ions. Thus, 
chloride glasses have the largest cross sec
tions in Table 7-10. 

The only stimulated-emission CTOSS sec
tions determined using the Judd-Ofelt ap
proach that are larger are those reported for 
two chalcogenide glasses, where values of 
~8 X 10-°° cm2 were obtained.40 

Nd-doped glass compositions that have 
now been examined span most of the peri
odic table. The limiting values of 
stimulated-emission CTOSS sections and other 
spectroscopic and physical properties 
achievable in inorganic oxide and halide 
glass-forming systems can therefore be 
predicted. 

Hartree-Fock Calculations in Solids. As 
part of our theoretical investigation of the 
optical properties of RE ions in solids, we 
are developing a computer program to per
form exact-exchange Hartree-Fock (HF) cal
culations in crystals. Our general theoretical 
problem is the quantitative determination of 
RE crystal-field (CF) energy levels. 

It is common to use an approximation to 
a general ionic model (the point-charge 
model) to establish CF parameters. The ion
ic model states that the CF is due to the 
electrostatic field of the other ions at the RE 
site. The point-charge model assumes that 
the electrostatic field arises from point 
charges at the ion sites. Recent studies have 
shown that the point-charge model is quan
titatively unreliable, and it has been sug
gested that covalency plays a significant 
role in CF splittings, even in fluoride 
crystals.41 

An HF treatment of an RE fluoride or RE 
oxide crystal allows the calculation of accu
rate crystal-wave functions. With wave 
functions, we can obtain an accurate 
crystal/charge distribution and, thus, criti
cally test the ionic model of the CF. By ex
panding our calculation to include the 
effects of configuration interaction, an ab 
initio calculation of the CF can also be 
made. 

The HF program we are writing includes 
several features that distinguish it from 

/--other programs reported previously. Our 
rogram uses the conventional LCAO-MO 

equations of quantum chemistry adopted 
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for the solid state. In our treatment, the 
wave function is expanded in terms of 
atomic orbitals, which are a set of functions 
localized on each atom. Up to 20 basis 
functions per unit cell can be handled. 
Combining the functions with effective core 
potentials means that crystals with three, 
and possibly four, atoms per unit cell can 
be realistically treated. 

The developments that allow for our ex
panded treatment include a unique numeri
cal treatment of exchange integrals, 
including accelerated-convergence schemes. 
For a moderate problem, there are >10 9 ex
change integrals. It is not possible to store 
this number of integrals, as would be done 
in a smaller, conventional molecular cal
culation. Instead, the integrals would have 
to be recalculated for each iteration. (An HF 
calculation involves iterating a set of partial 
differential equations to self-consistency.) 
For most of the iterations, rapidly obtained 
approximations to the integrals are used for 
converging to the nearly correct result. At 
the end, however, when converging to the 
accurate HF result, the full integrals to 
about eight significant figures are needed. 

The exchange integrals are calculated as 
sums over reciprocal lattice vectors. For 
many cases, there are hundreds or thou
sands of terms in the sums, so that normal 
calculations would be prohibitively lengthy. 
By using the recently developed 
accelerated-convergence schemes, however, 
it is possible to calculate only the first few 
terms of the series and, from them, to accu
rately determine the value of the full series. 
In this way, the calculation can be made 
practical. 

Authors: M. A. Henesian, W. T. White, 
M. J. Weber, and S. A. Brawer 

Major Contributors: A. Rosencwaig, T. W. 
Hindley, and W. L. Smith 

Comparison of Optical Spectra and Com
puter Simulations of Glass Structure. The 
optical spectra of rare-earth (RE) ions in 
glass vary from site to site because of differ
ences in local environments. The inhomo-
geneous broadening associated with local 
environments makes detailed studies of 
spectroscopic properties difficult. To inter
pret RE spectra in glass, we have performed 
computer simulations of ion structure in the 
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I Glass composition (mol %) 

BeF2 

55 BeF 2 • 44 LIF • 1 NdF 3 

55 BeF2 • 44 NaF -1 NdF 3 

55BeF 2 -44KF -1NdF 3 

55 BeF2 • 44 RbF -1 NdF 3 

0.85 0.86 0.87 
Wavelength (urn) 

0.88 

Fig. 7-46. A portion of 
the 4 l ( , / 2 - • F 1 / 2 ab
sorption spectrum of 
Nd 3 ' in five glasses 
at 295 K. 

Simulated glass 
(molar proportion) 

Average energy splitting 
nn F~ All ions Half width 

Line width, AXef( 

(nm) 

130 BeF2 • 1 NdF 3 — 
76 BeF2 • 74 NaF • 1 NdF 3 

76 BeF2 • 74 RbF • 1 NdF 3 

76BeF 2 • 3 7 C a F 2 . 1 NdF 3 

1.0 
0.82 
0.82 
1.07 

1.0 1.0 
0.90 0.78 
0.97. • , 0.79 
1.06 1.1 

26.2 
20.8 
19.7 

Table 7-il . Average 
energy-level splitting 
(relative units) and 
line width of the 
4 F , / 2 state of N d 3 ' 
in beryllium fluoride 
glasses, calculated 
from computer-
simulated structures 
using a point-charge 
model. 

vicinity of the RE. Our previous Monte 
Carlo simulations of simple RE-doped BeF2 

glass showed that there are large variations 
in the number and geometric arrangement 
of ions around the RE. To test the validity 
of the simulated structure, energy levels of 
160 different sites of Eu 1 f were calculated 
using a point-charge model. The resulting 
range and distribution of energy-level 
splittings were in good agreement with 
both broadband and laser-excited fluores
cence spectra.42 

We have extended the computer simula
tions using molecular dynamics (MD) to 
treat more complex multicomponent 
glasses, \lkali and alkaline-earth ions were 
added as uetwork-modifier cations. Details 
of the calculations, radial distribution func
tions, and average coordination of the vari
ous ions are described in Ref. 43. 

Systematic variations of RE spectra with 
glass composition have been known for 
many years. Variations in the Stark splitting 
of the 4 F V 2 state for some simple glass com-

posilons are shown in Fig. 7-46. The two 
irfiomogeneously broadened peaks corre
spond to transitions from the lowest Stark 
level of 4 I 9 / 2 to the two Stark levels of 4F 3 / 2 . ' 
To account for the results in Fig. 7-46, we 
simulated the structures of RE-doped BeF, 
glass and glasses modified with Na~\ Rb + , 
and C a : + cations. Our simulated glasses 
were chosen to test the effects of changing 
modifier-cation size (Na + , Rb +) and 
modifier-cation charge (Na1", Ca 2 + ) . The 
Stark splitting of the 4 F 3 / 2 state was calcu
lated for 100 simulated sites using a point-
charge model. 

The half-width of the energy distribution, 
expressed in relative units and excluding 
the homogeneous line width, and the 
effective-fluorescence line width are sum
marized in Table 7-11. In the first column 
of data in Table 7-11, only nearest-neighbor 
(nn) fluorine ions within 3 A were used; in 
the second column, all ions in the primary 
cell (~17 A) were used. The half-width of 
the energy distribution is given in the third 
column, and the 4 F V 2 —. 4 I 1 1 / 2 fluorescence 
line width is shown in the final column. 

With respect to simple BeF2 glass, the 
smaller splittings in the alkali-containing 
glasses and the larger splitting in the 
alkaline-earth glass (not shown) are suc
cessfully predicted. Both the magnitude and 
distribution of 4 F V 2 splittings change to
gether. Thus, those glasses with large aver
age splittings of 4 F 3 / 2 also have large 
inhomogeneous line widths, in agreement 
with Fig. 7-46. Exact agreement between 
our results and experimental spectra is not 
expected because we have only considered 
energy levels and not transition probabil
ities. Nevertheless, computer simulations 
appear capable of predicting variations in 
RE line widths with composition of fluoro-
beryllate glasses. One feature in Fig. 7-46 
that is not predicted is the smaller splittings 
for the larger alkali ions. Resolution of the 
discrepancy probably requires a more so
phisticated model of the crystal field. 

Vibrations in Glass. Vibrations of a host 
material around an optically active ion in a 
solid-state laser medium affect the ion's life
time, homogeneous line width, and quan
tum efficiency. The three parameters, in 
turn, affect energy storage and extraction 
properties of the laser system. The most di
rect way to investigate vibrations about Rfi 
ions in glass is through observation of 
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vibrational-electronic (vibronic) sidebands in 
line-narrowed fluorescence spectra.44 A 
vibronic sideband occurs when an excited 
RE ion relaxes to a lower energy state by 
creating a phonon in the host and emitting 
a photon as well. By monitoring the inten
sity and energy shift of photons from the 
strong zero-phonon line, we map the vibra
tional density of states around the RE, 
weighted by a factor that accounts for the 
different coupling of specific vibrations to 
the ion. Those vibrations that create a large 
microscopic electric field at the ion site 
should have the largest coupling. 

A major observation in our previous 
work4 4 was the striking similarity of 
vibronic spectra and the H-V polarization of 
Raman-scattering spectra in a series of 
metaphosphate glasses.45 H-V polarized 
Raman spectra reveal vibrations of the bulk 
glass (vibrations not just around the RE, but 
those that may be due to its presence) 
weighted by a selection rule that empha
sizes asymmetric vibrations with a position-
dependent polarizability. During 1981, we 
extended our investigation to include an
other bulk-vibrational spectroscopy, infrared 
reflectance. Infrared reflectance emphasizes 
vibrations that create a macroscopic electric 
field. Relating vibrational properties of an 
ion/host system to those of the host itself is 
an important step in tailoring materials for 
particular laser applications. 

With the assistance of Dr. Dave Ottesen 
(Sandia Laboratories, Livermore, Calif.), we 
obtained infrared reflectance at 15° from 
normal using a Digitab ITS14 Fourier-
transform spectrometer in the range of from 
170 to 4000 cm" 1. Because of dispersion as
sociated with reflectance, the quantity most 

, "licative of vibrations is the imaginary part 
the dielectric constant, e2. To obtain e2 

numerically from reflectance data, we used 

a Kramers-Kronig transformation run on a 
PDP-11/40 minicomputer. 

Results of all spectroscopies for one rep
resentative metaphosphate glass are shown 
in Fig. 7-47. Since infrared spectra empha
size vibrations that create large electric 
fields, one might predict a similarity with 
vibronic spectra. The difference in location 
of peaks in the structure of the two 
spectroscopies stresses the microscopic na
ture of the field that affects the RE. The lo
calized vibrational probe provided by 
vibronic spectra is most relevant to the dy
namic influence of a host on a laser ion. 

FLN Spectra and Hole Burning Using 
Polarized Light. Fluorescence-line-
narrowing (FLN) experiments yield the pa
rameters necessary to predict saturation be
havior in spectrally inhomogeneous 
media.40 Among the measures we have ob
tained are homogeneous line width, 
inhomogeneous-broadening width, and 
cross-relaxation rate. The FLN technique 
can also be used to obtain parameters rele
vant to an orientationally inhomogeneous 
system. During 1981, we performed FLN 
experiments with polarized light on two 
Nd:silicate laser glasses ol technological im
portance, ED-2 and LG-650. 

Our r'LN experiments use polarized light 
from a Nd:YAG laser to excite ions in a 
lightly doped sample out of the thermally 
populated lower laser level ( 4I ] 1 / 2) and into 
the upper level ( 4F 3 / 2). Resonant fluores
cence is observed with polarization parallel 
and perpendicular to the polarization of the 
exciting beam. The detection system con
sists of a 1-m grating monochromator, a 
cathode-gated S-l phototube, and photon-
counting electronics. 

T rte very weak signal that necessitates 
photon counting is the result of three 
factors 

Fig. 7-47. Comparison 
of three spectra for 
L.i(I'0,),;Gd glass, (a) 
Vibronic spectrum, <b) 
H-V and H-H Raman 
spectra. <c) Infrared 
spectrum. 
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Hg. 7-48. Spectra 
showing polarized flu
orescence for the non-
resonant transition 
4 F , , , . \ / 2 of Nd 3 • 
in ED-2 glass excited 
with linearly polar
ized lu- radiation. 

Fig. 7-49. Calculated 
depolarization ratio as 
a function of the po
larized cross-section 
ratio for an isotropic 
ensemble of partially 
anisotropic oscillators. 

• Only 10~4 of the Nd ions are in the 4 I n / 2 

state at room temperature. 
• Light doping is necessary to prevent cross 

relaxation and to maintain site selectivity. 
• Photocafhodes are relatively insensitive to 

loi light from the resonant fluorescence. 
Our experimental results are expressed as 

the depolarization ratio, p, of perpendicular 
and parallel signals. We found that p = 
0.88 ± 0.02 for ED-2 glass and p = 0.94 ± 
0.02 for LG-650 glass. Our ratios compare 
closely with those obtained by others4 7 in 
experiments using more easily measured RE 
transitions in glass. The small resonant FLN 
signals required long sampling times and 
precluded measurement of polarized spectra 
across the lasing band. Increased detector 
sensitivity at 0.88 pm did, however, allow 
measurement of polarized spectra for the 
nonresonant 4 F V 2 — \ l 2 transition. Results 
are shown in Fig. 7-48. The maximum p for 
the transition in ED-2 is —0.95, reflecting 
the loss of site selectivity due to accidental 
coincidences in nonresonant excitation-
observation transitions. 

To predict laser-amplifier performance 
from our results, we needed a microscopic 

I ' I ' I ' I ' 
•• Parallel polarization 

Perpendicular 
polarization 

0 0 4 0.4 0.6 OS 1.0 

PotanMd ores* Mctibn ™tk)( m 

model to represent the interaction between 
an ion in a site with particular orientation 
and polarized light. For simplicity, we usecV 
a two-level system that is spectrally homo1 

geneous with all ion sites identical except 
for orientation. 

The site symmetries in glass are low (e.g., 
Cp C2v) so that a local orthogonal coordi
nate system can be uniquely assigned to 
each ion, and a polarized cross section can 
be associated with each axis direction. The 
cross section o-, is proportio-.?l to the prob
ability of absorption or emissioi (spontane
ous or stimulated) of light polarised in the 
ith direction. A further simplification is to 
treat the two cross sections for light polar
ized perpendicular to the principal site axis, 
denoted by av as equal; the parallel cross 
section is denoted by a• . An assumption of 
equality simplifies the angular integration, 
and the results are expressible in terms of a 
single parameter, the ratio crs/r/p. 

The macroscopic response, p, of an isotro
pic distribution of sites in a resonant polar
ized FLN experiment was calculated and is 
shown in Fig. 7-49. Therefore, once the mi
croscopic parameter a Jo is determined 
from the measured p, calculations of ori-
entational hole-burning effects during large 
signal/gain conditions can be made using 
the same model. 

Interaction of Rare-Earth Ions with 
Two-Level Systems in Glass. The homo
geneous line widths of RE ions in glasses 
have an unusual temperature dependence 
in that they are approximately proportional 
to T2 from about 8 K to room tempera
t e 4X.-W y n e behavior is surprising because 
temperature dependence of the homoge
neous line width is much steeper for Pr3 + 

in LaF,, while, for Eu3 + in YA103, it is 
e m / T . Moreover, at the lowest tempera
tures, homogeneous line widths in glasses 
are several orders of magnitude larger than 
in crystalline materials, although the widths 
are about the same at room temperature. 

Based upon usual theory,'0 it is not possi
ble to rationalize the T2 dependence of line 
widths and still account for the anomalous 
behavior of Eu 3 ' . It is well known, how
ever, that virtually all low-temperature 
(<2 K) properties of dielectric glasses are 
anomalous.''1 Phenomenologically, anoma
lies have been attributed52 ,33 to the presery 
of a group of atoms that undergo phonorf 
assisted tunneling between two unequal 
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potential wells. These so-called two-level 
systems (TLS) give rise to excitations whose 
Tiergies range from less than 1 kHz to 
greater than 35 GHz.5 4 Temperature depen
dence of the anomalous homogeneous line 
widths of RE ions in glasses has been ratio
nalized in terms of a possible interaction of 
the RE with TLS.5 5'5 6 

We have theoretically examined the ex
perimental ramifications of an RE-TLS in
teraction in glass. Our general theory 
includes two previous theories5 6 , 5 7 as special 
cases. An important result is that, if the RE-
TLS interaction is indeed significant, then 
temperature-dependent sidebands whose 
intensities depend on the number of TLS 
(with which the RE interacts) should be ob
servable. The presence of sidebands pro
vides a stringent test for the existence of a 
significant RE-TLS interaction. 

The physical origin of sidebands Is 
shown in Fig. 7-50. The RE-energy levels 
are shown as E, and E2 for the ground state 
and excited state, respectively, and the TLS 
energies are + and — when the TLS is in 
the well with the higher and lower energy, 
respectively. 

In Fig. 7-50(a), the top two solid lines are 
the 7 F 0 (E,) and 5 D 0 (EJ energy levels of 
Eu 3 + when the TLS is in the + well. The 
double-well potential showing the relative 
TLS energies is drawn below the RE ener
gies. In Fig. 7-50(b), the TLS is in the -
well. Due to the RE-TLS interaction, the en
ergy of each RE level changes when the 
TLS switches from one well to the other. 
Thus, the four possible energy levels are 
£,\ £ 2

+ [in Fig. 7-50(a)], Ef, and E{ [in Fig. 
7-50(b)]. 

The case of negative coupling is shown; 
therefore, E, and E2 increase when the TLS 
goes from the -i- to the — well. Note that 
the increase in E, is much greater than E2. 

Figure 7-50(c) shows the four "collective" 
energy levels of the combined RE + TLS 
system. We have purposely chosen the 
negative-coupling case for which the RE 
levels increase in energy as the TLS goes 
from the + to the — well. Positive cou
pling is just as likely as negative coupling, 
but does not lead to sidebands. For Eu 3 + , 
the change in energy of the excited state is 
proportional to the change in energy of the 

"Ground state. Both changes result when the 
.LS hops from one well to the other. It can 
be shown that the magnitude of the change 

of the excited state is 2.5% of the change in 
the ground state. As a result, it is possible 
for the total energy (RE + TLS) to appear 
as shown in Fig. 7-50(c), where the level 6 
is above a, while 7 is below 0. 

Consider what happens when the RE of 
Fig. 7-50 is excited. At low temperatures, 
such that kT is much less than Ef — (EJ1" 
— A), the system is in the ground state, a. 
A photon of frequency E2

+ — Ef excites the 
system to level 0. The excited state /3 (or 7) 
has a lifetime of more than 1 ms for a radi
ative transition to the lower state, while, in 
general, tunneling times for TLS are less 
than 1 jis. Thus, the system transfers to the 
lowest excited state, 7, by the TLS tunnel
ing from one well to the other. The system 
then radiates by making a transition to level 
6 and emitting a photon of frequency E2~ — 
Ef, which is smaller than the excitation fre
quency. The system returns to the ground 
state by another tunneling process. 

The fact that the emission frequency is 
smaller than the excitation frequency means 
that the emission appears as a sideband. 
These sidebands have not actually been ob
served experimentally. The evident weak
ness of the sidebands implies any hypo
thetical RE-TLS interaction cannot possibly 
produce the observed behavior of the 
homogeneous line widths. Therefore, at 
present, the temperature-dependent behav
ior of homogeneous line widths in glass has 
no qualitative explanation. 

Kinetics of Ligand Motion about RE 
Ions in Liquids and Glass-Forming 
Fluids. The FLN technique 5 7 can be used 

(a) 

el — 
<b) 

• E 2 ~ 

E f ' — 
Ef 

- + - + 

(e) 

E 2

+ + A - i - - _ L , E2" 

• e / + A _«_. ' . , -• — •: ; • * r 

Fig. 7-50. Origin of 
temperature-
dependent sidebands, 
(a) 7 F 0 <Et) and 5 D 0 

(£2) energy levels 
of Eu 3 + with TLS in 
the + well, (b) TLS in 
the — well, (c) Four 
energy levels of the 
combined TLS + RE 
system. 
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to study the kinetics of ligand rearrange
ment about optically active ions in liquids. 
FLN involves selective excitation of ions in 
an inhomogeneously broadened spectral 
profile by narrow-band radiation typically 
derived from lasers. 

The broadband 3 D 0 —. 7 F 0 emission of 
Eu 3 + in aqueous nitrate solution [concentra
tion = 3.4 X 1020 Eu(N03)3/cm3] at room 
temperature is shown in Fig. 7-51. The re
markable feature is the very narrow width 
of the band, at less than 6 cm '. Similar 
narrow bands have been observed in the 
absorption of Nd ' + in aqueous solutions.58 

Narrow bands can be compared with an in-
homogeneous width of more than 50 cm ' 
for the same transition in oxide glasses.5'' 

fig. 7-51. The 5 D D , . . 
' F„ emission of Eu + 

excited by pumping 
the 7 F 0 - *D 2 

absorption. 

Fig. 7-52. RE emission 
intensity following se
lective excitation at 
frequency £",, + 100 
cm ' , where EQ is the 
line center for various 
times following 
excitation. 

. 1 . 
(SHIS) 

1 ' ,. 
-~4 H— 

1 i 1 

ci r r^Y* -

1 
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Two possible explanations for the narrow 
band in Fig. 7-51 are 
• The RE forms a very regular molecular 

complex in the solution so that each RE 
has the same environment. 

• The spectrum is motion-narrowed, analo
gous to the phenomenon of nuclear mag
netic resonance (NMR). 
Motion-narrowing arises when ligands 

move very rapidly relative to inhomo-
geneous broadening (divided by Planck's 
constant). At high temperatures, where the 
viscosity of a fluid is quite small (<1 P), li
gand motion can be rapid. Therefore, a rela
tively narrow emission line, such as that 
shown in Fig. 7-51, can conceivably be ob
served even when considerable inhomo-
geneous broadening exists. As the tempera
ture of the fluid is lowered, however, the 
rate of ligand rearrangement decreases. If 
the spectrum is originally motion-narrowed, 
the emission bands should be observed to 
broaden until the full inhomogeneous line 
reappears. Broadening contrasts with the 
behavior of RE ions in crystals, where emis
sion bands narrow with decreasing 
temperature. 

As temperature is further lowered (to 
some tens of degrees above the glass transi
tion of the fluid) the time characteristic, 
oof', of the ligand motion becomes large 
compared to the temporal resolution of the 
experimental apparatus. Thus, at low tem
peratures, motion of the ligands may be 
studied using time-resolved FLN. The phe
nomenon of FLN arises from the fact that, 
under narrow-band excitation, only a small 
subset of all the ions that contribute to an 
inhomogeneously broadened emission band 
are selectively excited. If the laser pulse is 
short compared to uf' (the time charac
teristic of ligand rearrangement), then only 
those RE ions will be excited that are in in
stantaneous "sites" having a particular 
energy-level separation. As time increases, 
the ligands move about, and the energy 
levels of the excited ions fir rtuate, eventu
ally passing through all the values typical 
of the inhomogeneously broadened line. 
Therefore, the excited ions emit at frequen
cies different from the excitation frequency. 

Time and frequency dependence of emis
sion are shown in Fig. 7-52, where the dif
ferent cui >/es correspond to successive time? 
following excitation. All curves are normal-* 
ized to the same peak intensity. The 
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dependence is quite different from that due 
to energy transfer among a single type of 
'on" (in which the full inhomogeneous line 

.creases in ir'.ensity with increasing time 
relative to the resonant emission) 

The results of Fig. 7-52 have been calcu
lated from equations that describe the be
havior of RE emission as a function of time. 
We have derived the relevant equations and 
used them to show that, by studying the 
dependence of the evolutionary process or. 
temperature and excitation frequency, in-
fbrrn.'.-'on can be obtained about the kinet
ics of ligand rearrangement for different 
types of RE-ligand structures. For example, 
we can determine whether different RE in
stantaneous sites (part of the same struc
tureless, inhomogensous line) are kinetically 
different. 

A related question that can be studied is 
whether the apparent homogeneous width 
measvired at short times is due to the fast 
mechanical relaxation of ligands. The exis
tence of two different time scales for ligand 
relaxation is interesting because it relates to 
the so-called two-level systems TLS) that 
exist in many glasses."" Recenll}, it has 
been suggested61 that the TLS do not affect 
RE homogeneous line widths, in contrast to 
previous suggestions.62 Fast relaxations 
would be analogous to the TLS. The deter
mination of such a fasi time scale would 
prove that mechanical relaxations can affect 
RE homogeneous line widths. On the other 
hand, the absence nf two time scales would 
indicate that homogeneous widths are not 
so affected. 

Defects and Fluorine Diffusion in So
dium Fluoroberyllate Glass. During our 
MD simulations of the RE sites in BeF-,-
based glasses,6-1 we studied the mechanism 
cf fluorine diffusion. The mechanism, 
which applies to silicates as well, is qualita
tively consistent with the following experi
mental observations 
• Oxygen diffusion in vitreous silica in

creases with increasing pressure. 
• The viscosity of fluoride and oxide glasses 

decreases rapidly with addition of modi
fier ions. 

• The diffusion mechanism is related to the 
sites of secondary relaxations and to 
anomalous low-temperature excitations 
-<so-called two-level systems) present in all 
glasses.64'6' The latter observation may be 
important because the homogeneous line 

widths of RE ions have been observed to 
vary as T2, and TLS h .ve been invoked to 
explain such anomalous behavior.66 

• The diffusion mechnnism may provide an 
explanation of reiart >'e crystallization rates 
in alkali fluoroberyllates and silicates.6' 
In studies of fluoroberyllate-glass struc

ture,67 we found Be ions coordinated by 
five fluorines, fn simulated BeF; for a glass 
with a fictive temperature of 1670 K, only 
about 8% of the Be ions were fivefold co
ordinated by F. The remaining Be ions were 
tetrahedrally coordinated bv F, so thai the 
structure was qualitatively similar to the 
continuous, random network often used to 
characterize silica. In simulated binary 
glasses, from 30 to 50% of the Be ions were 
five.old coordinated by F, depending i:pon 
glass composition. 

The importance of fivefold-coordinated 
ions is that a neighboring Be-F pair will 
separate only if the Be ion is fivefold co
ordinated. Thus, F diffusion is bound up 
with the existence of weakly bound defects. 
A tetrahedral Be ion never becomes three
fold coordinated with the loss of F. Since 
the number jf defects in alkali fluoro
beryllates is much greater than in pure 
BeF;, the diffusion coefficient of the former 
glass is much larger than the latter. 

A mechanism for F diffusion necessarily 
involves F ions separating from five- or <, 
fold Be ions. If the separation were all that 
occurred, then, after the available five-fold 
Be ions become fourfold coordinated, diffu
sion would cease (at 1350 K, in 20 ps, some 
450 separations occur, involving virtually all 
the F and Be ions). If diffusion were to con
tinue, then F ions around terrahedral Be 
would be required to mobilize in some 
manner. However, such mobilization is im
possible unless such tetrahedral Be becomes 
five-fold again. 

Thus, the diffusion process necessarily in
volves two steps. First, a four-fold Be is 
converted to a five-fold Be by an F ion 
drifting into its coordination sphere. Afber 
conversion, a different F ion leaves the co
ordination sphere of the Be to make it four
fold again. According to the two steps, F 
ions can be passed from Be to Be without 
ever having to separate from a four-fold 
Be ion. 

A specific example of a replacemen: 
event is shown in Fig. 7-53, where Be-F dis
tance is plotted vs time for the same Be ion 
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Fig. 7-53. Replacement 
event showing Be-F 
distance for two F 
ions and a single Be 
ion during an MD run 
at 1000 K. The coordi
nation number of Be 
uses a coordination 
sphere of 2.4 A. 

and two F ions. The figure also shows the 
coordination number of Be vs time. As the 
replacing F ion approaches Be, a departing 
F ion originally close to Be detaches itself 
and drifts apart. Note that the departing F 
ion was originally quite close to Be (a typi
cal, but not universal, case). We find scores 
of replacement examples during 20 ps at all 
temperatures above 1000 K. The vacillation 
before final separation is typical of a large 
number of cases, although a cleaner event 
is sometimes seen. The coordination num
ber changes whenever one of the ions be
comes separated from the Be by more than 
2.4 A. The change reflects the fact that the 
coordination sphere is defined as 2.4 A. 
Similar replacement events have been ob
served by Woodcock et al. 6 8 in their simula
tions of Si0 2. 

Replacement events rapidly become less 
common at temperatures below 1000 K. At 
lower temperatures, an F ion can still sepa

rate from a five-fold Be by a considerable 
distance, but few such separations are pre
ceded by a replacing F ion. Rather, the ior 
separate and then often rejoin at a later 
time, leading to roughly periodic morion. 
Similar events have been previously de
scribed for BeF2 (Ref. 69). 

The activation energy for separations at 
low temperatures is about 0.1 eV. Defects 
involving five-fold Be may be responsible 
for the TLS, which give rise to the low-
temperature thermal anomalies of glass 6 4 , 6 5 

and may also produce anomalous RE opti
cal properties. 

It is interesting that, for BeF2 glass, the 
sites giving rise to low-temperature motion 
are also those giving rise to diffusion at 
high temperatures—namely, the five-fold 
Be ions. The same rule is obviously appli
cable for Na diffusion as well. Anderson 
et al. 1 4 qualitatively predicted the connec
tion between diffusion and TI.S in their pa
per on the anomalous low-temperature 
properties of glass. 

Authors: S. A. Brawer, D. W. Hall, and 
M. J. Weber 

Amplifier Development 

Flashlamp Research. Xenon flashlamps 
convert electrical to optical energy with 
measured efficiencies of 80% (Ref. 70). Be
cause of their high efficiency and simplicity, 
flashlamps have been used to pump most 
solid-state lasers since the invention of the 
ruby maser in 19b0. During the 1970s, 
LLNL and its contractors performed exten
sive development and optimization on 
large-bore (1 to 2.7 cm) flashlamps for the 
pumping of Nd-doped glass lasers. Our 
work led to the design of lamps used in the 
Shiva and Nova laser systems. As we now 
consider the development of a new genera
tion of large aperture ( > l m ) amplifiers, it 
is appropriate that, in seeking to maximize 
performance and minimize cost, we reexam
ine our flashlamp and amplifier designs. 

As a first step, we have briefly character
ized the 2-cm bore, 48-cm arc-length 
flashla'np used in the 46-cm Nova ampli
fier. Our main focus was to contrast a lamp 
in the amplifier cavity with a lamp remoy 
from the cavity and placed in free space. '• 
Thus, we measured the effeut of optical 
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Fig. 7-54. Amplifier 
characteristics, la) En
ergy stored in the 46-
cm amplifier vs bank 
energy, (b) Efficiency 
(stored energy/bank 
energy) vs bank 
energy. 
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Fig. 7-55. Experimen
tal arrangement for 
Nd-pumping effi
ciency of lamps inside 
or outside a cavity. 
Enlarged view of Nd-
Fluorescence detector 
is shown. 

feedback on the lamp and the changes 
caused in the Nd-pumping efficiency. 

The use of the 46-cm amplifier for our 
characterization was simply a matter of 
convenience; we expect most large disk 
amplifiers to behave similarly. The stored-
energy vs bank-energy curve for the 46-cm 
amplifier with fluorophosphate glass is 
shown in Fig. 7-54(a). The observed decline 
of amplifier efficiency with input energy, 
shown in Fig. 7-54(b), is presumed to result 
from two effects: loss of excited states by 
amplified spontaneous emission (ASE) at 
high gain, and a blue-shift of the pumping 
spectrum with input energy. Our experi
ments were designed to separate these two 
effects. 

To examine the variation in pumping ef
ficiency of Nd ions with input energy to the 
flashlamps, we used two simple detectors. 
The first was a small elliptical laser disk, of 
Nd-doped fluorophosphate glass with a 
4-cm minor diameter, that was installed in 
the plane of, and adjacent to, the large disk. 
The small signal gain of the small disk was 
measured to determine the gain vs bank-
energy curve for a small sample pumped 
under conditions similar to the main disks, 
but having minimal ASE loss. A second 
fluorophosphate disk located outside the 
amplifier was exposed to flashlamp light 
passing through an aperture in the side wall 
of the amplifier. Nd fluorescence from the 
—-ond disk was monitored by a silicon 

.otodiode placed behind a 1.06-jtm filter 
having a 10-nm-wide bandpass. As shown 

46-cm amplifier 
o o o o oo lo o o o/o "> O o o o 

< \ t ' 
\ \ \ ' 
\ \ 1 ' 

\ \ I ' 
\ \ \ / / \^J// 

o o o o o o o o 1 o o o o o o o r Open lamp 

1w filter 

Laser glass 

Black-painted 
Pyrex 

schematically in cig. 7-55, the disk configu
ration was similar to previous experiments70 

in that Nd fluorescence (but no flashlamp 
light) would reach the photodiode. Addi
tionally, 1 of the 80 flashlamps was re
moved from the cavity, but electrically 
connected to the rest of the lamps in the 
cavity. The single flashlamp was monitored 
by the Nd-fluorescence detector to observe 
the dependence of Nd pumping without a 
reflecting cavity surrounding the ^mps. 

Gain data were reproducible to within 
4% ard fluorescence data to within 2%. The 
use of very small gain and fluorescence 
monitors precludes gain effects, such as 
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Fig. 7-56. Ratio of 
large-disk gain coef
ficient to peak Nd-
fluorescence signal as 
a function of bank 
energy. 

ASE, from influencing the data. Since the 
disk located outside the cavity is pumped 
by a very low optical fluence, nonlineai ef
fects, such as excited-state absorption of 
pump light, could not possibly affect the 
data either. 

As an evaluation of ASE loss, Fig. 7-56 
shows the ratio of centerline-gain coefficient 
of the large disks to peak Nd-fluorescence 
signal (light from lamps in the cavity) as a 
function of bank energy. Within experimen
tal error, the peak gain coefficient of the 
small disk and the peak Nd fluorescence 
for the detector outside the cavity followed 
identically shaped curves. We compare, 
however, the large-disk gain (rather than 
small-disk gain) to the fluorescence signal 
because of greater precision obtained from 
measuring the large-disk gain. Notice in Fig. 
7-56 that the ratio of large-disk gain to peak 
fluorescence declines by no more than 15% 

If 
•a a 

-
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Fig. 7-57. Peak Nd flu
orescence vs bank en
ergy for sn open lamp 
and for lamps in the 
amplifier cavity. 

! 
Open lamp 

Lamps in cavity 

200 400 
Bank energy (kJ) 

with bank energy. Thus, as expected, the 
effect of ASE and parasitics on the large-
disk gain is quite small. (The product of 
gain coefficient and maximum disk dimen1 

sion was approximately 2.5.) Hence, ASE is 
not a major contributor to the observed 
saturation in amplifier gain with bank 
energy. 

Figure 7-57 shows data from the Nd-
fluorescence detector for the lamps in a cav
ity and for the open lamp as a function of 
bank energy. The data for lamps in the cav
ity were normalized to the open-lamp data 
at low input energy. The observed linearity 
of the Nd-Puorescence signal with bank en
ergy for the open Ir.np is in agreement 
with previous results. However, there is 
strong saturation of the Nd-pumping effi
ciency for lamps in an amplifier cavity, .t 
has been generally assumed that the differ
ence in the shape of the two curves arises 
from increased absorption of cavity light by 
the flashlamps at higher current density 
and by a high-power shift to the blue, com
bined with low cavity efficiency in the blue. 
Additional input power to the lamps then 
reduces the cavity Nd-pumping efficiency. 
The dependence on bank energy of Nd flu
orescence pumped by lamps in the cavity 
was essentially the same as the measured 
gain coefficient. This similar dependence 
proves that excited-state absorption of 
pump light does not produce the observed 
decline in pumping efficiency. Hence, lamp 
reabsorption and spectral change of the 
pump light are of primary importance. 

We placed a broadband blue (short-pass) 
or red (long-pass) filter in front of the Nd-
fluorescence detector to observe the change 
in flashlamp pumping by light over two 
spectral regions. The division between red 
and blue was 0.63 jum. The absorption spec
trum of the Nd-doped fluorescence detector 
is shown in Fig. 7-58, for reference. Note 
that the blue filter allows pumping of the 
bands at 0.53 and 0.58 ftm, while the red fil
ter allows pumping of the bands at 0.74, 
0.80, and 0.88 iim. 

Figure 7-59(a) shows the peak Nd-
fluorescence signal produced by an open 
lamp using either the blue or red filter. For 
either filter, the Nd pumping by an open 
lamp is linear with electrical input energy, 
similar to the unfiltered open-lamp case 
shown in Fig. 7-57. However, as shown in 
Fig. 7-59(b), the dependence of the Nd-
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fluorescence signal produced by lamps in 
the cavity is quite different for the blue and 
•?d niters. Although both curves show satu-

.ation behavior similar to the unfiltered 
lamps-in-cavity case shown in Fig. 7-57, 
saturation of Nd pumping by the red-
filtered spectrum is considerably greater 
than saturation of pumping by the blue-
filtered spectrum. 

Our results can be explained qualitatively 
by a simple picture. Flashlamp spectral 
emission may be described as a gray body 
where the output intensity is given by 
emissiviry times blackbody intensity. The 
temperature of the flashlamp (—1 eV) is 
known to vary only weakly with pump 
energy over the range tested.72 Lamp emis-
sivity, however, is largest at long wave
lengths,72 so that lamp emission first 
approaches the blackbody limit at long 
wavelengths as the bank energy is in
creased. Thus, the emission in the red por
tion of the spectrum becomes clamped 
against the blackbody limit, while the blue 
region of the spectrum continues to in
crease. Since the primary, and most effi
cient, pump bands for Nd are in the red 
portion of the spectrum, Nd-pumping effi
ciency declines at high input energies. This 
decline is exaggerated for lamps in a cavity 
because the lamps form a large fraction of 
the load in the cavity and are especially ab
sorbing in the red. 

We can characterize the total input power 
to the lamps in a cavity as electrical plus 
optical energy fed back into the lamps from 
the cavity. The result of optical feedback is 
a higher input energy per unit volume for 
lamps in a cavity. Presumably, additional 
input energy is recycled with an efficiency 
less than unity and also causes a greater 

saturation in the pumping of Nd ions due 
to blue-shift. 

Authors: L. P. Bradley and H. T. Powell 

Major Contributors: S. M. Yarema, R. D. 
Behymer, D. B. Clifton, R. ). Poli, and 
J. B. Woods 

Change in Flashlamp V-l Characteristic 
Due to Reabsorbed Light. Reabsorption of 
ainplifier-cavity pump light by flashlamps is 
an important process that greatly influences 
the efficiency of amplifier pumping. We 
show here that a simple model of the 
reabsorption process is consistent with mea
surements of the change of the V-l 

Fig. 7-58. Absorbance 
of Nd-dopcd glass 
sample as a function 
of wavelength, where 
absorbance = - '°8io 
(transmission). 
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Fig. 7-59. Peak Nd flu
orescence vs bank en
ergy with a red or 
blue filter, (a) Open 
lamp. (b> Lamps in 
amplifier cavity. 
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characteristic when a lamp is strongly self-
loaded. 

Suppose the resistivity of plasma in a 
lamp is given by Spitzer's result for a fully 
ionized Lorentz gas 

<? 38 Z In A 
/ (7) 

where Z is the ionic charge (~1 for singly 
ionized xenon), A is the cutoff parameter (In 
A « 5), and T is the temperature. Suppose 
that the lamp radiates from its surface as a 
gray body, with efficiency t; compared to a 
blackbody (>; accounts for nonopacity and 
nonradiative losses). The lamp output 
power is then 

P0 = 2nRLr,aTi (8) 

where R is the radius, L is the length, and a 
is the Stefan-Boltzmann constant. Input, 
when electrical only, is given by 

P E = IT R2 L 6 / (9) 

through the lamp, as 

v=%r 
where 

C = (152ZlnA)8())<7)3 

(l. r 

(17) 

Note that Eq. (16) is quite close to the com
monly assumed V-I characteristic of lamps 

V = % ) ' ' • (18) 

with K s= 1.3. Since ij appears only to the 
3/11 power in Eq. (17), large deviations 
from the assumed constancy of ri can take 
place without substantial change in the V-l 
characteristic. Note also that temperature in 
our model varies according to 

-j* r4/l 1 (19) 

Equate the input and supposed output to 
obtain 

RSI = 2T,CT* 

and solve for the temperature 

(R e J]"* 
T = 

2i;<r 

(10) 

(11) 

Our only assumption thus far is that r\ does 
not depend upon T. 

Now substitute T into the Spitzer con
ductivity to obtain 

lR 6 A 3 / 8 

S\^±l\ = 3 8 Z l n A / \2r\al 

which solves to yield 

£ = (38ZlnA) R 

(12) 

(13) 

Equation (13) can be written in terms of 
voltage 

V = 8 L (14) 

and current 

1 =vR2J (15) 

Now, add the effect of reabsorbed power. 
Suppose a fraction, /, of the input is reab
sorbed, so that total input is 

P/ - PE (1 + /) (20) 

Equating Eq. (20) to the outpuf '",am, we 
easily find that the temperatur - «s to 

T = 
2 ye 

so that, once more, 

V=CW/U 

but with 

C = C(1 + f)~yu 

(21) 

(22) 

(23) 

Since, at most, / is the radiative efficiency 
~ 0.8, the most we expect K to drop is 

(1 + 0.8)- 0.85 (24) 

when all radiated light is returned to the 
lamp and reabsorbed. In fact, in our model 
PQ/PZ — 1 -j- /, so that the increase in light 
output is / as long as the radiative efficient 
does not change with reabsorption. 
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Unpublished data by Holzrichter (see Fig. 
7-60) shows that K decreases according to 

; . . y = 0.87 K (25) 

on the average, a value similar to what the 
model predicts (0.92 for / = 0.34). 

We expect that changes in the 
absorption-emission coefficient with loading 
will cause output (both heat and radiated) 
to vary in a manner different from a black-
body. We also expect that changes in ion
ization fraction will cause deviations from 
the Spitzer temperature-dependence of the 
resistivity. To include the two effects, we 
use a more general set of assumptions. First, 
suppose the lamp output (radiative and 
nonradiative) comes from 

P0 = 2-KRLAV (26) 

where p is a power chosen to fit reality. 
Some value of p (probably p =s 4) will 
surely work over a reasonable loading 
range. Then, suppose the resistivity varies 
as 

p = BT~Q , (27) 

with Q chosen to fit reality. When we 
equate input (including reabsorption) to 
output, we find that 

v = [w{i+fy •1/(8 + 1)1 
D (2B- l ) / (8 + l) 

(28) 

where W is some constant, B = P/Q, and S 
= (B - 1)/(B + 1). To obey the known 
V-J rule, we must have S c= 1/2, so that 
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which allows a maximum decrease in K 
(80% radiative efficiency, 100% reabsorp
tion) oi 

(1 -f- 0.8)- | / 3 = 0.82 (32) 

Fig. 7-60. Lamp per
formance outside and 
inside a reflecting cav
ity, (a) Lamp output 
outside and inside the 
cavity (b) Lamp con
stant as a function of 
time. 

With Holzrichter's measured value of / = 
0.34, we obtain 

1 + S 
1 - S 

= 3 (29) 
(1 + 0.34)" 0.93 

To keep K from depending too much on D, 
we must have 

2B 
B + 1 

-w 1 (30) 

so that B =s 2. A value oi B ~ 2.5 will 
work well. We then obtain 

« 0.25 to 0.33 , (31) 
B + 1 

(1 + 0.34)- 1 / 3 = 0.89 (33) 

for the decrease in K. The agreement is fair. 
How does the change in K affect the 

bank-lamp circuit? The normalized equa
tions73 were integrated with B = 3 (so that 
V — K v

r / ) , assuming / is independent of 
the lamp current. Figure 7-61 shows the ef
fect on normalized lamp current f„r various 
values of /. The calculated increase in cur
rent, using Holzrichter's / = 0.34, is 1.04. 
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rig. 7-61. Predictions 
of a simple model for 
lamp current as a 
function of time for 
various optical feed
back conditions. 

Time(vTc) 

Even with 100% feedback, the effect on the 
circuit is small. 

Author: J. B. Trenholme 

Contributions of Saturation-Fluence 
Error. When saturation measurements are 
made in glass, results are often reported as 
equivalent saturation fluence. It is important 
to know the error contributions to a quan
tity so reported. We have, therefore, calcu
lated the effect of errors in measurement of 
input fluence, output fluence, small signal 
gain, and transmission on the calculated 
value of equivalent saturation fluence. 

Suppose we know the errors in the mea
sured values taken during a saturation mea
surement. Specifically, we know 
• Input fluence = 0, ± <r,. 
• Output fluence = 0 2 ± "2-
• Small signal gain = G ± <rc. 
• Unpumped transmission = T ± <TT. 

When T is near unity, we apply a trans
mission K = yJT at each end of the rod (or 
disk) and use the Frantz-Nodvik equation 
to define an equivalent saturation fluence, 
0 E . The equation 

We perform only the low-loss case in the 
present analysis. 

If errors are Gaussian and independent, 
they add as the root of the sum-of-squares. 
If <rE is the error in 0 E , we have 

aE • 

<30E 

I 

do. da2 

<30E 

dG °c 
# E 
ST 

ffT (35) 

and, to obtain crE, we need several partial 
derivatives. 

For convenience, let 

A =-
K0, 

* E 
B = 

_02_ 
K0E 

(36) 

and recall that the gain left after the pulse 
is 

0 2 = K0 E l n [ l +G( /* ' ' * ' - 1 ) ] (34) 

is transcendental in 0 E and must be solved 
by iteration. When T is not near unity, we 
split the rod into several calculation zones 
and distribute the losses more uniformly. 

C 5 = [--"K 
Then, we have 

30, 0, 02 
<?<AE 0E T G S 0 E 

so that 

6>0E _ 
30, 

- T G 5 0 E 6>0E _ 
30, 0 2 - T G s0] 

(37) 

(38) 
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Next, we calculate 

•5*2 _ 0 2 — TGs(j>l 

>0E <t>Z 

from which we obtain 

d<i>E 0 E 

d<j>2 <t>2 — T G s * 1 

The variation with gain gives 

A(eB-l)eA dG 
3 0 E 

-Be" 
0 E ( e A - l ) 0 E ( e A - l ) 

(40) 

(41) 

• (42) 

which, by use of the Frantz-Nodvik equa
tions, is written as 

G = e°-l 

and (equivalently) 

e B = l + G ( f

A - l ) 

which becomes 

dG 
S<t>£ 

(43) 

(44) 

0 2 ( G _ l ) _ G ( 0 2 - r 0 , ) e ^ 
ktf2/tf|: 

0 2 ( / * ' ' * ' • I T " 
• (45) 

so that 

d<t>E 

dG 

which solves to yield 

o<?E 
~fff 

G 0 , e A 0 , <?B 

— — H — 
0E K2 0 E 

G0, Kc A * 2 eB 

06 % <t>E 
2V' 

(49) 

where we have used the fact that K = ^ T. 
Now substitute 

cD = 1 + G (e A - 1) 

and solve to find 

(50) 

IT 

- 0 E [ G ( ^ + 0 , T ) e W | % - » 2 ( G - D ] 

flr[ G(02 - 0, T) eK*''*>1 - 0 2 (G -1)] ' 
(51) 

A typical case with values of G = 8, 0 H 

= 5 J/cm2, and T = 0.9 yields the curves 
shown in Fig. 7-62 as input fluence, 0,, is 
varied. The curves are drawn assuming 
equal relative errors in 0,, 0 2, G, and T. Un
der our assumption of equality, the errors 
from the four sources are of comparable 
magnitude, although errors in 0 2 and T are 
more important than those in 0, and G. The 
most important point is that all errors are 
larger at low fluence, so that the accuracy 
of the measurement improves as fluence 
level increases. 

Author J. B. Trenholme 

me 
K4>-[/<im - 1 7 " 

02 (G - l ) - G ( 0 2 - r 0 , ) e K0j/0g .(46) 

Finally, variations in transmission are 
found from the differentiation of 

e B - l = G ( ^ - l ) , 

which yields 

(G 0, KeA 02 eB 

~~"K0i 
d0E 

01 

-* [^ + ^ 
0E K 2 0 E 

(47) 

(48) 

Multipass-Systems Analysis 

The next generation of fusion lasers re
quires efficient energy storage and extrac
tion. Here, we discuss the characteristics of 
multipass systems in simplified and gen
eralized terms; more specific examples are 
presented in "Megajoule Lasers," below. 

Because high-energy-storage glasses can 
be used with multipass systems, these sys
tems provide improved overall efficiencies 
at output fluences that are limited b; ' dam
age to components. Multipass systems also 
provide high saturated gains, which reduce 
the number of stages required for a large 
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Fig. 7-62. Variance 
contributions to error 
in equivalent satura
tion ftuence due to 
relative errors in 0j , 
<t>f, G, and T. 
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system and, hence, reduce cost and 
complexity. 

Extraction Efficiency. Multipass laser 
systems use the same amplifier medium by 
repeatedly passing the laser oeam through 
the same material. The multipass approach 
reduces the fluence at which high extraction 
of stored energy takes place. Because 
fluence is usually limited by damage to op
tical components, more efficient extraction 
of expensive stored energy is possible. 
However, in the absence of temporal ef
fects, such as lower-level recovery, 
multipassing does not cause large increases 
in the highest attainable extraction effi
ciency. In fact, in a simplified model (in 
which external-component losses and bulk 
and surface '.osses in the amplifier medium 
are lumped equally before and after each 
pass through the medium), the maximum 
extraction efficiency is independent of the 
number of passes. 

To understand bow the independence 
comes about, we model each pass using the 
Frantz-Nodvik equations.74 Expressed in 
terms of the ratio, R, of fluence, F, to satu
ration fluence, F„ the equations relate the 
fluence and gain after pass / and pass /+1 
by 

R,. - v ' r i n [ 1 +G, 
• IfR, )] 

and 

-/+i = L 1 - < ' 1 - l/G, ;)]• 

= G,e 

(52) 

(53) 

where 

R ) + i sJTR, (54) 

where G is the gain, and T is the lumped 
equivalent transmission of one pass. 

In the absence of temporal effects, gain is 
reduced according to the total fluence, inde
pendent of pulse shape, entering the ampli
fier. The gain after N passes is then 

vTSyl - 1 ;,. = [ l - ( l - l /G„)^ r r ' S ] 

- V v 

= Gue 

where 

,v -1 

and 

5>< = 
R.v - R0 + (1 - T) S,v 

(55) 

(56) 

(57) 

The extractable energy per unit area in 
the medium is 

F s In G„ (58) 

so that the extraction efficiency, i\, after A/ 
passes is 
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I)N = 

FN — Po " N — R0 

Fs In G0 In G0 

R, = / T i n 

^ l n [ l + G 0 ( e ^ - l ) ] -SN 

lnG„ 

u / r - ly 
and the multipass result 

(62) 

.(59) 
R* 

By simple differentiation, the maximum ex
traction is at - V ^ l n 

1/T - 1, 
- J L W l ^ 

VT 
1 . / 1 - 1 / G , 

5 V = In 

and has the value 

(63) 
(60) 

"<°m-j-A-> - l/Go' 

lnG„ 
(61) 

Clearly, our result is independent of the num
ber of passes. 

There are no simple expressions for the 
fluences at maximum extraction efficiency, 
but the output fluence must lie between the 
single-pass result 

Figure 7-63 shows how extraction effi
ciency and the output-fluence ratio are re
lated for various numbers of passes. Note 
that the maximum efficiency remains the 
same, but occurs at lower fluence levels as 
the pass count increases. 

Similar results are found if the laser beam 
is transmitted through lossy amplifiers in 
the same direction. However, differences 
occur when the laser beam propagates 
through a lossy amplifier in alternating di
rections or when external losses arise from 
spatial filters or Faraday isolators between 
stages. The differences of alternating the di
rection of the beam through the amplifier 
are relatively small; however, external losses 
are much more detrimental to a single-pass 

1 T—I I I I 11'| 
' Small signal gain = 3 

Transmission = 0.85 
T) = 52% 

10" 

10" 

I I I I I " I—I I I I I I. 

W K>" 1 . 1 
Output-ltuanoa mko, F ^ g 

101 

Fig. 7-63. Extraction 
efficiency as a func
tion of output-fluence 
ratio, R N in a lumped-
loss multipass 
amplifier. 
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system than for multipass systems with 
high saturated gains, as shown in Fig. 7-64. 
For this example, a loss-to-gain ratio of 

i = y/a = - l nT / ln G0 = 0.2 (64) 

1 2 

Output-fluence ratio, F N / F S 

was applied, where a is the gain coefficient, 
and 7 is the effective loss coefficient. 

The most significant effect of multipass 
systems is the reduction in the optimum 
fluence ratio, RN. For an amplifier element 
(G0T — 1), the optimum fluence ratio is in
versely proportional to the number of 
passes, N. The KN values for multipass sys
tems, in comparison to single-pass systems, 
are shown in Fig. 7-65. Fluence ratios do in
crease with gain and loss from their initial 
values of R,/N, but are, in general, lower 
by a factor of 2 to 3 than for single-pass 
systems. 

The general reduction in fluence ratio 
provides an important advantage of 
multipass systems because, while maintain
ing the same output fluences, it allows the 
selection of materials with higher saturation 
fluences. Materials with high saturation 
fluences have, in general, long fluorescence 
lifetimes and, hence, improved energy-
storage capabilities leading to a significant 
improvement in overall efficiency for 
multipass systems. 

Fig. 7-64. Maximum 
extraction efficiency 
increases with each 
pass for alternating 
beam direction and 
with external losses 
between stages; no in
crease for one-way 
propagation through 
lossy amplifiers. 

T — I I I I'll I m - n T T 

CorvflUoriS 
/3 = 0.1 

Fig. 7-65. Fluence ra
tios for maximum ex
traction efficiency are 
significantly lower for 
multipass systems 
than for single-pass 
systems. For low 
gains, fluence ratios 
are inversely propor
tional to the number 
of passes. 

W3 

g * , G N - f G 0 7 ) « 
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For a more general analysis, a simpler ap
proach can be applied by evaluating the ex-
faction efficiency of an amplifier element, 
jx, at average fluence values R = NRN in 
the form 

dF = 1 -e~R -0R 
aFs dx 

Maximum energy extraction is obtained 

(65) 

output energy to laser cost is then 

Q = C A + C F + C D 

l-k/Gs I - A J t / ( G s - l ) 
•= Fv— — = vQs-C A + C,: 

where 

1 + Cr/CA 

(70) 

/?" = NR'X = - I n (J 

and has the value 

ij" = 1 - 0 ( 1 - l n / 3 ) « ij 

(66) 

(67) 

k = 1 + Ait = 

The approximation in Eq. (67) is quite accu
rate for small signal gains of up to 10 and is 
essential for the independent optimization 
of amplifiers. 

Cost Minimization. Actual laser systems 
should be designed for the maximum 
output-to-cost ratio rather than for the point 
of maximum extraction. Per unit area, out
put is proportional to the fluence, F v , after 
the Nth pass. In our analysis, we model 
cost as the sum of three terms. 

The first term is the cost of the amplifier. 
The stored energy per unit area is propor
tional to F5 In G0, and the amplifier cost per 
unit area is 

CA = c f l n G ° (68) 

where Q5 is the cost-effectiveness of storing 
energy. 

From our evaluation of different laser 
glasses shown in Fig. 7-66, the cost of 
stored energy in an amplifier was found to 
be proportional to the square root of the 
stimulated-emission cross section, a. A cor
relation can be approximated for Nd:glass 
lasers by 

v s

 v < r k$ V R . v 

The second term is fixed cost per unit 
area, C F , which does not depend on stage 
gain, but may depend on the number of 

" ̂ sses. The third term is the cost of drive 
jence, which we take as C D = FQ/QD, 

where F 0 is the input fluence, and Q D is the 
cost-effectiveness of the driver. The ratio of 

QD 
(71) 

is the relative drive-cost factor, and G s = 
Fs/F0 is the saturated gain cf the output 
stage. 

For any gain, G0 there is an optimum 
input-output combination, since low input 
leads to low extraction efficiencies, while 
overdrive increases the cost of the driver. 
Because of fixed costs and drive costs, the 
highest Q value is at input and output val
ues lower than those that lead to highest 
extraction efficiency. 

Note that the cost-effectiveness of a laser 
system is dominated by the fluence-limited 
cost-effectiveness of extracting energy 

(72) 

With our correlations it is possible to de
termine the optimum fluence ratios, R*, for 
maximum values of Q E from 

R :ln 1 + 2R" 1.26 
1 + 0R' 1+2 .50 

which leads to 

6 ~n' >~T 0 M 

(73) 

(74) 

for single-pass systems. An evaluation of 
Eq. (72) is shown in Fig. 7-67, along wiih 
the fluence ratio for maximum energy ex
traction corresponding to Eq. (66). It is obvi
ous from Fig. 7-67 that the optimum fluence 
ratios for maximum cost effectiveness are 
much lower than for maximum energy ex-
tractior.. This figure also shows the loss in 

7-53 



Fig. 7-66. Cos! effec
tiveness of storing en
ergy in large-disk 
amplifiers (30 ± 10 
cm) is inversely pro-
portional to \'<r for 
various laser glasses. 
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extraction efficiency w t̂h increasing loss-to-
gain ratio corresponding to Eq. (67), while 
the reductions in the relative Q E values of 
Eq. (73) are less severe. 

Amplifier Design Considerations. The 
gain cor '"dents of Nd:glass disk amplifiers 
are limited by amplified spontaneous emis
sion and parasitics to typical values of 

D n « 
2p AD( 1 - i 

. n i l i l l + irY 
« 1. ADW2 

7 / 
(78) 

'A (75) 

where D is the major axis of the disk and ;; 
is a numerical coefficient, j> « 4 ± 1. The 
loss coefficients are determined by impuri
ties and are in the range of 

7 w 0.2 ± O.'l m ' (76) 

High gain coefficients can be obtained by 
segmentation, which improves the extrac
tion efficiency, but reduces the fill factor 

/ = 1 
ADV 
D / 

(77) 

where -li? is the reduction in the clear aper
ture, D, for alignment and jpodization. 
From these trade-offs, it is possible to deter
mine an optimal disk size, D c, which can be 
approximated for AD <£ D by 

for ii « 1.5 and R* « 1.1 ± 0.1. For exam
ple, a 0.5-cm-wide rim around each seg
ment leads to optimal segment sizes of 30 
± 10 cm for the above-nominal conditions. 
Smaller segments have lower fill factors, 
while larger segments have poorer extrac
tion efficiency due to lower gain 
coefficients. 

Figure 7-68 shows the evaluation of Q E 

for various numbers of passes and small 
signal multipass gains, but with equal out
put fluences. Optimal amplifier gains do ex
ist that balance extraction efficiency with 
storage efficiency. Lower gains lead to 
higher drive costs and poor extraction, 
while higher gains lead to higher fluence 
ratios, higher emission cross sections and, 
hence, reduced energy-storage efficiency. 

The improvement in the performance-to-
cost ratio is due to the reduction in the opti
mal fluence ratio, R y, with increasing 
number of passes, as shown in Fig. 7-69 for 
several cavity-transmission values, T0. The 
fluence ratio of the optimal six-pass system-
is lower (by a factor of about 4) than for t. 
optimal single-pass system. The lower value 
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leads us toward a laser glass with a four-
times-lower stimulated-emission cross sec-
'ipn and, hence, a much higher energy-
iorage efficiency. The optimum stimulated-

emission cross section can be determined 
from 

h, [ 2 . 2 X 1 0 ' / ] * * 
FN 

1 X10" (79) 

for a fluence limit of FN » 20 J/cm2 and an 
effective degeneracy factor K — 1 + gjg\, 
«* 1.3 ± 0.3, which depends on the fluence 
through the amplifier and the composition 
of the glass. The dual-ion-saturation charac
teristics observed for Nd:glass have not yet 
been included in our analysis because the 
scaling to different glasses is not well estab
lished and because the complexity of dual-
ion saturation obviates a general analysis. 

From our simplified analysis, it appears 
possible to realize at least a 50% improve
ment in cost-effectiveness with multipass 
systems. The relative improvement is sensi
tive to cavity-transmission losses. A lossless 
system would allow a relative improvement 
proportional to the square root of the num
ber of passes, corresponding to an inverse 
relationship of the fluence ratios. The most 
significant loss in cost-effectiveness is ob
served for the first 10% loss in cavity trans
mission due to the spatial filter, mirrors, 
and switch. 

While the cost of the driver, as well as 
the fixed cost and vigr.stte for off-axis 
geometries, has been ignored here, those 
correctional terms are included in 
"Megajoule Lasers," below. Such terms con
tribute <10% variations and have little ef
fect on a relative comparison, since the 
higher fixed cost of multipass systems is 
compensated for by the higher drive cost of 
single-pass systems. Only a detailed layout 
and cost analysis would resolve the con
tribution of such correctional terms; how
ever, such an analysis has not yet been 
completed. 

Our analysis assumes that all systems op
erate at the same output fluence, since 
high-reflective (HR) and graded-index 
coatings have similar damage thresholds. At 

^resent, HR coatings have damage thresh-
.ds that are about 20 to 40% lower than 

bare surfaces for 1-ns laser pulses and lo> 

I 

1.0 

0.5 

Single pass 
Output fluence ratio, R, for 
maximum extraction efficiency, T) 
Optimum fluence ratio H", for 
maximum cost effectiveness, Q E _ 
Normalized cost-effectiveness, Q E / 0 E o 

Maximum energy extraction, TJ" 

0.05 0.10 
Loss-to-gain ratio (fi = y' 

light. Data are insufficient to scale to longer 
pulse durations and shorter wavelengths. If 
HR and graded-index coatings do not re
main close to the damage threshold of bare 
surfaces, then beam expansion with an un-
coated element may provide the highest 
performance-to-cost ratio, despite the higher 
losses. 

In addition, issues regarding beam propa
gation need more detailed analysis and ex
perimental verification. The numbar of 
passes are probably limited by optical dis
tortions. Optical distortions in multipass 
systems will be larger than for single-pass 
systems because fhe laser beam samples a 
larger volume of laser glass. On the other 
hand, multipass systems have strong 
output-fluence-limiting characteristics that 
should significantly reduce the intensity 
modulations on the beam. Multipass sys
tems could then operate at much higher av
erage fluences than single-pass systems, so 
that any potential differences in the damage 

Fig. 7-67. Fluence ratio 
for maximum energy 
extraction is several 
times latger than the 
optimum fluence ratio 
for maximum cost ef
fectiveness. Reduction 
in extraction effi
ciency with increasing 
losses is also greater 
than reduction in cost 
effectiveness. 
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Fig. 7-68. Optimum 
multipass gain in
creases with number 
of passes, even though 
amplifier gains are re
duced. Improvement 
in performance-to-cost 
ratio for multipass 
system*- is primarily 
due to improved en
ergy storage. 
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Fig. 7-69. Reduction in 
optimum fluence ratio 
RN with increasing 
number of passes al
lows the selection of 
low-cross-section, 
high-storage glasses. 
RN for a lossless sys
tem is inversely pro
portional to '.lie 
number of passes. 

Net multipass gain, ( G 0 D N 

3 4 
Number of panes, N 

thresholds of AR vs HR coatings could be 
easily outweighed. In principle, it should be 
possible to obtain very smooth beam pro
files with multipass systems. 

The combination of high cost-
effectiveness, high saturated gains, simplic
ity of operation, and a potentially smooth 
beam profile provides distinct advantages 
for the use of multipass systems. 

Authors: W. F. Hagen and J. B. 
Trenholme 

Megajoule Lasers 

The trend in the design of fusion lasers is 
toward higher energies and longer pulse 
durations. For megajoule lasers with pulse 
durations in the '.0-ns range, the primary 
constraints are damage limitations and cost. 
Nonlinear effects, which greatly influenced 
the design of the Shiva and Nova lasers, 
become less important with -~10-ns pulses. 
For long pulse durations, it is possible to in
crease the overall efficiency for Ndiglass 
lasers by an order of magnitude because ef
ficient energy storage and extraction can be 
obtained. For short-pulse lasers, only a 
small fraction of the stored energy could be 
extracted due to nonlinear limitations. High-
gain glasses were then preferable, despite 
their low energy-storage efficiencies. 

The change in emphasis also leads to 
changes in system architecture and makes 
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multipass systems more attractive. These 
systems provide high extraction efficiencies 
'-om high-storage materials at damage-
.mited output fluences. The optimum glass 

for a multipass system will have a much 
lower emission cross section and, hence, a 
significantly higher storage efficiency than 
the glass for a single-pass system. 

Multipass systems also provide high satu
rated gains, which reduce the number of 
stages required for a large system and, 
hence, reduce cost and complexity. In addi
tion, it should be possible to obtain rela
tively smooth beam profiles because 
multipass systems operate at neatly maxi
mum energy extraction, where the output 
fluence is essentially independent of the in
put fluence over a large range. 

Critical issues concerning multipass sys
tems are the optical distortions accumulated 
for many passes and the isolation charac
teristics. However, many options exist, and 
only a few passes are required to take ad
vantage of efficienl extraction at reduced 
fluence ratios. Additional passes only re
duce the input energy from a few percent 
of £0 1 l, to an insignificant fraction of £ a u,, 
while accumulating more distortions and in
creasing the risk of self-oscillation. 

Multipass Geometries. While many 
multipass systems have been evaluated in 
the past,75 the\r geometries fall into two dis
tinct categories 
• Regenerative type amplifiers (REGEN). 
• Off-axis multipass geometries. 

The REGEN geometry requires a fast op
tical switch to inject and extract the laser 
beam from the cavity. The laser beam re
traces its path exactly and could be ampli
fied in a cavity for a very large number of 
passes. The advantage of such a configura
tion is that it cc Ud potentially eliminate all 
preamplifier stages of a system. However, 
the optical distortions may limit the nuniber 
of passes because the laser beam would 
sample a much greater volume of laser 
glass than for an e: panding linear-chain de
sign. In addition, w th present state-of-the-
art technologies, it is unlikely that we can 
provide sufficient isolation for a REGEN 
system. 

Off-axis multipass geometries eliminate 
or reduce the requirements on the optical 

vitch, but limit the number of passes. Tne 
.lTiit is tolerable because many of the ad
vantages of multipass systems can be real

ized in a few passes. Thus far, the most 
cost-effective option consists of a system 
whereby the laser beam is separated in the 
far field by tilting one mirror of a teimaging 
cavity containing a spatial filter and a har
monic converter for an output coupler. 

Far-field Separation Systems. Multipass 
systems with far-fiuld separation are de
signed for injection of the laser beam close 
to the focus of the spatial filter and relay 
system, as shown in Fig. 7-70. The size of 
injection optics is determined by the ratio of 
the fluence limitation relative to the output 
optics and the saturated gain of the system. 
The small angular separation required for 
these optics leads to vignette losses in the 
amplifiers by reducing the effective clear 
aperture in one plane. Vignette losses are 
proportional to the total angular separation 
of the beams and the length-to-diameter ra
tio of the amplifier. An optimal design is 
obtained by balancing the saturated gain 

Fig. 7-70. Far-field 
separatiurt geometries. 
Symmetric geometries 
provide better perfor
mance, while asym
metric geometries are 
less costly. 

Mirror 

(a) Goneral beam path of symmetric geometry 

Target ^ . - - ^ 

*--trmut ~ r = * 
(b) Asymmetric georr-iiry Input Amplifier 

—Input 

Pcbrlzer »nd wtooow 
AmpSier SHG harmonic «wHch 
(c) Folded, asymmetric geometry 
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Fig. 7-71. The high an
gular sensitivity of 
harmonic converters 
provides an effective 
switch for off-axis 
geometries. 

against the length of the amplifier, while 
the f/No. of the spatial-filter is traded off 
against the cost of the spatial filter and 
length of the laser bay. 

There are basically two options in placing 
the components of a far-field system: the 
symmetric arrangement shown in Fig. 
7-70(a), and the asymmetric arrangements 
shown in Figs. 7-70(b) and (c). The two op
tions differ with respect to vignette losses 
and accumulation of nonlinear phase re
tardation, 8. For systems of equal overall 
length and gain, the vignette losses are 
twice as high for the asymmetric approach 
because the equivalent amplifier is twice as 
long. In addition, the B accumulation in the 
last pass is significantly larger for the asym
metric approach. These two effects cannot 
be ignored and probably outweigh the sim
plicity and lower cost of the asymmetric ap
proach. For our analysis, the symmetric 
geometry has been selected. 

Three options for injecting and extracting 
the laser beam are shown schematically in 
Fig. 7-71. Option 1 is illustrated in Figs. 
7-71(a) and 7-72. The laser beam is injected 
via a small mirror near the focal plane of 
the cavity, and the amplified beam is di-

Amplifier Amplffier 

(a) Option 1 

Amplifier 

Harmonic converter 

Amplifier—i r—Dichroic mirror 

(b) Option 2 In 

Target 

Amplifier 
Harmonic switch-, •—Dichroic wedge 

(c) Option 3 Phase 
conjugator . Amplifier -

Target 

rected onto the target at or near the focus 
of the last pass. A second or fourth har
monic converter increases the separation / 
between target location and pinholes by ^ 
about 1 m for typical cases. The improved 
access for target diagnostics is illustrated in 
Fig. 7-72. 

Option 1 has the least number of compo
nents and, hence, the lowest cost. Several 
systems could be arranged at different an
gles relative to each other to illuminate the 
target in relatively close bundles or at large 
angles. However, the flexibilities in target ir
radiation are somewhat limited, and some 
compromise in selecting an f/No. for the 
lenses may be required to satisfy require
ments of both spatial filtering and focusing. 

Option 2 [see Fig. 7-71(b)] applies the 
same injection of the beam, but provides 
She flexibility of external focusing optics at a 
significant increase in cost. Here, we em
ploy a dichroic mirror or polarizer to trans
mit or reflect the laser beam, which is 
harmonically converted to 2w or 4u. The 
damage limits of the required dichroic 
coatings are presently uncertain. 

Option 3 [see Fig. 7-71(c)] injects the laser 
beam near the target and uses a phase 
conjugator near the focus in the multipass 
cavity. The phase-conjugated beam then re
traces its path toward the target. The target 
position is displaced from the point of beam 
injection by dispersion obtained with a 
wedged element. Option 3 could reduce the 
optical distortions in a multipass system, 
but has target-access limitations that are 
similar to Option 1. Option 3 is clearly 
more complex and costly. At present, it is 
difficult to assess whether phase conjuga
tion provides a sufficiently large payoff. 

Performance Analysis. The performance 
simulation of all far-field-separation systems 
is quite similar, since the harmonic con
verter is, in all cases, the last element. Thus, 
losses and conversion efficiency affect all 
systems in a similar manner. 

The design of multipass far-field-
separation systems with harmonic conver
sion is confined to a limited regime 
bounded by 
• Fluence limitations. 
• Linear beam aberrations. 
• Nonlinear effects. 
• Vignette losses. 
• Transmission losses. 
• Amplified spontaneous emission. 
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• Isolation. 
• Spatial filter requirements. 

Discrimination against SHG in previous 
passes. 

Most of the constraints limit the perfor
mance of the system simultaneously. 

In general terms, the performance analy
sis can be done by trading off energy stor
age, energy extraction, vignette losses, and 
relative cost fixed-output fluences and loss-
to-gain ratios. For our analysis, an average 
ou^ut-fluence limitation of 20 J/cm2 was 
applied. The saturation fluence was ap
proximated by Fs = hv/a, and a loss-to-gain 
ratio of 0 — —In T/ln G„ == 0.1 was used 
as a typical example. 

The assumption that the damage thresh
old on the input minor or phase conjugator 
is equal to the damage threshold on the 
cavity mirrors requires that beam-area ratios 
be equal to the saturated gain, G5, of the 
system. The beam-diameter ratios are 

d_ 
D era 

I 

JO* 
(80) 

where 0 is the ang' :• between adjacent 
beams and F„ is tht f/No. of the spatial fil
ter. Obviously, we would like high satu
rated gains to reduce the size, d, of the 
input mirror and the losses due to vignette, 
which are detenmned by 

v=6(N - l)-*s6(N - l)nND , (81) 

where N is the number of passes, L/D is 
the length-to-diameter ratio of the amplifier, 
n is the index of refraction, and JVD is the 
number of disks along the beam. Note that 
vignette losses are independent of the clear 
aperture, D, which applies for single-disk 
amplifiers as well as segmented amplifiers 
consisting of many identical rectangular 
segments. 

The number of disks depends simply on 
the required small signal gain, G,„ of the 
amplifier and the logarithmic gain per disk, 
go, which can be scaled with the stimulated-
emission cross section, a, by 

gB=* 1.5 X10" "cm 

Vignette losses are 

u(N - 1) 
goF«y[CS 

lnG„ 

(82) 

(83) 

for all cases where the angular separation is 
determined by damage to the input mirror. 
However, other constraints on angular 
separation must be satisfied. To provide 
sufficient beam separation for spatial filter
ing, the angle 6 was limited to values above 
10 times the diffraction limit of 20-cm seg
ments, or 0 > 10 0D « 20 X/D « 0.1 mrad. 

Fig. 7-72. Expanded 
view of the focal area 
containing pinholes, 
input mirror, and tar
get. Several feet of 
separation between 
components should 
prevent serious 
interference. 

Pinholes J Target position 

(a) Side »:8W Target position 

• Pinholes 
(b) Top view 
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Fig. 7-73. Relative cost 
effectiveness of vari
ous multipass systems 
as a function of small 
signal net gain. 

For a second-harmonic output coupler, 
the angle 8 or 8N = (N — 1) 6 must be suf
ficiently large to prevent significant conver
sion in the previous pass. The angles are in 
the range of a few milliradians and, hence, 
dominate the above considerations of dif
fraction and spatial filtering. The optical ar
rangement shown in Fig. 7-70(a) provides 
an angular separation of (N — 1) 8 for the 
last two passes and, hence, is preferable to 
the reverse arrangement, where the last two 
passes are only separated by 0. 

To reduce second-harmonic losses, the 
angle (N — 1)8 should be selected close to 
a high (ith) order zero of the SHG angular-
tuning curve, which is determined for 
Type I KDP crystals and 1.06-/im light by 

beams. The angular blur-circle diameter can 
be approximated by 

8F # 

l(N - 1)912 (N - D2 

8F # SGcFl 
(85) 

and was kept below 10 urad to avoid beam 
degradation. This constraint is usually satis
fied for cost-optimal designs with 8 < 
10 mrad and does not impose any serious 
limitations. 

The selection of a cost-optimal f/No. was 
obtained by trading off the vignette losses 
against the fractional cost of the spatial fil
ter and laser bay, which was approximated 
by 

0, = 1.2 mrad cm- = (N - V I (84) A C « 0 . 0 6 ^ L _ 
C 1 + N D 

(86) 

where / is the effective crystal length. The 
first zero of the SKG tuning curve depends, 
to a large degree, on the beam intensity 
and, hence, is not suitable for effective 
discrimination. To avoid SHG losses, we 
limited the angle 0 V = (N — 1) 8 in our 
analysis to values greate than 2 mrad. 

An upper limit on the angle 8 is set by 
optical aberrations caused by the off-axis 

Our scaling is based on the cost analysis of 
Nova components and a cost of $200/^ for 
a section of the laser bay, which is twice as 
wide as the beam. A lower limit on the 
f/No. was set such that the amplifier would 
only occupy one-half of the space between 
the lens and the mirror to maintain good 
reimaging qualities. 

Another very important, but somewhat 
uncertain, constraint is the total small signal 

~ \ — I I I I I fTT I—I I I I UN "I—I I I I l l l l " I — l l l l l l l | 1—I I I l l l l 

•• 2 0 J / c m 2 

10° 
Small signal net gain, G N 
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net gain, GN, of the multipass system, 
which can be maintained without self-
oscillation. Typical values are in the range 
of 40 to 50 dB, which means 

G N = ( G 0 r ) N < 1 0 5 (87) 

where G0 and T are the single-pass small 
signal gain and transmission of the 
multipass system, respectively. 

With our assumptions and constraints, 
the system is quite well defined and can be 
optimized for maximum efficiency or high
est cost-effectiveness. The multipass sys
tems were evaluated for various values of 
GN, which makes it easier to compare vari
ous systems for similar isolation constraints. 

The relative cost-efferiveness of opti
mized multipass systems is illustrated in 
Fig. 7-73. A 66% improvement in the 
performance-to-cost ratio is obtained for a 
six-pass system operating at a multipass 
small signal net gain of GN =» 104. Figure 
7-74 shows the corresponding saturated 
gains, which do not increase significantly 
after several passes for identical isolation re
quirements. The most cost-effective systems 
are marked by a dot along each curve. The 
optimal saturated gains are below 1000. The 
balancing of vignette losses and saturated 
gain leads to a reduction in the extraction 
efficiency for low-gain systems, as shown in 
Fig. 7-75. The vignette losses are typically 

below 10% for cost-optimal designs. The 
product of optimal extraction and vignette 
is essentially independent of the number of 
passes. 

The optimal fluence ratios for multipass 
systems are much lower than for single-
pass systems, as shown in Fig. 7-76. The 
corresponding stimulated-emission cross 
sections range from 2 to 1 X 10~ 2 0 cm2 for 
one- to six-pass systems, respectively lead
ing to glass compositions with higher 
energy-borage capabilities. The improved 
energy storage provides the primary advan
tage for multipassing, since improvements 
in extraction efficiency are almost compen
sated by vignette losses. The corresponding 
cost-optimal f/Nos. are displayed in Fig. 
7-77, where the constraint F # > 2L/D be
comes effective for GN > 104, and the blur-
circle limitation, 8$, for GN < 5. Lower 
f/Nos. increase the vignette losses, while 
longer spatial filters become too costly. The 
constraints due to astigmatic distortions, re-
imaging quality, spatial filtering, and har
monic conversion are satisfied in all 
designs. 

The specifications of the most cost-
effective multipass systems are summarized 
in Table 7-12. The required amplifier gain, 
G0 for the single-pass system is much 
higher than for multipass systems and leads 
to higher transmission losses. The saturated 
gain, Gj, however, is small in comparison to 

r\i 

Fig. 7-74. Saturated 
gains of cost-optimal 
multipass systems are 
below 1000. Isolation 
requirements may 
limit saturated 
multipass gains to 
somewhat lower val
ues without signifi
cant reduction in cost 
effectiveness. 
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multipass cases. The extraction efficiency, ri 
is quite similar, while the optimal saturation 
fluence, F5 increases with the number of 

passes. Cost decreases with increasing num
ber of passes because lower-gain amplifiers 
are required for multipassing. The end 

~\ 1 I I I I l l | 1—I I I I I l l | 1—I I I I I llj I I I I Mil T 1 I I I III 

O.S 

ol • • ' i i 11 il i i i i i 11 i l i i i i i 11 i l 11 i l 
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Small signal net gain, G N 

Fig. 7-75. Vignette 
losses decrease with 
increasing gain. Opti
ma] extraction effi
ciency increases for 
the first few passes, 
but remains constant 
(-- F2%l for additional 
passes. 

-}—I I I I l l l | H I I I I 1—i i HUM —i i i mi l l 1—i i 1111 

lig. 7-76. The cost 
optimal fluence ratio 
decreases with num
ber of passes. 
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result leads to about a 66% improvement in 
cost-effectiveness for a six-pass system in 
comparison to the single-pass case. The 
number of passes is primarily limited by 
optical distortions that require experimental 
determination. 

Our estimated improvements depend 
somewhat on the maximum output fluence, 
cavity transmission, loss-to-gain ratio, and 
relative drive-cost factor. In addition, adjust
ments are necessary because of differences 
in system architecture. However, from our 
analysis to date, a 50% improvement for 
multipassing appears to be quite realistic. 

A cost-optimal six-pass system could pro
vide a saturated gain of about 900 at an 
overall efficiency of approximately 2%. The 
system would operate at an extraction effi-
\ .cy of 52% and a vignette loss of 7%, 
corresponding to f/17 optics. The ratio of 

output tluence to saturation fluence is about 
0.9, which corresponds to an emission cross 
section of 10 ~ 2 0 cm2 for an average output-
beam fluence of 20 J/cm2 and an effective 
degeneracy factor of k = 1.3. The system 
would require two five-disk amplifiers, each 
providing a small signal gain of 2.4. A 2-m-
aperture device would consist of about 500 
square segments with a total volume of 
2 m3. The amplifiers would occupy half of 
the space between the lens and the mirror. 
The angle between adjacent beams is about 
5 mrad, which translates to a blur circle of 
less than 3 ̂ rad. 

Megajoule lasers using segmented ampli
fiers with clear apertures of about 2 m 
would extend over 150 m in length. Such a 
system operating at an average fluence of 
20 J/cm2 could produce lw output energy of 
0.5 MJ per beam. A 5-MJ system would 

Fig. 7-77. Thef/Nos. 
of cost-optimal de-
sigr are in the range 
of 20 ± 5. 

Table 7-12. Specifica
tions of the most cost-
effective multipass 
systems. 
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require about 20 m 3 of laser glass and 
250 MJ of bank energy. Such a system 
could be built now without requiring any 
technical breakthroughs or major develop
mental efforts. 

Author: W. F. Hagen 

Advanced Lasers 
Rare-Gas Halide Kinetic Studies 

Excimer lasers operate on radiative transi
tions of molecules in which the upper state 
is bound and the lower state is repulsive. 
We label these excited molecules (excimers) 
by an asterisk. During 1981, we extended 
our earlier studies76 of rare-gas halide 
(RGH) excimers with an examination of the 
factors contributing to the efficiencies of the 
ArF* and KrF* lasers. The factors include 
the rate at which the excimer molecule is 
formed, the rate at which it is quenched by 
the various gas components, and the ab
sorption coefficient of the gaseous lasing 
medium at the laser wavelength. 

For the rare-gas fluorides, in contrast to 
the chlorides,76 the time scale for producing 
the excimer is not the most important factor 
in limiting short-pulse laser efficiency. In 
general, the RGH dime* is produced mainly 
by recombination of positive rare-gas ions 
with negative halogen ions, requiring about 
10 ns (Ref. 77) for typical plasma densities 
of 1014 cm~3. The rather slow attachment of 
electrons to chlorine donors to produce Cl~ 
is usually the rate-limiting step in rare-gas 
chloride production. In contrast, the rate of 
electron attachment to fluorine donors to 
produce F~ is quite fast and presents no 
such limit (e.g., t , » 5 X 10~9 cm3/s for a 
Maxwellian distribution of electrons at 1 eV 
(Ref. 78), corresponding to an attachment 
time of 1.2 ns at a typical F2 pressure of 
5Torr). 

Collisional quenching of RGH excimers 
occurs primarily by collisions with the halo
gen donor, with electrons (two-body pro
cesses), and with the rare-gas atoms 
(three-body process). The three-body 
quenching of the dimers by rare gases pro
duces RGH trimers, such as Ar2F* and 
Kr2F*. Like the dimers, the trimers can be 
viewed as ion-pair molecules79 (e.g.. 

Ar^F"). Because of trimer formation, three-
component gas mixtures (e.g., Ar, Kr, and F 2 

mixtures for KrF* lasers) perform better as 
laser media than simple two-component 
mixtures. In three-component mixtures, the 
formation of trimers proceeds at a slow rate 
compared to the formation rate of trimers in 
a two-component mixture of comparable 
density (i.e., comparable stopping powe>). 

Optical absorption at the laser wave
length by excited states in the laser medium 
is presently the least understood of the ma
jor determinants of RGH laser efficiency. 
Experiments have shown 8 0 that Kr2F* 
causes at least 50% of the background ab
sorption at the KrF* laser wavelength in the 
absence of strong stimulated emission. 
Viewed simplistically, this absorption is sat
urable, since the optical saturation of KrF* 
removes the source of Kr2F* production. 
However, because the saturation of KrF* is 
limited both by its finite vibrational relax
ation rate8 1 and by the nonsaturable ab
sorption of the medium, the Kr2F* 
absorption is not completely saturable. For 
both KrF* and ArF*, the nonsaturable opti
cal absorption at the laser wavelength is 
very important in determining the laser ex
traction efficiency. 

Thus, RGH trimers are important from 
the standpoint of dimer kinetics, excited-
state absorption, and, ultimately, laser per-
fonnance. During 1981, we studied the 
kinetics of ArF* and Ar2F*, as well as KrF* 
and Kr2F*, as a function of current density 
and gas mixture. We analyzed the time de
pendence of the trimers Ar2F* and Kr2F* to 
determine their collisional quenching rates 
by F2 and NF3 and their natural radiative 
lifetimes. At high current densities, we ob
served qualitative indications of electron 
quenching for the trimers, but not for the 
dimers. In addition, we measured the opti
cal absorption spectra and absorption cross 
sections of Ar2F* and Kr2F*. 

Finally, in a more exploratory vein, we 
have considered possible gaseous energy-
storage media that might be pumped by 
RGH lasers. Such media potentially allow 
the temporal compression of high-energy 
RGH laser pulses to short pulses appropri
ate for a laser-fusion driver. We discuss two 
examples of storage media that are typical 
of diatomic and large-molecule candidates 

RGH Trimer Kinetics. We used the ( 
MEG 1 electron beam (e-beam) facility at 
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LLNL to excite RGH laser mixtures at a 
fixed voltage (~600 kV), fixed pulse length 
"'O ns), and variable current density (5 to 
JO A/cm2). A schematic diagram of the 

setup is shown in Fig. 7-78. The e-beam, 
having a cross section of 2.5 X 10 cm2, 
passed through a 1.3 X 10"2-cm-thick tita
nium diode foil and drifted 1C cm in 30 Torr 
of air to reach the experimental cell. Carbon 
screens were placed in the drift region to 
attenuate the beam from 500 to 5 A/cm2 in 
steps. The e-beam passed through a 7.6 X 
10_3-cm-thick Inconel foil into the gas cell, 
where the current could be measured with 
a carbon-collector Faraday cup. 

To observe the kinetic properties of a 
homogeneously excited volume of gas, we 
reduced the exdted volume by pladng a 
stainless-steel insert in the cell. This insert 
defined an exdted volume 2.5 cm long, 1 cm 
high, and 1.5 cm deep. The e-beam exdta-
tion within this region was presumed to be 
uniform. We observed fluorescence from 
thi"'. region through 1-cm-diam holes in the 
block and transversely through a 0.3-cm-
diam hole. The hole diameters were chosen 
to be small compared to the observed depth 
of gas to minimize edge effects. Also, the 
fluorescence volume was chosen to be 
small to minimize the effects of amplifica
tion and absorption on the observed flu
orescence signals. To check these 
assi mprions, we compared the shape of 

fluorescence signals from the 2.5-cm and 
1-cm directions and found no apparent dif
ference. The gain and absorption coef-
fidents determined by direct measurement 
also suggest that the medium was optically 
thin for these dimensions. 

The gas cell and its fill system, con
structed of stainless steel, were passivated 
with F2 and evacuated between fills to less 
than 10 ~ 4 Torr. Subatmospheric pressures 
were measured with a capacitance manom
eter, and higher pressures were measured 
with a strain gauge. Gas mixtures were 
composed in 1-litre mixing bottles using 
commerdally pure F2 and NF3 and 
research-grade rare gases. To ensure com
plete mixing, the bottles were left standing 
for several hours before use. We generally 
used gas from the same mixture batch for 
each data set, and refilled the cell with gas 
from the mixture bottle for each shot. 

Photodiodes viewed the fluorescence 
from the exdted volume through selected 
bandpass filters. Biplanar vacuum photodi
odes were used with a 50-fi load, giving a 
1-ns response. The cable lengths for the sig
nals were adjusted so that the observed sig
nals occurred simultaneously within 1 ns. 
As shown in Fig. 7-79, a 5-56 Corning filter 
isolated the Kr2F* emission. A 7-54 filter 
isolated the Ar2F* emission. Figure 7-79 
shows the emission spectrum of Kr2F* 
taken with an optical multichannel analyzer 

Carbon attenuator 

Stainless-steel insert 

Fig. 7-76. Schematic of 
experimental setup 
used to study RGH 
kinetics. 

1 Photodtotta/Htor 
Excitation voknw: 
2.5 x 1 cm x 1.5 cm daap. 
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Fig. 7-79. Spectral re
sponse of photodiode 
and filter transmission 
used to isolate KrF* 
fluorescence. 

and also shows the photodiode response as 
determined by the manufacturer. Interfer
ence filters having bandwidths of 20 and 
10 nm, centered at 195 and 250 nm, respec
tively, isolated the ArF* and KrF* B-X 
emissions. 

Comparisons of the e-beam current, ArF* 
fluorescence, and Ar2f* fluorescence are 
shown in Fig. 7-80 for low (33 A/cm2) and 
high (470 A/cm2) e-beam current densities. 
The negative pulse at the end of each trace 
is a common fiducial pulse that was used to 
adjust the scope sweeps to be simultaneous. 
As shown in Fig. 7-80, the ArF* signal typi
cally followed the current pulse with about 
a 10-ns delay and had a relatively constant 
shape for high and low current; the KrF* 
signals behaved similarly. This behavior is 
in contrast with XeCl*, where the temporal 
shape of the fluorescence changes with cur
rent density,''' presumably because of the 
change in the HC1 attachment rate. 

The Ar;F* signal is unlike the ArF* signal 
mainly because of its longer radiative life
time (~200 ns compared to ~5 ns for the 
dimer). At low current density, the trimer 
signal integrates the dimer signal with a de
cay constant, which appears to be the same 
during and after the e-beam current. This 
behavior is consistent with the view that 
the trimer is formed from the dimer by 
three-body collisions and then decays by a 
time-independent loss process consisting of 
radiative decay plus collisional quenching. 

The trimer fluorescence has a qualitatively 
different time dependence at high current 
density. The trimer appears to approach a , 
steady state more rapidly during the currei 
pulse than after. This immediately suggests 
a larger quenching rate for the trimer dur
ing the e-beam pulse, quite probably by 
electron collisions. 

The peak amplitude of the trimer fluores
cence plotted vs average current density 
also suggests an e-beam-related quenching. 
Figures 7-81 and 7-82 show the peak ArF* 
and Ar,F* signals and peak KrF* and Kr2F* 
signals, respectively, as a function of aver
age current. While the dimer signals in
crease almost linearly with current, the 
trimer signals roll off strongly at the highest 
current densities. Because the normal decay 
time of the trimer is much longer than that 
of the dimer, electron quenching (or any 
other excitation-dependent quenching) is 
comparatively more important for the tri
mer. Indeed, to predict the trimer con
centration accurately, it appears necessary 
to include this additional quenching in a 
description of the trimer kinetics for current 
densities as low as 50 A/cm2. Interestingly, 
Figs. 7-81 and 7-82 also suggest that, at least 
with 5 Ton- of F2, electron quenching of the 
dimer is not a serious problem up to 
500 A/cm2. 

Analysis of the trimer kinetics is consid
erably simpler than the dimer kinetics. First, 
the trimer decays on a relatively long time 
scale, so that the trimer can be observed af
ter its production has completely ceased. 
Second, the dimer emission provides the 
time dependence of the source of the trimer 
production. We make the following 
assumptions 
• The dimer and trimer fluorescence signals 

are proportional to the corresponding spe
cies density. 

• The trimer is formed solely from the di
mer,82 the formation rate being propor
tional to the dimer density. 

• At low current densities, the trimer is 
quenched with a time-independent rate. 

Under our assumptions, at low current den
sities, the trimer fluorescence signal (SXSF) 
and the dimer fluorescence signal (SXF) "are 
related at low current densities by the sin
gle equation 

SX,F = aSXf ~T ' S X. (88) 
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The source term, a, is given by High current 

(89) 

where k is the pressure-dependent trimer 
formation rate, and the St are detector-
sensitivity factors defined according to S, = 
S}n,, where n, is the number density of the 
species i. The decay term T - 1 in Eq. (88) is 
the sum of radiative decay (T~J) and two-
body quenching processes (£,«,). 

Using the dimer fluorescence as input, we 
fitted the observed trimer time dependence 
at low current densities to obtain best-fit 
values for a and T _ I . The oscillograms of 
fluorescence were first digitized at approxi
mately 40 points chosen to allow full defini
tion of the curves. A 1-ns-spaced set of 
"experimental" points was then obtained by 
quadratic interpolation. We represent the 
experimental dimer fluorescence at r, by x,, 
the experimental trimer fluorescence by S,, 
and the computed trimer fluorescence by y,. 
We determined values for a and T "' by 
minimizing the error 

A2 = Y ( s , - y , ) 2 (90) 

It is convenient to define the variable u(t) 
— v(f)/a, so that Eq. (88) can be rewritten 

u = x(t) • • ult) (91) 

Then, minimizing A2 with respect to a sim
ply gives 

a - VS,«. V I I ? (92) 

Therefore, the value of a giving a best fit is 
simply a normalization factor relating u(t) to 
y(f), which is applied after solving Eq. (91) 
for u(t) with an arbitrary value of T . 

Approximating the dimer fluorescence, 
x(t), by a linear function between f; and 
t~. ,, we can solve Eq. (91) analytically in 

. interval. We obtain the recursion 
relationship 

Low current 

Time (20 ns/div) 

TnTr| 1 i 11 i i i i | 1 i i inn 
1500 Torr Ar 

_ 5 Torr F, 

Fig. 7-80. Time depen
dence at low and high 
current densities (1500 
Torr Ar/2.5 Torr F2I. 
(a) E-beam current 
density. (b> Dimer flu
orescence. Ic) Trimer 
fluorescence. 

Average current density (A/cmz) 

Fig. 7-81. Peak ArF* 
and Ar,F* fluores
cence signals vs aver
age current density. 

M, + , = «,<• 

+ X,T •U 1 - e-*") 
A( 

1 - — 1 
At (93) 
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Fig. 7-82. Peak KrF* 
and Kr,F* fluores
cence signals vs aver
age current density. 
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Fig. 7-83. Comparison 
of experimental and 
mode! values for 
Ar,F* fluorescence 
signal at low current 
density (33 A/cm 2). 

1 101 10 2 10 3 

Average current density (A/cm2) 

Fig. 7-84. Ar,F" decay 
rate, r - 1 , vs gas pres
sure at low current 
densities; straight 
lines represent linear 
fit to data. 

where Af = J, + , — (,. 
Using Eqs. (92) and (93) to find «,- and a, 

we determined the error, A2, associated with 
a given value of T _ 1 . The error A2 was thei 
minimized with respect to T _ I using a mod
ified Gauss-Newton method, where the de
rivatives were calculated numerically using 
finite differencing (IMSL routine ZXSSQ, 
Ref. 83). 

The error in the best-fit value of T _ 1 was 
estimated as that increase (or decrease) re
quired to increase the error sum to twice its 
minimum value. This estimated error is 
consistent with assuming an error in each 
residual equal f o the error incurred in digiti
zation. The error in the best fit for a was 
simply that associated with the error range 
forr- ' . 

The agreement between the model and 
the experimental trimer fluorescence was 
extremely good, as demonstrated in Fig. 
7-83. The excellent match between the 
model and experiment is typical of all the 
results at low current density. Plots of the 
resulting best-fit value for r " ' vs pressure 
are shown in Fig. 7-84 for Ar-F2 mixture ra
tios of 300:1 and 600:1. Representative error 
bars are only shown for the circles that in
dicate data taken at a current density of 
11 A/cm2. The triangles represent data at 

1000 
Pressure (Torr) 

2001 
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33 A/cm2. Note that, for these low current 
densities, the fitted decay rates do not vary 
with the excitation current density. This was 
jund for all gas mixtures. The solid lines 

are the result of a multiple linear regression 
fit, where each point was weighted accord
ing to its error range. Specifically, we as
sumed T _ 1 to be of the form 

ArjP* 

T ' = '•rad + K", + *d"d (94) 

where the subscripts r and d imply a rare 
gas or a fluorine donor. 

The trimer quenching coefficients and ra
diative lifetimes obtained from the analysis 
of the low-current-density data are shown 
in Table 7-13. The radiative lifetimes are 
somev/hat longer than both the calculated 
values7 9 (132 rs for both K2F* and Ar2F*) 
and previous measurements [165 ns (Ref. 84) 
and 181 --.s (Ref. 85) for Kr2F* and 185 ns 
(Ref. 84) for Ar2F*]. Our F2 quenching-rate 
coefficients are in the range of the several 
previous measurements.84"86 There appear 
to be no previous data for trimer quenching 
by NF3. It is interesting to note the small 
quenching rate of Kr2F* by NF3. To mea
sure that rate accurately without the influ
ence of electron collisions, we reduced the 
e-beam current density to 2 A/cm2. 

Examples of the values of a determined 
as a function of pressure are shown in Fig. 
7-85 for Ar-F2 rrcixtures at 11 and 33 A/cm2 

and Ar-NF3 mixtures at 11 A/cm2. To pre
vent confusion because of the large number 
of overlapping points, we have shifted the 
data in Fig. 7-85(a) down in pressure by a 
factor of 2 and the data in Fig. 7-85(c) up in 
pressure by a factor of 2. For comparison, 
we have associated with each data group a 
common line having a p 2 dependence, 
which has been shifted similarly with pres
sure. Although we expect a simple p 2 de
pendence for a three-body formation rate, 
the curves for the various conditions all de
viate from the p 2 line at high pressure. The 
Kr2F* formation rates behave similarly. Al
though we have no clear explanation of this 
effect, it is consistent with a decrease in the 
effective radiative lifetime of the dimer spe
cies at high pressure, presumably because 
of vibrational relaxation. Such a decrease in 
rfimer lifetime has been reported by 

' .ers.87 This would imply that the ratio be
tween the dimer fluorescence and the dimer 
density is not constant with pressure. This 

rred - S t S a rai - M 5 ± 20 ns 
Vr ac *-am?/* _ < 1 0 r u an 3 /s 
•*! - (M» £ 0-iO) X KT 1 0 c * 3 / » kpj -{1.79 ± 0.06^X10" -10 cm3/s 

Jata. » ( £ 7 ± l ^ X T O - 1 3 onrV*,. Jm -{1.07 ±0C7)X 10" cm3/s 
Table 7-13. Trimer de
cay constants deter
mined from analysis 
of fluorescence at low 
current densities. 

20 

10 

1 I I I I I | 
A = Mixture ratio of 300:1 
0 = Mixture ratio of 600:1 

I I I 
10* 1 0 J 

X • pressure (Torr) 
5 x to 3 

would then cause only an apparent rather 
than a true deviation in the trimer forma
tion rate from a p 2 law. 

The analysis of the trimer rime depen
dence at high current density was per
formed in a different manner because of the 
presence of additional quenching during the 
current pulse. Labeling the rrimer signal as 
y and the dimer signal as x, we expect them 
to be related by 

Fig. 7-85. Ar2F* for
mation rate a, vs gas 
pressure for various 
mixtures and e-beam 
current densities, (a) 
Ar-F 2 , l l A/cm 2 , x 
= 0.5. <b> Ar-F2, 33 
A/cm 2 , x = 1. <c> 
Ar-NFj, 11 A/cm 2 , 
x = 2. 

y = ax - T y - yjt) y (95) 

Note that we have made no assumptions 
about the time dependence of the addi
tional quenching, labeled ye{t), but we pre
sume the values of a and T _ 1 , determined 
at low current de nsity, will apply. We then 
determined 7e(f) by numerical 
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differentiation of the digitized trimer curves. 
The trimer points are labeled y,, and the ex
perimental dimer points are labeled xh As
suming linear interpolation between (, and 
f,+ 1, and defining (,+ = ( ( , . , + f,)/2, we 
have 

yJiC) = «(*,+ ! + *,) 
(.'/,+! +y,) 

2 (;/,4i + y.) 
Af (.v,+i +.'/,) (%) 

Fig. 7-86. Comparison 
of additional quench
ing raie,yeit), at high 
current density to 
fixeH quenching rate, 
T (e-beam current 
density •= 470 A/cm 2 ) . 

Figure 7-86 shows the result of analyzing 
the high-current data of Fig. 7-80(c) by this 
procedure. Note that the additional quench
ing during the current pulse is about three 
times greater than the fixed quenching rate. 
Also, this additional quenching goes to zero 

10 

Mg. 7-87. Ar,F* elec
tron quenching rale, 
fp, vs current density 
for various F 2 con
centrations; solid lines 
are linear fits to data 
at fixed F 2 pressures. 
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after the current pulse, as we expect for a 
plasma-related process. A characteristic rate 
was obtained by averaging the values of 
7e((,+) in the time range of 30 to 50 ns into 
the current pulse. 

A plot of the characteristic quenching rate 
of Ar2F* determined in this manner as a 
function of average current density is 
shown in Fig. 7-87 for several partial pres
sures of F2. The horizontal bars represent 
the range of current densities exhibited by 
the e-beam over the averaging period. 
Within the scatter of the data, the additional 
quenching increases linearly with current 
density. However, it does not vary inversely 
with F2 in the manner that we expect the 
electron density to vary when the primary 
electron loss is attachment to F2 with a 
constant-attachment coefficient. The Kr2F* 
data show a similar behavior. 

Because our results do not fit a simple 
model, we have considered possible 
quenchers of the trimers other than elec
trons such as Ar2F* or F~. However, to fit 
our data, the rate coefficients for trimer 
quenching by these species would have to 
be greater than 10 ~ 7 cmVs, an unreason
ably high number for a heavy-particle rate. 
Hence, we are left to conclude that trimer 
quenching during the e-beam pulse is 
caused by free electrons. However, we must 
also conclude that the electron density de
pendence on F2 is not given by a simple 
model. 

One complication in the description of 
the electron kinetics is that the addition of 
F2 causes deviations from a Maxwellian 
electron-energy distribution because of the 
large loss rate for electrons near zero en
ergy.78 Loss of electrons in the low-energy 
range may suppress the effective 
attachment-rate coefficient at high F2 con
centrations. By this argument the normal 
(i.e., Maxwellian distribution) attachment 
rate is most appropriate at the lowest F2 

pressure. Using the data at 2.5 Torr F2, as
suming an attachment coefficient of 5 X 
10~9 cmVs, and presuming the e-beam de
position rate in our cell is twice that given 
by the Berger and Selzer stopping power,88 

we estimate the electron quenching rate of 
Ar2F* is 4.1 X 10 ~ 8 cmVs (Ref. 78) and that 
of Kr2F* is 1.3 X HT 7 cm3/s. These 
quenching coefficients are similar to those 
previously measured for the ArF* and Kr. 
dimers.89 
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RGH-Medium Absorption. The ratio of 
small signal gain to nonsaturable loss at the 
^ser wavelength is paramount in determin-
ng the extraction efficiency of e-beam-

excited lasers. Generally, the background 
loss is spectrally broad so that "off-line" 
measurements suffice to determine the "on
line" gain-to-loss ratio.90 During 1981, we 
measured the absorption spectra of ArF* 
and KrF* laser mixtures, identified absorp
tion maxima caused by Ar2F* and Kr2F*. 
and measured their peak absorption cross 
sections. 

To probe the excited medium, we used 
several v/avelengths produced by stimu
lated Raman scattering of a KrF lassr in ei
ther H 2 or D2, as described in Ref. 76. 
Raman scattering of a 100-mJ KrF laser pro
duced probe pulses of approximately 15-ns 
duration at 11 wavelengths between 206 nm 
(second ami-Stokes in 112) and 423 nm 
(fourth Stokes in H2). The intensity of each 
line was large enough (> 1 kW) to eliminate 
any problems caused by background flu
orescence from the e-beam-excited gas. 
Spectrometers equipped with vacuum pho-
todiodes were used to sample the input in
tensity (reference signal) and transmitted 
intensity for any specific line. The pulsed 
laser was generally timed so that absorption 
was measured at the end of the 50-ns cur
rent pulse. A triple-pass arrangement gave 
an absorption path that was 30 cm long. 

We first used this technique76 to measure 
the absorption spectra in e-beam-excited Ar 
and Ne. The interpretation of these data 
was clouded by our inability to separate the 
contributions to the absorption from the 
rare-gas molecular ions (e.g., Ar2

+) and the 
rare-gas excimers (e.g., Ar2). Modeling indi
cates that the molecular ions and excimers 
are generally present in comparable con
centrations and that both contribute to the 
observed absorption. 

Calculations predict that the absorption 
cross sections for the molecular excimer,91 

as well as the rare-gas halide trimer79 (e.g., 
Ar2F*), are similar to those of the cor
responding rare gas molecular ion in the 
300-nm region. The rare-gas excimers may 
be visualized as Rydberg molecules with a 
molecular ion core, the trimers as rare-gas-
ion, halogen-ion pairs (e.g., Ar^F"). For 

r^oth molecules, we expect the absorption to 
a the result of a process analogous to the 

strong 2Z+ —. 2Sj" transition, which has 

been predicted for the rare-gas molecular 
ions.92-94 

The addition of halogen donors to the 
rare gases simplifies the identification of the 
absorber in comparison to the case of the 
pure rare gases. The RGH trimers then gen
erally have the highest concentration of any 
excited species, as illustrated in Table 7-14. 
(The species concentrations were calculated 
with a RGH kinetics code similar to that 
described in Ref. 86.) This dominance of the 
trimers results from their being the lowest-
energy excited species and from their hav
ing a relatively long lifetime. 

Negative halogen ions and excited rare-
gas atoms also contribute to the medium 
absorption. Figure 7-88 displays the experi
mentally determined95 absorption cross sec
tion of F~, together with the theoretically 
predicted spectra of Ar* and Kr* (Ref. 96), 
Ar" (Ref. 97), and Ar,* and Kri (Ref. 94). 

Figure 7-89 shows the absorption spec
trum of an Ar-F2 mixture measured at the 
end of the e-beam current pulse. The error 
bars represent the scatter in the data over 
several shots. The solid line in Fig. 7-89 is 
the spectral profile of Ar^ calculated by 
Wadt.94 Both the peak position and the 
width of the absorption, presumed to be 
caused by Ar2F*, are in good agreement 
with the Ar2* calculation. The experimental 
absorption is higher in the wings, presum
ably because of contributions from other 
species. 

The measured absorption at 226 nm in 
Fig. 7-89 is significantly higher than the 
overall experimental curve. We expect ab
sorption by excited rare-gas atoms to be un
structured in this region, since, at this 
wavelength, the final state lies in the 

Concentration 
Species (cm-3) 

Ar* 2.9 X I t ) 1 5 

Ar" 2.3 X 10 1 5 

Ar+ , u x i o 1 5 '" . 
Ar5 .' 3.7 X 10 1 4 

Ar 2

+ 22 X 10 1 5 

F - 1.6 X 1 0 " 
ArF* 6.3 X 1 0 " 
Af2F* 1.7 X I t ) ' 6 

Table 7-14. Excited 
species concentrations 
predicted at 50 ns into 
a 500 A/cm2 e-beam 
pulse (5500 Torr Ar, 
5 Torr F,».a'b 

'Total deposition of energy Into gu Is estimated 
at twice ra'e given by Berger and Seftaer stopping 
powers. 

''Model used docs not include electron quench
ing of trimer, and, thus, probably ovetwltnates 
Ar2F* density by a factor of about 2. 
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Fig. 7-88. Experimen
tal absorption cross 
section for F~, with 
theoretical absorption 
cross sections for ex
cited rare-gas atoms 
and rare-gas molecular 
ions. 

200 300 
Wavelength (nm) 

400 

ionization continuum. Thus, the observed 
feature must come from either ArF*, Ar2F*, 
or, possibly, F2. Our hypothesis is supported 
because no similar deviation was observed 
in the pure-Ar absorption data. Bound-
bound absorptions for RGH trimers from 
the ionic state to Rydberg states have been 
predicted98 in this spectral region. 

Figure 7-90 shows the absorption spec
trum of an Ar-Kr-F2 mixture. Since the 
mixture concentrations are appropriate for 
laser operation, we observed gain at the KrF 
laser wavelength. The two different gain 
values were obtained using either H : or D 2 

as a scatterer and probably reflect small 
spectral changes in the probe spectrum at 
the pump line caused by rotational Raman, 
scattering. The absorption maximum is at V 
315 nm, compared to 300 nm for Ar-F2 mix
tures. We attribute the maximum to Kr2F*, 
the primary trimer species. (The concentra
tion of the mixed trimer ArKr+F~ is be
lieved to be small because of the rapid 
process ArKr +F" + Kr — Kr 2

+F" + Ar.) 
The theoretical absorption94 for Kr^ (solid 
line) again matches the wavelength of the 
peak, but underestimates the wings. Note 
that the anomaly at 226 nm is still present 
for this mixture. 

Interpolating the measured absorption at 
249 nm, we estimate the ratio of small sig
nal gain to small signal loss to be 6. Assum
ing that ha;t of the absorption at 249 nm is 
caused by Kr2F*, as suggested by the calcu
lated Kr^ spectrum, would imply that the 
ratio of gain to nonsaturable loss is 12. Ra
tios of 10 to 20 are inferred from KrF* laser 
performance.80 

To confirm our identifications of Ar2F* 
and Kr2F* as the primary absorbers at 300 
and 315 nm, we compared the time depen
dence of the absorption to that of the trimer 
emission. For simplicity, we used the 
351-nm line of the cw Ar + laser as a probe 
to obtain the full time dependence of ab
sorption on a single shot. A spectrometer 
and fast-response vacuum photodiode were 
again used to detect the transmitted beam. 
Oscillograms of the transmitted light signal 
were digitized and then converted to ab
sorption coefficients vs time. Figure 7-91 
compares the measured absorption coef
ficient at 351 nm to the Kr2F* emission at 
420 nm, normalized to the same peak value. 
The temporal shapes are in excellent agree
ment, further confirming the absorber as 
Kr2F*. The comparison for Ar-F2 mixtures 
was equally good. 

To obtain absolute absorption cross sec
tions, it is necessary to determine the trimer 
densities. We did so by measuring their ab
solute emission intensifies for a well-
defined geometry. Pinholes of 0.36-cm radii 
were located at the cell-output window and 
at the detector. The pinholes were separated 
by 54 cm. The projection of an illuminated 
field at the detector through the pinholes 
demonstrated that the field of view through 
the X5-cm excited length was unobstructed 
For our simple geometry, the detected 
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signal is given by 

, r .. rf r f l . 
id' 

(97) 

with the following definitions 
D = detector sensitivity in mA/W av

eraged over the emission band, 
R = load resistance, 
to = quantum energy, 
n = trimer density, 
r,, r2 = pinhole radii, 
L = length of excited gas, and 
d = pinhole separation. 
The factor in parentheses is an effective 
volume that can be derived by simple 
application of the brightness theorem." 
Data such as those shown in Fig. 7-79 were 
used to obtain the detector response, D. Us
ing Eq. (97), we determined simple factors 
to convert measured photodiode voltages to 
number densities of trimers. 

An additional correction was necessary, 
since fluorescence was measured from a 
2.5-cm length, while absorption was mea
sured over 10 cm. Using the data in Figs. 
7-81 and 7-82, we made a small adjustment 
(~20%) in the number densities cor
responding to the change in average current 
density pumping these lengths. 

The resulting trimer-absorprion cross sec
tions are summarized in Table 7-15. A ma
jor part of the estimated uncertainty in the 
cross sections arises from using the fluores
cence from a small volurr- to infer number 
density in a larger volume. The wave
lengths for peak absorption by Ar2F* and 
Kr2F* are in excellent agreement with the 
calculations for Ar^ and Kr^, while the ex
perimental peak cross sections are slightly 
larger than calculated. Since excited rare-gas 
atoms and halogen ions also make a small 
contribution to the absorption in this spec
tral region, the experimental values should 
be regarded as upper limits on the trimer 
cross sections. 

RGH-Pumped Storage Lasers. We have 
studied trie feasibility of using as a storage 
system those gaseous gain media that have 
high quantum efficiency when pumped by 
either AiF or KrF lasers and have energy 
storage times greater than 0.1 jis. These me
dia potentially can offer simplicity and 

-economy, relative to pulse stackers, in 
hieving power compression of long-pulse 

lasers. This general approach, often classi-

0.1! 

0.10 
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0.04 
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140 Worn2 

200 300 
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fied as a hybrid laser, could be competitive 
with other RGH pulse-compression con
cepts in reaching the goal of 5% overall ef
ficiency for 1- to 10-ns pulses. The 
longstanding task for the hybrid scenario is 
to identify practical storage media. We have 
found two interesting candidate molecules 
to use in a hybrid scheme. First we describe 
some general properties of hybrid systems, 
then we discuss the possibility of using KrF 
to pump SO or DABCO (1,4-diazabicyclo 
[2.2.2] octane). 

We first note that the hybrid concept is 
closely related to Raman compression. 
Raman excitation can be viewed as optical 
pumping to a virtual state of the conversion 
medium. Because such states have a very 
short storage time, this method of pumping 
requires simultaneous extraction with a 
backward-propagating Stokes pulse to ex
tract a power greater than the pump power. 
The major advantage of virtual-state pump
ing is that it is nonresonant and, thus, use
ful with lasers of arbitrary wavelength. <t 
also can have a high quantum efficiency us
ing vibrational Raman emission. The major 
disadvantage of nonresonant virtual-state 
pumping is that it also works at the output 
wavelength. Thus, spontaneous conversion 
to second-Stokes light is possible when the 
output intensity becomes high. Theoretical 
analysis100 suggests that, in a simple 

Fig. 7-89. Absorption 
spectrum of Ar-F, 
mixture measured at 
end of e-beam current 
pulse; solid line is 
spectral profile of 
Ar2

1 calculated by 
Wadt. 9 4 
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lig. 7-90. Absorption 
spectrum of Ar-Kr-F 2 

mixture measured at 
end of e-beam current 
pulse; solid line is 
spectral profile of 
Kr, calculated by 
Wadl.*1 

amplifier without second-Stokes suppres
sion, the ratio of photon fluence between 
the Stokes pulse and the pump pulse is 
limited to about 5. Experiments using 
KrF-pumping of methane have achieved 
power gains of about 3. 

Because of the uncertainty principle, 
AE SI > h, optical pumping of real states 
allows much longer storage times. Provided 
that a low-lying vibrational level is still 
used as the lower laser state, the quantum 
efficiency also can be high in this case. We 
exclude photodissociation, as in the iodine 
or Group VI lasers, because their quantum 
ratio is inherently much lower. The power 
intensification ratio using real-state pump
ing can be on the order of the medium 
storage time divided by the short-pulse ex
traction time multiplied by the quantum ra
tio. Hence, with a very modest storage time 
of 100 ns and a relatively long extraction 
time of 10 ns, we have a potential power 
gain (neglecting the quantum ratio) of 10. In 
principle, much higher power gains are pos
sible, since there is presumably no second-
Stokes limit for resonant pumping. 
However, the analogous problem becomes 
the absorption of either pump-laser or 
output-laser photons by the excited states in 
which energy is stored. We note that our 
present objective is the conversion of a KrF 
or ArF laser operating nominally at 

10 MW/cm2 (as limited by nonsaturable 
loss) to a fusion driver operating nominally 
at 1 GW/cm2, a power gain of 100. 

Many of the attributes commonly associ
ated with Raman pulse compression are ac
tually quite general to laser pumping of 
gain media. For the best analogy with 
present Raman schemes, consider longitudi
nal pumping of a storage medium. 
"Stacker-compressors" are clearly possible 
using storage media, since we may use a 
single extraction beam to obtain an optical 
summation of various pump beams incident 
on the conversion cell at different angles or 
opposing directions. Moreover, as com
monly advertised for Raman compressors, 
the spatial coherence of the output can be 
much better than the pump. Some averag
ing of spatial inhomogeneities in the pump 
by the storage medium is automatically ac
complished by extracting slightly off-angle 
to the pump beam. These benefits generally 
accrue when using longitudinal excitation of 
a medium by a coherent pump and are not 
specific to Raman conversion. 

Longitudinal pumping of a conversion 
medium appears potentially to be the most 
efficient hybrid configuration. Provided the 
transverse aperture of the conversion me
dium is greater than the width of the input 
beam, complete geometric overlap of the 
extraction pulse with the pump pulse can 
be obtained without suffering diffraction or 
scattering by walls. As with all such face-
pumped amplifiers, depletion of the pump 
by absorption does not cause spatial 
inhomogeneity of the output beam in con
trast to transversely pumped amplifiers. 
Moreover, Brewster-angle or AR-coated in
put windows can be used to provide effi
cient input coupling. Hence, in the 
longitudinal pumping configuration, there 
are no inherent geometric considerations 
that limit the extraction efficiency. Rather, 
the performance of the amplifier will be de
termined by the physical operties of the 
conversion medium. 

We first estimate the general range of ab
sorption and gain cross sections desired for 
a hybrid system. The simplest type of mo
lecular storage laser is a "two-state" system. 
Absorption and emission occur via the 
same overall electronic transition moment, 
gain being provided by a Franck-Condon 
shift. Since the absorption and gain cross ( 
sections are inherently comparable in this 
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case, we may ask if they are compatible for 
longitudinal pumping as well as for provid
ing energy storage. The output fluxes of 
iGH lasers are typically in the range of 0.2 

to 1 J/cm2, corresponding to about 0.2 to 1 
X 101 8 photon/cm2 at 193 nm. If we pro
duce a concentration of excited species of 
lO'Vcm3 in the storage medium (the con
centration is based on experience with 
Group VI and other gaseous-storage lasers), 
the input flux can excite an amplifier depth 
of 0.2 to 1 m to this concentration. The ac
tual amplifier depth would likely be a factor 
of 2 or so greater, allowing for exponential 
depletion of the pump. Hence, we require 
an absorption coefficient of 0.01 to 0.05/cm. 
Since the minimum concentration of 
ground-state molecules must be lO'Vcm1, 
we find that the absorption cross section 
must be less than 5 X 10~ l 8cm 2. If we only 
want to excite 10% of the ground-state mol
ecules, an absorption cross section of about 
5 X 10" 1 9 cm2 is desired. We immediately 
observe that the cross sections above are 
consistent with weak transitions having os
cillator strengths of 10 ~ 2 or less. Such tran
sitions are consistent with our needs for 
energy-storage time and gain. Hence, a 
two-state molecular-storage laser is feasible 
using longitudinal pumping. 

A "three-state" molecular laser would ob
viously rely on absorption to one molecular 
:;tate followed by internal conversion or col-
lisional relaxation to a second state, which 
provides gain. Our previous estimate of the 
desired absorption cross section is still ap
plicable. However, in this case, it is possible 
to absorb on the wing of a strongly allowed 
band, since energy storage and, hence, a 
long radiative lifetime, are not required for 
the state that is directly pumped. 

We ran naively classify potential gaseous 
hybrid lasers into three types: diatomic mol
ecules, small molecules (up to 4 atoms), and 
large molecules. The three categories have 
significantly different problems and 

attributes. Stable diatomic molecules having 
a useful vapor pressure are relatively few in 
number. It is generally improbable to have 
a good spectral overlap of convenient di
atomic molecules with available pump 
lasers. However, diatomic molecules are the 
most attractive in terms of their ionization 
potentials and relatively simple spectros
copy. Small molecules might be the most 
attractive. However, we have not yet identi
fied any that have a high fluorescence yield 
in the ultraviolet. Large molecules have 
continuous absorption bands, improving the 
likelihood of overlap with pump lasers. 
However, with large molecules, questions 
frequently arise about photodissociation, 
photoionization, and excited-state absorp
tion. The tradeoffs between diatomic and 
large molecules as hybrid laser candidates 
are well illustrated by SO and DABCO. 

Pi^. 7-91. Comparison 
of time dependence of 
K r 2 P emission at 420 
nm (F) with absorp
tion coefficient (A) at 
351 nm. 
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Table 7-15. Wave
lengths for peak ab
sorption, and peak 
absorption cross sec
tions, for Ar2F* and 
Kr,F*. 
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Fig. 7-92. Morse 
potential-energy 
curves of known elec
tronic states of SO. 

Clyne and McDermid have suggested 
the use of the A 3II —. X 3 2~ transition in 
the SO radical for a two-state molecular-
storage laser pumped by KrF excimer radia
tion. The potential curves of the known 
states of SO are shown in Fig. 7-92. Being 
analogous to 0 2 , SO has the familiar 3T." 
ground state and low-lying 'A and ' 2 + 

metastable states. The ri- nary ultraviolet 
transition of SO is the X 3 2~ — S 3 2~ band 
(analogous to the Schumann-Runge bands 
of 0 2 ) extending in absorption from about 
200 to 240 nm. The A 3Xl state, first identi
fied and analyzed by Colin,'03 is interesting 
as a storage-laser candidate because of its 
16-MS radiative lifetime, as measured by 
Clyne and McDermid. Perhaps the long 
lifetime arises because both the A and X 
states correlate with ground-state atoms 
(thus leading to the possibility of producing 
an SO laser based on the recombination of 
ground-state atoms). 

Ground-state SO is a relatively stable free 
radical and has been observed102 to exist in 
flow systems for times greater than 0.1 s. 
The presence of O atoms causes recombina

tion to S0 2 . The radical SO has been pro
duced by the reaction of O atoms with CS2, 
reaction of S atoms with 0 2 following flash 
photolysis of COS, discharges of S0 2 , and; 

bj numerous other techniques. Although, 
for the present purposes, we must avoid the 
presence of S0 2 , which absorbs in the spec
tral region of interest, it still seems likely 
that SO concentrations approaching 1 Torr 
can be produced. 

The vibrational spacings in the ground 
and excited states of SO are 1148 and 
413 cm "', respectively, and the rotational 
constants are 0.72 and 0.61 cm" 1, respec
tively. The KrF excimer radiation overlaps 
well with the 6-0 bands of the A 3n,, — X 
3 2~ band that extends from 247.7 nm to be
yond 249 nm. Many close rotational lines of 
this band would be excited by a conven
tional broadband KrF laser. Several 6-v" 
bands have sufficiently large Franck-
Condon factors for laser emission. Band ori
gins are: 6-1, 254 nm; 6-3, 269 nm; 6-4, 
277 nm; and others up to wavelengths of 
~600 nm are found to have Franck-
Condon factors >0.05. For the extracted 
photons not to be absorbed by unexcited 
SO molecules, the 6-3 transition at 269 nm 
seems to be the best choice, giving the 
highest quantum ratio. We assume that en
ergy in the upper state is localized in rf = 6 
and that mixing occurs only within its 
substates. The range of buffer-gas pressures 
and pump times for which this is true 
would have to be determined experimen
tally, but pressures on the order of about 
10 Torr and pump times on the order of 
100 ns seem reasonable. Thus, the gain 
cross section for the 6-3 transition is com
parable to the 6-0 absorption cross section 
(>10~ 1 8 cm2) with the above assumptions. 
During the 10-ns energy-extraction period, 
complete mixing may not occur, so that 
multirotational-line extraction might be 
required. 

The ionization potential of SO is 
10.34 eV, so photoionization of the excited 
state by pump or laser photons is not possi
ble. In addition, the excited state lies almost 
0.5 eV below the lowest dissociation limit, 
so predissociation will not occur. Finally, 
the excited state is reasonably stable to 
quenching. Rate constants for quenching by 
6 2 , N 2, and N 2 0 were measured78 at 5 X 
lO" 1 1 cm3/s and by CS2 at 2.7 X K T 1 0 I 
cm3/s. Thus, the total system pressure 

7-76 



Advanced Lasers 

should not exceed 10 Torr, so that sufficient 
storage times can be achieved. 

We foresee that the primary difficulties of 
naking a KrF-pumped SO-storage laser are, 

first, obtaining the required concentration of 
SO in a suitable buffer and, second, obtain
ing a good spectral overlap of the KrF out
put with SO. We also note that dyne and 
Heaven1 0 4 have suggested recently a BO 
laser (A 2 n - . X 2 S + , 1.3-ps radiative life
time), which might operate at 470 r.m when 
pumped on its 4-0 band by an XeF laser. 
The advantages and disadvantages of this 
system for fusion applications appear to be 
similar to the SO case, except that a less-
efficient RGH pump would be employed, 
and a longer output wavelength would be 
obtained. 

We also have considered the compound 
known as DABCO (1,4-diazabicyclo [2.2.2] 
octane) or triethylenediamine (C6H,jN2) as 
a laser medium that can be pumped using 
KrF excitation. The molecular structure of 
DABCO is a cage formed by three ethylene 
(C2H4) bridges connecting two nitrogen at
oms. The system has high symmetry (D3 h) 
with the two nitrogen atoms on the major-
symmetry axis. DABCO has a broad ab
sorption band whose origin is at ~252 nm, 
which is identified as the B—.X transition.105 

This state rapidly relaxes to the A state, 
which, in the gas phase, emits around 
315 nm with a radiative lifetime of approxi
mately 1 jis. 1 0 6 The quantum yield of flu
orescence has been measured at >0.9, and 
the excited state appears to be resistant to 
collisional deexcitation. 

The absorption and emission properties 
of interest in DABCO involve only the non-
bonding electrons associated with the nitro
gen atoms. Both photoelectron spectroscopy 
and theoretical calculations107 have deter
mined that the highest occupied molecular 
orbital is the symmetric combination of the 
nonbonding lone-pair orbitals [n(+)]. Be
cause of the high symmetry in the mole
cule, excitation to some of the lower 
Rydberg states is not dipole allowed. (There 
are no known valence states in saturated 
amines.) The unusually 'ong lifetime of the 
fluorescing state can be explained by con
sidering the symmetries of the states in
volved. The ground state of DABCO is 1A\. 
Interpretation of two-photon fluorescence-

citation spectra by Parker and Avouris108 

snows that the first excited state, which is 

one-photon forbidden and two-photon al
lowed, must be the 1A1[3s(+)] symmetric 
combination of the Rydberg 3s orbitals on 
the nitrogens. The B state, which is both 
one- and two-photon allowed from the 
ground state, has been identified as being 
%[3 P x y (+)] . 

We estimate that the absorption cross 
section at 249 nm is about 1.5 X 10" 1 9 cm2, 
and the cross section for stimulated emis
sion is about 4 X 10"'" cm2 at 314 nm. Us
ing these cross sections, we determined that 
it is necessary to heat the DABCO to 
~80°C to obtain \ Torr of vapor pres
sure,1 0 9 so that the absorption will be suffi
ciently large to allow reasonable gain. 

The ionization potential of DABCO is 
sufficiently low (7.2 eV) that photoionization 
by either the pump light or the laser pho
tons is possible. Since the A state is a 3s 
Rydberg state, most of its oscillator strength 
will be carried by the 3s-3p transition, so 
photoionization of the proposed upper-laser 
state is expected to be very small (<10~ 1 9 

cm2). On the other hand, p-Rydberg states 
generally have larger phctoionization cross 
sections, so that ionization of the B state 
may be a serious problem. We anticipate 
that, by adding a buffer gas to cause colli
sional relaxation from the B to the A state, 
we can greatly reduce the photoionization 
problem. 

The unique aspect of DABCO that makes 
it interesting as a laser system is its high 
symmetry. The transition to the ground 
state from the lowest excited state is sym
metry forbidden. In addition, the high 
quantum yield for producing the A state, 
and the comparatively small Raman shift, 
make this system kieal. Spectral overlap 
with a KrF pump laser is good, and short-
pulse extraction seems likely because of the 
generally rapid internal relaxation for large 
molecules. However, photoionization is a 
matter of significant concern. If the photo
ionization probiem cannot be solved, it may 
be possible to find similar large molecules 
of high symmetry whose ionization poten
tials are not as low. 
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Tig. 7-93. Vertical 
photoionization cross 
section of KrJl'S,,) at 
equilibrium internu-
clear distance of 5.25 
bohr; vertical ioniza
tion potential is 3.0 
eV. 

Rare-Gas Halide Theory 

Photoabsorption by Krj Excimers. 
Photoabsorption by rare-gas excimers plays 
an important role in the kinetics of high-
pressure rare-gas excimer and rare-gas ha
lide (RGH) lasers. To improve the 
performance of RGH lasers, such as KrF or 
ArF, it is necessary to identify the absorbing 
species and to determine their photo
absorption and photoionization cross 
sections. 

Several years ago, extensive calculations 
were performed' " to study the photoion
ization of the excimer states of Ne2 and Ar2. 
These studies predicted a very strong and 
fairly broad absorption peak near 300 nm, 
which has been observed recently in 
electron-beam-excited high-pressure ar
gon." 2 As an extension of our earlier work, 
we have undertaken a new study of the 
photoionization of Kr2 excimers. 

Our current calculations of Kri have 
several novel features. First, we are using 
relativistic effective core potentials to 
describe the effects of the inner-shell elec
trons of Kr, thus simplifying the extensive 
configuration-interaction calculation of the 
molecular-wave functions. Second, we are 
studying the effects of spin-orbit coupling 
on the calculated photoionization cross sec
tions by using a semiempirical procedure to 
treat the spin-orbit splittings of both the 

3 4 5 
Photon energy (ov) 

excimer states of Krj and the lowest four 
states of Kr^. 

We have completed calculations of the 
vertical electronic absorption spectrum of i 
Kr2 at five internuclear separations. We 
have obtained partial photoionization cross 
sections for the channels leading to the for
mation of Kr2

+(22+) 

Hu*:) + /ic — Kr,+ + elka.; 

K r , ( u 2 u

+ ) +hv- + e(ktru 

(98) 

(99) 

i and Ar2, the first of 
these two channels exhibits a strong ab
sorption near 300 nm caused by transitions 
between the , ,32J" excimer states and 1 , 3 2* 
autoionizing states associated with the 22+ 
excited state of Krf. Figure 7-93 shows the 
vertical photoionization profile of Kr2('2+) 
at the equilibrium internuclcar distance of 
5.25 bohr. Two noteworthy features are the 
large peak centered near 3.7-eV photon en
ergy ( j m a x = 0.6 X 10" 1 6 cm2) and the rela
tively small magnitude (2 to 5 X 10" l 8 cm2) 
of the background cross section. 

To study the effects of spin-orbit 
coupling, we perforated first-order 
configuration-interaction calculations of the 
U I I U sta.es of Kr2, which correlate with the 
lowest Kr('S) + Kr( uP) asymptotes at infi
nite internuclear separation. We then used 
the atomic spin-orbit coupling constant ap
propriate for the 4p55s configuration of Kr 
to determine the mixing between these 
u n u states and the u 2 + excimer states. We 
also calculated the electronic transition en-

[ transition moments for ergies and optical 
the U II„ — b I L < o and U I I U — u 2 + excita
tions to identify the strongest perturbers in 
the photoabsorption spectrum of Kr2. 

Additional calculations that are required 
to treat properly the spin-orbit mixing 
among the u 2 + and , 3 I l g states are cur
rently in progress. 

Transient Absorption between the Ex
cited States of KrF. Absorption processes 
among the excited states of RGH molecules 
are of particular interest as a possible probe 
of the kinetics of the upper laser level in 
the RGH laser. We have characterized the 
absorption from the ion-pair states B(22y£ 
and C( 2n 3 / 2) into the D( 2 n ] / 2 ) state. In addi
tion, we have investigated the absorption 
from the upper laser level B ^ + J of KrF 
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into the 2 2 + and 2 n Rydberg states. An im
portant parameter in the RGH laser kinetics 
is the relative population of the B and C 

ates, as well as the coupling of the two 
states by collisions with electrons and 
heavy particles. The B-state population can 
be monitored using its strong fluorescence. 
However, for the long-lived C state, it 
would be advantageous to use its transient 
absorption to a higher state. 

Using the Dunning and Hay 1 1 3 " 4 defini
tion of the spin-orbit wave functions for the 
fl, C, and D states, the transition moments 
can be expressed as 

M(B-D) = cd[n(22Tl) -n{222) 

and 

(100) 

M(C — D; = 4 - ( 2 2 n l x l 2 2 2 ) , (101) 
V 2 

where 2 22 and 2 2 n are the ion-pair wave 

functions without spin-orbit coupling. The 
coefficients c and d are found from the mix
ing of these states to form the spin-orbit 
states B and D. The parameters M(2 2 2 + ) and 
(22II) are the dipole moments of the ion-
pair states for KrF. Dunning and Hay 1 1 3 

give M(2 2 S + ) = 1.68 a.u. and M(22II) = 
1.82 a.u. at 4.75 bohr. The value of the tran
sition moment <22n | x I 2 2 S + ) was calcu
lated in the present study to be 0.01 a.u. for 
KrF. Using these values, the transition mo
ments for the spin-orbit states are n(B —• D) 
= 0.14 a.u. and n(C — D) = 0.0036 a.u. Af
ter squaring the transition moments and in
cluding the y component, the C —* D 
transition is predicted to be 750 times 
weaker than the B —' D transition. Conse
quently, only the B —• D transition is ex
pected to be observed. 

The next step was to investigate the 
Franck-Condon (FC) factors for the B —• D 
transition. Table 7-16 lists values of the FC 
factors, along with the predicted transition 

• 
• v" 0 •' i 2 J 4 5 

0 ! 0.872 0.107 0.013 0.002 
(5702) (5366) — — - — — 1 0.130 0.659 0.179 0.056 0.004 — «S0U) (5707) (5378) — — — 

2 0.004 O220 0:504 0.210 0.049 0.007 
' : • , «*«) (5716) (5390) — — 3 0.011 0.284 0.401 0.231 0.062 

— (6051) (5726) (5403) — 4 — — • 0.016 0.340 0.335 0.230 
— • • — (M61) (5738) (5418) 

5 — — 0.020 0.360 0.303 

""".. . - . ~ •• ' — ~~ (6075) (5754) 

0 •-. 
5200 

Table 7-16. Wave
lengths and FC factors 
for B ^ D transitions 
in KrF; frequencies in 
parentheses are for 
stronger transitions, in 
cm r 

Fig. 7-94. FC factors 
for B -~ D transition 
in KrF. 

5400 5600 5800 
Fraquencyfcm"1) 

6000 6200 
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frequencies. The FC factors and frequencies 
are also summarized in Fig. 7-94. Rotational 

state and two lowest effects have not been included. 
Rydberg states of KrF. 

Fig. 7-95. Potential-
energy curves for B 
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lig. 7-96. Comparison 
;>f /)(!< = 0) and 322<!> 
- 19) vibrational 

wave functions. 
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The transitions cluster into three groups 
separated in energy by about 300 c m - 1 . 
Within a group, the lines are only a few 
wave numbers apart and probably could : 

not be resolved. The weakness of the 
C —• D transition presents the most impor
tant stumbling block to using these transi
tions in a kinetic study. The wavelength for 
the strong B — D absorption, A = 17543 A, 
also presents a serious problem in finding a 
probe laser. 

In their papers on the electronic structure 
of KrF, Dunning and H a y " 1 " 4 reported 
several Rydberg state potential-energy 
curves in addition to the curves for the ion-
pair levels, each of which dissociate to 
Kr*(?P) and F(2P). We have calculated both 
the transition moments and FC factors be
tween the B state and the lowest two 
Rydberg states. The calculation of the 222 * 
—* 4 2 n transition moment is not complete, 
but the FC factors have been determined 
and are reported here. The transition mo
ment between the 2 2 2 + ion-pair state and 
the 322 ¥ Rydberg state at 4.75 a.u. is given 
by Dunning and Hay" 4 as 0.3 a.u. and by 
the present calculations as 0.26 a.u. The 3 2n 
state is not coupled strongly to the 222 + 

ion-pair state ju(II —• 2) and is equal to 
0.0017 a.u. When spin-orbit coupling is in
troduced into the ion-pair states, the B — 
3 2 2 4 transition moment is reduced to 
0.2 a.u., which can be compared to the 
value of 1.0 for the B — X"2 ' laser 
transition. 

The 3 2n Rydberg state is strongly cou
pled to the 2"2 + ion-pair state, giving ,u(2 
— II) = 0.38 a.u. Including spin-orbit cou
pling reduces this to 0.33 a.u. The 32H 
Rydberg state is also radiatively coupled to 
the lowest 2I1 state arising from the interac
tion of ground-state Kr('S) and F(2P), ju(n — 
II) and is equal to 0.45 a.u. 

Figure 7-95 shows the potential curves for 
the B 2 2 , / 2 , 3 2 2 + , and 3 2n states as calcu
lated by Dunning and Hay 1 1 4, along with 
the lowest vibrational wave function for 
each state determined in this study. Because 
of the large displacement of their potential 
wells, the FC overlap for the B(v = 0) and 
3 22 +(y = 0) levels is clearly zero. However, 
for higher vibrational levels of the Rydberg 
state, the FC factor becomes significant. For 
example, the v = 19 level has an FC factor 
of 0.21 with the B(v = 0) level. The over! 
can vary dramatically with the nodal 
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pattern of the upper levels, as illustrated in 
Figs. 7-96 and 7-97. The v = 18 level of the 
3 2 2 + state has a favorable overlap, as do 
he levels v = 19, 20, 21, and 22. However, 
by v = 23, a node has developed near the 
midpoint of the B(v = 0) wave function, 
and the FC factor is only 0.02. Table 7-17 
summarizes the FC factor for these levels 
with B(u = 0). 

The 3 2n state has a shallow minimum 
that is more or less at the same intemuclear 
separation as that of the B state (see Fig. 
7-95). The B(v = 0) and 3 2n (v = 0) FC 
factor is only 0.03, but, as given in Table 
7-18, the higher vibrational levels of each 
state have much better overlap. Because of 
the large errors in the asymptotic limits of 
the calculated potential-energy curves, the 
FC factors and transition moments are 
probably more accurate than the predicted 
transition wavelengths for both the 3 2 2 + 

and 3 2n stages. 
We have also considered the other "II 

state arising from this asymptotic limit. As 
shown in Fig. 7-98, it has a shallow well in 
the FC region of the B state that can sup
port at least one vibrational level. The FC 
factor is a strong 0.27, and the calculated 
wavelength for the transition is 245 nm. 

Recently, Shimauchi, Karasawa, and 
Miura"5 have observed absorption bands 
and lines in a discharge-pumped KrF laser 
spectrum. They ruled out impurities such as 
C, HF, CF, and CF, and concluded that the 
bands were caused by v' progressions of an 
excited state of KrF. The dissociation limit 
for the upper state of the absorption was 
estimated to be 40 308 cm" 1 above the 
B-state v = 0 level. This corresponds to the 
Kr*(3P3/2) + F(2P) limi' at 10.18 eV, pro
vided the absorption does arise from the 
B state. However, their derived spectroscop
ic parameters are in serious disagreement 
with those of the 2 2 + or 2I1 Rydb :g states 
calculated by Dunning and Hay.1" This er
ror undoubtedly comes from analysis of the 
very high levels using expansion formulas 
derived from the harmonic oscillator and 
appropriate only for the lower vibrational 
levels.116 For example, Shimauchi et al. 1 1 5 

predict the values a)0 = 519.6 cm" 1, X^ = 
2.165 cm" 1, and D c = 3.865 eV. The correct 
values for the 3 2 S + state are u e = 

--606cm"1, Xlv<or = 9cm" 1 , and D e = 

.33 eV. The observation of the absorption 
in KrF is consistent with the present cal

culations, even though the authors of 
Ref. 115 cannot conclusively prove that the 
Rydberg states of KrF are responsible. Fur
ther calculations are planned on the vibra
tional levels v > 100 of the 32S+ state to 
compare to the experimental band 
positions. 

It is not clear what role the Rydberg-state 
absorption plays in the KrF laser. It is possi
ble that it may explain the presence of two 
peaks in the laser spectra at 248.4 and 
249.1 nm, with the absorption occurring be
tween these peaks. However, Goldhar and 
Murray"' have suggested that absorption 
by CF2 is responsible for the hole in the 
KrF spectra. Rydberg states that are formed 
by absorption from the B state quickly 

Fig. 7-97. Comparison 
of IS(v <- 0) and 32S<v 

231 vibrational 
wave functions. 

-1.15 
4 5 

Kr-F distance, a 0 

Table 7-17. FC factors 
for B(v = 0) level 
with higher levels of 
32S+ state. 

k8(D - fi)i 3 2 2 + (B - II)))2 (nm) 
18 0.13 
M 0.21 
20 0.25 
21 0.21 
22 0.10 
23 002 

264 
261 
259 
257 
255 
253 

. •C*ul»*d vawtengtf* irdudecwjtcoon nKttc of 0.97 eV toad! tt Kr*(3P) 
+ fit2*1) asr/ivf-ioUc Holt to U comet vabte. 
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kfltOi2 X" (rnn) 

0.19 
0.41 
0.32 
0.18 
0.16 

258 
257 
255 
261 
257 

"Calculated wavelengths include correction factor of 0.97 eV to adjust Kr*(3P) 
+ F (2J>) asymptotic limit to its correc, value. 

Table 7-18. FC factors 
for vibrational levels 
of B and 3 2 II states of 
KrF. 

Fig. 7-98. Lowest vi
brational wave func
tions of B state and 
4 2II state. 

-0.950 

-0.952 

-0.954 

.3 -0.956 

-0.958 

4*11 

1.106 » ' ' ' ' ' ' ' ' ' ' ' I 

Kr-F distance, a 0 

dissociate and produce Kr*(3P1/2). Depend
ing on the conditions, the excited Kr atomi 
can reform the KrF upper laser level, thus 
resulting in no significant loss. In any case, 
the total absorption in this region does not 
appear to be significant after accounting for 
F ; and r?.re-gas dimer ion absorption.115 

Authors: A. U. Kazi, J. R. Harvey, and 
N. W. Winter 

RAPIER Experiments 

This year, we describe further experiments 
on the limits of Raman pulse compression 
of KrF lasers and pulse stacking where the 
output of an electron-beam-pumped KrF 
laser is angle-coded and compressed. New 
developments in modular pulse-power tech
nology for a KrF laser-fusion driver are pre

sented later in this article. Our experiments 
provide practical information needed to as
sess the value of such systems for large-
scale laser-fusion drivers. 

Raman Compression in Double-Pass 
Amplifier Geometry. In Ref. IIS, we pre
sented theoretical and experimental 
analyses of the basic physics of Raman am
plifiers and Raman pulse compression. This 
year we have concentrated on experiments 
that illustrate the properties of these devices 
in practical systems with large Fresnel num
ber and pump beams of poor spatial qual
ity. We have also chosen to study these 
effects in a double-pass Raman amplifier 
geometry. The analysis of such geometries 
is more complex than the analysis of the 
simple single-pass geometries we used pre
viously for basic physics experiments. How
ever, double-pass geometries have more 
favorable staging properties in practical sys
tems than do single-pass designs. Thus, we 
can use the former design to begin an eval
uation of the practical advantages of 
multipass geometries in this system. 

Figure 7-99 shows the double-pass geom
etry we have chosen for our series of ex
periments; this geometry is particularly 
powerful for a Raman compressor. A short 
Stokes pulse enters a Raman cell coincident 
with the leading edge of the pump pulse 
and sees small signal forward gain as it 
propagates through the cell. The input in
tensity of the Stokes pulse is chosen so that 
it reaches the saturation fluence of the am
plifier and depletes energy from the pump 
just as it reaches the end of the cell. The 
Stokes pulse then strikes a mirror and trav
els back through the remainder of the 
pump pulse in the Raman cell, extracting 
energy from it and increasing in intensity to 
several times the pump intensity. 

We now present a numerical comparison 
using a Raman extraction code of a single-
pass backward Raman amplifier and an am
plifier with the double-pass geometry of 
Fig. 7-99. We chose the parameters for this 
comparison (Fig. 7-100) to represent typical 
pulse shapes, gains, and compressions for a 
practical high-efficiency compressor stage. 
The pump pulse has a flat top with linear 
rise and fall, each equal to 20% of the total 
pulse length, which is representative of the 
pulse we expect from a pulse-stacked, /-
e-beam-pumped KrF amplifier, as ' 
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Fig. 7-99. Pulse 
amplification in two-
pass Raman amplifier. 

-20 ns — 

demonstrated in experiments discussed be
low. The Stokes pulse is a Gaussian pulse 
with a width equal to one-fourth of the full 
width at half power of the pump pulse. The 
Raman cell has a length of 50% of the full 
width at half power of the pump pulse. The 
backward Raman small signal gain is 
37 Np, and the forward Raman gain is 
higher by a forward/backward ratio of 1.5, 
or 5.5 Np. 

Figure 7-101 shows a comparison of the 
extraction efficiency of a single-pass back
ward amplifier and the double-pass ampli
fier of Fig. 7-99 under these conditions as a 
function of Stokes-pulse input energy. The 
total second-Stokes gain is plotted on these 
curves as a parameter, assuming that the 
Stokes mirror reflects 100% of the second 
Stokes as well as the first Stokes, which is 
the worst case. If the second-Stokes reflec
tivity were reduced to 5%, for example, the 
points at high extraction efficiency on the 
double-pass amplifi?r extraction curve have 
a second-Stokes gain 3 Np less than that 
shown on the graph. An ideal amplifier 
•nay operate with a second-Stokes gain 
.ear 20 Np, but intensity variations in the 

•=• 100 -

501-

Puny pulse 

Stokes pulse 

Fig. 7-100. Pulse 
shapes of pump and 
Stokes inputs '.o Ra
man amplifier. 

10 ns 
Time 

Stokes pulse will lead to higher local inten
sities in the amplifier that push the average 
secona-btokes gain we can tolerate to a 
smaller value. 

The single-pass saturated amplifie- can 
achieve very high extraction efficiency, hut 
has very low saturated gain, whidi is the 
usual deficiency of highly saturated amplifi
ers. The backward small signal gain of 
3.7 Np implies that only 3.7 saturation 
fluences are stored in the pump beam, yet 
the Stokes beam must enter at or above 1 
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Hg. 7-101. Pump de
pletion in Raman 
amplifier. 

saturation fluence to get reasonably efficient 
extraction. Thus, the stage gain can only be 
a factor of 3 or 4. The double-pass amplifier 
allows a stage gain more than an order of 
magnitude greater for similar extraction effi
ciency and permits an enormous reduction 
in the m mber and size of preamplifiers in a 
laser chain, with consequent savings in 
complexity and cost. Experimental studies 

Small signal amplifier gain 
Forward 5.5 Np 
Backward 3.7 Np 

0.1 0.2 0.3 
t lokes input (normalized to pump energy) 

of a double-pass amplifier of this type con
firm these predictions, as we shall now 
discuss. 

The KrF laser system (Fig. 7-105) that was. 
used in our experiments is an upgraded 
version of the Raman amplifier pumped by 
intensified excimer radiation (RAPIER) front 
end using fast UV-preionized discharge 
lasers, which were described in Ref. 123. 
The system uses a KrF etalon-tuned oscil
lator followed by regenerative amplifiers. 
Lasers LI and L2 are small discharge lasers 
with an excited volume having dimensions 
of 0.5 X 2 X 30 cm, while L3 to L5 are 
highei -energy lasers with an excited volume 
having dimensions of, nominally, 1 X 5 X 
100 cm. These larger devices typically gen
erate 600 m) oach in a 15- to 20-ns pulse. 
The smaller lasers, LI and L2, have stable 
resonators with mode-limiting apertures, 
and the larger lasers, L3 to L5, have unsta
ble resonators with a magnification of 10. 

Two etalons (0.1-mm and 1-mm gaps) re
duce the line width of laser LI to less than 
0.1 cm '. Another etalon (1-cm gap) can be 

I ig. 7-102. RAPIER 
front-end KrF laser 
system. 

L2 
5X 

telescope i//^z^//oxn7> o 
1-mm 
etalon 

0.1-mm 
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inserted into the cavity of laser L2 to further 
reduce the line width to 0.02 c m - 1 . 

Line widths are measured using a Fabry-
»rot interferometer uniformly illuminated 

by a diffusing screen. The far field of the 
Fabry-Perot output is photographed on 
Plus-X film that is calibrated at the same 
wavelength (249 nm) with a series of spots 
of decreasing relative intensity. The photo
graphs of the Fabry-Perot rings are then 
digitized and converted to a linear intensity 
scale. A digital processing algorithm is then 
used to average over radial position in the 
rings and convert the fringes from a qua
dratic to linear frequency scale, as shown in 
Fig. 7-103. The frequency scale if •!. :er-
mined by the mode spacing beh•••:. vn adja
cent peaks, which is 1/2 L in cm "'. where L 
is the etalon spacing. We measures line 
widths from the full width at half maxi
mum (FWHM) of the smallest fully re
solved interference fringe. This width is 
actually the line width of the laser con
volved with the intrinsic line width of the 
Fabry-Perot interferometer, which is related 
to the finesse and etalon spacing. We esti
mate the finesse of the Fabry-Perot interfer
ometer to be approximately 20. Thus, for 
the 6-cm etalo.n-sparing data shown, the ac
tual laser line width is about 0.016 cm l 

Lasers LI to L3 are electrically triggered, 
but all romponents of the system past L3 
are optically timed to L3 using laser-
triggered spark gaps or photodiodes. We 
find optical timing to be les? troublesome 
than electrical timing for our complex short-
pulse KrF systems. 

We have encountered some problems 
with amplified spontaneous emission, 
which gives a broadband background signal 
in the output from L4 and L5. The broad
band background from L2 is very weak, but 
approximately 5% of the output from L3 
and 15% of the energy from L5 was mea
sured to be outside a 1-cm - 1 bandwidth. 
We attribute this to amplified spontaneous 
emission or diffuse parasitics in these very 
high-gain devices. In addition, we find that 
about 5% of the narrow-band part of the 
output from L5 is not in the desired linear 
polarization, even though the output from 
L3 passes through a polarizer before enter
ing L5. This could be caused by stress-

jnduced birefringence in the laser windows. 
le energy available for Raman extraction 

in the L5 output beam is, therefore, about 

20% less than the calorimetrically measured 
output. 

The Raman part of the experiment shown 
in Fig. 7-104 begins with a low-energy 
high-quality forward Raman oscillator gen
erating 0.25 to 0.5 mj of Stokes radiation. 
The Rs Tian oscillator is similar to one we 
have used previously, but incorporates a 
Pockels cell placed in front of the input to 
the Raman cell to control the pulse length 
of the Stokes output This modification al
lows us to control the oscillator Stokes 
pulse width over the range of 2 to 5 ns tha; 
we used in extraction experiments. 

The beam emerging from the oscillator 
Raman cell is dispersed with a prism and 
the Stokes beam uniformly illuminates a 
1-mm slit aperture. The image of that aper
ture is magnified by a 5 X telescope and re
layed down the amplifier chain to the 
output of the Raman power amplifier. The 
beam exiting the 5X telescope is mildly ex
panding and exits the power amplifier as a 
1.5- by 1.3-cm rectangle. 

A high-gain Raman preamplifier is used 
to boost the oscillator output to the level re
quired to saturate the power amplifier, We 
generate uniform Raman gain in the pream
plifier by splitting the pump beam into six 
beams that cross at small angles (1 to 
0.5 mrad) in the center of the cell. A di-
chroic mirror was used to separate the 

Fig. 7-103. Conversion 
of Fabry-Perot rings 
from quadratic to lin
ear frequency scale. 
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- Relay image 
plane 

H 8 . 7-104. RM>1ER • 
front-end Raman 
system. 

Fig. 7-105. Input and 
output pulses in Ra-

T man power amplifier. 

Stokes output. The angles of pump and 
Stokes beams were carefully designed to 
avoid the tour-wave mixing effects that we 
have described previously. These effects 
were negligible in this amplifier. 

We must have good spatial overlap be
tween the pump and the Stokes beam in 
the power amplifier to have a high extrac
tion efficiency. This was accomplished by 

bouncing the pump beams between a pair 
of reflecting light-guide walls, while the 
Stokes beam propagated in a double pass 
down the middle of the cell, avoiding the 
reflecting walls. The two pump beams 
bounce three times from the walls while 
transiting the cell, which has a 2-cm aper
ture. The walls of the light guide consist of 
10 glass plates (4 X 1 X 30 cm) held in a 
rigid frame. The glass surface was coated 
with a layer of rhodium to enhance the 
reflectivity. In three bounces propagating 
down the light guide, the pump lost ~ 10% 
of its energy. Nonoptical-quality glass was 
used for these plates, and the pump phase 
distortion for reflection at normal incidence 
was about 20 waves. 

The pump and Stokes beams do not fully 
overlap in a light-guide cell such as this at 
any given instant. The transverse oscillation 
of the pump in the light guide must, there
fore, be faster than the Stokes pulse length 
to ensure efficient energy transfer. In this 
experiment, the Stokes beam filled 70% of 
the gain cross section, and the time be
tween the bounces of the pump was 1.7 ns, 
so that the overlap was adequate for 5-ns 
Stokes pulses, but marginal for 2-ns pulses 
We observe these overlap effects and find ! 

that, to first order, they fit a simple com
puter model of extraction in the amplifier. 
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We studied extraction in the power am
plifier of Fig. 7-104 in some detail for 
comparison to models. Four signals cor
responding to input and output Stokes and 
pump beams were monitored on each shot 
with appropriate beam splitters and fast 
photodiodes. The signals were either dis
played on a Tektronix 7904 oscilloscope or 
digitized with Tektronix R7912 transient 
digitizers and analyzed using a PDP-11 
computer. Each photodiode was absolutely 
calibrated by comparing the integrated-
signal calorimetric-energy measurements. 
Typical input and output pulses for the 
Stokes and pump beams are shown in Fig. 
7-105, where the large Stokes amplification 
and pump depletion are evident. Figure 
7-106 shows the output Stokes energy from 
the amplifier vs the input Stokes energy in 
a 5-ns pulse. Curve (a) corresponds to two 
pump beams with 340 mj of available en
ergy, curve (b) to a single pump beam with 
240 mj, and curve (c) to a single pump 
beam with 70 mj in a 1- by 1-cm" beam 
propagating at a small angle (3 mrad) to the 
Stokes beam without bouncing from the 
light guide. A dichroic mirror was necessary 
for case (c) to separate the output Stokes 
beam. However, when the light guide is 
used, cases (a) and (b), the angle between 
the pump and Stokes beams is 40 mrad, 
and the beams can be geometrically sepa
rated. Solid lines on the graph represent the 
theoretical predictions from a one-dimen
sional model for a Raman amplifier, show
ing good agreement \ etween the model and 
the experiment for all cases studied. 

The spatial beam profile of the output 
Stokes beam was analyzed by relaying the 
image of the Stokes beam exiting the power 
amplifier onto a finely ground diffusing 
screer. and photographing it from the back 

with a UV camera using Plus-X film. The 
spatial resolution due to granularity of the 
diffuser was about 0.2 mm, which was ade
quate for our purpose. The diffuser-
camera combination attenuates the light in
tensity impinging on the film by the re
quired factor of ~10* without introducing 
as much beam distortion as neutral density 
filters. The image of the Stokes beam is 
shown in Fig. 7-107(c), and the digitized lin
earized intensity profiles are shown in Fig. 
7-108. The intensity variation across the 
profile is typically ±40% of the average in
tensity. This beam profile should be con
trasted with that of the pump beam. Figure 
7-107(a) and (b) shows the intensity profile 
of the pump beam as it enters and exits the 
light guide, as recorded on Dylux film. This 
is a good demonstration of beam-quality 
improvement in the Raman amplifier. 

300 

E 200 

10 16 20 
Stokes input (mJ) 

Fig. 7-106. Input and A 
output characteristics 
of Raman amplifier. 

Fig. 7-107. Pump and 
Stokes beam quality 

V in Raman amplifier. 

(a) Pump entering light guide (b) Pump exiting light guide (c) Stokes output 
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Hg. 7-108. Cross sec
tion of intensity dis
tribution of Stokes 
beam. 

The far field of the Stokes output was 
also studied and was close to the diffraction 
limit. Some astigmatism was present in the 
beam from passing through the prisms. 
There was no observable change in the 
beam profile with and without gain in the 
power amplifier, confirming that the angles 
were properly chosen to avoid four-wave 
mixing effects."'' 

At a pump energy of 340 mj with 30 mj 
of Stokes input (2.90 mj in 5-ns Stokes out-

4 6 8 10 12 14 16 
Stokes-beam intensity distribution (mm) 

put), traces of second-Stokes radiation are 
observed in the spectrum of the output 
Stokes beam, although it is too weak to be 
important. With 2-ns Stokes input pulses, 
the second Stokes is observed at a some
what lower output energy, as expected. The 
second-Stokes gain corresponding to these 
cases can be calculated from our model. For 
the peaks of the spatial profile, it implies 
that the second Stokes becomes observable 
at a gain of about t , H, which is in reason
able agreement with our earlier predictions, 
stating that the second-Stokes intensity be
comes comparable to the first-Stokes inten
sity at a gain of about r". 

Another parasitic that is possible in this 
system is the conversion of pump energy to 
forward first-Stokes intensity. The average 
gain for such a process is the same as the 
first-pass gain through the Raman amplifier, 
or about <r° for the 340-mJ pump. The 
beam distortion for this light guide is ex
pected to increase the peak gain coefficient 
for the parasitic by about a factor of 2, 
which should still be below the gain re
quired for forward first-Stokes superfluor-
escence. We analyzed the spectrum of the 
pump beam exiting the Raman cell without 
any Stokes input and confirmed the ab
sence of any forward parasitic waves. 

A-Amplifier Pulse-Stacking Experi
ment. A schematic of the experiment is 
shown in Fig. 7-109. The input to the 
e-beam-pumped amplifier was generated by 

l:i£. 7-109. Schematic 
of four-stacker svstem. 
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KrF 
master oscillator 

Regenerative KrF discharge 
amplifier 

Fig. 7-110. Master 
oscillator-power am
plifier configuration 
for 10-ns pulses. 

a KrF discharge laser, described in more de
tail below. The output from this laser was 
two sequential angle-encoded beams. The 
first beam was used as input to the ampli
fier, and the second beam was used to trig
ger the e-beam guns. The beam intended 
for amplifier input was sent through an op
tical delay system that split the beam into 
four separate sections and stacked them 
sequentially in time. Each beam was ex
panded by a factor of 10 during a triple 
pass in the amplifier. On exiting, they were 
recollimated and passed through a reverse-
delay system, resulting in a single amplified 
pulse. 

A KrF discharge oscillator-amplifier com
bination, shown in Fig. 7-110, that normally 
operates at 600 mj in a single 20-ns pulse at 
249 nm, was modified to yield two angle-
coded 10-ns pulses by a calculated mis
alignment of the unstable-resonator cavity 
in the amplifier. A weak beam from the os
cillator was injected into the amplifier at an 
angle substantially different from the natu
ral mode of the unstable resonator. Suc
cessive round trips in the resonator qua-
dratically approach the natural mode. 

Since the various modes of the unstable 
resonator compete, it was necessary to care
fully control the level of injection signal 
from the oscillator and the amount of feed
back in the amplifier so the energy would 
be extracted in the proper modes at the de
sired times. The inifction misalignment was 
such that the first round trip (10 ns) differed 
from the second by approximately 2.5 mrad. 
After propagating 20 m, the first and subse
quent round trips were completely 
separated. 

The amplifier in this experiment was a 
dual e-beam-driven KrF device in the 
RAPIER facility that has been described in 
detail previously.120 The gain duration of 
the amplifier is nominally 50 ns (FWHM). 
•ps accurately synchronize the amplifier to 

input laser, one of the pulses from the 
probe was used to trigger the Blumlein 
lines.121 The probe beam was split and fo

cused through two holes in each Blumlein 
output switch, which was pressurized with 
Si-',, gas. Because of the low breakdown 
threshold of SF6 in the UV, subnanosecond 
jitter can be obtained with this switching 
arrangement. 

The amplifier input beams made a triple-
pass through the telescoping optical con 
figuration shown in Fig. 7-111. The lower 
portion of the 10- X 10- X 50-cm volume 
was used as a preamplifier. The telescope 
was adj . j to render the output beams 
slightly ivx, 'sing. As each beam traverses 
the amplifier at a slightly different angle, 
the beams separate with increasing distance 
from the amplifier. Thus, al 12.5 m from the 
exit of the amplifier, the location of the 
recollimating optics, the beams were com
pletely separated and reduced to one-half 
their size at the amplifier. 

The temporal pulse shapes were moni
tored routinely at strategic locations with 
S-20 UV-grade vacuum photodiodes. These 
detectors were located in positions to ob
serve the original input pulse, the time-
sequenced pulses as tr?y exited the ampli
fier, and the restacked single-output pulse. 

In this experiment, we operated the am
plifier as both a triple-pass four-stacker am
plifier and an injection-locked unstable 
resonator. The resonator cavity was formed 
by the same optics as the three-pass ampli
fier, with the alignment changed to allow 
feedback. In the amplifier configuration, the 
input-output pulse-shape characteristics and 
saturation effects were studied. The device 
was then operated as an unstable resonator 
to determine what fraction of the available 
energy was being extracted in the amplifier 
configuration. 

Figure 7-112 shows the typical input and 
output pulse shapes of the triple-pass am
plifier. The two pulses in Fig. 7-112(a) are 
the input and restacked outputs for the case 
of no gain in the amplifier. Figure 7-112(b) 
shows the time-sequenced pulses directly 
after the output of the amplifier, again with 
no gain. Figure 7-112(c) and (d) shows the 
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e-benm 

Fig. 7-111. Triple-pass 
amplifier 
configuration. 

Without amplification Unstacked output 

With amplification Unstacked output 

Fig. 7-112. Typical in
put and output pulses 
/or four stacker triple-
pass oscillator. 
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same pulses with gain for a total input of 
approximately 100 mj. Note that the ampli
fied pulses have been attenuated by a factor 

' 2400 from the previous case. Figure 
7-112(c) shows that the amplified pulse un
derwent virtually no pulse broadening be
cause of saturation effects in the amplifier, 
although the amplifier was fully saturated, 
as shown below. This lack of pulse broad
ening can be attributed to the geometry of 
the triple-pass configuration. The input to 
the amplifier was held at a level such that 
the first pass acted as a preamplifier stage. 
The pulses were fully saturated on the final 
pass, during which the tail of one pulse was 
forced to compete for the available gain 
with the front of the following pulse. There 
was also no apparent degradation of the 
pulse shape caused by crosstalk between 
the various optical channels. 

Figure 7-113 shows a plot of the input vs 
output energy for the triple-pass amplifier, 
displaying typical saturation characteristics. 
Also plotted in Fig. 7-113 is the average 
output energy for the amplifier operated as 

12 — 
T T 

Fig. 7-113. Input vs 
output energy for 
triple-pass four-
stacker amplifier. 

T " T 

Four-stacker 

60 eo 100 
Input energy <m J) 

Fig. 7-114. Typical in
put and output pulses 
for A-amplifier as 
injection-locked un
stable resonator 
<p.7-92>. 

Fig. 7-115. Output 
beams of triple-pass 
four-stacker 2 m from 
amplifier (p. 7-42K 
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Fig. 7-116. Output 
beams of triple-pass 
four-stacker 12.5 m 
from amplifier. 

I :ig.7-117.RAPIER-B 
amplifier. 

an injection-locked unstable resonator. 
Approximately 80% of the energy available 
was extracted by the triple-pass amplifier. 
The fraction could be increased by further 
optimization of the triple-pass geometry, in
cluding moving the separate optical chan
nels closer together. Figure 7-114 shows the 
input and output pulse shapes for the un
stable resonator. 

Figures 7-115 and 7-116 show the four-
stacker beam profiles at distances of 2 and 
12.5 m, from the exit of the amplifier. The 
images were recorded on Dylux 608 Reg
istration Master Film and rephotographed 
for publication.122 In Fig. 7-118, near the 
amplifier, the beams are still overlapping 
and nearly the size of the amplifier cavity. 
After propagating an additional 10.5 m (Fig. 
7-116), the beams are reduced in size and 
are spatially separated. Note the presence of 
strong diffraction fringes around the edges 
of the beams produced by the hard edges 
of the amplifier. Such fringes will be impor
tant in high-gain satr ited KrF amplifiers, 
since the beam must; rate the gain up to 
the edge o ( the volume. Apodization of the 

output beam can control such effects at 
some cost inefficiency. We encountered sev
eral modes of parasitic oscillation in the 
amplifier arising from stray reflections from 
the many mirrors and components sur
rounding the high-gain cavity. However, 
these were easily controlled with low-
reflectance baff! ef in proper locations. 

RAPIER-B Amplifier and Pulsed-
Power Experiments. The RAPIER-B ampli
fier is intended not only to deliver 500 J of 
KrF laser output but also to demonstrate the 
development of a compact modular pulsed-
power and e-beam system that would per
mit the construction of even larger KrF 
amplifiers. The width of individual modules 
has been minimized so that modules can be 
arrayed side-by-side to produce a nearly 
continuous e-beam of arbitrary width. Only 
minor des'gn changes would be required to 
permit vertical stacking of modules as well. 

Figure 7-117 shows an artist's concept of 
the B-amplifier system. Two sets of three 
modules are located on each side of a 30-
cm-wide by 40-cm-high by 125-cm-long 
laser cell that will be filled with a mixture 
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of noble gases and fluorine at a pressure of 
2 arm. Each pulsed-power module consists 
of a Marx generator located in an oil-filled 
ink beneath a cylindrical 5-fl water-

dielectric pulse-forming line. At the rear of 
each line is an oil-filled chamber containing 
all of the charging connections, as well as 
connections to the adjacent triggered output 
switch. At the front of each line, adjacent to 
the laser cell, is an evacuated chamber con
taining the magnetically isolated diodes, in
dividual diode insulators, and cathodes that 
produce 25-cm-high by 41-cm-wide 
e-b ams. The kinetic energy of the beam 
electrons is 450 keV, an 1 the current pro
duced by each module is 90 kA. Thus, each 
beam delivers 6 kj of energy in a 150-ns 
pulse, for a total energy of 36 kj. Each mod
ule is 42 cm wide. The complete machine is 
8.2 m long, 1.85 m wide, and 1.45 m high. 

During 1981, we completed the develop
ment of the pulsed-power subsystems 
described in Ref. 123. Using a 60-ns pulse-
forming line, we have extensively tested a 
full-scale prototype 150-ns pulse-forming 
line with both resistive and diode loads. We 
have also assembled and tested three of 
the six modules that will be used in the 
B-amplifier and have nearly completed the 
installation of these modules in the RAPIER 
system. 

The prototype !50-ns machine was nearly 
identical to one of the six modules of the 
B-amplifier. We first tested the prototype 
with a 5-il resistive load to determine pulse 
shapes and verify machine performance be
fore coupling it to the more complex diode 
load. Output voltage and current pulse 
shapes are shown in Fig. 7-118. We con
ducted the tests at 525 kV, or about 15% 
above the intended operating point to as
sure reliability at 450 kV. We did most of 
the testing with an e-beam diode load. The 
pulse shapes shown m Fig. 7-119 differ 
from those in Fig. 7-118 because of diode 
inductance, a finite formation time for the 
plasma cathode, and a changing load im
pedance caused by expansion of the plasma 
in the diode. More than 7.5 kj were deliv
ered to a calorimeter located at the anode 
plane under these conditions. The energy 
we measured at the anode plane was ap
proximately 75% of the energy stored in the 
JMarx generator. We fired well over 1000 

ots in the development of the prototype 
line, with over 200 shots following the last 

modification of a component of the 
machine. 

We encountered two types of problems 
with the prototype line. First, difficulties oc
curred with several plug-in electrical con
nections that we incorporated into the 
design of the B-amplifier to facilitate assem
bly and maintenance of the pulsed-power 
modules. These difficulties required exten
sive testing and some minor design 
changes. The second problem was the elec
trical breakdown of the water dielectric of 
the pulse-forming line caused by air bub
bles trapped in the line during filling by the 
high surface tension of the high-purity 
(resistivity > 10 MS! cm) water. Substantial 
enhancement of the electric field occurs at 
the surface of bubbles because of the differ
ence in permittivity of air and water. To 
solve this problem, we devised hardware 
and a tilling procedure to prevent the for
mation and entrapment of bubbles during 
filling. We also used deaerated water to pre
vent the evolution of bubbles after filling. 

Following the successful development of 
the prototype line, we assembled three 
complete pulsed-power modules that will 
form one-half of the completed B-amplifier. 

Fig. 7-118. Output 
pulse, diode load. 

Fig. 7-119. Output 
pulse, resistive load. 
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Each o ( these modules was tested sepa
rately for 50 shots at 525 kV output and 20 
shots at 450 kV. The three Marx generators 
have been installed in the B-amplifier tanks 
and tested with resistive loads to verify the 
operation of the charging, triggering, and 
diagnostic systems. We are currently install
ing the three pulse-forming lines, diodes, 
and supporting systems. 

Authors: ] . Goldhar and L. G. SchlitI 
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Introduction. Single crystals of vanadium-
doped magnesium fluoride (V:MgF2) pos
sess many of the properties required of an 
efficient (S5%) high-average-power 
multimegajoule fusion laser. We based this 
observation, first put forward'24 in 1979, on 
the limited spectroscopic data available in 
the literature, 1 2 5 1 2 6 combined with solid-
state laser-system design codes existing at 
LLNL. With this encouraging potential, 
measurements of the critical spectroscopic 
and laser parameters and exploratory 
crystal-growth studies on V:MgF2 were car
ried out in 1980 by the Quantum Electron
ics and Electronic Materials Groups, Solid 
State Division of Lincoln Laboratory, Lex
ington, Mass. 

As described in Ref. 127, the following 
key results were obtained12* 
• Solid solutions of up to 9 wt% VF2 in 

MgF2 were demonstrated in single 
crystals. 

• High-quality optical crystals containing 
0.5 wt% VF2 in MgF2 wer? grown, suitable 
for laser experiments. 

• A literature value of the vanadium radia
tive lifetime of 2.48 ms was confirmed. 

• The temperature dependence of the flu
orescence lifetime was measured. 

• Concentration quenching of fluorescence 
was found to be negligible for doping lev
els up to 5 wt% VF, in MgF2 (adequate 
for large lasers). 

• Absolute polarized spectral-absorption 
cross sections were measured as a func
tion of temperature, thus eliminating dis
crepancies in the literature. 

• Relative polarized spectral-emission cross 
sections were measured. 

• A preliminary value of the <r-polarized 
spontaneous-emission cross section (~0.4 
X 10 " 2 0 cm2) of the % -, lA2 laser tran
sition was determined by zero-phonon-
line absorption/emission spectroscopy. 
The value is half that given in the litera
ture 1 2 6 and implies a homogeneous satura
tion fluence of 42 J/cm2. 

• Argon-laser-pumped V:MgF2 amplifier 
and laser experiments were initiated to 
quantify any excited-state absorption, 
which was cited in the literature12'' as be
ing small. 
Given our encouraging results, we contin

ued work at Lincoln Laboratory to: (1) learn 
how to grow optical-quality crystals con
taining S i wt% VF2, (2) construct the 
absolute polarized spectral-emission cross-
section curves, and (3) assess potential 
excited-state absorption processes in V:MgF2 

laser amplifiers and oscillators. We report 
the results of our work in this article. 

Spectral Fluorescence and Gain Distri
butions. Fluorescence was excited by 
pumping the 4 / l 2 — 4T]fl transition with a 
50-mW-output cw He-Ne laser. A portion 
of the laser output was sampled, and the 
detected fluorescence signal was electroni
cally normalized to this output for im
proved accuracy and reproducibility. 
Fluorescence from the cr-stal, which was 
oriented using x-ray techniques, was passed 
through a Polaroid-type HR sheet polarizer, 
analyzed by a Heath EU-700 grating spec
trometer, and detected by a PbS photo-
conductor. The stepping motors driving the 
spectrometer scan and chart recorder were 
synchronized to obtain an accurate wave
length axis. The polarized wavelength re
sponse of the detection system was 
determined by placing a tungsten standard 
lamp at the location normally occupied bv 
the crystal. Recorded data were digitized 
and then corrected for the system response 
by an HP9830 computer. In addition, the 
change in absorption of the He-Ne pump 
laser was measured as a function of cem-
perature, and fluorescence intensities at dif
ferent temperatures were corrected to take 
the change into account. Absorption at 
632.8 ran increased nearly 20% as the tem
perature rose from 20 to 240 K. The wave
length accuracy of the recording system was 
checked by scanning throug!. a variety of 
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neon emission lines from the He-Ne laser 
discharge. In the region between 1000 and 
1250 nm, accuracy was better than 0.5 nm. 

Figure 7-120 shows the relative fluores
cence power vs temperature for cr-polarized 
light. It is apparent that the amount of total 
emission in the zero-phonon lines rapidly 
reduces as the temperature increases. An 
accurate value of the absorption cross sec
tion for one of these *A2 — 4T 2 zero-
phonon lines is required to determine the 
peak spontaneous-emission cross section of 
the 4 J4, —. 4T 2 transition. An elaborate spec
troscopic setup, described in Ref. 128, was 
implemented to make this measurement 
and will not be described here. 

Analysis of the measurements resulted in 
a ff-polarization emission cross section a = 
5.6 X 10~2 1 cm2 at the peak of the 4 / l 2 — 
4T 2 emission transition (A , a k = 1130 nm), 
with an estimated uncertainty in the mea
surement of ± 20%. One can also calculate 
the gain cross section by using the Einstein 
relation between cross section and 
spontaneous-emission lifetime, under the 
assumption that the measured lifetime is 

due entirely to radiative processes. Suitable 
averaging is required for anisotropic media. 
For V:MgF, at 20 K, the value of ffp 

(ff-polarized light, a = 1130 nm) is 3.1 X 
10~21 cm2 if the axial and cr-polarized emis
sion are equivalent (electric-dipole transi
tion) and is 4.2 X 10 2 1 cm2 if the axial and 
jr-polarized emission are equivalent 
(magnetic-dipole transition). 

It is not clear why there is such a large 
discrepancy between the cross section de
termined by zero-phonon-line measure
ments and those determined by the Einstein 
relation. Some, if not all, of the discrepancy 
may be caused by experimental error. How
ever, it is clear that an assumption of unity 
for quantum efficiency in fluorescence must 
be reasonably accurate. 

Laser Properties of V:MgF2. We con
structed a cw V:MgF2 laser to determine the 
effective-gain cross section of the 4T 2 — 4A2 

transition for an opticr'ly pumped crystal to 
compare with the spontaneous-emission 
cross section derived from spectroscopic 
measurements. In particular, a deteimina-
tion of the cross section in laser operation 

Fig. 7-120. Fluores
cence spectrum of 
V:MgF 2 as function of 
temperature for 
tr-polarized light. 

7-95 



Advanced Lasers 

H g . 7-121. Schematic 
diagram of V : M g F 2 

experiment where 
stimulated-emission 
cross section, a ^ , was 
determined to be 8.7 
X 10 

accounts for effects of excited-state absorp
tion caused by transitions from the 4T 2 level 
to higher-lying states. The magnitude of 
such absorption cannot be derived from 
standard spectroscopy. 

Figure '-121 shows a schematic diagram 
of the V:MgF2 laser experiment. A 2-cm-
long Brewster-angle crystal was longitudi
nally pumped via the 4A2 —• 4T,a optical 
transition using 0.5145-jum radiation from a 
cw argon-ion laser. The crystal was doped 
with ~0.5 wt% VF, and absorbed 45% of 
the incident radiation. We cooled the crystal 
to ~80 K by thermally contacting the mate
rial with the copper cold finger of a liquid-
nitrogen Dewar. All of the cavity optics 
were maintained in a vacuum to eliminate 
the need for intracavity windows. A single-
plate crystal-quartz birefringent tuning ele
ment was placed in the cavity for tuning 
experiments. 

The pump-beam mode area in the crystal 
was adjusted to be considerably smaller 
than the TEM^ cavity mode size in the 
crystal. Under such conditions, the follow
ing relation exists between the effective 
gain cross section, o;,rf, and the pump 
power incident on the crystal at threshold 

where n is the refractive index of the crys
tal; wc is the cavity mode radius at the crys
tal; £_ is the energy of a pump photon; L is 
the fractional round-trip loss in the cavity 
due to all losses, except that from the frac
tional transmission, T, of the output mirror; 
T is the upper-state lifetime; and F is the 
fraction of incident pump power absorbed. 

The term aeli is the difference between 
the cross section for stimulated emission, aE, 
and that for excited-state absorption, aA. It 
is assumed that the excitation efficiency is 
unity; i.e., one absorbed pump photon 
yields one excitation in the upper laser 
level. 

For our experimental conditions, irwl = 
6.7 X 10 4 cm2, n = 1.38, x = 2.4 X 
I f r 3 s, and F = 0.45. The value of I + T 
was determined by measuring the fre
quency of relaxation oscillations observed in 
the output of the V:MgF2 laser. Such oscilla
tions appear as the result of perturbations 
in the laser operating conditions and, in the 
small-perturbation limit, consist of exponen
tially damped sinusoidal variations in out
put power. It can be shown that, even 
under conditions where excited-state ab
sorption is present, the following equation 
is appropriate 

°M = 
2 2 , 

IT n zv~ E (L + T) 
4 PTH T F 

(102) L + T = -
T T.. n 2 

l 
(103) 

V:MgF 2-
laser output 

/ Dielectric 
filter 
to block 
pump beam 
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where Q is the angular frequency of the os
cillations, R is the ratio of pump power to 
threshold pump power, and r c is the cavity 
•ound-rrip time. We measured fi for five 
values of R ranging from 1.23 to 4 and 
found an average value for L + T of 1.07 
X 10" 2, with a deviation of less than 10% 
of that amount. The value of T was 0.35% 
and, thus, all unwanted losses, L, in the 
laser cavity were ~0.7%. 

We observed the laser threshold at an in
cident power of 1.0 W, resulting in a value 
for o\,fr of 8.7 x 10~~ cm2 (the laser wave
length was 1.115 nm). This cross section is 
considerably smaller than the spontaneous-
emission cross section deduced from spec
troscopic data (which indicated a range of 
cross sections from 3 to 5.6 X 10~2 1 cm2) 
and is an indication of the existence of ap
preciable excited-state absorption. 

We observed the laser slope efficiency to 
be 16%. However, from the ratio of T to L 
H- T, we would expect a slope efficiency of 
33%. It is possible to show from the rate 
equations for a laser with excited-state ab
sorption that the slope efficiency is reduced 
by ;> factor of o-eff/o-E. This calculation as
sumes that the decay from he levels ex
cited by excited-state absorption occurs 
rapidly compared to the upper-state lifetime 
and that all decay is back down to the up
per level. (If this assumption is not correct, 
efficiency is reduced even further.) Thus, 
from the reduction in slope efficiency, we 
calculate that aefl/uE « 1.2 and <rE « 1.7 X 
10 ~ 2 1 cm2. Such a value is much lower than 
the estimated values of o-E, which could im
ply the existence of other loss mechanisms 
in the operation of the V:MgF2 laser. 

One such loss could be a less-than-unity 
quantum efficiency of excitation by the 
pump laser because excitation into the 'T, 
level might find other paths for decay than 
into the 4T 2 up;-.-: laser level. However, pre
liminary mec.. • • ments of relative excitation 
efficiency vs /avelength indicate that the 
efficiency of excitation is equal for both 4A2 

— 'T2 and 4/4 2 _ 4T] transitions. Another 
loss -~f efficiency could be caused by 
excited state absorption of the pump radia
tion. Experiments are new in progress using 
other excitation wavelengths to determine if 
excited-state pump absorption is a signifi
cant effect. 

The tuning cuive of the V:MgF2 laser 
supports the contention that a good portion 
of the reduction in gain is caused by 
excited-state absorption. Figure 7-122 plots 
the relative gain curvt for V:MgF2 predicted 
from the measured fluorescence spectrum 
(e.g., in the absence of excited-state absorp
tion). Also plotted is the observed tuning 
curve of the cw V:MgF2 laser. The peak in 
output power around 1.09 ^m is not intrin
sic to V:MgF2. Rather, the peak is caused by 
an increase in output-mirror transmission 
for wavelengths shorter than 1.1 jum, which 
results in more optimal output coupling. 
The lowest threshold for operation was at 
1.115 fim. At the wavelength we expect the 
laser gain to be maximum (in the absence 
of excited-state absorption), around 1.15 Mm, 
the laser output is almost zero; for wave
lengths longer than 1.16 ^m, no output is 
observed. Therefore, at longer wavelengths, 
the value for <rA is equal to or greater than 
that of a c, and no gain can be observed. It 
is unlikely that any mechanism other than 
excited-state absorption could so distort the 
V:MgF2 tuning curve. 

The presence of a large amount of 
excited-state absorption in V:MgF2 crystals 
precludes the construction of an efficient 
V:MgF2 amplifier chain for a fusion dnver 
system. However, the wavelength, band
width, and strength of an excited-state 

Fig. 7-122. Relative 
gain of V:MgF 2 laser 
predicted from mea-
suied fluorescence 
spectrum i.i the ab
sence of excited-state 
absorption; measured 
gain peaks around 
1.09 urn. 

\2 • 1.1 
WawtongttiOun) 
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absorption transition are strongly dependent 
on the detailed crystal structure of the host 
crystal (MgF2 in this case). Thus the V 2 + 

ion, which otherwise exhibits very favorable 
electronic properties, may yet serve as an 
active ion for an efficient solid-state laser 
when dispersed in a host crystalline mate
rial that has more favorable crystal field 
properties (e.g., MnF2, KMgF^ or KZnF3). 
Based on these results, we plan to investi
gate other V 2 +-doped host crystals. 

Authors: P. F. Moulton and R. E. Fahey 
(Lincoln Laboratory, Lexington, Mass.); 
and W. F. Krupke (LLNL) 

Free-Electron Lasers 

Introduction. Last year,129 we conceptual
ized and studied the free-electron laser 
(FEL) as a driver for inertial-connneinent 
fusion targets. The results presented at that 
time were based on one-dimensional simu
lations of FEL amplifier performance. We 
also noted that, although the FEL perfor
mance predicted with one-dimensional 
simulations was encouraging, the influence 
of several major physics issues remained to 
be resolved 
• Three-dimensional phenomena, including 

laser-beam quality, diffraction, refraction, 
self-focusing, and other nonlinear propa
gation phenomena. 

• Three-dimensional propagation of electron 
beams. 
To study the laser-beam propagation ef

fects, we have developed a two-
dimensional model of a high-gain (e-beam 
power > input laser-beam power) FEL that 
includes the effects of diffraction, refraction, 
and off-axis e-beam current density and 
magnetic-field variations. Here, we discuss 
the details of our theoretical formulation 
and results obtained from numerical 
calculations. 

Background. Laser amplification in a 
tapered-wiggler-magnet FEL is accom
plished by trapping electrons in a potential 
well (calle.l a bucket) that is created by the 
joint action of the magnetic field of the wig-
gler magnetic field and the electric field of 
the laser. Kinetic energy is transferred from 
the trapped electrons to the laser field by 
tailoring the magnetic-field parameters so 
the bucket and the trapped electrons decel

erate. Throughout this process, a precise 
relationship between the energy of the elec
trons («), the magnetic-field strength (Bw), 
the magnetic-field period (X„), and the laser 
wavelength (X,) must be maintained. The 
relationship is 

2 _ "s ! . ' ' » _ 2eJ>„ 
7 ~ 2* w I + P" *.kw 

cos \j/ + — 

(104) 
where 
7 = u/mc2, 
ks = 2xAs, 
k„ = 2irAw, 
b w = eBJ{2)mmc, 
e5 = eEJ(2)mm<?, 
m = rest mass of the electron, 
e = charge of the electron {e > 0), 
c = speed of light, and 
Es = laser electric-field amplitude. 
Equation (104) is derived by insisting that 
the motion of the electron is synchronized 
to the bucket motion.130 

One-dimensional models 1 2 9" 1 3 1 of the FEL 
assume that all the parameters of the 
e-beam, the wiggler magnet, and the laser 
are uniform in the radial direction. (The ra
dial direction ii perpendicular to the laser 
axis.) This assumption implies that, if syn
chronization is achieved [Eq. (104) satisfied] 
at one radial position, then synchronization 
is maintimed at all radial positions. Further
more, the assumptions inherent in the one-
dimensional model imply that the gain of 
the laser is uniform across the amplifier ap
erture. In fact, all the characteristics of the 
FEL may have radial variations, so that 
Eq. (104) cannot be simultaneously main
tained for arbitrary values of the radius of 
the electron beam as electrons travel 
through the wiggler magnet. The perfor
mance of FELs may be severely affected by 
this loss of synchronization. 

The computer model discussed in this ar
ticle is being used to investigate fusion-class 
FEL amplifiers and is not limited to low-
gain amplifiers. Substantial growth of the 
laser field is permitted. The model includes 
the effects of detrapping caused by loss of 
electron-bucket synchronization at large ra
dial positions. The effects of diffraction and 
refraction on laser gain and laser-beam 
quality are also included. 

Two-Dimensional Resonant Electron 
Model. Our modeling is based on the an/ 
ysis of the tapered-wiggler-magnet FEL 
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given by Kroll et al . 1 3 0 , 1 3 1 An extension of 
this model to two dimensions (cylindrical 
geometry) is relatively straightforward. 
Thus, we will only discuss the modifica
tions to the one-dimensional FEL equations 
of motion that are required by the two-
dimensional model. 

The interaction between the laser field 
and the e-beam in an FEL amplifier is gov
erned by Maxwell's equation 

£od/ 
e dt c 2 dt2 

(105) 

and the equations of motion of the beam 
electrons1* 

paraxial approximation.132 We can now 
write the field equation, Eq. (105), in the 
form 

dE -Zo 
V2

±E + 2iks^ = i»J^ 

and 

V2

± = V2 

3Z 

.JL 
az2 

where the complex field amplitude is 

£ = Esc , 

(112) 

(113) 

(114) 

dy 
Iz •sin $ (106) 

272 dZ 

1 + — cos 4/ + —-
kl y . * k2 dZ 

<l> = k„Z + fs 

and 

t s = ksZ - wsf + , 

In Eq. (105), Z 0 is the impedance of free 
space (mks units, Z 0 = 377 fi), and / is the 
average current density of the e-beam. For 
a monochromatic laser beam, the electric 
field and current density are given by 

E = PC{E/) 

and 

J = Re[Je '(*,=-<V)1 (111) 

where ^ s is given in Eq. (109). 
The electric-field amplitude, E^ electric-

field phase, 05, and complex current density, 
/, are functions of position (r,Z). Typically, 
Eg, 0 y and J vary much more slowly along 
the direction of propagation (the Z direc
tion) than in the transverse direction (the 
radial r direction). Under these circum
stances, we can neglect the second deriva-

f"*>e and products of first derivatives of Es 

•..id 0s with r spect to Z. This is the 

The complex current density is found 
from Eqs. (106) and (107) 

Ref JelKZ ~ "J) = / J , Ret 130, Eq. (16) if 

we ignore the /„ (plasma) component 

-I'-^fm 
(107) 

(108) + , (=t)j t - . (115) 

The notation 0 r indicates that an average 
must be taken over all electrons at the posi-

(109) tion r. Equation (112) is the paraxial wave 
equation for the complex field amplitude, E. 
Various forms of this equation have been 
used to model laser-beam propagation in 
other laser media with a high degree of 
success. 1 3 3 , 1 3 4 

The equations governing the field ampli
tude, £5, and phase, 0s, are obtained by 

(110) combining Eqs. (112) and (115) and then 
equating the rea! and imaginary parts to 
obtain 

2V ± E5 V ± 05 + Es Vi 0 S + 2ks 

dEs 

~dZ 

-^bc* (116) 

and 

-V2

LEs + Es(V J.0s) 2 + 2Est 
60s 
dz 

(117) 

7-99 



Advanced Lasers 

These equations specfy the evolution of the 
laser field, while Eqs. (106) and (107) de
scribe the motion of the electrons. 

To find a solution to the field equations, 
Eqs. (116) and (117), we must first solve 
Eqs. (106) and (107) for a large number of 
electrons, each with a different initial en
ergy, phase, and radial position. This pro
cess requires a large amount of compu
tation. A less desirable but quicker method 
is to solve Eqs. (106) and (107) for one aver
age electron at each of many radial posi 
tions and then assume that the motion of 
this one electron is representative of t>v 
motion of a large number of electrons. The 
averages appearing in Eqs. (116) and (117) 
may then be replaced by functions of the 
phase-space coordinates of the average 
electron. 

The current density, /, must also be re
placed by a bunched current density, JA, 
which should be proportional to the num
ber of electrons that follow the motion of 
the average electron. 

For one-dimensional models,1 1 0 we usu
ally choose the average electron to be reso
nant, i.e., the electron for which 

dZ = 0 (118) 

The bunched current density is then chosen 
to be 

/A + 
A.J 

4I1A7 (119) 

where 

A 7 = l T n 1 " 7 m i " ' , (120) 

/ l A ( ^ v g ) = 2 J p ( W , l v R ) # , (121) 

(eb V'2 

p ( * ' * » i » ) = K r J *"*(+•*«•*) << 1 2 2) 

and 

F ( ^ ' ^ v 6 ) =COSl/-+ COS^, v g 

- ( n - * - * a v g ) s i n * a v s . (123) 

This particular choice for the bunched 
current density implicitly assumes that the 
trapped current is proportional to the 
bucket area {Ax). Usually, we make the ad
ditional assumptions that 

lx < / for all values of Z 

and 

/A (Z + AZ) < J, (Z) 

(124) 

(125) 

When we choose the average electron to 
be the resonant electron, we may also re
place the averages over all electrons with 
averages over full buckets, as follows 

(cos J/)...., 
X # -^ (126) 

and 

sin $ 
> = _ sin* F"-(tf, *.„.,,)# 

y 1 7,,vB J 

(sir. *> 

T, lv, 
(127) 

The approximations in Eqs. (118) to (127) 
give good estimates of FEL performance 
when only one-dimensional effects are con
sidered. The validity of the approximations 
in two-dimensional models is much less ob
vious than in the equivalent one-
dimensional model. The reason is that reso
nance [Eqs. (104) and (118)] can only be 
strictly maintained at one radial position 
(henceforth called the design radius). The 
substitutions outlined above are, therefore, 
only fully justified at the design-radial posi
tion. Nevertheless, even in two dimensions, 
the resonant-electron approximations lead 
to appropriate behavior of the source terms 
in Eqs. (116) and (117). If the field intensi
ties are small, the bucket area decreases, 
leading to detrapping, as expected. Lack of 
synchronization also leads to detrapping be
cause * a v g will become large, leading to 
small F values and small bucket areas. 
Therefore, we continue to jse the resonant-
electron model in two dimensions in spite^ 
of its obvious faults. 
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The two-dimensional modeling procedure 
can be summarized, as follows 
• Numerically solve the ordinary differential 

equations, Eqs. (106) and (107), for one 
electron at an arbitrarily chosen radial po
sition (the design radius), picking the 
wiggler-magnet field at each axial position 
to maintain d^avg/rfZ = 0. This electron 
becomes the single resonant electron; \ w 

is chosen constant. 
• Numerically solve Eqs. (106) and (107) for 

700 additional electrons, each at a differ
ent radial position. The magnetic field of 
the wiggler magnet is consistent with the 
first step, above, and has a quadratic ra
dial dependence. 

• Solve the partial differential equations 

ar 

2V_LE sV_L0 5 + E s V 2

L 0 5 + 2 * 5 - ^ 

K /A 
2 Z 0 - p — M s i n ^ V B (128) 

and 

- V 2

L £ s + E s ( V ± 0 s j 2 + 2E s ^ Hz 

= J 2 Z " 0 ^ ^ ( C O S ^ 1 V 8 , (129) 
K w Tavg 

where ^ a v g , Y J v g at each radial point are de
termined from the results of the second 
step, above. 

Our procedure, with appropriate error 
control, will yield all the parameters of laser 
performance. Note that the electrons are 
constrained to travel in straight lines; thus, 
betatron oscillations are not included. 

Preliminary Results. The accuracy of the 
numerical techniques135 used to solve 
Eqs. (128) and (129) was verified by two 
methods 
(1) / was set equal to zero so the numerical 

solutions could be compared to known 
solutions of the homogeneous paraxial 
wave equation. Under these conditions, 
the model correctly predicted the Fresnel 
diffraction pattern produced by an aper
ture [ E = E0 e-W0-25?0]. This confirmed 
that the code could properly calculate in
terference effects. 

: I, /, and B were initially made indepen
dent of r, thus producing a one-

20 I 1 i 1 1 ' _ 
ey-

15 / x % /J-t< . (b ) &S™ -
- s 

5 

£r • 1 . 1 , 

Tabic 7-19. Design 
characteristics for 
156-ni amplifier. 

40 80 120 
Lsngth (m) 

160 

dimensional problem. Under these 
conditions, the two-dimensional code re
produced previous one-dimensional FEL 
amplifier design results.'30 

We have used our one- and two-
dimensional FEL models to investigate 
fusion-class laser amplifiers. The basic 
characteristics of one of these amplifiers are 
listed in Table 7-19. This is not an optimally 
designed amplifier, but it is a convenient 
choice for comparing one- and two-
dimensional performance estimates. 

Curve (a) in Fig. 7-123 shows the laser in
tensity vs amplifier length predicted by our 
one-dimensional model under the condi
tions in Table 7-19. The output power is 3.1 
TW {TH2!). Curve (b) shows the intensity (at 
r = 0 for the initial conditions given in 
Table 7-19) predicted by our two-
dimensional code. We will discuss curve (c) 
later in this article. 

We have chosen the design axis to be at 
r = 0 to obtain curve (b). The laser inten
sity is seen to come to a sharp peak and 
then slowly decrease. An examination of 
Fig. 7-124, which shows I(r,Z), reveals that 
the laser beam first focuses and then 

Fig. 7-123. (a) On-axis 
250-nm laser intensity 
as predicted by one-
dimensional model. 
(b) Two-dimensional 
model with on-axis 
design, (c) Two-
dimensional model 
with design axis of 
0.175 cm. 
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Fig. 7-124. On-axis 
250-nm laser intensity 
as a function of am
plifier length and ra
dial position. 

defocuses. The total output power is only 
0.47 TW. 

As the laser intensity is not the same in 
the one- and two-dimensional amplifier de
signs, neither is dy/dZ. Therefore, the final 
electron energy is different for the two 
models. However, predicted performance 
can be compared for different amplifiers by 
defining 

I t = 
'o m C 2 (7 i „ i t i . , l - Tfinal) 

(130) 

where P0 is the laser output power, and r't. is 
the e-beam current; JJ, is a measure of the 
amplifier trapping efficiency. We find i;, = 
0.41 for the one-dimensional model, and TJ, 
= 0.06 for the two-dimensional model. 

Several factors cause the reduced perfor
mance predicted by the two-dimensional 
model 
• The inhomogeneous magnetic field does 

not permit synchronization of the buckets 
and the electrons located away from the 
axis. 

• The effective focusing of the laser field re
duces the off-axis bucket size. 

• The sharply peaked laser field creates 
large differences in dy/dZ across the 
e-beam. 

All of the above factors lead to detrap-
ping and reduction of FEL efficiency. The 
focusing results from two phenomena. First, 
the severe off-axis detrapping produces a . 
gain medium of very small aperture. The 
laser beam is effectively truncated by this 
aperture even with the physical boundaries 
set at infinity. This causes Fresnel interfer
ence patterns, in this case an apparent 
focusing. 1 3 6 1 3 7 Sharp detrapping boundaries 
(the radial position where synchronization 
can no longer be maintained) introduce in
terference effects in a manner completely 
analogous to sharp (real) apertures. This ef
fect might be expected to be smaller in an 
actual amplifier because, as the exact circu
lar symmetry assumed by the model disap
pears, so will some of the interference 
effects. 

The second reason for focusing is that 
trapping the e-beam on axis retards the 
laser beam on axis relative to the edges of 
the laser beam. This produces a "lens-like" 
focusing. 

The detrapping boundary moves inward 
as the electrons propagate down the ampli
fier. The resultant reduction of the gain ap
erture increases axial gain relative to the 
beam edges and enhances both the Fresnel 
focusing and the lens-like (refractive) focus
ing. The net result of these phenomena is 
that detrapping increases the focusing, 
which, in rum, increases the .detrapping, 
and the FEL performs poorly. 

One way to improve FEL performance is 
to increase the useful aperture of th'j ampli
fier by preventing the initial detrapping at 
large radial positions. 

The radius over which synchronization 
can be achieved (for a planar wiggler mag
net) is usually estimated138 by 

2 1 + 
AY 

7 
(131) 

where A7 is the e-beam energy spread that 
the amplifier is designed to trap. If we 
choose r d e s i g n equal to rv we can trap over a 
larger aperture [(2rs) I /2], and performance is 
improved. The optimum design radius may 
not be precisely r s because there is more 
current at larger radii; therefore, detrapping 
in the center of the beam is less detrimen? 
than detrapping at the beam edges. 
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We attempted to increase the gain aper
ture by choosing our design radius to be 
off-axis. Our results are presented in Fig. 
M25, where we have plotted laser output 
intensity for a 156-m FEL amplifier vs de
sign radius. Peak power output is obtained 
for a design radius of 0.14 cm. 

In Fig. 7-126, we have plotted FEL ampli
fier trapping efficiency, 7),, vs design radius. 
It is clear that off-axis designs are efficient. 
Best amplifier performance (as measured by 
trapping efficiency for our test parameters* 
is achieved with a design radius of 
0.175 cm. For this design, the trapping effi
ciency is found to be 0.32, or five times 
greater than that achieved with the on-axis 
design. 

Figure 7-127 shows J(r,Z) for the FEL am
plifier designed with r d e s i g r , = 0.175 cm. 
Curve (c) of Fig. 7-123 shows the laser in
tensity on axis for the same design. Focus
ing of the laser beam has been avoided by 
increasing the gain aperture of the ampli
fier, and FEL performance approaches that 
predicted by the one-dimensional model. 

Conclusions. Based on our approximate 
method of solving the two-dimensional FEL 
equations of motion, we believe that two-
dimensional effects significantly alter one-
dimensional predictions.131 Our modeling 
procedure permits large amplifier gains and 
includes the effects of increases in laser-
field strength, diffraction, refraction, and ra
dial magnetic-field variations. The 
transverse gradient of the magnetic field 
may cause significant detrapping. Refractive 
focusing and Fresnel interference also lead 
to detrapping. These difficulties appear to 
be controlled by using an off-axis amplifier 
design that results in significantly larger 
gain apertures and much improved FEL 
performance. 

Authors: D. Frosnitz, R. A. Haas, S. Doss, 
R. J. Gelinas, and W. Richardson 

Advances in Atomic and 
Molecular Theory 

Vibrational Excitation of HF by Electron 
Impact. Kinetic modeling of electron-beam 
(e-beam) pumped rare-gas halide (RGH) 

^ s e r s has revealed that the formation rates 
- or the upper laser levels can be dominated 

Fig. 7-125. Power out
put of 156-m, 250-nm 
FEL amplifier as a 
function of amplifier 
design radius; differ
ent amplifiers may re
sult in different final 
electron energies. 

Fig. 7-126 Trapping 
efficiency |i?,, Eq.<130>] 
in 156-m, 250-nm FEL 
amplifier as a function 
of amplifier design ra
dius; equivalent one-
dimensional model 
predicts nt = 0-41. 

Fig. 7-127. Intensity of 
250-nm laser (design 
axis = 0.375 cm) as a 
function of amplifier 
length and radial 
position. 

by electron attachment to the halogen-
bearing donor molecules that are present in 
the laser medium. For example, experiments 
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carried out at LLNL139 and elsewhere140 on 
the XeCl laser have shown that laser perfor
mance improves markedly when HQ is 
substituted for Cl2 in the gas mixture. The 
improvement has been attributed to the dif
ference in the dissociative electron attach
ment rates for the two molecules. Both Cl2 

(Ref. 141) and HC1 have small attachment 
cross sections in the ground vibrational 
states, but the attachment rate for HC1 in
creases dramatically with increasing vibra
tional temperature.'42 Hence, we now 
believe that the formation of Cl~ proceeds 
first by vibrational excitation of HC1 fol
lowed by elechxn attachment. 

Experimental investigations of vibrational 
excitation of the strongly polar hydrogen 
halide molecules by electron impact have 
revealed a number of unusual features. The 
large vibrational-excitation cross sections 
that have been measured for HF, HC1, and 
HBr (Ref. 143) are all dominated at thresh
old by extremely narrow (~0.1 eV) reso
nance peaks for which there is currently no 
satisfactory theoretical explanation. These 
molecules are important as halide donors 
for RGH lasers, and there is considerable 
theoretical uncertainty regarding the mecha
nisms responsible for the large vibrational-
excitation cross sections. Thus, we 
undertook an extensive theoretical study of 
low-energy electron collisions with HF. 

There are several aspects of low-energy 
electron scattering by polar molecules that 
make the calculation of accurate vibrational-
excitation cross sections a formidable com
putational undertaking. Electron-exchange 
effects are quite important at low energies. 
Furthermore, the long-range nature of the 
electron-dipole interaction makes it essen
tial to include a large number of partial-
wave components in the expression for the 
integrated cross sections. To handle these 
problems, we developed an approach based 
on a separable representation of the ex
change interaction between the scattered 
and molecular electrons.144 The formalism 
uses a single center-body-frame treatment 
of the collision dynamics, where the 
electron-exchange potential is represented 
by a rapidly convergent sum of separable 
terms obtained by projection onto a set of 
normalizable basis functions. A numerical 
integral-equations method was then used to 
solve the resulting set of coupled equations 
noniteratively. 

We obtained fuily converged (with re
spect to both the number of exchange and 
partial-wave terms) scattering matrix ele
ments in the fixed-nuclei static-exchange 
approximation for the 2 2, 2II, and 2A sym
metry components of the e-HF system in 
the 0- to 5-eV energy range. Matrix ele
ments that describe vibrational excitation in 
the adiabatic-nuclei approximation require 
an integration over the vibrational coordi
nate of the target molecule. We therefore 
performed calculations for five different val
ues of the HF intemuclear separation. The 
2 2 scattering matrix elements were indeed 
found to depend very strongly on both the 
electron energy and geometry and to give 
rise to structure in the cross sections near 
threshold. 

For the higher-symmetry components of 
the scattering matrix, which are required for 
convergence, but are not particularly sensi
tive to the detailed dynamics of the colli
sion, we used the results of an exact 
electron-point dipole1 4 5 and a laboratory-
frame first-Born approximation.146 

In Fig. 7-128, we show our calculated 
cross sections for exciting the first four rota
tional levels of HF, along with simultaneous 
excitation of the first vibrational level. The 
total cross section summed over rotational 
levels is compared with the experimental 
data of Rohr and Under 1 4 7 in Fig. 7-129. 
The results obtained in the first Born ap
proximation are also shown for comparison. 
Note that ours are the first ab initio calcula
tions to reproduce the sharp peak in the 
cross section near threshold that, as previ
ously mentioned, can be clearly identified 
with the behavior of the 2 2 components of 
the computed scattering matrix at energies 
below 0.1 eV. Between 1 and 5 eV, our re
sults are roughly a factor of 2 smaller than 
the experimental data. However, there is 
reason to believe that the data, to which the 
relative cross sections of Ref. 147 were nor
malized, are themselves a factor of 2 too 
large.148 When the HF experimental data are 
thus renormalized, the agreement with our 
calculated cross sections is quite good, both 
for the p = 0 -^ 1 and i> = 0 -* 2 (not 
shown) cross sections. 

However, a definitive calculation of the 
magnitude and width of the threshold peak 
would require the inclusion of nonadiabatic 
effects beyond the fixed-nuclei approxima/ 
tion. This is still beyond the scope of 
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present computational capabilities. 
Time-Dependent Hartree-Fock Theory 

of Charge Exchange. Charge-exchange pro
v e s play a fundamentally important role 

in many physical phenomena. For example, 
they are important in high-temperature gas 
dynamics, in excimer lasers, and ion-beam 
transport. These processes have been stud
ied extensively, both experimentally and 
theoretically, over the complete range of 
collision energy from subthermal to millions 
of electron volts. Traditional theoretical 
studies have employed basis-set expansions 
in either atomic orbitals at high energies or 
in molecular orbitals at low energies to de
scribe the electronic wave functions during 
the collision. In the intermediate-energy 
range (from a few eV to several keV), a 
very large number of electronic basis states 
are necessary for a converged expansion. 
Therefore, calculations of charge-exchange 
processes in this energy range become very 
expensive, particularly for many-electron 
systems. As an alternative, we studied the 
feasibility of solving the time-dependent 
Hartree-Fbck (TDHF) equations on a spatial 
finite-difference grid, rather than using a 
basis expansion, to determine the time evo
lution of the wave function during the colli
sion. We solve the TDHF equations 

i — <j>n(r,t)=h„(t)4,Jr,t) (132) 

where hn is the usual Fock-HamUtonian, 
whose time dependence is due both to the 
time evolution of the wave function and to 
the motion of the nuclei. The nuclei are as
sumed to follow a classical Coulomb trajec
tory. Equation (132) is solved for each of the 
occupied electronic orbitals <p„(r,t). The ef
fect of the Hamiltonian on the orbital is de
termined using standard finite-difference 
techniques, and the time evolution is calcu
lated using the Peaceman-Rachford 
alternating-direction implicit method.149 We 
follow the evolution of the wave function 
through the collision to the asymptotic (sep
arated atom) limit, at which point we can 
determine the final state of the system. We 
project the final wave function onto sepa
rable atomic states to obtain state-to-state 
transition probabilities as a function of im
pact parameter and collision energy. 

j^V\fe applied these methods to the double-
^mmetric charge-exchange process 

He + He+ 2 - . H e + 2 + He 

for a range of collision energies from 10 to 
70 keV and for a fixed scattering angle of 
3°. These conditions were chosen to com
pare our results to the results of Ref. 150. In 
Fig. 7-130, we show the agreement between 
our calculated and the measured double 
charge-transfer probability, P2, of Ref. 150. 
Earlier basis-set expansion calculations151 

were not able to reproduce the positions 
and heights of the peaks in the probabilities 
quite as well as have our TDHF calcula
tions. Our calculations'52 have shown that 
the TDHF method can be used to obtain 

Fig. 7-128. Rotational/ 
vibrational excitation 
cross section e + 
HF (i» - 0 _ 1); spe
cific rotational transi
tions are labeled 
separately. 

2 4 
Itolraft«Mffiyf*V) 

Fig. 7-129. Vibrational 
excitation cross sec
tions e •+• H F (v = 
0 —- 1) (summed over 
rotational levels). 
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Fig. 7-130. Double 
symmetric charge-
exchange probabilities 
for 3° scattering angle 
as function of colli
sion energy. 

accurate results in the intermediate-energy 
range for atomic-collision processes. 

Fhotodetachment Cross Sections for 
He~(4P°). With the availability of powerful 
tunable lasers, we can study the optical 
properties of unstable atomic negative ions. 
Very recently, two groups 1 5 3 1 5 4 have mea
sured independently the absolute 
photodetachment cross sections of He~(4P°) 
at selected wavelengths. The (Is2s2p) 4P° 
state of He" is bound by 0.079 eV relative 
to He(23S), and it is metastable against the 
autodetachment of the extra electron be
cause of spin-selection rules. ' 5 5 ' 5 6 

Theoretically, photoabsorption by 
He"(4P°) is intrinsically interesting for sev
eral reasons. First, very little is known 
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Fig. 7-131. Total 
photodetachment cross 
section of H e - * 4 / 5 0 ) . 
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about the photodetachment of electrons 
from unstable negative ions. Second, 
photoexritation of He"(4P°) may lead to 
higher quartet autodetaching states of He~j 
which, in contrast to the doublet states, are1 

not accessible in electron-scattering experi
ments on the 'S ground state of He. Finally, 
although the experimental cross sections of 
Refs. 153 and 154 agree fairly well with 
each other, there are large energy regions 
(e.g., 0.2 to 1.1 eV and 1.2 to 1.6 eV) where 
the magnitude of the cross section is not 
known. 

We have performed a theoretical study 1 5 7 

of the photodetachment process 

hv + He" (Is2s2p 4P°) - . He (ls2s 3S 

ls2p 3P°) + e . (133) 

We have used extensive configuration-
interaction (CI) wave functions and the 
Stieltjes moment-theory" technique 1 5 8 1 5 9 to 
calculate the total CTOSS section for Eq. (133) 
at photon energies between 0.08 and 3 eV. 
We also searched the region just below the 
n = 3 thresholds to identify any possible 
even-parity quartet Feshbach-type 
autodetaching states of H e - . Figure 7-131 
compares the total cross sections, calculated 
with the dipole-length and dipole-velocity 
forms of the transition operator, to the ex
perimental data. 

The present calculations are noteworthy 
for several reasons. At the energies where 
experimental data are available, we find 
reasonably good agreement between the 
measured and calculated cross sections. We 
predict a very large (24 X 10 " 1 6 cm2) 
photodetachment cross section just above 
the 23P° threshold at 1.23 eV due to a 
(lslp2) 4P autodetaching shape resonance. 
An independent scattering calculation fixed 
the resonance position at ~11 meV above 
He(23P°) and yielded a resonance width of 
7 meV. In contrast, we found that the 
(ls3p2) 4P state is a Feshbach-type reso
nance lying —0.16 eV below He(33P°). The 
very sharp feature at threshold (0.079 eV) 
and the broad peak near 0.35-eV photon 
energy are due to the photoejection of the 
loosely bound 2p electron into the s-wave 
and d-wave continua of He(23S), 
respectively. 
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Currently, new experiments are under 
way 1 6 0 1 6 1 to verily the very large magnitude 
of the photodetachment cross sections in 
ne 1.25- to 1.50-eV energy range. 

Laser-Assisted Chemical Reactions. 
There have been many theoretical predic
tions and several recent experimental real
izations of how a laser field can alter the 
course of atom-atom and atom-ion collision 
processes. In addition to producing changes 
in the final product-state distributions, laser 
excitation of the reactants also may give rise 
to interesting coherent effects. We wish to 
examine the consequences of laser excita
tion on charge-transfer processes. In par
ticular, we are investigating the effects of 
coherently exciting a resonant transition in 
the reactants before the collision. Beca.ise of 
their strong S-P transitions and the arrange
ment of crossing points in the excited-state 
potential-energy curves, we have chosen to 
study the Li +-Na system. This project is 
being carried out in collaboration with an 
experimental effort at SRI International, 
Menlo Park, Calif., as part of a project 
funded by the Air Force Weapons Labora
tory, Albuquerque, N. Mex. 

The accuracy of the charge-exchange 
cross sections is critically dependent on the 
quality of the potential-energy curves and 
the nonadiabatic matrix elements that cou
ple them. We have, therefore, carried out 
extensive ab initio calculations of the poten
tial-energy curves at several levels of ap
proximation to ensure the accuracy of the 
results. We have calculated the first seven 2 
and first five n states at thioe increasingly 
accurate levels of approximation. The final 
results, which are shown in Figs. 7-132 and 
7-133, employed ab initio wave functions 
with CI at the level of quadruple excitation, 
with the restriction that only one excitation 
is allowed outside the valence space. This 
allows for the important core polarization 
that occurs for alkali atoms heavier than Li. 

We also have carried out calculations of 
the nonadiabatic coupling elements for the 
Li +-Na system at several levels of approxi
mation. Although the results were qualita
tively correct, we did not feel them to be 
sufficiently accurate. Thus, we are calculat
ing these coupling terms with no approxi
mations. This, combined with our highly 
accurate potential-energy surfaces, will yield 

oss sections of the quality necessary to ex
amine this sensitive problem. 

Another interesting example of the effects 
of a strong laser field on atom-atom and 
atom-ion collision processes was observed 
in Ref. 162. The authors were studying 
laser-induced associative ionization during 
the collision of two Li atoms and observed 
a pronounced enrichment in the production Fig. 7-132. *2 + slates 

of Li + -Na. 

8 12 16 
Na-Li bond distance (arbitrary units) 

20 

Fig. 7-133. Estates of 
Li^-Na. 
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Fig. 7-134. Singlet 
states of Li... 

of diatomic ions of I 3Li^ relative to 1 4Li 2

+. 
We have been investigating this previously 
unexplained isotopic selectivity. 

The process involves the collision of two 
Li atoms, each in the excited 2p state, in the 
presence of the laser field. Therefore, we 
needed accurate potential-energy curves for 

8 12 
Li-Li bond distance (arbitrary units) 

Fig. 7-135. Triplet 
states of Li,. 

• 12 
U-U bond dMinc* (MMwy unto) 

highly excited states of the diatomic ions. 
Our first extensive ab initio calculation in
volved a moderate Slater-type orbital basis 
and full CI for the two valence electrons. 
This calculation gave very accurate results 
for the ground and low-lying excited states 
(yielding a dissociation energy for the 
ground state of 0.96 eV, within 0.03 eV of 
the best theoretical calculation). However, 
we found that the basis set was inadequate 
in its description of the Rvdberg levels, 
which are essential for the scattering cal
culation. Therefore, we redid the calculation 
with a much larger Gaussian-type orbital 
basis, which included a larger number of 
functions to represent the excited atomic Li 
levels. The basis set is extensive enough to 
allow a description of photoionization of Li2 

from the excited levels. We then carried out 
full CI in the two-electron valence space. 
This calculation accurately reproduced the 
dense manifold of Rydberg levels leading to 
the Li2

+ limit. These curves are shown in 
Figs. 7-134 and 7-135. The nonmonotonic 
nature of these curves is caused by ion-pair 
states, which asymptotically behave as 
— \/R and cross the entire manifold of 
Rydberg states. We are presently studying 
the dynamics of this system in the presence 
of a strong laser field. 

Studies of Near-Resonant Interaction 
of Lasers and Vapor. During 1981, we con
tinued our studies of the basic physics gov
erning the interaction of multiple 
near-monochromatic colinearly propagating 
plane-wave lasers with multilevel atomic or 
molecular vapor. As in the past, our major 
progress was in understanding the behavior 
of excitation and ionization in the presence 
of a given laser field. We also examined in
stances of optically thick vapor where the 
excitation-induced oscillatory dipole mo
ments modify the propagating field. 

In previous works, 1 6 3" 1 6 5 we noted the ex
istence of two-level periodicities in idealized 
theoretical models of monochromatic excita
tion of multilevel systems. We have now 
provided166 a theoretical derivation of such 
two-level dynamics from the more general 
N-level rotating-wave-approximation 
Schrodinger equation. We applied the re
sulting formulas to two different extremes 
of excitation in a nondegenerate system of 
sequential N-level (ladder-like) excitation. 
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First, when intermediate levels have much 
larger cumulative detunings, A,, than Rabi 
frequencies, ilif the two-level Rabi fre-

aency, $2, satisfies the well-known formula 
ror multiphoton resonance164 

i Qj n 2 - s N l - n | = -
' 2 2 N - ' A ! A , . . . A N „ , 

.'134; 

Second, when intermediate Rabi frequencies 
are much larger than cumulative detunings, 
we find that two-level behavior occurs 
when all lasers are tuned to the appropriate 
Bohr frequencies of an even-N sequence so 
that no detuning occurs in any step. Two-
level behavior also occurs when the first-
and last-step Rabi frequencies, fi, and flN_,, 
are much smaller than all intermediate Rabi 
frequencies. Then, the two-level Rabi fre
quency (for even-integer N) is 

In I — » i "3 "5 - " N (135) 

Equation (135) provides an explanation for 
behavior noted in an earlier publication.163 

Two-step coherent excitation involving 
simultaneous irradiation by two lasers is of
ten depicted as a three-level atom and, as 
such a system, has been studied exten
sively. When the system is nondegenerate, 
the population simply cycles periodically 
through the several levels. All of the popu
lation flows at some time through the most 
excited level (level 3) and, hence, is avail
able for ionization. 

With the addition of degeneracy, the sys
tem becomes more complicated and the ex
citation behavior can differ quite markedly 
with different laser polarizations. This dif
ference is most pronounced for the angular-
momentum sequence 7 = 0—• / = 1 —• / 
= 0. Previous authors have shown 1 6 7" 1 7 0 

how the presence of hyperfine structure 
(HFS) can dramatically alter the excitation 
by circularly polarized light and, thus, per
mit separation of (odd) isotopes having HFS 
from those (even) isotopes lacking HFS. 
The selection rules piwide a very dramatic 
effect. Such effects are also present with lin
early polarized light. 

First, consider the excitation in the ab
sence of nuclear spin. The ground level is 
then a single state, with magnetic quantum 

number M ( = 0; the first excited state com
prises three sub.evels, with Mt = — 1, 0, 
and +1 , and level 3 is again a single sub-
level with M, = 0. Figure 7-136 shows link
age diagrams for three choices of 
polarization. Figure 7-136(a) shows both 
lasers linearly polarized along the same 
axis. Figure 7-136(b) shows both lasers cir
cularly polarized in opposite sense (right, 
then left circularly polarized). Figure 
7-136(c) shows both lasers circularly polar
ized in the same sense. We immediately 
recognize that, while (a) and (b) will even-
tuo' j produce complete ionization from 
level 3, (c) yields absolutely no ionization. 
Thus, ionization is very sensitive to the 
choice of polarizations. 

To analyze the effects of crossed linear 
polarization (say, first-step polarization 
along the X axis and second step along the 
Y axis), we express the polarization in a 
helicity basis as a combination of right- and Fig. 7-136. Linkage 

diagrams. 

x-x R-L R-R 

X-XorX-Y X-X X-Y 

(e) 

0 / 1 -1 1-0 1 l° 1 

I 
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Fig. 7-137. Linkage 
diagrams. 

left-circular polarizations. Figure 7-136(d) 
shows such a linkage diagram. By reversing 
the sign of one of the dipole matrix ele
ments (say the linkage marked ±), we 
change from X-X to X-Y polarization axes. 
We also alter the dynamics from the equiv
alent to Fig. 7-136(e) (for X-X polarization) 
to that equivalent to Fig. 7-136(f) (for X-Y 
polarization). In other words, destructive in
terference occurs when polarizations are 
crossed, and this interference prevents any 
population from reaching level 3. Thus, 
there is no ionization for crossed polariza
tion in the sequence / = 0 —• 1 —• 0. (This 
null effect disappears for larger / values.) 

How does hyperfine structure affect these 
results? When the hyperfine splitting fre
quency is much weaker then the Rab; fre
quencies, we can neglect the hyperfine 
splitting and can account for nuclear spin, /, 
by simply increasing the degeneracy of the 
sublevels. That is, we label states with 
quantum numbers M ( and M, = —/, ..., 
+ /. For the simple case / = 1/2, the inclu
sion of nuclear spin doubles each sublevel 
of Fig. 7-136. Because M, remains un-

- 1 1 -1 1 

changed by a transition, we simply have 21 
+ 1 independent linkage diagrams, just like 
those of Fig. 7-136. Figure 7-137(a) shows 
the alteration of Fig. 7-136(d) for / = 1/2.1; 
this limit (weak HFS), we conclude that 
there is complete ionization for R-R (or 
L-L) circular and X-X (or Y-Y) linear po
larization, no ionization for R-L (or L-R) 
circular, and X-Y (or Y-X) linear 
polarization. 

When HFS is much greater than the Rabi 
frequency, we obtain a better description of 
the atom by employing a basis of states la
beled F and Mr. When / = 1/2, the ground 
level has F => 1/2, the first excited states are 
F = 1/2 and F = 3/2, and the second ex
cited state has F = 1/2. Using this basis, we 
can see that the linkage patterns of Figs. 
7-137(a), 7-136(b), and 7-136(c) remain unaf
fected by HFS. For example, Fig. 7-137(b) 
shows the generalization of Fig. 7-136(a) 
when ; = 1/2. In Fig. 7-137(b), the lasers 
are tuned to resonance with the F = 1/2 
intermediate level, while, in Fig. 7-137(c), 
the intermediate level has F = 3/2. 

However, the situation with crossed po
larization is more interesting. Figure 
7-137(d) shows the complete linkage dia
gram for the 1 = 1/2 generalization of Fig. 
7-136(d). When the F = 1/2 and 3/2 levels 
are degenerate (weak HFS), then construc
tive and destructive interference are possi
ble, with the results noted above. But, when 
the HFS becomes large, we can tune to one 
of the intermediate F values and thereby 
eliminate one of the interference paths. The 
results, shown in Fig. 7-137(e) (for F = 1/2 
as intermediate level) or Fig. 7-137(f) (for F 
= 3/2), are insensitive to the sign of the di
pole moments, and complete ionization can 
occur. 

We conclude171 that, when the hyperfine 
splitting is large enough to permit unam
biguous tuning to a single intermediate 
hyperfine component, then, in due time, 
complete excitation (and ionization) occurs 
with linear polarization, independent of 
whether the polarization planes are parallel 
or perpendicular. In the absence of HFS, no 
ionization occurs for crossed polarization. 

Studies of saturation curves provide a 
means of identifying / values of the levels 
involved. By varying the laser polarization, 
we can gain information useful for 
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identifying / values. We find, for example, a 
qualitative difference between the behavior 
of the sequence / —• / + 1 —* / + 2 and 
'iat of the sequence / —' / + 1 —' /. 

We compi'ted the time history of excita
tion and ionization for three /-value se
quences / = 6 — 7 — 8, / = 6 — 7 — 7, 
and / = 6 —* 7 —' 6, and for four polariza
tion combinations, Rd„. + L d r c (R-L), R d r c 

+ R d r c (R-R), X l i n + X, in (X-X), and X,in + 
*nn (X-V). 

We found the ionization behavior was 
sensitive to the combination of polarization 
and /. The fastest and most complete ion
ization occurs with parallel linear polariza
tion (X-X) and the sequences / — / + 1 — 
/ + 2 or / — 7 + 1 — /. Slowest and least 
complete ionization occurs with same-sense 
circular polarization (R-R) and the sequence 
/ - / + l - 7-

Thus, any given /-value sequence has an 
optimum polarization choice to maximize 
ionization. The best and worst choices are 
given in Table 7-20. We see that crossed 
polarization (X-Y) can, at times, be 
desirable. 

Suppose that we do not know the / se
quence, but that we can vary the relative 
polarization of the two lasers. Then, when 
we change from R-R polarization to R-L 
polarization, the ionization increases in the 
6 —* 7 —' 6 sequence, whereas it decreases 
in the 6 —• 7 —* 8 sequence. 

This qualitative difference still persists 
when we have hyperfine structure. Al
though hyperfme structure diminishes the 
effect of polarization, there remains a pro
nounced dependence of ionization on 
polarization. 

Traditional descriptions of radiation trans
port in vapors assume that absorption of ra
diation occurs in accordance with a linear 
Eirstein rate equation. That is, the rate of 
change in molecular-level population is as
sumed to be directly proportional to the 
molecular-population inversion. By the 
same token, the absorption process is as
sumed to deplete the radiant intensity in ac
cordance with the linear Beer-Lambert law 
of attenuation: the rale of depletion of in
tensity with distance is locally proportional 
to the intensity. 

As is novv well known, such traditional 
descriptions are valid as limiting cases, ap

plicable to long-duration incoherent 
molecule-field interactions. Phenomena as
sociated with short, intense pulses of reso
nantly tuned and nearly monochromatic 
light require a more elaborate and nonlinear 
theoretical description. In the absence of re
laxation phenomena (such as collisions), the 
molecular excitation is determined by the 
time-dependent Schrodinger equation. The 
propagating laser fields, in turn, satisfy 
Maxwell's equations. Thus, the basic equa
tions appropriate to coherent pulse propa
gation are the coupled nonlinear 
Maxwell-SchrSdinger equations (or, with 
the inclusion of relaxation, the Maxwell-
Bloch equations). 

The Maxwell-Schrodinger equations pre
dict a variety of well-studied propagation 
phenomena, including self-induced trans
parency, pulse reshaping, and pulse break
up into solitons.172. These effects are 
associated with the simplest (two-level) 
model of the molecular absorber. We be
lieve that further unusual behavior will be 
discovered as we extend our experience 
from the elementary two-level model to 
more complicated multilevel models of 
molecules. 

In many discussions of laser-induced mo
lecular excitation, ,n it is recognized that, in 
polyatomic molecules, the energy levels be
come increasingly dense, even for low ener
gies. Thus, the molecule can behave toward 
photon absorption as though the molecular 
energy levels formed a nearly continuous 
distribution—the so-called quasi-conrinuum 

. . * * • Vfotttf 

UW+'!-* + ? X-X 

X-X 

* • £ . 
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z 
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Table 7-20. Best and 
worst choices for 
/-value sequences. 

Fig. 7-138. Linkage 
pattern for QC model. 
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Pig. 7-139. Weak-field 
QC (N = 26>. 

(QC). Because the QC is so often invoked 
to explain features of laser-induced molecu
lar excitation, it is important to understand 
both the underlying physics of optically 
thin excitation of QC as well as the QC ef
fect on propagation. Here, we describe nu
merical studies aimed at clarifying the 
nature of optically thin excitation of QC. 

Figure 7-138 shows the simplified QC 
model we considered175: an N-level QC (Af 
= 7) whose nondegenerate equally spaced 
levels are all linked by equal dipole mo
ments to the ground level. A pulsed laser 
with its carrier frequency tuned to the cen
tral level of the QC (level 2) excites the 
molecule. 

o. 

B 
_ 

1 1 1 1 (b) 

_ 
\ 

K 

- -

10 15 20 25 

We let the QC levels be evenly spaced 
with angular-frequency separation, 6, and 
we let the dipole moments, d !n, between 
ground and QC levels all be equal, so the { 
rotating-wave approximation (RWA) Hamil-
tonian has the off-diagonal elements 
HIP = »• 

When the field is sufficiently weak, then 
only level 2 ever receives appreciable excita
tion. The population oscillates sinusoidally 
between level 1 and level 2 with the two-
level Rabi period fT = T/V. The remaining 
levels, being far off resonance, do not no
ticeably participate in the excitation. We 
can, therefore, as a first approximation, treat 
these virtual levels as undergoing indepen
dent low-amplitude off-resonant sinusoidal 
population modulations. Thus, the levels 
nearest to resonance (levels 3 and 4 in Fig. 
7-138) oscillate at the detuned period T = 
2ir/6, the next-nearest levels (5 and 6 in Fig. 
7-138) oscillate with period r/2, and subse
quent levels oscillate at r/3, T/4, ..., etc. 

We see that T constitutes a basic recur
rence time.1 7 5 For weak fields the recurrence 
time is much shorter than the Rabi period. 
Figure 7-139, showing plots of level-
occupation probability, P n, for an N = 25-
level QC, illustrates this situation. In Fig. 
7-139(a), we see the sinusoidal Rabi oscilla
tions between levels 1 and 2, as well as the 
higher-frequency, lower-amplitude oscilla
tions into virtual levels 3 and 4. The long-
term (infinite time) population averages, P„, 
show that the virtual levels n > 2 have 
populations some 10~3 smaller than the res
onant levels 1 and 2 [see Fig. 7439(b)]. 

At the opposite extreme, when the field 
is sufficiently strong, we can neglect the 
presence of detuning and treat the system 
as a degenerate two-level system, and the 
system exhibits periodic depletion of level 1 
at the band Rabi period TR = tR/(N)m. For 
such two-level behavior to appear, the 
bandwidth of the QC levels must be much 
less than the interaction strength. Figure 
7-140(a), showing the behavior of popula
tions under this condition, exhibits the ex
pected oscillatory pattern of level-1 
populations. 

In neither of these two extremes is there 
any obvious behavior indicative of a QC 
distribution of energy levels. The QC 
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becomes evident for intermediate situations, 
which we next examine. 

The condition for weak-field excitation is 
quivalent to the requirement that the re

currence time be much shorter than the 
two-level Rabi period, tR. Although the 
population in level 1' gives the appearance 
of sinusoidal Rabi oscillations, Yeh et al. 1 7 6 

have shown that the apparent sinusoid ac
tually consists of a piecewise continuous se
quence of exponential decays—or linear 
segments on a semilogarithmic plot of 
population vs time. The initial decay occurs 
during the first recurrence time interval 0 < 
( < T, when the time bandwidth 2TT/( 
greatly exceeds the detuning. This linear de
cay occurs according to the traditional Fermi 
Golden Rule at rate 

R = 2rrp V2 = TT 2r/tl = J T T / ( N T 2

K ) 

(136) 

where p = l/i is the density of the energy 
levels, and V2 is the sum of the individual 
interaction squares; as above, fR is the two-
level Rabi period, and TR is the Rabi period 
appropriate to the full band of levels. 

The population cannot continue to decay 
exponentially at rate R indefinitely, if for no 
other reason than the initial population be
comes exhausted. What actually occurs is 
rather curious. During the interval 0 < r < 
T, the population decays at rate R; during 
interval T < t < IT, it decays at rate 3R, 
and so forth.176 Figure 7-141 illustrates the 
behavior. We see here that the piecewise 
exponential behavior ceases for a time ex
ceeding half the two-particle Rabi period 
f > fR/2. This terminus applies so long as 
T < fR/2. The exponential decay can be 
prolonged to longer times, up to one Rabi 
period t = tR, by increasing T to the 
value tR. 

As T ranges over values from T <K fR to T 
» tR, the population histories, P n , exhibit a 
variety of behavior, as shown in Fig. 7-141. 
When r < fR, as is the case for Fig. 7-141(a) 
where T = 2 and tR = 10, the history of 
level 1 consists of a very large number of 
exponential decays. In the limit of T « tR, 
the curve becomes indistinguishable from a 
sinusoid. When T and fR are approximately 

equal [Fig. 7-141(d)], the exponential decay 
persists until the time t = tR, after which 
time the population undergoes near-
periodic variation. When the recurrence pe
riod T exceeds tR [Fig. 7-141(e) and (f)], then 
the exponential decay curve becomes si-
nusoidally modulated. Finally, when T 
greatly exceeds the band Rabi period, TR 

[Fig. 7-141(h)], the behavior shows no sign 
of exponential decay. Thus, for fixed laser 
power (i.e., fixed tR), QC behavior is most 
pronounced for level spacings such that T 
a: tR, (or S — v/2) and for times ( < T. 

Fig. 7-140. Quasi-
continuum (4V = 26, 
f„ = 40). 
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Fig. 7-141. Plots of 
populations P„it\ vs 
lime f for optically 
thin N = 25 level QC 
with fixed Rabi period 
r R = 10 and various 
recurrence times, t, 
with monochromatic 
excitation. 

In the present article, we extend the pre
vious treatment of optically thin excitation 
to the treatment of pulse propagation.177 We 
show the appearance of Beer's law attenua
tion, and we exhibit pulse echoes. The same 
two elementary parameters characterize our 
study of propagation: the two-level Rabi 
frequency, 2v (i.e., the dipole coupling be
tween level 1 and any one of the QC lev
els), and the QC-level spacing, 5. These 
parameters enter most naturally when re

garded as a (two-level) Rabi period fR = 
ir/v and a recurrence time T = 1-wlh. 

We have already mentioned that QC be
havior, as manifested by the exponential t 
decay of the ground-level population, oc
curs most prominently when these two 
times are roughly comparable. To exhibit 
QC behavior most distinctly, we chose val
ues T = 1 and fR = 2, so that one Rabi pe
riod encompassed two recurrence times. 
Figure 7-142 shows the population behavior 
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-2 
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for this choice of parameters, under the as
sumption of monochromatic excitation start
ing at t = 0. Figure 7-142 shows quite 
learly the exponential decay of level 1 up 

to time t = 1 = T. As discussed above, the 
decay rate for conditions of monochromatic 
excitation is, according to Fermi's Golden 
Rule, given by Eq. (136), and the population 
in level 1 follows approximately the decay 
law 

P, (f) = P, (0) exp (-Rf) 

= exp (-Rt) (137) 

diring the interval 0 < f < 1. 
To examine propagation, we assumed a 

short pulse, of duration much briefer than 
the repetition time, r, so that, during the ex
citation time interval, the conditions pro
duce exponential population decay. Figure 
7-142 shows the resulting population varia
tions subject to this pulse. 

As Fig. 7-142 shows, once the pulse has 
passed the molecules at the entry face of 
the vapor, they remain in a distribution of 
excited states and, hence, give rise to a su
perposition of oscillating dipole moments. 
In turn, these moments act as sources for an 
electromagnetic field. Each of the QC dipole 
moments has a different phase and a fre
quency fixed by the detuning. At t = 0, the 
moments are in phase, but, after a short 
time, the different phases cancel, so that the 
total molecular dipole moment vanishes. 
After one recurrence time, the dipoles will 
be in phase and, hence, can produce a total 
dipole moment. The result is a pulse echo. 
A second echo occurs after an additional re
currence time. Each such echo produces an 
impulsive diminution of the excited popula
tion by stimulating emission. Figure 
7-142(c) shows these impulsive changes. 
They occur cyclically at multiples of the 
repetition rate. 

Figure 7-143, showing the pulse intensity 
vs time, t, and propagation depth, x, reveals 
two recurrence echoes. The initial pulse 
fluence falls monotonically and satisfies 
Beer's law of exponential attenuation. 

Authors: A. U. Hazi, K. C. Kulander, A. E. 
Orel, T. N. Rescigno, and B. W. Shore 
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Fig. 7-142. (a) Popula
tions PAD vs t for op
tically tnin level QC excited 
by monochromatic light, (b) 
pulse envelope, (c) Excitation 
Pn(t) produced by 
optically thin pulse, 
(d) After propagation. 
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Fig. 7-143. Pulse am
plitude vs lime, t, and 
distance, v, showing 
echoes. 

Pulsed Power 

Rotary Flux Compressors 

Current Programs. We have been pursuing 
methods to convert inertial (rotational) en
ergy to high-power electricity because of 
the inherent low cost of storing energy in a 
rotating mass. A large rotating machine 
could cost-effectively drive flashlamps in 
large lasers if the conversion of rotational to 
electrical energy could be made at a very 
high power level. That is, we require a high 
enough level to transform a large percent
age of the mechanical energy to electrical 
energy in less than 1 ms. In an effort to 
solve this problem, a new family of rotary 
flux-compression devices was invented by, 
and is being developed at, the Center for 
Electromechanics, University of Texas, Aus
tin, Tex. The new flux compressors have 
produced millisecond pulses at the requisite 
power levels for the first time from any ro
tating machine. 

This year, we have been evaluating the 
merits of the active rotary flux-compressor 
(ARFC) concept. Earlier studies of flux com
pressors included the compensated pulsed 
alternator (compulsator) and, briefly, the 
brushless rotary flux compressor (BRFC). 
Any of these new rotary machines can de

liver very high-power electrical pulses. In 
all three machines, laminated sheet steel 
provides the necessary magnetic circuit for 
high flux compression. ,/ 

Compulsator. The compulsator shown in 
pir 7-144(a) is a thrpp-winding rotary flux 
compressor. Voltage is produced across the 
armature winding as it rotates through a 
magnetic field created by the field winding. 
When the circuit is closed, current is gener
ated that is forced to flow back through the 
compensating winding. The latter winding 
is as nearly identical to the armature wind
ing as possible, but it is wound on the 
member containing the field winding (i.e., 
the stator if the armature rotates, or the ro
tor if the armature is stationary). The arma
ture, compensating winding, and load are 
all in series, connected via brushes and slip-
rings, and have an external switch. The 
switch is closed when the inductance in the 
armature/compensating circuit is high. The 
generated voltage starts current flowing that 
is amplified by flux compression as the two 
windings rotate into their lowest inductance 
position. 

The compulsator generates its own start
up current, but it provides much improved 
output if the start-up current is boosted 
with an external source. It requires a fast-
recovering output switch to avoid multiple 
pulsing. A large sustaining motor is also 
needed to make up iron-core losses while 
the field is on. These losses also cause un
desirable heating of the windings. 

Active Rotary Flux Compressor. The ac
tive rotary flux compressor, shown in Fig. 
7-144(b), has two windings. The field wind
ing is omitted, so the machine cannot gen
erate its own current. Start-up current is 
supplied from an external capacitor bank 
when the rotor is in the high-inductance 
position. Flux compression provides a high-
current output pulse as the machine rotates 
to the low-inductance position. The stator 
and rotor windings are connected in series 
via brushes and slip rings to the external 
circuit, comprising a start-up current source 
and the load. 

The ARFC is a smaller machine than the 
compulsator for a given power output be
cause no space is required for a field wind
ing. It does not require sophisticated 
switching. In fact, with commutation, it can 
be operated without a high-current output 
switch. There is also no core loss caused B, 
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repeated rotation through a dc field as there 
is with the compulsator. This means that 
the sustaining motor can be smaller and 
hat core heating will not be a problem. 

- - the principal disadvantage with the ARFC 
is that it requires a rather large capacitor to 
provide start-up current (5 to 15% of the to
tal energy output). 

Brushless Rotary Flux Compressor. The 
brushless rotary flux compressor, shown in 
Fig. 7-144(c), has only one winding, and 
that winding is on the stator. Start-up cur
rent is also required in this machine; how
ever, the start-up and load circuits are only 
connected to the stator winding, and no slip 
rings or brushes are used. The rotor surface 
is effectively a shorted winding. Current is 
induced in this winding when the start-up 
circuit is pulsed. As the rotor turns, the in
duced current in the rotor opposes the cur
rent in the stator and flux is compressed, 
generating a high-current output pulse. 

The BRFC is an interesting machine be
cause it is the simplest of the rotary flux 
compressors. It can only be used for fast-
pulse operation because of current diffusion 
in the rotor. It also suffers from inefficiency 
that reduces the available power output. Be
cause cf its limitations, the BRFC machine 
is not currently being considered as a candi
date to drive flashlamps. 

In view of the above arguments, the 
ARFC is expected to be the most cost-
effective rotary flux compressor for provid
ing a 1-ms pulse to a large array of 
flashlamps. New switching technology is 
not needed with the ARFC machine, and it 
is small and relatively simple. We have, 
therefore, concentrated our efforts on an 

evaluation of the ARFC because we judge it 
to have a good potential to reduce the fu
ture power-conditioning cost for driving 
flashlamps in very large solid-state lasers. 

Laminated stator 
(ferromagnetic) 

Field coil 

Rotor (armature) 
winding 

(c) 

Stator 
winding 

Laminated rotor 
(ferromagnetic) 

Rotor land 

Laminated stator 
(ferromagnetic) 

Fig. 7-144. Family of 
rotary flux compres
sors, (a) Compulsator. 
(b> Active rotary flux 
compressor, fc) 
Brushless rotary flux 
compressor. 

Table 7-21. Summary 
of test results with 20-
cm ARFC. 
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Load circuit 
(0.9 m No. 6 cable) 

I Stator 
.winding 

Negative power 
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Fig. 7-145. Test circuit 
for ARFC; start-up ca
pacitor provides initial 
seed current and inter
nal flux. When dis
charged, diode permits 
high-current com
pressed pulse to by
pass start-up circuit. 

Fig. 7-146. Energy gain 
vs machine speed for 
20-cm ARFC. 

* 

2 4 6 
Machine ipMd (fvpm) 

20-cm-Model ARFC. The rotary flux-
compression concept was demonstrated 
with an ARFC that had a 61-cm-long, 20-
cm-diam rotor.178"1™ The rotor mass and in
ertia were 98 kg and 0.488 kg m2, 
respectively. It, therefore, mechanically 
stored 86 kj at the maximum test speed of 
5680 rpm. At this speed, an energy gain of 
15 was recorded, and a maximum of 23 kj 
was delivered to the electrical circuit. A se
ries of tests on the machine culminated in 
12 discharges that are summarised in Table 
7-21. Figure 7-145 shows a sche.natic of the 
circuit used for these runs. 

The stored energy in the rotor is given in 
Table 7-21 for edch of the runs, together 
with the initial energy in the start-up capac
itor. Also given for each run is the energy 
out of the machine that was delivered to 
the circuit. This energy was calculated using 
the measured speed of the rotor before and 
after the electrical pulse. The energy gain is 
simply the energy out of the machine plus 
the energy in the start-up capacitor divided 
by the initial energy in the start-up 
capacitor. 

The peak current, the current gain (i.e., 
the ratio of peak current to start-up cur
rent), and the full width at half maximum 
(FWHM) of the current pulse are also pre- J 
sented in Table 7-21. Note that pulse 
widths well below 1 ms were recorded, 
with a minimum of 590 us. 

The energy gain was found to be inde
pendent of the energy in the start-up capac
itor over a range of at least 4 in the start-up 
capacitor energy. However, this gain factor, 
G, is dependent on machine speed. A goud 
fit to the data is given by 

G = 17.92 (krpm)2/[6.23 + (krpm)2] . 
(138) 

This curve is plotted in Fig. 7-146, and the 
comparisons to the energy-gain data are 
shown in the last columns of Table 7-21. 

Since the inertially stored energy, W5, is 
dependent on the speed squared, i.e., Ws = 
2676 (krpm)2, and since the gain is indepen
dent of the start-up capacitor energy, we 
can extrapolate to estimate a maximum 
start-up energy, Wc m a x . For the test circuit 
used, if the start-up capacitor energy W(. = 
Wc m a x , then all of the inertial energy would 
be delivered to the load, and the rotor 
would stop. This projected maximum start
up energy is given by 

Wc (max) = W,/(G - 1) (139) 

For example, at 5600 rpm, the stored energy 
is 84 kj, and the gain is 15, so that 6 kj in 
the start-up capacitor would extract virtually 
all of the energy from the machine. 

Summary. During 1981, a series of test 
runs with a four-pole 20-cm-diam rotor 
ARFC has conclusively proven that rotary 
flux compression is feasible. Performance 
exceeded expectations on this ARFC. Ratios 
of peak current to start-up current of 17 
have been generated, with pulse widths as 
short as 590 us (FWHM) and energy gains 
of 15. 

Our computer codes were upgraded and 
now provide an accurate reproduction of 
the output current from existing machines. 
In addition, an optimization feature of the 
codes allows new machine designs to be 
studied that are optimized to provide the 
best return for the dollar. For example, op
timizing return per dollar incorporates thet̂  
pumping and decay-rate parameters of the 
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laser glass into the codes, together with ma
chine cost parameters. The result is a ma
chine design that provides the highest 
umber of pumped centers in the laser 

glass per dollar of power-conditioning 
system. 

With present computerized designs, we 
estimate that an ARFC system of about 15-
MJ output (in < 1 ms) could be constructed 
for about one-half of the cost of the present 
equivalent capacitive energy-storage system. 

Plasma Shutter 

Introduction. The plasma shutter is a new 
laser component developed for Nova to 
prevent light from entering a chain of laser 
amplifiers from the wrong direction—the 
direction away from the fusion target. A 
high-intensity pulse of light can be propa
gated in the inverse direction by several 
mechanisms. One mechanism results from 
missing the target at the center of the target 
chamber, thus propagating an unattenuated 
pulse backwards into an opposing laser 
chain. Another is reflection from the target. 
Target reflection can amount to as much as 
30% of the incident energy. 

The reason for blocking backward-
propagating light is to avoid the remaining 
gain in the laser amplifiers after the laser 
pulse has passed through them on its way 
to the target. Any reflected la> light entering 
a disk amplifier from either direction poten
tially can be amplified to the damage 
threshold of the optical components. The 
consequence could be substantial damage to 
expensive optics in the laser chains. 

(' The current method for blocking reflected 
ught is to use a Faraday isolator incorporat

ing a Faraday rotator-polarizer combination. 
This relatively expensive component uses 
the planar polarization of the Ught and di
verts the beam into an absorbing medium. 
Cost estimates for a Nova-size Faraday iso
lator are as high as $500 000 per chain, plus 
additional components necessary to account 
for losses caused by the isolator. For this 
reason, the plasma shutter was developed 
as a relatively inexpensive replacement for 
the large-aperture Faraday isolators and was 
estimated to cost $80 000 to $90 000 in pro
duction quantities. 

The plasma shutter operates by using the 
optically opaque nature oi" a dense plasma, 
the same phenomenon that causes light to 
be reflected back from the fusion target. A 
dense plasma can be generated by passing 
a very high electrical current through a me
tallic foil, causing it to vaporize explosively. 
The metallic foil is initially located adjacent 
to the path of the laser pulse near the pin
hole of a spatial filter. 

The distance from the plasma shutter to 
the target is only 60 m and, at the speed of 
light, the reflected pulse will return to the 
shutter in less than 400 ns. The plasma 
must not be allowed to interfere with the 
outgoing pulse and yet must fill the beam 
path with dense plasma less than 400 ns 
later. This is accomplished by passing 
600 kA from a 35-kV power supply through 
a small metallic foil, thus forming the 
plasma. The compact high-voltage rail-gap 
switch that accomplishes the task was de
veloped at LLNL. 

A prototype of the plasma shutter was 
tested on Shiva in 1981 to verify the gen
eration of a plasma of sufficient density to 
either block the intense laser pulse outright 
or refract the light out of the aperture of the 
spatial-filter lens.1 8 1 The Shiva laser was 
used instead of the Argus laser because of 
its capability of high output energy and the 
relative ease with which the plasma shutter 
could be mounted into one of the output 
spatial filters. The shutter was configured to 
block outward-propagating pulses rather 
than pulses reflected from the target so the 
entire laser-arm output could be focused 
onto the plasma. The focused intensity ex
ceeded 1000 TW/cm2 over a 100-|um-diam 
spot. This is the same intensity that Nova 
will impose on the plasma, but over a 
much larger diameter than could be simu
lated with Shiva. 

Also, because machines should be cheaper 
as the size increases, we are exploring sizes 
of 100-MJ output and even larger. The im
petus behind our research is the possibility 
that gigajoule or larger energy-storage sys
tems will be needed in the near future. 

Author: B. M. Carder 
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Fig. 7-147. Typical 
sequence of 
shadowgraphs. 

During the Shiva testing of the plasma 
shutter, two questions were of primary 
concern 
• When, after the pulser circuit is triggered, 

does any attenuating plasma emanate 
from the foil and potentially interfere with 
the outgoing pulse? 

• How much pulse attenuation can be ex
pected 300 ns after the plasma starts ob
scuring the beam path? 
A direct measurement of the plasma den

sity was obtained on a second, identical 
plasma-shutter pulser using x-ray backlight
ing and streak-camera photographic di
agnostics. The x-ray backlight data indicate 
that the foil initially produces a subcritically 
dense plasma for the lu light, but the laser 
pulse induces electron stripping of the 
plasma, which raises the plasma density to 
critical density. This abruptly reduces the 
optical transmission through the plasma. 
The laboratory diagnostics also indicated 
that a diffuse hydrogen precursor plasma 
precedes the more dense metallic plasma. 
The outgoing laser pulse will therefore be 
synchronized to precede the precursor 
plasma, which might disrupt the beam be
fore it reached the target chamber. 

Chip and Foil Design. A replaceable 
chip containing the exploding foil is posi
tioned 4 cm downstream from the pinhole 
in the output spatial filter. An electrical cur
rent from the pulser vaporizes the foil, su
perheats it to 15 eV, and drives the resultiiig 

plasm?: across the optical beam path. The 
electrodes that carry the current to the 
plasma also concentrate a magnetic field be
hind the foil, which increases the plasma j 
velocity above the thermal-expansion N-
velocity. 

Experimental Configuration on Shiva. 
Two identical plasma-shutter pulsers were 
used to demonstrate the operation of the 
plasma shutter. One was configured with a 
prototype thyratron trigger and computer 
controls and was installed in the output 
spatial filter of arm 16 on Shiva. The other, 
with a preprototype Marx trigger, was lo
cated in a laboratory and contained more 
detailed plasma diagnostics, 

On Shiva, a beam splitter located after 
the last delta rotator directed a portion of 
the light incident on and reflected from the 
shutter into a calorimeter and photodiode. 
The normal Shiva incident-beam diagnostic 
(1BD) package, photographic film plates, 
and full-aperture calorimeters were used to 
monitor the light transmitted through the 
shutter. 

Initial beam attenuation was determined 
by probing the area above the exploding 
foil with 1-ns rod energy pulses (2 to 3 J) 
and watching for initial signs of plasma 
leaving the heated foil. A typical sequence 
of shadowgraphs is shown in Fig. 7-147. In 
Fig. 7-147(a), the initial beam attenuation 
was determined by imaging the area above 
the exploding foil and watching for initial 

Plasma begins to intrude Into 
aperture of nozzle 

Thin subcritical-
density plasma now fills 

most of nozzle; 
central portion of beam 
remains unperturbed. 
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signs of plasma leaving the heated foil. In 
Fig. 7-147(b), plasma does not leave the foil 
until at least 75 ns after triggering the high-
pltage pulser. Figure 7-147(c) shows that, 

^50 ns after the shutter is triggered, plasma 
has moved across nearly half the optical ap
erture. Note that the image of contaminants 
apparent in Fig. 7-147(a) remains undis
turbed even in the 150-ns photo, verifying 
the lack of any plasma in that portion of 
the aperture. 

To measure attenuation on a full-system 
shot (300 to 400 J), one calorimeter was 
mounted looking through a beam splitter at 
the input beam, and another full-aperture 
calorimeter was mounted looking at the exit 
of the spatial filter. The ratio of these two 
calorimeters was used as a measure of 
plasma attenuation. 

Optical Transmission of the Plasma 
Shutter. The optical transmission of the 
evolving plasma, as measured by the low-
power rod amplifier and with full-system 
shots (1015 W/cm2), is shown in Fig. 7-148. 
The data are plotted vs the delay time after 
triggering the plasma shutter. Data for times 
shorter than 450 ns were taken using wide 
foils; data after 450 ns were taken with nar
row preformed foils. Although the latter de
lays are longer than the round-trip time of 
the laser pulse, they were included to dem
onstrate that the optical transmission does 
continue to decrease at longer delay times. 

The first signs of beam disruption com
menced 75 ns after triggering the plasma 
shutter; after an additional 325 ns, the trans
mission was 2 X 10 ~3. At times greater 
than 150 ns, the optical transmission was 
< 5 X 1 0 - 4 and was at the limit of detect-
ability as the diagnostics were configured. 

By timing the outgoing laser pulse to pass 
the plasma shutter 50 ns after it has been 
triggered, nc plasma will obscure the aper
ture. Attenuation commences 75 ns after 
triggering with a hydrogen plasma front 
moving across the aperture, as shown in 
Fig. 7-147. At delay times of interest to 
Nova (415-ns round-trip time), the attenua
tion will be more than 1000 to 1. 

Laboratory Measurement of Plasma-
Density Profile. In the laboratory-mounted 
pulser, a pulsed x-ray source (20 ns FWHM, 
K„ line of titanium at 4.5 keV) was used to 
record the plasma areal density profile (i.e., 

/ " ' ycm 2) on film. This monitor was cali-
ciated using a thin-foil step wedge. A 

streak camera was substituted on some 
shots to monitor the spatial distribution of 
the plasma fluorescence. 

The areal atomic density distribution (in 
mg/cm2), as measured by x-ray backlight
ing, is a directly observable parameter that 
may be used to compare the performance 
of different foils. This diagnostic was used 
extensively, since we had access to the soft 
x-ray source, but only limited access to 
Shiva for full-system testing. 

Fig. 7-148. Relative 
transmission of evolv
ing plasma vs delay 
time after triggering 
plasma shutter. 
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Fig. 7-149. A real-
density distribution 
obtained from soft 
x-ray backlight di
agnostic for two chip 
and foil designs. 

The areal density distribution, as obtained 
from the soft x-ray backlight diagnostic, is 
shown in Fig. 7-149 for two different chip 
designs. The plasma density is shown for 
the Nova wide physically vapor-deposited 
(PVD) foil (with delay times of 300, 400, 
ai d 500 ns) and for the narrow preformed 
foil (at a delay time of 500 ns). Figure 7-149 
clearly shows the benefit of closely spaced 
electrodes. At any given instant, the more 
closely spaced electrodes produced a 
plasma that had both advanced farther 
across the aperture and had a higher den
sity. This behavior occurs because the mag
netic field is higher and because the foil 
impedance is better matched to the pulser. 
However, the narrow electrode spacing was 
not chosen for Nova because it intrudes on 
the beam diameter at the location selected 
for the plasma shutter within the spatial 
filter. 

The SLAP code 1 8 2 has been used to guide 
the modeling of the plasma shutter from 
the earliest experiments to the present de
sign. For the pulser parameters and foil di
mensions used in the Shiva experiments, 
the code predicts the plasma temperature 
and degree of ionization. The predicted 
plasma temperature is 15 eV, and the mean 
degree of ionization is 3.5; i.e., some atoms 
are triply ionized, and some are quadruply 
ionized. 

Operating Voltage. The operating volt
age for the shutter has been fixed at 35 kV, 
a voltage that drives the plasma sufficiently 
to meet all Nova and Novette requirement 
This operating voltage is well below the up
per limit of 50 kV for the pulser. Such a 
conservative operating point will ensure 
long component lifetime and freedom from 
flashover arrund the chip. 

The fill gas, for the rail-gap switch has 
been selected as a mixture of SF6 and Ar. 
The rail-gap switch has been designed to 
operate for the life of Nova at one setting 
of voltage and gas pressure. Once the first 
production shutter is acquired, we can care
fully select the gas pressure to minimize 
both jitter and prefiring. 

Conclusions. Optical-transmission mea
surements taken on Shiva, when coupled 
with x-ray opacity and streak-photography 
data taken in the laboratory, give a clear 
picture of the laser attenuation and the 
plasma behavior. The initial plasma density 
is 60% of the critical density for lu light. 
However, the laser beam causes additional 
stripping, which quickly brings the plasma 
to critical density. The optical transmission 
through the plasma, as measured 400 ns af
ter triggering the shutter, is 2 X 10" -1, more 
than sufficient to protect the components 
on Novette or Nova. The operating voltage 
has been selected to permit conservative 
operation of the pulser with minimal 
maintenance. 

Authors: I. F. Stowers, L. P. Bradley, and 
J. A. Oicles 

Fast-Pulse Research 

Thyratron Pulser Development. A 
thyratron-based trigger unit for the plasma-
shutter rail-gap switches has been devel
oped. Output greater than 35 kV is required 
for four parallel 100-52 transmission lines 
with a rise time of less than 15 ns. How-
cvi :r, the prime requirement is reliability. 
Failure to trigger a plasma shutter could re
sult in tens of thousands of dollars damage 
to a Nova beamline. Thus, the trigger was 
designed to be redundant, i.e., two identical 
units in each shutter module. 

Each trigger unit consists of capacitive / 
energy storage, a thyratron switch to 
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discharge the energy, and an output trans
former to step up the resultant voltage 
pulse by a factor of 4. Also included are 

;veral low-level circuits to provide the re
quired operating voltages from 117-V ac 
line power and a high-level trigger to the 
thyratron. These circuits accept fiber-optic 
trigger inputs from the master oscillator 
room (MOR). The unit delivers anode cur
rents in excess of 50 kA and a current rate 
of charge in excess of 101 2 A/s. The unit has 
a shorter lifetime compared to conventional 
thyratrons, but is still more than adequate 
(10" shots) for Nova. 

Testing to date has been quite successful, 
with the prototype providing approximately 
45 kV into a 25-fi resistive load. Forth™™ 
ing changes in the transformer ferrite mate
rial are i\pecte<1 to improve pulse rise time 
from 22 to under 15 ns. The unit has been 
mated to a plasma-shutter rail-gap switch, 
and robust, reliable triggering action has 
been achieved. 

Planar Triode Pockels-Cell Drivers. 
Two types of Pockels-cell drivers will be 
used on Nova: fast devices based on planar 
Modes; and a slower thyratron-based unit 
capable of driving 20 50-fi loads. The planar 
trjjde driver is composed of a two-tube 
preamplifier driven by an avalanche transis
tor stack and a six-tube amplifier. The tubes 
used are planar triodes from Varian Asso
ciates, Salt Lake City, Utah, that are typi
cally used as radar modulators. The driver 
design has evolved over the past three 
years tc the current operational driver. 

Development work has continued this 
year to improve the maintainability and 
reliability of the basic design. The transistor 
avalanche stack was changed from a three-
high stack using type MMT 2222 transistors 
to a two-high stack using MMT 2484 tran
sistors. This change improved the preampli
fier rise time and increased the reliability of 
the stack by decreasing the number of com
ponents. Redesign of the power supply has 
resulted in using two separate power sup
plies in each chassis. Bias voltages are now 
supplied by a source that is independent of 
the high-voltage plate supply. This was 
necessary to eliminate the bias variations 
that accompanied high-vt Itage capacitor 
charging following a shot. We also added 
Mode warm-up for 90 s before the applica-

f n of high v.-ltage to promote tube 
longevity. 

Figure 7-150 illustrates the current perfor
mance of a driver that is used for pulse slic
ing on the Shiva system. The three 
waveforms shown represent three different 
tube bias-voltage settings on the preampli
fier. Waveform (a) is a 3.5-ns, 29.5-uj pulse 
resulting from a 290-V negative bias; (b) is a 
3.0-ns, 22-nJ pulse at -325 V; and (c) is a 
2.5-ns, 15-ii) pulse at —360 V. Using bias 
control to select the pulse width yielded a 
straightforward solution to the short-pulse 
require!; cents for the backlighter series of 
Shiva experiments. 

Driver performa > satisfies present re
quirements, but short tube life presents an 
operational problem. Tube lifetime is cur-
renlly bnin^ nddrossoii hv improved '•-• ""• 
tion of incoming tubes and by increased 
buffering in the preamplifier. 

N-Way Pockels-Cell Drivers. The Shiva 
laser used a spark gap to drive the 20 
Pockels cells in the laser chains. On Nova, 
the spark gap will be driven by a hydrogen 
thyratron, that will decrease the mainte
nance load presented by the Shiva design. 
Rise time will degrade from the range of 3 
to 5 ns to 15 ns, but, for chain Pockels cells, 
the increase in reliability is much mote im
portant. The thyratrons that will be evalu
ated in the N-way are types HY8 and 
HY1102 from EG&G, Electronic Compo
nents, Salem, Mass. Previous operational 
experience with these devices was derived 
during development of the plasma shutter. 

Fig. 7-150. Current 
output of planar-
triode Pockels-cell 
driver used in Shiva. 
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The HY1102 is rated at 20 kV and 120 kA, 
with a rise time of 7 ns and a demonstrated 
jitter of ± 200 ps. The low thyratron jitter 
helps compensate for the degraded rise 
time. The Nova unit will be tested on 
Novette as a two-way driver. 

Large-Area Planar-Triode Develop
ment. We are presently exploring ways *" 
reduce the complexity of planar triode-
based Pockels-cell drivers. Available micro
wave triodes suitable for our application 
have a limited cathode area of 2 cm2. Six 
output tubes in parallel are presently used 
on our driver. Tubes with a larger cathode 
area and similar bandwidth could increase 
reliability by reducing both complexity and 
cathode current density. 

Thus, we contracted with the Eimac Divi
sion of Varian, Salt Lake City, Utah, to de
velop prototype tubes of 3 cm2 cathode area 
as an interim step to 4-cm" or, preferably, 
5-cm2 devices. The planar structure was 
abandoned for a structurally stronger 
domed configuration. Two tubes were de
livered and are under evaluation at LLNL. 
We are presently negotiating a follow-on 
contract that would yield prototype 4- or 5-
cnr tubes. 

Bulk Silicon-Switch Development. A 
bulk semiconductor switch (Auston switch) 
is a fast photoconductive switch made of 
high-resistivity semiconductor material. 
When illuminated with a short laser pulse, 
high-voltage devices can switch many kilo-

volts in tens or picoseconds,183 and we are 
cunently developing such switches as fast 
Pockels-cell driven. One application is a 
driver designed to deliver a 4.5-kV, 1- to 10i 
ns square pulse into a 50-fl load. The driver 
will be v H with a iJockels-cell pulse slicer 
to divert short light pulses out of a 
Q-switched pulse from the long-pulse oscil
lator in the Novette MOR.184 

Part of the energy from a 0.1- to 1-ns 
pulse from the short-pulse oscillator is split 
off to illuminate the silicon switch. The 
switch becomes conductive and discharges 
a charge line, generating a pulse that drives 
the slicer. The slicer then passes a light 
pulse that enters the preamplifier. The tem
poral jitter between this light pulse and the 
one from the short-pulse oscillator is within 
a few tens of picoseconds, thus providing 
the synchronization required when both 
pulses are used to illuminate a fusion target, 
such as in backlighting experiments.1"5 

Prototype switches hold off charge-iine 
voltages of 10 kV (charge voltages are main
tained for about 200 ns to avoid thermal 
runaway) and can switch 5 kV into 50 Q in 
less than 0.5 ns. For future applications, it 
may be possible to vary the switch illumi
nation to produce more complex pulse 
shapes. 

Authors: G. R. Dreifuerst, J. A. Oicles, 
I. F. Stowers, and R. B. Wilcox 
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Energy and Military 
Applications 
Introduction M. J. Monsler 

The primary objective of current research in inertial confinement fusion (ICF) is 
to provide a cost-effective approach to the understanding of nuclear weapon 
physics that is complementary to underground testing. We use concentrated 
laser or particle beams to study the behavior of matter at very high tempera
tures and pressures, and to implode targets containing deuterium and tritium to 
study thermonuclear physics. This research has an immediate payoff for our na
tion's defense program. Yet we realize that the most compelling application of 
inertial fusion for the long term is commercial power production: the produc
tion of electricity, transportable chemical fuels, and fissile fuel. 

It is not unusual for an important new technology to be first developed for 
the military: commercial jet airliners evolved from military aircraft, fission reac
tors from submarine power plants, and computers from trajectory-calculating 
machines. Inertial-fusion technology is likewise fortunate to have a military 
champion at this early stage of its development. But major new technologies 
take a long time to mature, even with military support. For example, it took 16 
years for jet aircraft to make the transition from the first military jet to the first 
commercial jetliner in 1958 (Ref. 1). Only five more years were needed to pene
trate 25% of the commercial market, because the capital investment required 
was modest. 

Nuclear power took longer to achieve a substantial penetration, because the 
electric utility system is so large, complex, and capital-intensive. Indeed, it took 
18 years to go from the Fermi pile in 1942 to the first commercial plants 
(Dresden-1 and Yankee Rowe) in 1960, and another 15 years to achieve a 10% 
market penetration in the US.1 It takes even longer to penetrate world markets 
and affect the globaS energy-supply picture. Remarkably, it took coal, oil, and 
natural gas each approximately 100 years to rise from 1% market shares to cap
ture a significant portion (>30%) of the market.2 The supply of fossil fuels will 
be essentially exhausted within this century-long time scale.2 If we are to realize 
the long-term benefits of inertial fusion through commercial energy production, 
we must begin design and technology development now, even though funding 
dedicated to civilian power is still unavailable. 

Toward this end, we have undertaken conceptual design studies of future ICF 
power plants, working with experts from industry and universities. This design 
process is our most valuable tool foi assessing the potential benefits of fusion 
energy and discovering the development problems associated with fusion-
energy technology. Most importantly, we seek key innovations which can dra
matically increase the attractiveness of the commercial application of fusion, ei
ther by reducing costs or significantly reducing development time. 

The crucial link between the scientific demonstration of ICF and the realiza
tion of economically "iabie energy production is the invention of a reactor cav
ity in which the pulses of fusion energy, produced at the rate of 1 to 10 per 
second, can be converted to a useful form of energy. The reactor must collect 
the energy from intense pulses of x rays, atomic particles, and neutrons without 
ignificant damage to its structure. In a surrounding blanket, it must breed suf

ficient tritium fuel. Finally, the reactor cost, safety, and environmental impact 
must be acceptable in comparison to conventional energy sources. 
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For the past several years, we have concentrated on a simple reactor design 

for electricity production which shows great promise. The HYLIFE (high-yield 
lithium-injected fusion energy) reactor shown in Fig. 8-1 features an array of 
free jets of liquid lithium between the fusion microexplosion and the reactor 
structure. The x-ray and hot-particle energy is deposited in the first row of liq
uid jets, causing some evaporation of the liquid. The high-energy neutrons are 
deposited throughout the array of jets, breeding tritium and causing the jets to 
disassemble into droplets. The droplets then cool the hot lithium vapor, which 
condenses out in time for the next microexplosion. 

By converting most of the neutron kinetic energy to thermal energy, and 
through tritium breeding, the liquid lithium reduces the number and energy of 
the neutrons prior to their interaction with the reactor structure. Thus, the radi
ation damage in the structural material will be reduced to the point where the 
reactor structure will maintain its integrity for the life of the power plant. 

While continuing to research and refine HYLIFE, in the last year we have 
also broadened our studies to include other applications and concepts. The fol
lowing are highlights of the systems studies and experiments that are described 
in detail in this section. 
• In a fast-track development scenario, a demonstration power reactor can be 

operational in approximately the year 2020. 
• Cryogenic pellets can be stored for several minutes or more in liquid helium, 

but the transit time in the reactor chamber is limited to about 18 ms for sym
metrically illuminated pellets. 

• Corrosion studies show that the intergranular penetration rate of 2-1/4 Cr-1 
Mo steel by liquid lithium and lead-lithium alloys at 300 to 600°C is accept
ably small, indicating that proper design of liquid-lithium fusion reactors will 
assure safe operation. 

• The two most promising techniques for tritium recovery are molten-salt ex
traction and yttrium gettering; either technique can remove tritium to 
< 1 ppm by weight. 

• The difference in cost between two- and eight-sided illumination of radiation-
driven pellets, using high f/number mirrors, is insignificant when compared 
on the basis of total capital cost. 

• We have developed a computer code and quick-look analytical technique to 
calculate the activity of radionuclides produced in a fusion reactor. 
In our continuing studies of the HYLIFE reactor concept, we found that: 

• A new design point for a 1000-MW(e) power plant, with a yield of 1800 MJ(t) 
at 1.5 Hz and a reduction of the effective lithium thickness, results in a 60% 
decrease in the required lithium inventory without compromising plant 
lifetime. 

• Performing a two-dimensional analysis of the interaction of the chamber 
plasma with the lithium jets results in a substantial reduction of the first-
structural-wall (FSW) stress from that suggested by one-dimensional 
calculations. 

• Based on water simulations, the HYLIFE jets can be reestablished after each 
microexplosion, and will not break up due to instabilities, even in the pres
ence of structural vibrations. 

• A helical-rotor electromagnetic pump is a promising candidate for circulating 
lithium in the HYLIFE reactor concept 

• The radioactivity, biological hazard potential, and thermal decay power in the 
HYLIFE reactor are less than 10, 1, and 57c, respectively, of the figures for the; 
STARFIRE tokamak. 
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Ir studies of new reactor concepts and the applications of inertial fusion to 

hydrogen production, we found that: 
• Our JADE reactor concept, featuring a thick, porous, wick-like metal-fiber 

FSW saturated with liquid metal, provides a high-repetition-rate alternative to 
HYLIFE and has a lower flow rate by a factor of 6. 

• For hydrogen production, an ICF energy source can potentially outperform a 
proposed tandem-mirror energy source if both systems use the General 
Atomic sulfur-iodine production schemp. 

• The selection of a given hydrogen production system is premature at this 
time; instead we should concentrate on the design of a high-temperature ICF 
reactor. 

• The SEBREZ concept, utilizing a segregated tritium-breeding zone comprising 
only 30 to 40% of the blanket, may be a promising way to keep a major frac
tion of the blanket free of tritium. 

• SCEPTRE, a second-generation high-temperature reactor concept, looks prom
ising. It incorporates a helium-cooled blanket, a lead-cooled JADE first-wail 
structure, and small pellets of Li 2 0 coated with graphite and silicon carbide 
for breeding and isolation of tritium. Capable of output temperatures of 850 to 
1000°C, this reactor can be used either for hydrogen production or the genera
tion of electricity at 50% efficiency with a combined Brayton and Rankine cy
cle. In the SCEPTRE design, there is no mechanism for a liquid-metal fire, 
breach of containment from internal cause, or the subsequent release of tri
tium or activated structural isotopes. 
At this embryonic stage in the development of fusion, it is difficult to see far 

into the future. Scientific progress is difficult. Our concepts for using fusion en
ergy are rather primitive and are inevitably based on conventional power tech
nology. Nevertheless, we must not forget that we are at the stage of the Wright 
brothers: perhaps able to conceive of a WWI bipiane, but unable to foresee a 
Boeing 747. This is not because the fusion community is unimaginative; instead, 
it reflects a natural conservatism due to the great remaining uncertainties in the 
underlying physics and technology. 
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Commercialization of Fusion Electrical Power 

As difficult as it may be to foresee a technological path, it is even more diffi
cult to see the impact on society. It is entirely possible that the long-term bene
fits of fusion energy will far surpass our mcdest expectations. Such truly 
momentous inventions in human civilization as the horse-drawn plow and the 
power loom were not so merely because they provided competitive alternatives, 
but because they fundamentally changed the way society works. 3 The plow and 
the power loom provided such a surplus of foods and textiles that revolutionary 
changes occurred in patterns of feeding and clothing people. The same may be 
possible with fusion energy, if we continue to have the courage to create. 

Commercialization of 
Fusion Electrical Power 
Commercial Laser-Fusion 
Development Strategy 

Although inertial confinement fusion (ICF) 
is currently funded primarily for its military 
applications, most ICF research applies 
equally well to commercial power produc
tion. The military applications are likely to 
he realized hy the year 2000, while cost-
effective commercial electric power from 
ICF will require continuing experiments and 
additional facilities. In this article and the 
next, we summarize two studies that ad
dress the expeditious development of com
mercial ICF power. The first study, 
summarized here, has been prepared in co
operation with Bechtel Group, Inc.; it pro
poses a development plan that minimizes 
the facilities and development time to 
commercialization. 

If inertia] fusion is to be used for civilian 
energy production, a major milestone will 
be the construction and operation of a dem
onstration power reactor (DEMO) that per
forms well enough to convince utilities to 
order fusion reactors with individual capaci
ties >1 GW(e). Our objective is to devise a 
development schedule to achieve this goal 
with a minimum expenditure of time and 
funds and with few large, separate facilities. 
We intend to rely heavily on small, inex
pensive, noninteg-ated experiments, and to 
borrow extensively from the more mature 
and heavily funded programs for magnetic 
fusion and breeder reactors. 

The first major step toward the DEMO is 
the construction of a single-pulse high-gain 
test facility (HGTF) that demonstrates high 
target gain and limited qualification of 
power-reactor concepts along with driving 

military-applications experiments. The sec
ond facility, an experimental power reactor 
(EPR), couples a pulsed laser driver and an 
automated target factory to targets the same 
size as those used in the HGTF, but at a 
low power of 500 MW(t). The final facility, 
the DEMO, includes a balance of plant to 
demonstrate safe and reliable operation at 
the 450-MW(e) level—the same power level 
as the Clinch River liquid-metal fast-breeder 
reactor (LMFBR). Once in operation, the 
DEMO must convince utilities that a full-
scale plant, with a capacity of 1 GW(e) or 
more, will produce cost-effective electric 
power. 

Design and Construction Schedule. The 
exigencies of design and construction limit 
how much any development schedule can 
be compressed. We expect it will take three 
or four years of design and four or five 
years of construction for each large first-of-
a-kind facility. A commitment to build a 
given facility will probably not be made un
til its predecessor has operated for one to 
two years. These constraints give us the 
time line shown in Fig. 8-2. We have as
sumed the use of a laser driver in this 
schedule, but the plan could be easily mod
ified to use a heavy-ton-beam driver in the 
later stages. 

As presently envisioned, our commercial 
laser-fusion development strategy would 
unfold as follows. The preconceptual design 
phase (see Fig. 8-2) for the HGTF would 
end as early as late 1986. The conceptual 
design would be pursued for two more 
years, after which the Congress would com
mit to funding the design and construction 
of the facility. After two more years of de
sign effort, requests for bids v ould go out 
to vendors, jobs would be let, and equip
ment would be manufactured so that con
struction could begin in 1992. A four-year 
construction effort would allow the HGTF 
to operate by 1996. 
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Preconceptual design of the EPR would 
commence while the HGTF was under con
struction. Because detailed design work for 
the EPR would not be funded until the 
HGTF had produced results for about two 
years, it would not be necessary to begin 
the EPR preconceptual design effort before 
1994. Construction would commence in 
2002 and take approximately five years. 

The scenario for the DEMO would be 
similar, although of longer duraMon; de
tailed design on the DEMO would begin af
ter the EPR had been operating for three 
years. Construction would start in 2014 and, 
due to the size of the project, 1 >iat for six 
years. Operation of the complete DEMO fa
cility could then begin in 2020. 

Although this schedule is not fixed, it 
cannot be arbitrarily shortened, especially in 
terms of the relative development times of 
the successive facilities. Without scientific 
breakthroughs or a crash program, in fact, 
no more than three to five years can rea
sonably be cut from our proposed schedule, 
because of 
• The requirement for three separate 

facilities. 
• The need to operate each facility for a 

short period before committing to the next 
one. 

• Normal design and construction time. 
Adding a fourth or even a fifth facility to 
minimize program risk would extend the 
schedule by 10 or more years. 

Engineering Objectives for the Three 
Facilities. We define "engineering 
breakeven" as the gain required to produce 
enough fusion power to drive a reactor-
quality laser, given a laser efficiency ijg and 

thermal-to-electrical conversion efficiency 
-n,. If the EPR laser has an efficiency of 3 to 

5% and 77, = 35%, engineering breakeven 
requires gains between 57 and 95. However, 
the production of net electrical power re
quires even larger demonstrated gains. For 
engineering feasibility the gain must exceed 
l/lAi/v where f is the minimum acceptable 
recirculating power fraction. If f is in the 
range of 50 to 70%, the gain for engineering 
feasibility ranges between 75 and 200. The 
HGTF will demonstrate gains on this order 
for the EPR. 

Another crWi ion that must be met in >he 
HGTF is the repeatability of the target 
yield. Targets must be manufactured and 
lasers must be controlled to tolerances that 
allow yields to vary no more than ~lfl% 
by the time the EPR design and construc
tion plan is funded (—1998). This and th-
other engineering objectives are displayed 
in Table 3-1. The purpose of the table is to 
show relationships among facilities, not pre
cise specifications, since the parametci will 
change with time and additional 
information. 

The HGTF will not generate electrical 
power, since it is a single-shot device. The 
HGTF laser may be operated so 'mat the 
laser pulse arrives at the target as several 
small pulses rather than as one large pulse. 
This additional capability of the HGTF, 
called an engineering test facility (ETF), is 
included in Fig. 8-2 and discussed in detail 
in the follovw.ig .irticle. In that article, w? 
show that this adeitional capability can 
serve to prequalify the EPR reactor design 
concept. 

The purpose of the EPR is to demon
strate the integrated engineering of a 
power-producing fusion reactor on a scale 
that makes the next step a precommercial-
sized, 450-MW(e), demonstration power 

Fig. 8-2. Time line for 
commercial laser-
fusion development 
strategy. 
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Parameter HGTF EPR DEMO 

Laser type Single pulse Pulsed Pulsed 
Energy (MJ) 3 3 3 
Efficiency (%) 1 4 6 

Repetition rate (Hz) 1 0 " 4 1.5 3 
Target gain 100 100 180 

Yield (MJ) 300 300 540 
Repeatability 0.9 0.90 0.95 

Blanket multiplication — 1.1 1.15 
Thermal efficiency (%) — 0.35 0.35 
Power 

Thermal [MW(t)] — 500 1860 
Gross electrical [MW(e)J — 175 a 650 
Net electrical |MW(e)| — 45" 455 

Recirculating power fraction 
Total — 0.74il 0.30 
Laser — 0.64 0.23 
Auxiliaries — 0.10 0.07 

Availability — 0.3 0.6 
Shot life 10« 10 8 10 9 

Capita] allotment 
(billions of 1981 dolhrs) 

Capita] allotment 
(billions of 1981 dolhrs) 0.5 2 3.5 

Initial operation date 1996 2007 2020 

a The EPR will generate electricity only if the capital cost of the steam genera-
tor and turbine is balanced by the savings in purchased electricity during the 
limited time the facility is operated. 

Table 8-1. ILT engi
neering objectives. 

reactor (DEMO). There is no EPR task asso
ciated with the target, since the required 
gain of 100 will have been demonstrated in 
the HGTF. The key subsystems for the EPR 
will be the pulsed driver, the target produc
tion factory, and the blanket heat removal 
system. A relatively low availability of 30% 
is acceptable for most runs. We would like 
to raise that percentage considerably by the 
year 2010 to be certain that an acceptable 
availability can be reached in the DEMO. A 
shot life of 108 for A device firing at 1.5 Hz 
and with an availability of 0.3 translates 
into an operating lifetime of about 10 years. 
We assume that three years would yield 
enough data for a decision to be made on 
the DEMO. 

The EPR would be designed with 
changeout flexibility to accommodate new 
reactor concepts that may supplant present 
thinking. If this reactor-concept changeout 
option were in fact utilized, the commercial
ization schedule would slip the few years 
necessary to install and adequately test the 
new system. The EPR could continue to run 
after the DEMO decision point to test ma
terials and refine reactor designs. 

The final step in the commercialization of 
laser fusion is the safe and reliable opera
tion of a medium-size power plant (DEMO) 
of approximately 450 MW(e) (net). Because 
the DEMO will be the first of its kind, and 

will use a full-size pulsed laser, it will be 
expensive on a cost-per-unit-power basis. It 
should, however, assure utilities and reactor 
vendors that a full-scale plant will be cost-
effective. The DEMO might be able to use 
the same driver as the EPR, depending on 
that driver's efficiency and reliability. The 
DEMO facility itself will be designed for a 
20-year life. 

If the ICF program is funded at current 
levels (~$200 million per year) in constant 
1981 dollars during the period of the devel
opment plan outlined here, the majority of 
the ICF budget would be a"ocated to the 
three primary facilities: HGTF, EPR, and 
DEMO. Program successes that allow posi
tive decisions to be made en the construc
tion of each facility may generate signifi
cantly more funds, in which case the major 
facilities would require a smaller portion of 
the overall ICF budget. Current spending 
for the liquid-metal fast-breeder reactor pro
gram is ~$700 million per year—about 
three times the level of ICF funding. An 
ICF budget the size of the LMFBR budget 
would reduce considerably the impact of 
the proposed facilities on ICF resources. 

Supporting Technology. Most technol
ogy issues in the commercialization of 
fusion power can be resolved ii i the three 
sequential facilities described here. Each of 
these facilities requires demonstration of a 
number of subsystems during the facility's 
formal design phase (see Fig. 8-2). There
fore our commercialization strategy implies 
substantial demonstration of supporting 
technologies in two narrow time windows 
which occur around 1998 and 2010. 

Conclusions. The schedule presented 
here minimizes costs in the 1980s and de
fers the demonstration of a high-pulse-rate 
laser and automated target factory until as 
late as 1998. The schedule allows pretesting 
of reactor concepts in the HGTF and ETF at 
only a 10% increase in the HGTF cost. Our 
strategy also minimizes the thermal power 
of each facility to reduce capital and fuel 
costs and to increase reliability. If followed 
as outlined here, the plan could result in 
operation of a demonstration power plant 
as early as 2020. 

Any particular date in the schedule 
should not be viewed as invariant. Rather, 
the whole schedule can be translated into 
the future, maintaining the development , 
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time of each facility and its relationships to 
the others. Or, the overall schedule can be 
stretched, with the HGTF commitment oc
curring as now planned around 1989, but 
the operation of each facility delayed by 
limited funding. Without a science break
through that changes the plan uf attack sig
nificantly, however, it is hard to envision a 
contraction of more than three to five years, 
based on industry's experience in the design 
and construction of large facilities. 

Fundamental logic intrinsic to the ICF 
program implies that ICF targets must dis
play significant gain before there will be 
support for the construction of a fully inte
grated facility with a pulsed laser driver and 
an automated target factory. The need to 
demonstrate high gain is so fundamental to 
the ICF program that it is imperative that 
work on the HGTF begin as soon as 
possible. 

Authors: J. A. Blink (LLNL); W. O. Allen, 
J. E. Simpson, and J. Caird (Bechtel 
Group, Inc.) 

Major Contributor: M. J. Monsler 

Engineering Test Facility for the 
HGTF 

The goals for the ICF physics program, for 
both energy and military applications, are 
to achieve fuel ignition in the Nova facility 
and to demonstrate high-gain targets in a 
high-gain test facility (HGTF). The HGTF 
can achieve its goal using a single-pulse, 
3- to 5-MJ solid-state or gas laser. Yet, with 
the addition of an engineering test facility 
(ETF), the laser can also be used in a pulsed 
mode to economically obtain reactor design 
information for the experimental power re
actor described in the previous article. In 
this article, we summarize the ETF study 
prepared in cooperation with the Energy 
Technology Engineering Center (ETEC).4 

Suppose the HGTF produces target yields 
in the range of 300 to 400 MJ. A multiarm 
HGTF laser can be fired with appropriate 
delays between the arms, such that each of 
two or three subpulses (of 1 to 2 M] each) 
drives a separate 55-MJ fusion target. Each 
target would produce full-scale neutron-
nergy density profiles in a HYI.IFE cham

ber of scaled-down dimensions.5 Other ICF 
concepts have °ven lower yield require
ments for full-scale energy-density testing. 
Therefore, for two or three pulses, the 
HGTF can produce full-scale energy densi
ties in a reactor concept at any desired repe
tition rate. 

Several ICF concepts utilize flowing liq
uid lithium. Development of a pump to 
meet the requir :ments of a full-scale power 
plant will require an extensive program last
ing 10 years or more. Fortunately, the lim
ited capacity and facility life of the ETF will 
permit use of unmodified sodium pumps.6 

We have identified two such liquid-sodium 
pumps. The Cinch River Breeder Reactor 
prototype pump, manufactured by Byron 
Jackson, was tested in water in 1980 and 
will also be tested in sodium. The pump 
internals will not be used at Clinch River 
and thus would be available for use after 
tests are completed in 1982. This prototype 
pump has a flow rate of 1.6 m 3/s at a head 
of 27.4 m of Li. The Hallam sodium-
graphite reactor facility pump is in storage 
at ETEC. The pump has a flow rate of 
0.85 m 3/s at a head of 27.4 m of Li. 

To determine the effectiveness of an ETF 
and the cost of adding it to the HGTF, we 
must 
• Specify potential experiments. 
• Scale the reactor concept to ETF size. 
• Design the liquid-metal and heat-removal 

systems. 
ETEC has completed these tasks for the 
HYLIFE reactor concept,4 and we discuss 
their results below. Although other reactor 
concepts remain to be evaluated, we expect 
similar results. 

There are many potential experiments we 
can conduct with the ETF, including 
• The response of liquids to fusion pulses. 
• Fluid flow. 
• Vibrational stabili^. 
• Vacuum-system effectiveness. 
• Tritium extraction. 
• Impurity removal. 
• Beam propagation. 
• Target injection. 
However, some of these experiments are 
not a requirement for each run. For exam
ple, vacuum, tritium impurity, and vibra
tional equilibrium will not be reached ir: , 
three-pulse experiment and will not inter
fere with the experiments. Conversely, the 
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Table 8-2. Lithium cir
culation system de Parameter Case 1 Case 2 Case 3 Case 4 
scriptions and costs. HYLIFE array effective thickness (cm) 16 16 8 8 

Flow description Steady Pulsed Steady Pulsed 
Heat dump [MW(t)] 25 none 25 None . 
lithium temperature (°Q 400 400 400 400 
Temperature rise from 105 MJ(f) (°Q 1.9 1.8 3.2 4.6 
Pump power input [MW(e)J 0.34 — 0.15 — 
Argon drive pressure 
Chamber pressure drop 

207 ~ 207 

(gravity only) (kPa) 14.8 14.8 14.8 14.8 
Friction pressure drop (kPa) 55.4 114 67.7 118 
Flow rate (m 3/J 
Li circulation system volume 
(excluding tanks, chamber, and 
heat exchanger) (m3) 

1.58 158 0.63 0.63 Flow rate (m 3/J 
Li circulation system volume 
(excluding tanks, chamber, and 
heat exchanger) (m3) 20.6 15 12 6.1 
Li facility volume (m3) 
Fraction of total U in the 

29 30 17 12 

experiment array (%) 1.3 1.2 0.9 12. 
Cost (millions of dollars) 14 6 B 4 

reaction chamber can be deliberately vi
brated or injected with hot gas, and the liq
uid metal can be deliberately contaminated 
with tritium and impurities, to test equilib
rium situations. 

For energy-deposition calculations, the 
HYLIFE lithium jet array was scaled down, 
maintaining the ratio of jet length to diame
ter, the ratio of array radius to jet radius, 
and other geometric parameters. The 
scaled-down array has an effective thick
ness of 16 cut, compared to 74 cm in the 
full-scale HYLIFE. Four ETF geometries 
were studied for the scaled-down HYLIFE 
concept (see Table 8-2). The 16-cm array 
was designed both for steady flow and for 
pulsed flow maintained for ~ 5 s. A thinner 
(8 cm) array was also designed for both 
steady and pulsed flow. Pulsed flow can be 
produced by opening a valve between a 
high-pressure argon tank and the low-
pressure lithium storage tank. The two 
steady-flow geometries can be supported by 
the Na pumps described above. 

HYLIFE's liquid-metal loops have been 
sized for the four E IF cases; all liquid-metal 
tanks, pumps, and pipes have been laid out, 
and their costs have been estimated. The 
steady-flow designs include a 25-MW(t) 
lithium-to-air heat exchanger to reject the 
fusion heat if the driv>_r is later upgraded to 
steady operation at the reactor pulse rate. 
The cost estimates in Table 8-2 include the 
liquid-metal components, mechanical sup
port structures, and the building foundation 
and structure; the final optics and outer 
building walls are not included, however. 
All estimates are in 1981 dollars and include 
a contingency allowance of 30% plus an 

escalation of 1% per month during a 
30-month construction period beginning in 
October 1981. 

The low cost of adding an ETF to the 
HGTF provides an opportunity for us to 
study commercial laser-fusion power appli
cations at a small fraction of the cost of the 
HGTF or of comparable magnetic-fusion fa
cilities, such as the fusion engineering de
vice (FED). The gains demonstrated in the 
HGTF, coupled with the reactor experi
ments performed in the ETF, can provide 
much of the data required to build a 500-
MW(t) experimental power reactor. 

Authors: J. A. Blink (LLNL); N. J. 
Hoffman, N. M. Jeanmougin, and K. A. 
Curlander (Energy Technology 
Engineering Center) 

Generic Inertial-Fusion 
Studies 
Introduction 

We have performed or sponsored work on 
several aspects of inertial fusion that are ge
neric to virtually all ICF reactor concepts: 
• We have investigated the heat-transfer 

limits on cryogenic pellets for laser-driven 
fusion reactors. 

• We have sponsored a study concerning 
the corrosion of ferritic steels by liquid 
lithium and lead lithium and a study of 
safety considerations in using lithium in 
fusion reactors. These studies were con
ducted at the Colorado School of Mines 
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and the Energy Technology Engineering 
Center (ETEC), respectively. 

• We have sponsored work at Bechtel Na
tional to study the feasibility of using heat 
pipes to cool a stagnant lithium blanket 
and to eliminate the secondary sodium 
heat-transfer loop by transferring the cir
culating blanket energy directly to the 
steam cycle. 

• We sponsored ETEC's evaluation of the 
various proposed methods for removing 
tritium from lithium and engaged Bechtel 
to study the design considerations for an 
1CF power plant, with plant layouts and 
cost estimates. 

• We also developed computer codes and 
estimation techniques for activation analy
sis of materials in an ICF reactor. 

These generic studies are summarized in 
the next nine articles; they should be of 
value to anyone designing or analyzing ICF 
power plants. 

Author: J. Hovingh 

Heat-Transfer Limits on Pellets 

During 1981, we conducted a spherically 
symmetric, transient heat-transfer analysis 
on a cryogenic multiple-shelled laser-driven 
pellet to determine heat-transfer limitations 
during pellet manufacture, storage, accelera
tion, and injection.7 Our analysis included 
heat generation, conduction, convection, 
boiling, condensation, and thermal radiation 
as appropriate. It is necessary to include the 
effects of variable material properties, be
cause they vary drastically near absolute 
zero. 

Limitations on pellets during injection are 
particularly important, because not all of 
the interpulse time between fusion reactions 
is available for the injection process. Mate
rial inside the chamber following a fusion 
reaction must be cleared from the injection 
path before the next pellet is injected. If the 
material is mostly lithium, as in several ICF 
reactor concepts, the next pellet injection 
cannot occur until the lithium vapor con
denses and any droplets resulting from 
splashing lithium fall out of the injection 
path. Altematvely, a prepellet may be in
jected to clear a pathway through the mate-

il, with the reaction pellet injected 

immediately afterward through the cleared 
space. In either case, some portion of the 
interpulse time is unavailable for pellet in
jection. The time actually available for injec
tion varies with the design of the reaction 
chamber; some designs allow as much as 
75% of the interpulse time. 

Another constraint results from the fact 
that most high-gain reactor-pellet designs 
are cryogenic and contain frozen 
deuterium-tritium (D-T) fuel, which has a 
triple point of 19.8 K. The D-T must be 
maintained below the triple point for the 
pellet to function correctly; otherwise gas
eous D-T will form ai.d, as it expands, the 
desired symmetry and other properties of 
the pellet will be destroyed. In addition, the 
exposed surfaces of D-T pellets must be 
kept below about 14 K to reduce surface mi
gration in which D-T from one region of 
the surface sublimates and deposits on an
other region, again destroying the symme
try of the pellet. The rate at which surface 
migration occurs decreases with decreasing 
temperature8; hence, the lower the D-T sur
face temperature, the better. These maxi
mum permissible D-T temperatures result 
in further restrictions on pellet-injection ve
locity. If the injection velocity is too low, 
the pellets are exposed too long to the hot 
(770 K) walls of the reaction chamber, and 
the maximum permissible D-T tempera
tures will be exceeded. On the other hand, 
high injection velocity may also be a prob
lem. During acceleration, the concentricity 
of the inner shells must be maintained by 
mechanical supports from the outer shells, 
by magnetic levitation, or by other means. 

Just prior to use, the pellet will be placed 
in a sabot for mechanical and thermal pro
tection during acceleration to the desired in
jection velocity. The sabot itself will initially 
be at liquid-helium temperature and will 
have enough thermal capacity to prevent 
excessive heating of the pellet during the 
acceleration process. The sabot may be re
moved prior to injection into the reaction 
chamber; conceptually, however, the sabot 
can be manufactured of solid lithium and 
injected along with the pellet into the 
HYLIFE reaction chamber, where it melts 
and forms part of the main lithium flow. If 
the sabot is injected into the chamber, it 
will effectively dear a pathway through 
material remaining in the reaction chamber. 
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Fig. 8-3. Effect of pel
let yield on the maxi
mum pellet temp
erature when the sur
roundings are liquid 
or gaseous helium at 
4.2 K. 

All material external to the innermost 
layer of frozen D-T must have reasonably 
good heat-transfer characteristics. Heat gen
erated in the frozen D-T fuel needs to be 
dissipated with a total temperature differen
tial across the pellet of only a few degrees. 
Otherwise, the frozen D-T will exceed its 
maximum temperature limits. This limit on 
total temperature differential provides re
strictions on the design and manufacture of 
pellets; any enclosed spaces must be filled 
with a suitable gas and perhaps contain 
superconducting mechanical supports. Con
tact resistance between layers must be care
fully monitored during manufacture. 

Heat transfer at the outer surface of the 
pellet depends on the external environment. 
In all cases, our analysis includes the effects 
of thermal radiation, which is important 
when the environment is at high tempera
ture. All surfaces are considered to have an 
emissivity of unity, and all gas is taken to 
be nonabsorbing. 

Analysis. We considered two cases for 
gas surrounding the pellet. In the first case, 
we analyzed a pellet traveling at insignifi
cant velocity through helium gas at 4.2 K. 
This corresponds to the phase of pelle. life 
when it is surrounded by a cryogenic sabot 
during the acceleration phase. Conduction 
dominates the heat transfer at the outer sur
face. There is no condensation, and radia
tion heat-transfer is negligible. 

In the second case, we analyzed a pellet 
traveling at 300 m/s through saturated lith
ium vapor surrounded by a vessel, both at 
a temperature of 770 K. This second case 
corresponds to the injection period when 
the pellet is exposed to the hot walls of the 
reaction chamber. No gases other than the 
lithium vapor were considered to be present 
in the surroundings. Here, thermal radiation 

1000 2000 
Pellet yield (MJ) 

3000 

dominates, and, although the maximum 
spatial values of both convection and con
densation heat transfer are included over 
the entire outer surface of the pellet, their 
effect on heat flux across the pellet outer 
surface is less than 20%. Although we 
might have considered a different pellet ve
locity, such a change would have a small 
effect because of the dominance of thermal 
radiation. 

Figure 8-3 shows the maximum steady-
state temperatures of pellets of various yield 
when they are immersed in liquid helium 
and in gaseous helium at 4.2 K. The time 
needed to reach this steady state is short. If 
all material in a pellet starts at 4.2 K, a 
steady state will be reached after ~ 1 s in a 
liquid-helium environment and after ~50 s 
in a gaseous-helium environment. 

The maximum calculated pellet tempera
ture increases with pellet yield, because 
both the pellet radius and mass of fuel also 
increase with yield. The change in maxi
mum pellet temperature is smaller than 
would normally be expected, however, be
cause the thermal conductivity of all pellet 
materials increases with temperature. If the 
pellet is immersed in liquid helium at 4.2 K, 
the maximum pellet temperature remains 
practically constant at 4.5 K for all pellet 
yields. This temperature is well below both 
the D-T surface-migrstior. limit of 14 K and 
the D-T triple point of 19.8 K. 

If a cryogenic sabot filled wit , °lium 
gas at 4.2 K surrounds the pellet, ' major 
thermal resistance is between the pellet and 
the helium gas. Hence, the pellet is nearly 
isothermal at the temperature shown in Fig. 
8-3. While it may take only a few seconds 
to place the pellet in a cryogenic sabot and 
to complete the acceleration process, the 
steady-state temperature represents an up
per bound. The sabot must have enough 
thermal capacity so that during the accel
eration phase the pellet sees only a wall at 
4.2 K or slightly higher temperature. Since 
the maximum steady-state temperature is 
less than the allowable D-T limits for all 
yields, gaseous helium can be used as a 
storage medium if desired. 

During injection, the pellet is exposed to 
a chamber at 770 K filled with saturated 
lithium vapor at 770 K. For this analysis, no 
other gases are considered to be present. 
The initial temperature of the pellet is take 
to be the same as the temperature in Fig. b . 
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with helium gas surroundings. This corre
sponds to the maximum pellet temperature 
reached after the acceleration phase is com-
ilete and the sabot is separated from the 
jellet. The pellet rapidly increases in tem
perature during injection, with the outer 
portion of the frozen D-T fuel reaching its 
triple point in only 18 ms. At this time, the 
fuel starts to vaporize, destroying the pellet. 

The allowable injection time of 18 ms is 
essentially independent of peilet yield. Two 
opposing phenomena are present: the size 
of the pellet increases with yield, and, for 
identical initial conditions, the D-T fuel in a 
larger-yield pellet will take longer to reach 
its maximum allowable temperature. As Fig. 
8-3 shows, however, the initial temperature 
increases with pellet yield as well, which 
reduces the allowable injection time. The 
two effects nearly cancel each other, result
ing in the constant injection time of 18 ms. 

If we use this result with a 5-m-radius 
chamber, the pellet must be injected with a 
minimum velocity of about 300 m/s. Heat 
transfer during the injection period is domi
nated by thermal radiation. Changes in con
densation or convection heat transfer have 
only small effects. 

Conclusions. Four conclusions emerge 
from the foregoing analysis. First, a tran
sient heat-transfer analysis conducted on a 
cryogenic multiple-shelled, spherically sym
metric, laser-illuminated pellet shows that 
injection times of 18 ms or less are required. 
Otherwise, frozen D-T fuel in the pellet va
porizes and destroys its cryogenic nature. If 
the reaction chamber is 5 m in radius, the 
minimum injection velocity is about 300 
m/s. The length of the accelerator necessary 
to obtain this velocity depends on the maxi
mum allowable pellet acceleration. For ex
ample, if a uniform maximum acceleration 
of 1000 m/s 2 is permitted, the accelerator 
must be 45 m long. 

Second, there are no heat-transfer limita
tions during storage if the pellet is sub
mersed in liquid helium at 4.2 K. The 
temperature difference across the pellet un
der this condition is about 0.25 K. Any 
mechanism used to support the inner layers 
must be able to withstand the maximum 
pellet acceleration and to dissipate the heat 
generated in the frozen D-T fuel. 

Third, the cryogenic sabot surrounding 
*he pellet during the acceleration process 

jst have enough thermal capacity to keep 

its surface adjacent to the pellet at 4.2 K or 
slightly above until the pellet is injected 
into the chamber. Otherwise, required pellet 
injection velocities increase significantly. 

Finally, during the critical injection pe
riod, the dominant mechanism at the pel
let's outer surface is thermal radiation. 
Conduction from the outer surface is the 
dominant heat-transfer mechanism during 
acceleration. 

Author: J. H. Pitts 

Major Contributors: M. J. Monsler, J. D. 
Lindl, and D. H. Darling 

Corrosion of 2-1/4 Cr-1 Mo Ferritic 
Steel in Liquid-Lithium and Lead-
Lithium Solutions 

Engineering alloys for containing lithium in 
fusion power plants must meet criteria of 
availability, fabricability, and code accep
tance, in addition to being resistant to cor
rosion from liquid lithium. A potential 
candidate alloy is either regular-grade 
(unstabilized) or niobium-stabilized 
2-1/4 Cr-1 Mo steel. Niobium-stabilized 
2-1/4 Cr-1 Mo steel provides good corrosion 
resistance to a lead-lithium liquid at 500°C. 
Moderately good lithium corrosion resis
tance can be achieved with regular-grade 
2-1/4 Cr-1 Mo steel by using a careful heat 
treatment that stabilizes the carbides. In 
terms of availability, fabricability, and code 
acceptance, regular-grade 2-1/4 Cr-1 Mo is 
more desirable than the niobium-stabilized 
grade, and preliminary data on lithium cor
rosion are sufficiently encouraging to war
rant further investigation of this commonly 
utilized pressure-vessel steel.9 , 1 0 

Workers at the Colorado School of Mines 
(CSM) experimentally investigated the ef
fects of corrosion on unstabilized 2-1/4 Cr-1 
Mo steel disks spinning in liquid 
lead-lithium baths. They also studied the 
effect of the lead content in static liquid 
lead-lithium on the corrosion of 
unstabilized 2-1/4 Cr-1 Mo steel." The 
unstabilized steel used in these experiments 
was austenitized at 927° C, cooled at 50°C/h 
to 700°C, held there for 2 h, cooled at 
50°C/h to 500°C, then furnace-cooled to 
ambient temperature. Two heat treatments 
were investigated. To simulate a welded 
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Fig. 8-4. The effect of 
postweld heat treat
ment and angular ve
locity on the inter-
granular corrosion of a 
24-mm-diam 2-1/4 
Cr-1 Mo steel disk 
spun in 17.6 wt7, lead-
lithium liquid at 
500°C for 400 h. 

Fig. 8-5. The inter-
granular penetration 
of 2-1/4 Cr-1 Mo steel 
by a 17.6 » I J lead-
lithium static liquid. 

microstructure, the heat treatment consisted 
of austenitizing the steel at 1300°C, fol
lowed by an oil quench. To simulate a weld 
after stress relief, some of the above speci
mens were given a postweld heat treatment 
for l0hat760°C 

Effect of Velocity. The effect of velocity 
on the susceptibility to lithium corrosion of 
2-1/4 Cr-1 Mo steel at 500°C for 400 h is 
shown in Fig. 8-4. For angular velocities 
from 0 to 268 rpm (0 to 0.33 m/s), 2-1/4 
Cr-1 Mo steel was quite insensitive to the 
velocity, and the postweld heat treatment 
was very effective in preventing penetration 
by a 17.6 wt% lead-lithium liquid. Previous 
work on dynamic corrosion,12 similar to that 
reported here, suggests that lead-lithium 
penetration should be independent of ve
locity when the observed attack is of 
intergranular nature. 
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Effect of Lead. In the static corrosion ex
periment, CSM workers obtained penetra
tion data at temperatures between 300 and 
600°C. The lead-lithium liquids investigated 
contained lead concentrations of 0, 17.6, 53j. 
and 99.3 wt%. Results showed that the 
postweld heat treatment was extremely ef
fective in preventing penetration by the var
ious liquid alloys. Also, the 99.3 wt% 
lead-lithium liquid did not penetrate either 
the corrosion-susceptible steel or the 
postweld heat-treated 2-1/4 Cr-1 Mo steel 
specimens for exposure times up to 1000 h. 

Analysis. Previous data have shown that 
the lithium penetration of 2-1/4 Cr-1 Mo 
steel is adequately described as parabolic in 
time.'"'Consequently, we analyze the data 
of the present study by first plotting the 
penetration against the square root of the 
exposed time. Figure 8-5 shows a typical re
sult for corrosion temperatures of 400, 480, 
and 580°C. Note that penetration data at 
the high (580°C) and low (400°C) tempera
tures are linearly related to the square root 
of exposure time. Previous research indi
cates that the penetration is classically para
bolic at low temperatures, because the 
transformation of the most unstable carbide, 
epsilon carbide, is sufficiently slow to be 
available for lithium attack during the entire 
exposure.9 A similar result occurs at high 
temperature, because epsilon carbide is al
most immediately converted to cementite, 
which is more stable and consequently less 
susceptible to lithium corrosion. At interme
diate temperatures (~440 to ~530°C), we 
observe the dual-slope behavior depicted in 
Fig. 8-5, which indicates a series 
mechanism. 

We can obtain important information 
about corrosion mechanism(s) from penetra
tion data by analyzing the temperature de
pendence. For parabolic time dependence, 
which occurs when the corrosion rate is 
controlled by steady-state diffusion, the ap
parent activation energy for the corrosion 
process can be calculated from the slope of 
the penetration vs plots of -jt obtained 
from the various temperatures. When series 
mechanisms occur, however, this analysis is 
only correct for the initial mechanism. This 
is because the time at which the subsequent 
mechanism initiates does not occur at zero, 
and the penetration is not zero at the time 
of initiation. An accurate rate constant for 
the secondary mechanism will be the slop( 
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obtained from a plot of penetration squared 
vs time (P2 vs t). 

Anderson's penetration data for the cor
rosion of 2-1/4 Cr-1 Mo steel 9 1 0 were re

examined for both the initial and secondary 
mechanisms. The analysis using P 2 vs t 
yields a significantly lower activation en
ergy for the secondary mechanism than 
does the earlier analysis using P vs J~t. The 
activation energy obtained for the initial 
mechanism was not significantly changed 
by reanalysis. 

Reduction of the apparent activation en
ergy for the secondary mechanism by more 
correct data analysis allows the same 
mechanistic interpretation for both the ini
tial and the secondary penetrations. Thus, 
the current interpretation of the inter-
granular penetration of 2-1/4 Cr-1 Mo steel 
by liquid lithium is that both the initial and 
secondary rates of penetration are con
trolled by the diffusion of carbon through 
liquid lithium. The change in penetration 
rate at intermediate times and temperatures 
(~440 to ~530°C) represents only a de
crease in the chemical potential gradient 
(i.e., when epsilon carbide is converted to 
more stable cementite). 

Activation energies for the initial and sec
ondary liquid-lithium penetration of 2-1/4 
Cr-1 Mo steel were found to be 32 and 30 
kj/mole, respectively. Corresponding values 
for a 53 wt% lead-lithium liquid were 
found to be 24 and 69 kj/mole. The activa
tion energies for the penetration by liquid 
lithium and 53 wt% lead-lithium were not 
significantly different from those calculated 
for penetration by a 17.6 wt% lead-lithium 
liquid. Therefore, we conclude that the 
presence of up to 53 wt% (~3.6 at.%) of 
lead in the liquid does not markedly affect 
the mechanism by which the liquid lithium 
attacks the steel. 

The rates at which the various lead-
lithium liquids corrode 2-1/4 Cr-1 Mo steel 
can compared using Fig. 8-6. Note that the 
initial and secondary rates of attack de
crease as more lead is added to the liquid 
lithium. These data suggest that lead must 
inhibit the diffusion of the carbon through 
the lithium in the corroded grain 
boundaries. 

The Anomalous Behavior at 500°C. If 
we make an Arrhenius plot of the rate 

' constants calculated from exposure of 2-1/4 
r-1 Mo steel to lead-lithium liquids at 

500°C, we observe that the measured corro
sion rates fall well below the values esti
mated for that temperature using values 
measured at the other temperatures. This 
observed anomaly is not an isolated case; 
Anderson also observed the anomaly but 
believed it to be caused by slight micro-
structural differences in the steel samples.9 

Great care was taken in the CSM experi
ments to assure uniformity of specimen mi-
crostructure. Nevertheless, the anomalously 
low corrosion rates at 500°C were observed 
again; this observation is shown in Fig. 8-7, 
which is constructed from Fig. 8-6. 

We have now constructed a model that 
consistently explains the apparent anomaly 
at 500°C. If a protective corrosion product 
holds the penetration of 2-1/4 Cr-1 Mo steel 
by lead-lithium liquids to a minimum at 
500°C, then the accumulation rate of that 
product can be assumed to be dependent 
on temperature. The corrosion-product 
accumulation rate decreases at temperatures 

Fig. 8-6. The tempera
ture dependence of 
the intergranular cor
rosion of 2-1/4 Cr-1 
Mo steel by lead-
lithium liquids. 

600 550 
Temperature (°C) 

400 350 300 

Initial slopes 

t7.6 wt% Pb-Li 
51 kj/mole 

1;3 1.5 
1/TX 1 0 3 ( K " 1 ) 
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Temperature (°C) 

4 0 0 

53 mt% Pb-Li 

Secondary mechanism 
(500° C] 

1.3 1.6 

1 /TX 1 0 3 ( K _ 1 ) 

Fig. 8-7. The anoma
lously low corrosion 
of 2-1/4 Cr-1 M o steel 
by lead- l i thium l iq
uids at 500°C. 

greater than 500°C, because the solubility 
of that product in the liquid metal increases 
rapidly with increasing temperature, dis
solving away the product as it forms. On 
the other hand, the corrosion-product accu
mulation rate decreases at temperatures 
lower than 500°C, because the formation 
rate is a typical thermally activated chemi
cal reaction, and the reaction rate rapidly 
decreases with decreasing temperature. 

Summary. The intergranular penetration 
of corrosion-susceptible 2-1/4 Cr-1 Mo steel 
by 17.6 wt% lead-lithium liquid is not in
creased by increasing the velocity of the liq
uid (up to 0.33 m/s). A previous Arrhenius 
analysis of lithium-corrosion data yielded 
an erroneously high activation energy for 
long exposure times. A corrected analysis 
yields an activation energy similar to that 
obtained for short exposure times. The 
penetration of 2-1/4 Cr-1 Mo steel by lead-
lithium liquids can be explained as a pro
cess controlled by the diffusion of carbon in 
liquid lithium over all exposure times. The 
intergranular penetration of 2-1/4 Cr-1 Mo 

steel by liquid lithium is reduced by addi
tions of lead at temperatures from 300 to 
600°C. Anomalously low corrosion of the 
steel by lead-lithium liquids occurs at 
500°C. This behavior may be related to the 
formation of a corrosion product. 

Authors: B. Wilkinson and G. R. Edwards 
(Colorado School of Mines) 

Major C -".tributors: J. Hovingh (LLNL) 
and N. J. Hoffman (Energy Technology 
Engineering Center) 

Feasibility of Using Heat Pipes in 
ICF Reaction Chambers 

Heat pipes offer the possibility of passive 
cooling in ICF reactors. We examined two 
possible applications of heat pipes: to elimi
nate the secondary sodium loop, and to 
cool the blanket. Heat pipes are composed 
of an evaporator section, an adiabatic sec
tion, and a condenser portion. Heat flows 
through the walls of the evaporator and va
porizes a working fluid that coats the inner 
wall. The vapor then expands through the 
adiabatic section, vhere no heat is lost, to 
the lower-pressure condenser, where it con
denses on the walls and gives up its heat. 
The heat travels radially through the wall 
of the condenser section and is carried 
away by another fluid. The working fluid in 
the pipes is then transported back to the 
evaporator by gravity or by capillary action 
in a wick structure lining the pipe. Grooves 
are sometimes made in the wall of the 
pipes behind the wick to provide a quick 
return for the fluid and to ensure that the 
wick is wet everywhere. 

One requirement of ICF heat pipes is that 
the working fluid be able to withstand ele
vated temperatures in the range from 350 to 
500°C. Blanket pipes also have to survive 
neutron fluxes of 101 4 to 10 1 5 n/cm 2-s for 
years. Furthermore, the fluid must have a 
high latent heat of vaporization, since the 
amount of energy it must transport is large. 

The temperature criterion rules out using 
all organic and most inorganic compounds 
as a working fluid, so we decided to con
sider only the chemical elements as possible 
working fluids. After taking into account 
the natural abundance, radioactive stability, 
melting points, critical temperatures, and v 
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extreme toxicity of each element, we re
duced the number of candidates to the 12 
elements listed in Table 8-3. Radionuclide 
production was not considered. Lithium 
was eliminated because its latent heat of 
vaporization is low. Mercury has the high
est flux limit (much higher than sodium or 
potassium) and appears to be the best 
cr oice as a working fluid despite its wetting 
pu ems and possible biological hazards.13 

Elimination of the Secondary Sodium 
Loop. The first potential application of heat 
pipes for passive cooling is in replacing the 
secondary sodium loop in ICF reactors. Ac
cording to the schematic diagram in Fig. 
8-8, liquid lithium from the blanket passes 
over the evaporators of the heat pipes. The 
blanket energy is transferred by the work
ing fluid in the heat pipes to the condenser 
region, which is cooled by the evaporation 
of water to steam. Calculations indicate, 
however, that this application is not feasible 
at present. 

Consider, for example, a square array of 
heat pipes. Let d be the length of each side, 
/ the total packing fraction of heat pipes, P, 
the thermal power needing transport, and r0 

the outer radius of each pipe with internal 
vapor column of radius r. Then the energy 
flux $ that the pipes must manage is 

(1) 

If there is a limit * on the flux the pipes 
can carry, then the array must have sides 
larger than a minimal value, 

d> (2) 

Typically, the maximum flux that heat pipes 
carry is in the neighborhood of 10 MW/m2. 
Since we expect r(/r to be relatively close to 
1, a 3.8-GW(t) reactor requires d > 28 m for 
a pipe array of packing fraction 1/2. Since a 

Theoretical 
Table a-3. Possible 
heat-pipe working 

Melting Critical sonic flux fluids. 
point" temperatureb limit0 

Element (K) (K) (MW/m2) 

Bismuth 544 
Cesium 301 
Gallium 303 
Indium 430 
Iodine 387 808 
Lead 601 
Lithium 454 
Mercury 234 1173 400 
Potassium 337 5.4 
Sodium 371 1313 3.6 
Sulfur 386 
Tin 505 

(rh.Yfd2 

aThe reactor operating temperature is assumed to 
be 623 to 773 K (350 to 500°C). 

^Critical temperature is the temperature above 
which the vapor will not condense; many critical 
temperatures were unavailable. 

°rhe theoretical sonic flux limit is the maximum 
flux which can be carried along the length of the 
heat pipe when vapor is traveling at sonic speed. 

Fig. 8-8. Schematic 
showing replacement 
of the secondary Na 
loop in an 1CF reactor 
(the upper figure) 
with heat pipes (the 
lower figure). 
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Fig. 8-9. Schematic 
showing vertical heat 
pipes used to cool the 
lithium blanket in an 
ICF reactor. 

• Pipes , — . 

Requirement VMol 
OIMHMNCI 

Flux 
Number 
Length 
Wicks 

Neutron streaming 

Na condenser 
region 
Blanket segmentation 

145 MW/m! 

9337 
>10m -
rVthapa uimecwaary 
due to jtttvtty 
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Coven the top of 
the blanket 
Top 

24MWAW 
20080 
>2m 

r 

Dogtaga and a thicker 
blanket nqufead 
Surrounda the outer wall 
of the blanket complexly 
inner and outer waBa 

Table 8-4. Relative 
merits of vertical and 
horizontal heat pipes 
for cooling a lithium 
blanket 10 m high, 
with inner radius of 
5 m and outer radius 
of 7 m, at a reactor 
power of 3.8 GW(t). 

reasonable maximum magnitude for d is 
perhaps 10 m, the results of the above cal
culation indicate that pipes must be de
signed that can carry at least 10 times the 
flux value used in the calculation. Hence, 
the use of heat pipes to replace the second
ary sodium loop is not feasible at present. 

Heat-Pipe Cooling of the Lithium 
Blanket. Heat pipes might also be placed in 
the liquid-metal blanket to serve as inter
mediate heat exchangers (IHXs). As Fig. 8-9 
illustrates, the primary Li loop is eliminated 
(the Li is static), while Na in the secondary 
loop, which passes over the condenser re
gion of the pipes, carries the heat away to 
the steam generator. Although the figure 
shows tlv: heat pipes in a vertical position, 
we considered a horizontal orientation as 
well. Relative merits of the horizontal and 
vertical orientations for cooling of the blan
ket are listed in Table 8-4. 

Compared to the vertical orientation, the 
horizontal orientation makes necessary the 
use of a larger number of heat pipes, with a 
resulting lower heat-flux requirement. Be
cause of neutron streaming, however, hori
zontal heat pipes would require doglegs 
and a thicker blanket. In either orientation, 
the pipes would have a required flux that 
exceeds the upper limit for present-day heat 
pipes of 10 MW/m2. 

Problems. Using heat pipes in ICF reac
tors presents a number of problems. The 

first difficulty involves materials compatibil
ity. Pipes in a Li bath might be made of 
2-1/4 Cr-1 Mo steel; alternatively, they 
might be made of a compound wall if 2-1/4 
Cr-1 Mo steel is not compatible with the 
heat pipes' working fluid. The possibility of 
pipe breaks will necessitate looking at the 
chemical interaction of hot Li and the 
working fluid. 

Heat transfer in the condenser section of 
the heat pipes may be hampered by gen
eration of noncondensible gases by corro
sion, by thermal decomposition of a 
compound working fluid, or by neutron 
fluxes. These factors would all have to be 
prevented. Heat pipes must also have a 
high reliability and long life. Current heat-
pipe designs for environments different 
from ICF systems have lifetimes of two to 
five years. Thus the cost of replacing the 
pipes every few years would have to be 
weighed against their advantages. 

Conclusion. Based on the studies sum
marized here, we conclude that utilizing 
heat pipes for blanket cooling does not ap
pear advantageous compared to normal 
convective cooling. 

Author: Bechtel Group, Inc. (Research & 
Engineering, Advanced Physical 
Processes Group) 

Major Contributors: J. H. Pitts and M. J. 
Monsler 

Tritium Extraction from Liquid 
Lithium 

One of the key chemical problems associ
ated with lithium in fusion reactors is ex
traction of the tritium generated in or 
trapped by lithium.14 An important figure of 
merit for tritium extraction is the tritium in 
ventory in the lithium blanket. Very large 
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inventories require large, expensive start-up 
purchases and are a potentially large radio
active effluent in the event of a catastrophic 
accident. 

Tritium extraction presents different prob
lems depending on whether the tritium 
must be extracted from solid Li compounds, 
from liquid Li, or from a gas medium. In 
many fusion concepts, the tritium breeding 
medium is not in direct contact with the 
plasma exhaust, and unburned tritium must 
be extracted directly from the plasma ex
haust. Similarly, in solid breeders and some 
liquid breeders, a gas removes tritium from 
the breeding blanket; the gas is then pro
cessed to release the tritium. 

For solid blankets using Li 20 or LiA102, 
retention of tritium in the solid is the limit
ing factor. The STARFIRE tokamak solid-
lithium-blanket concept has an estimated 
tritium inventory of 0.7 to 8.2 kg (Ref. 15). 
However, radiation could cause stoichio
metric changes, grain growth, tritium trap
ping, and sintering. These tritium-retention 
effects could increase the required blanket 
tritium inventory to hundreds of kilograms. 

Several methods have been proposed to 
extract tritium from molten Li or molten Li 
alloys. These include 
• Fractional distillation. 
• Cold trapping. 
• Gettering. 
• Diffusion through a large permeable 

window. 
• Diffusion into heat pipes. 
• Molten salt extraction. 
In all of these methods, concurrent removal 
of corrosion products from the liquid lith
ium could increase the corrosiveness of the 
liquid metal downstream from the extrac
tion equipment due to an increase in the 
solid-to-liquid concentration gradient. This 
factor has not been evaluated for most 
schemes, but it has caused problems in 
some lithium loops that use getters. 

Liquid lead-lithium (Li ]7Pb83) has been 
proposed as a liquid-metal coolant in sev
eral reactor concepts. Recent work indicates 
that tritium is very insoluble in Li 1 7Pb 8 3 and 
can be effectively recovered from the vapor 
phase. 1 6 1 7 

Distillation. An azeotrope has been re
ported in the lithium-tritium phase diagram 
at ~1000°C (Fig. 8-10). Reference 18 esti
mates the azeotrope concentration at 2000 
weight parts per million (wppm) of tritium, 
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while Ref. 19 estimates 3 wppm of deute
rium (corresponding to ~4 wppm of tri
tium). If the high value is correct, a dilute 
tritium solution will have a vapor that is 
less rich in tritium than is the melt. As the 
vapor is removed, both the vapor and the 
melt would increase in tritium concentration 
until a constant boiling-point mixture at the 
azeotrope concentration is achieved. If the 
lower azeotrope concentration is correct, 
fractional distillation could be effective. 

Ihle and Wu 1 9 sstimate that the con
centration ratio of tritium in the gas phase 
to tritium in the liquid phase should exceed 
1.0 at temperatures above —1200 K, reach
ing a value of ~ 6 at 1600 K. However, this 
argument is complicated by the presence of 
other tritium vapor phases such as LiT. For 
example, when Ihle and Wu's work is ex
trapolated to 850°C and applied to tritium 
at 10~5 atom fraction, the LiT and Li,T 
pressures are of comparable magnitude at 
2.6 mPa (2 X 10~5 Torr), and exceed the T2 

partial pressure by a factor of 40. 
Cold-Trapping. There is considerable 

uncertainty about the concentration to 
which tritium can be cold-trapped from Li 
(Fig. 8-11). The work of Natesan and Smith 
(Ref. 20) can be used to estimate concentra
tions of 1800 wppm of protium and 2700 

Fig. 8-10. This phase 
diagram for a dilute 
solution with an 
azeotrope can be used 
qualitatively to pre
dict the distillation 
behavior of tritium 
(the solute) in lithium 
(the solvent). 
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® Estimated value if cold trapped at 195° C 
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0.012 

Fig. 8-11. Concentra 
tions to which hydro
gen isotopes can be 
cold-trapped from 
lithium. 

wppm of tritium at a cold-trap temperature 
of 195°C. Katsuta estimates a protium con
centration of 200 wppm at a cold-trap tem
perature of 203°C (Ref. 21). Veleckis 
estimates protium and deuterium concentra
tions of 75 and 135 wppm, respectively, at a 
cold-trap temperature of 195°C (Ref. 22). 
The corresponding tritium concentration 
would be ~ 200 wppm. Thus, Veleckis (200 
wppm) and Natesan (2700 wppm) bracket 
the available estimates of tritium concentra
tion at cold-trap temperatures. In a 1630-m3 

Li blanket, such as that planned for 
HYLIFE, these tritium concentrations would 
result in blanket tritium inventories of 160 
and 2200 kg, respectively. The actual tritium 
inventory may be reduced by about 25% 
due to the presence of deuterium, but this 
effect has been ignored in this article. 

Gettering. The gettering approach to tri
tium extraction applies to processing of ei
ther liquid metals or gas streams containing 
tritium. The stream is passed through a bod 
n'. pjrous metal that serves as the getter. 
After sufficient exposure, the getter bed is 
regenerated by heating under vacuum or in 
a carrier flow stream to recover the tritium. 

Yttrium and cerium have shown a limited 
degree of success as getters at relatively low 
temperatures (i.e., below 350°C).2 3 , 2 4 To 
achieve acceptable performance with an yt
trium sorber,25 surface areas greater than 
about 0... m 2/g and porosities >30% are re
quired. These conditions have been met by 
pressing and sintering pellets of yttrium 
powder. Yttrium has demonstrated the abil
ity to remove tritium from lithium to below 
1 wppm; engineering scale-up is still re
quired. A tritium concentration of 1 wppm 
corresponds to a HYLIFE inventory of less 
than 1 kg. 

Diffusion Through the Primary Heat-
Transfer Loop. Permeation of a gas 
through a metal is given by 

F =C/lA, /P/f (3) 

where F is the gas flux, C is the permeabil
ity constant, and A^P is the difference of 
the square roots of the tritium pressures on 
the high-pressure and low-pressure sides of 
a diffusing medium that has area A and 
thickness r. 

For a 30% tritium burn fraction and a 
1.75 tritium breeding ratio, 19.5 mg/s of tri
tium are added to a l-GW(e) HYLIFE 
plant's liquid-metal wall. The permeability 
constant for tritium diffusing through 
2-1/4 Cr-1 Mo steel at 500°C is 4.68 X W'7 

mg/(s-m-v/Pa) (Ref. 26). For lithium tem
peratures of ~500°C, a liquid-metal heat 
exchanger requires ~3.3 to 8.0 m 2 of area 
per MW(t). The wall thickness will be about 
0.65 to 1.3 mm for a 2-1/4 Cr-1 Mo heat 
exchanger. 

If the low-pressure side of the heat ex
changer is considered to have essentially a 
zero tritium pressure, the high-pressure side 
ranges from 1.1 to 27 Pa (0.0084 to 0.20 
Torr) for the above conditions. Using the 
pressure-concentration relationship shown 
in Fig. 8-12 gives tritium concentrations of 
2900 and 14 000 wppm, or a HYLIFE tritium 
inventory of 2300 to 11 000 kg. If the low-
pressure side is liquid sodium cold-trapped 
to 4 mPa (3 X 10~5 Torr), the high-pressure 
side ranges from 1.3 to 27 Pa (3100 to 
14 OOP wy >m). V:r~elore, using a secondary 
fluid tna' i l '•' -• >-J • ) a lower 
pres-. . — v.-.uui as NaK, which can 
be cold-trapped to 30nPa or 2 X 10" 1 0 

Torr) does not significantly improve the f 
situation. V 
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Considerable improvement is possible, 
however, using a heat exchanger with a 
much larger area. For example, if the tubes 
it the 25 600-m2 HYUFE heat exchanger 
jre reduced in radius and coiled, perhaps 
100 times more area could result. Using 
0.65-mm-thick 2-1/4 Cr-1 Mo steel and 
cold-trapped NaK on the secondary side 
would then result in a primary tritium pres
sure of 0.12 mPa (29 wppm or 23 kg of tri
tium in the HYLIFE lithium-blanket 
inventory). 

An alternative method of reducing the 
blanket tritium inventory is to use a more 
permeable heat-exchanger material such as 
niobium, which has a permeability constant 
of 2.6 X l(T 4 mg/(s-m- v

r Pa)at500 < , C 
(Ref. 27). For the original heat-exchanger 
areas and thicknesses and for a cold-
trapped NaK secondary, tritium pressure 
ranges from 4.4 to 89 uPa. This range gives 
a result of 6 to 26 wppm, or 5 to 20 kg of 
tritium in the HYLIFE lithium-blanket in
ventory. These calculations are uncertain, 
however. For example, the rate-controlling 
factor may not be diffusion, which is pro
portional to root pressure as in Eq. (3), but 
rather the rate at which tritium atoms on 
the low-pressure surface recombine into 
gaseous molecules. 

Heat Pipes. The principle involved in tri
tium removal with heat pipes has been de
scribed by Lee and Werner.28,29 Tritium in 
the liquid-metal breeder enters the heat 
pipe through a permeation membrane such 
as niobium or vanadium. The '.ritium is 
then picked up by the rapid sweeping ac
tion of the sodium or potassium vapor in 
the heat pipe and carried to the heat-
rejection end of the heat pipe. There, the 
tritium is entrapped and compressed by the 
condensing heat-pipe vapor. With a tritium 
concentration of a few wppm in the liquid-
metal blanket (corresponding to ~ 1 MPa or 
10" 8 Torr in 500°C Li), tritium concentra
tions up to ~-130 Pa (1 Torr) are expected 
in the heat-rejection end of the heat pipe, 
where the tritium is extracted through a 
metal permeation membrane. Because of 
the selective sweeping and concentrating 
action of heat pipes for the noncondensible 
hydrogen isotope gases, heat pipes have 
significant potential as a tritium recovery 
method. Development of further designs 
T.d materials for this application would be 

jry useful. 
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Fig. 8-12. Relationship 
of tritium pressure to 
tritium concentration 
in 500°C Li. 
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Molten Salt Extraction. The final tritium 
extraction process we examine is molten 
salt extraction.30 In this process, molten lith
ium or lithium alloy is placed in contact 
with a molten salt solution (22 mole % 
LiF—31 mole % LiCl—47 mole % LiBr) that 
melts at 445°C. Tritium (present as ions) is 
more soluble in the molten salt than in the 
molten lithium, and when the immiscible 
salt and liquid-lithium phases are separated, 
most of the tritium remains with the salt. 
The metallic liquid carries less than 1 wppm 
total hydrogen isotope as it returns to the 
liquid-metal circuits of the fusion reactor. 
The salt is processed to remove tritium ions 
by electrochemical evolution. The hydrogen 
isotopes released are swept away in molec
ular form by argon gas emerging from the 
porous anode. This technique cuuld remove 
tritium to 0.5 wppm, corresponding to a 
0.4-kg inventory in the HYLIFE lithium 
blanket. 

Conclusion. The two most promising 
techniques for tritium recovery are molten 
salt extraction and yttrium gettering. Both 
processes can remove tritium to < 1 wppm, 
which results in < 1 kg of tritium in the 
HYLIFE lithium, and both processes have 
been demonstrated at small scale. These 
two processes should be given priority in 
future development efforts. 

All of .he other methods discussed either 
require small-scale demonstration or result 
in excessive tritium inventories. Diffusion 
through the heat exchanger results in exces
sive inventories even if expensive materials 
or geometries are used. Use of heat pipes 
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Hg. 8-13. Generic 
laser-fusion power 
plant systems. 

might require excessive heat-pipe area in 
the lithium. Cold-trapping requires exces
sive tritium inventory. Finally, fractional 
distillation requires high temperatures and 
is based on uncertain data. 

Authors: J. A. Biink (LL.Nl.) and N.J. 
Hoffman (Energy Technology 
Engineering Center) 

Major Contributor: O. H. Krikorian 

Comcepti Design Considerations 
for an ICr Power Plant 

In this article, we present a preliminary 
conceptual design and economic analysis of 
an lertial confinement fusion (ICF) power 
plai .." The major systems of a generic 
fusion power plant (shown in Fig. 8-13) de
termine the structures and buildings re
quited in our design. The baseline facility 
design outlined here is for a twin-unit elec
tric renerating station. Each unit has an 
electrical output of 1000 MW(e). The con

cept provides for two separate reactor-
turbine-generator plants driven by a single 
4.4-MJ short wavelength laser system op
erating at a repetition rate of 10 Hz (5 Hz to 
each reactor). The site also contains all ap
propriate auxiliary and waste-handling facil
ities. With the exception of the laser, optics, 
and target systems, the plant is comparable 
in size and function to a liquid-metal fast-
breeder reactor (LMFBR) plant. 

A key issue in the design of a laser-
fusion power plant is the degree of symme
try in the illumination of the target that will 
be required for a proper burn. In this study, 
we outline the effect of symmetry require
ments on 'he total plant size, layout, and 
cost. Two alternative beam-transport sys
tems are examined, The first provides two-
sided illumination of the target as used in 
the HYLIFE design; the second provides 
symmetrical eight-sided illumination of the 
target. We assumed that the target gain is 
the same for both the two- and eight-sided 
examples. We have also kept the mirror dis
tance and f/number unchanged; given 
present uncertainties about the effects of 

Containment 

Laser system 

D 

Auxiliary systems Remote 
maintenance 

Liquid-metal 
safety system 

Environmental 
system 
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illumination uniformity on target gain, this 
is the only prudent assumption. It should 
be understood, however, that the plant lay
out and cost estimates may be quite differ-
_nt if a larger number of small-f/number 
mirrors, placed closer to the target, are re
quired. We have not examined this case. 

The other primary design areas addressed 
in this study are the reactor concept, the 
heat-transfer system, the balance of plant, 
and capital cost. The balance of plant is 
modeled as much as possible after the cur
rent LMFBR design.32 

Power Plant Design. The heart of an 
ICF plant, the nuclear steam-supply system, 
is comprised of the reactor vessel and 
internals, primary coolant pumps, interme
diate heat exchangers, secondary coolant 
pumps, steam generators, and all other sec
ondary equipment necessary to operate the 
nuclear steam-supply system in an efficient 
and safe manner. A schematic of this sys
tem is shown in Fig. 8-14. There are two 
primary lithium loops and four intermediate 
heat exchangers (IHXs). Each 1HX has a sec
ondary sodium loop that delivers the power 
to two separate steam-generator/super
heater pairs. 

At the core of the nuclear steam-supply 
system is a 3800-MW(t) [1000 MW(e)] reac
tor in which the fusion events occur. The 
reactor is a cylindrical vacuum vessel that is 
15 m high and 7 m in radius. The walls are 
protected by a primary coolant that flows 
inside the reactor at a rate slow enough that 
only two loops are required. Specifically, we 
chose a reactor inlet temperature of 573 K, 
an outlet temperature of 723 K, and a total 
primary lithium flow rate of 12.4 m 3/s 
(6.2 m 3/s for each pump). The pumrs (simi
lar to those in the breeder program) are 
centrifugal vertical-shaft units equipped 
with a variable-speed drive to provide bal
anced heat delivery to 'ach loop. Pump 
outlet pressure is determined by the pres
sure losses in pipes and the 1HX and by the 
pressure drop developed across the reactor. 
The piping throughout the loop and the in
ternal surfaces of the components are speci
fied as 2-1/4 Cr-1 Mo low-alloy ferritic 
steel, which resists lithium corrosion (see 
"Corrosion of 2-1/4 Cr-1 Mo Ferritic Steel 
in Liquid-Lithium and Lead-Lithium Solu
tions" earlier in this section). 
> Each IHX delivers hot sodium at 713 K to 

superheater, where steam from the steam 

generator is raised to a temperature of 
703 K; the steam exits the superheater at a 
pressure of 17.2 MPa. After superheating 
the steam, the sodium moves down to the 
steam generator, where it develops steam 
from feed water coming in at 503 K. A so
dium pump returns the cold (563 K) sodium 
to the IHX. The sodium Lows at 5.7 m 3/s 
through each loop. 

The purpose of the secondary loop is to 
isolate the primary coolant (which carries 
radioactive target debris) from the steam 
generator and turbine which would become 
contaminated if there were a rupture in the 
steam generator. This requires that the Na 
in the secondary loop be kept at a slightly 
higher pressure than the Li in the primary 
loop, so that a break in the IHX would re
sult in the Na flowing into the Li. 

The turbine-generator is an axial-flow, 
1800-rpm, tandem-compound, six-flow unit 
with 1.1-m final blades. We use a multicyl-
inder turbine that has a double-flow high-
pressure cylinder, a double-flow 
intermediate-pressure cylinder, and three 
double-flow low-pressure cylinders. The 
turbine is provided with two moisture-
separator/reheaters, with two stages of re
heat in each moisture-separator/reheater 
unit. The generator is a liquid-cooled stator 
type with a gross capability of 1300 to 1400 
MW(e) at rated turbine conditions of inlet 
steam. 

We assume the laser driver to be a rare-
gas-halide (RGH) laser system servicing two 
colocated reactors. The laser drives two am
plifiers for each reactor. The amplifiers are 
rated with an output of 2.2 M] at 5 Hz, to
gether delivering 4.4 M] on target five times 
a second. The laser itself is fired at 10 Hz to 
service both reactors. The amplifier output 
beams are transported to the reactor build
ing through evacuated tunnels. Turning 
mirrors direct the beams to the final focus
ing mirrors located 30 m from the target. 

Arrangement of Buildings. The site for 
a fusion power plant requiies a number of 
separate, but interrelated, facilities: 
• Equipment and buildings for manufactur

ing the 3 X 108 targets per year con
sumed by a twin-reactor fusion plant. 

• Target-delivery and debris-removal 
systems. 

• Systems to remove the debris from the 
lithium coolant and to recover unburned 
tritium. 
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• Facilities to recondition the debris for re
cycling as target material and to purify the 
tritium for reuse. 

Finally, radioactive waste material must be 
separated and processed to some degree on 
site before it can be shipped to a final waste 
repository. 

Auxiliary systems that an ICF power 
plant requires include such things as 
• Safety systems against fires—especially 

liquid-metal fires (see "Lithium Safety 
Considerations" later in this section). 

• Radiation monitoring systems. 
• Service systems (including some remote 

systems) for the reactor. 
• Intermediate heat exchangers. 
• Pumps. 
• Steam-generator/superheater units and 

other major related equipment. 
• Security systems. 
• Emergency power systems. 
• Receiving and storage facilities for liquid 

metals. 
• Cover-gas storage systems. 
• Water-treatment facilities. 
All the major and auxiliary systems de
scribed above require buildings of various 
specifications to support and house them; 
we describe these structures below. Figure 
8-15 shows the building arrangements for a 
typical ICF power plant. These and other 
systems must be included in an overall 
plant design and cost estimate. 

The reactor-containment building is tied 
to the nuclear island base mat, which has a 
common foundation. The building itself is 
tornado hardened and rated in seismic cate
gory I; thus the building is designed to 
withstand the largest possible earthquake or 
tornado that is credible for the site and to 
withstand the impact of projectiles gener
ated by such a tornado. The building ex
tends 10 m below ground and rises 78 m 
above the surface. The reactor-containment 
building has an area 70 X 42 m for the 
two-sided illumination case and 65 X 48 m 
for the eight-sided illumination case (see 
Fig. 8-16). 

The major systems housed in the 
reactor-containment building are the fusion 
reactor, the laser-transport tunnels, the final 
turning and focusing mirrors, the target-
injection system, the primary Li heat-
transport system, the IHXs, and portions of 
the secondary Na heat-transport system. 

The reactor-containment building serves 
to structurally support its internal systems, 
to protect them from the environment, and 
to contain them and their working fluids 
and materials in the case of an accident. 
The building also provides radiation shield
ing for protection of equipment and person
nel during operation and maintenance; 
space for maintenance and removal of 
equipment; and separation and fire protec
tion for the systems. Although the internal 
structures are designed to withstand all de
sign loads, including those from -^sign-
basis accidents, vibrations of operating 
equipment, and earthquakes, their thickness 
is generally dictated by shielding require
ments. Typically the internal structures are 
2 m thick and made of normal-density rein
forced concrete. 

The reactor-containment building must 
also provide compartments for running 
electrical cable, piping, and gas ducts and 
space for equipment-transfer, elevators, 
stairwells, and redundant control panels. 
Piping runs must loop the liquid lithium to 
a separate reactor service building (dis
cussed below), where processing equipment 
removes target debris from the lithium and 
recovers usable target-shell material and tri
tium. This separation is necessary to pre
vent fouling of the primary heat-transport 
pumps and the IHXs. Portions of the reac
tor-containment building are also set aside 
for vacuum systems for the reactor and 
beam tunnels. Cells must be dedicated to 
cleanup of liquid-metal spills and to fire-
control equipment such as pumps and fire-
extinguishment stores. 

As we mentioned above, the reactor-
containment building houses a number of 
large mirrors for delivering the laser beams 
on target. For two-sided illumination, each 
of the two turning mirrors is an 8- X 8-m 
array of 64 planar 1- X 1-m mirror seg
ments. Each of the two final-focusing mir
rors is a parabolic array of 64 1- X 1-m 
segments. Thus two-sided illumination re
quires 256 1- X 1-m mirror segments in the 
reactor-containment building. Three or four 
times this many mirror segments will be 
needed to transport the beams from the 
amplifier to the reactor. In the eight-sided 
illumination case, for each beam there is a 
i- X 4-m planar turning-mirror composed 
of 16 1- X 1-m segments. The final focusinp 
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Fig. 8-14. Schematic of 
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supply system. 
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Fig. 8-15. Power-plant 
building arrangement 

Fig. 8-16. Reactor-
containment building 
layout tor (a) two-
sided illumination and 
(b) eight-sided 
illuminalion. 

mirrors are 4- X 4-m parabolic segmented 
reflectors. Thus, eight-sided illumination re
quires that the reactor-containment building 
house 128 turning and 128 focusing mirror 
segments, for a total of 256 mirror segments 
(the same as for two-sided illumination). 
Mirrors in the reactor are actively cooled 
with flowing sodium, if necessary. 

Also included in the reactor-containment 
building are portions of the recirculating-gas 
cooling system. Typically, a well-insulated 
3800-MW(t) re.ictor and heat-transport sys
tem will leak 10 to 15 MW(t). Since the . 
temperature of the concrete everywhere in 
the containment building must be main
tained below 340 K to prevent the 
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evaporation of its water, and so maintain 
structural integrity, the cover gas in the con
tainment building must be actively cooled. 

Adjacent to the reactor-containment 
.juilding is the steam-generator building, a 
30- X 105-m reinforced-concrete structure 
60 m in height. The steam-generator build
ing, too, is a tornado-hardened structure in 
seismic category I. In addition to equipment 
support requirements, the steam-generator 
building must also have the integrity to 
withstand internally and externally gener
ated projectiles. The building's outer walls, 
roof, and floors are 1.5-m-thick reinforced 
concrete (see Fig. 8-17). 

The building is partitioned into four 
steam-generator cells. Each cell contains a 
steam generator, a steam separator, a super
heater, a sodium pump, sodium dump 
tanks for use during a sodium-water reac
tion, and sodium exparsion tanks. Each cell 
has two internal walls separating each of 
the three main pieces of equipment (the 
steam generator, superheater, and sodium 
pump) to isolate sodium systems from 
water systems as much as possible. Walls of 
the cells are steel-lined and have a catch 
pan covering the floor for oodium contain
ment in case of a spill. The atmosphere of 
the steam generator building is inert and 
maintained at 340 K. 

The reactor-service building attached to 
the reactor containment building is 38 
X 38 m and 50 m high. The reactor-service 

building houses major portions of the 
cover-gas processing system (gas coolers, 
water chillers, gas storage) and the equip
ment for debris removal and the tritium re
covery process. It provides storage, transfer, 
and lay-down space for new equipment 
and components for the reactor-
containment building. The reactor-service 
building also houses environmental-control 
systems needed for the safety of personnel 
on the nuclear island. Portions of the ser
vice building are set aside for liquid-metal 
storage. Tritium and recovered target mate
rial are piped from thi.1 service building to 
an on-site target-fabrication building (not 
shown in Fig. 8-15) where they are recycled 
into new targets. 

The reactor auxiliary building houses a 
variety of ancillary systems such as low-
level waste-handling systems; heating, 
ventilation, and air conditioning; and Li-
pump and Na-pump motor controls. The 
auxiliary building is about the same size as 
the service building. 

The radioactive-material-handling build
ing, 48 X 58 m and 88 m high, is the re
mote maintenance and radiation-waste-
handling facility servicing the reactor-
containment and reactor-service buildings. It 
provides space and equipment to retrieve 
radioactively hot reactor internals; canyons 
in which to cut up, package, and store such 
components; and packaging and storage 
areas for materials received from the 

Fig. 8-17. Steam-
generator building 
plan for two- or eight-
sided illumination. 

-Piping, cable access, 
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reactor-service building, such as process flu
ids and solids used in the target-debris and 
tritium-recovery systems. 

The control building is 40 X 28 m and 
40 m high and is located between the 
steam-generator building and the turbine-
generator building to minimize expensive 
cable runs. On the main operational floor, 
the control building houses the main con
trol room, technical support center, and 
auxiliary control and computer systems not 
in the main roori The floors above and be
low are dedicated to the main cable 
spreads. The floor above the upper cable 
spread accommodates the control-building 
maintenance systems (HVAC and power). 
The floor below the lower cable spread 
contains the onsite operational support cen
ter. The control building, along with the 
technical support center, is used to assist in 
the administration and control of the plant 
during accidents, as well as during routine 
operation. 

The turbine-generator building supports 
and environmentally protects the turbine-
generator and the support equipment 
needed for power conversion (steam con
densers, condensate pumps, and feedwater 
pumps). The turbine-generator building is 
located adjacent to the control building and 
is 102 X 62 m and 50 m high. The turbine 
generator building is supported by its own 
concrete base mat. 

The 28- X 28-m diesel generator building 
houses and protects two redundant diesel 
generators used to provide emergency 
power in the event that both the offsite 
source of auxiliary power anu the reactor 
power-rer ycle system fail. The building pro
vides separate cells for the generators to 
preserve their redundancy. 

The administration building is a 90-
X 42-m two-story structure housing the 
many support services required by the 
plant. The structure provides offices for ad
ministrative, engineering, and plant-
operation personnel. There are laboratories 
for chemical and radiological analyses and a 
shop for calibration and storage of plant in
strumentation. Also included are health-
physics facilities, a whole-body counter 
room, protective-clothing stores, a personnel 
locker room, showers, and personnel decon
tamination facilities. The plant cafeteria and 
other personnel-related services are located 
in the administrative building, which also 
provides controlled access to the nuclear 
is.'and. 

Other balance-of plant buildings and 
structures include a maintenance shop, a 
warehouse, an auxiliary-boilers building, 
switchyards, water pumps for cooling 
towers, and security facilities. 

Capital-Cost Analyses. We completed 
capital-cost analyses for a total of six plant 
designs. For both two- and eight-sided illu
mination, we considered three options: a 
single-unit first-of-a-kind plant, a single-
unit fifth-of-a-kind plant, and a twin-unit 
fifth-of-a-kind plant. Our analyses are 
based on extrapolated LMFBR costs where 
feasible. However, it is difficult to make an 
accurate comparison of the capital costs 
computed here with the capital costs of a 
light-water reactor (LWR), an LMFBR, or 
even another fusion plant, because of the 
different computing methods used in vari
ous analyses. The value of our cost analysis 
is for internal comparison: between one 
building and another, between two- and 
eight-sided illumination, between first-of-a-
kind and fifth-of-a-kind facilities, etc. We 

Table 8-5. Summary 
of normalized costs 
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have, therefore, normalized these costs for a 
single-unit first- of-a-kind plant with two-
sided illumination. 

A summary of these normalized costs is 
,hown in Table 8-5, and a breakdown of di
rect costs is given in Table 8-6. These tables 
show that a single-unit fifth-of-a-kind facil
ity saves 33% over a single-unit first-of-a-
kind plant. A cost savings of 42% is realized 
for a twin-unit fifth-of-a-kind plant. Further, 
the difference in cost between two- and 
eight-sided illumination b insignificant 
when compared on a total capital-cost basis. 

'I'm' costs shown in Tables 8-5 and 8-6 do 
not include the cost of land, the laser, op-
lies, and targets. If all these items are in
cluded, the capital cost of an ICF power 

plant is roughly double the capital cost of 
an LWR power plant in 1981 dollars. It is 
most likely that conventional fuel-cycle 
costs will escalate faster than the rate of in
flation, ho> ^ever, so that in time the total 
cost of ICF electrical power will become 
cost-competitive with electricity from other 
soi'.ices. 

Author: Bechtel Group, Inc. (Research & 
Engineering, Advanced Physical 
Processes Group) 

Major Contributors: ). H. Pitts and 
M J. Monsler 

Single unir3 Twin unit a ' h 

First-of-a-kind Fifth-of-? kind Fifth-of-a-kind 

Structures and site facilities 
Site improvements 0.014 0.014 0.010 
Reactor building 0.094 (0.099) 0.069 (0.073) 0.070 (0.073) 
Turbine building 0.023 0.023 0.018 
Cooling-system structures 0.007 0.007 0.007 
Steam-generator building 0.031 0.024 0.024 
Miscellaneous buildings 0.091 0.091 0.060 

Subtotal 0.260 (0.265) 0.228 (0.232) 0.189 (0.192) 

Reactor-plant equipment 
Reactor equipment 0.092 0.040 0.036 
Main heat-transfer system 0.046 0.026 0.024 
Secondary heat-transfer system 0.186 0.103 0.099 
In-containment optical system 0.005 (0.010) 0.003 (0.006) 0.003 (0.007) 
Radioactive waste systems 0.058 0.029 0.023 
Other reactor plant equipment 0.151 0.066 0.053 
Instrumentation, plant control, 
and protection 0.031 0.014 0.011 

Miscellaneous reactor equipment 0.004 0.002 0.001 

Subtotal 0.573 (0.578) 0.283 (0.286) 0.252 (0.256) 

Turbine-plant equipment 
Turbine-generator 0.040 0.040 0.039 
Heat-re"?ction system 0.003 0.003 0.003 
Hcatir.g tmd condensing system 0.023 0.023 0.023 
Oth< T turbine plant equipment 0.024 0.024 0.021 

Subtotal 0.090 0.090 0.086 

I:lectric plant equipment 0.047 0.047 0.042 

Miscellaneous plant equipment 0.030 0.020 0.014 

Total direct cost 1.000 (1.010) 0.668 (0.675) 0.583 (0.590) 

Table 8-6. Breakdown 
of normalized direct 
costs for ICF designs. 

''Single numbers in a column show normalized costs for either two- or eight-sided illumination. A double num
ber shows normalized costs for two- illumination without parenthesis and eight-sided illumination with 
parenthesis. 

^Twin-unit costs are given per unit; hence, they can be compared directly with single-unit costs. 



Generic Inertial-Fusion Studies 

Numerical Calculation of Fusion-
Reactor Activation 

Fusion has the potential to provide virtually 
unlimited energy at a reasonable cost with 
a high degree of safety and minimal envi
ronmental impact. One of the key issues in 
determining the safety and environmental 
impact of fusion is the buildup of radionu
clides. The quantity of neutron-activated 
nuclides present during and after reactor 
operation provides the time-dependent heat 
source for afterheat calculations and the ra
dioactivity source for dose-rate calculations, 
In this article, we describe a method of cal
culating the population of neutron-activated 
nuclides as a function of time after start-up 
and time after shutdown of the reactor. 

To calculate the quantities of radioactive 
nuclides within the reactor as a function of 
time, we require 
• Neutron fluxes as a function of time, en

ergy, and location. 
• A library of energy-dependent activation 

cross sections. 
• A mathematical method to solve the cou

pled activation and decay equations. 
We obtain neutron fluxes as a function of 
energy and location using TARTNP, a 
Monte Carlo neutronics transport code.31 In 
pure fusion problems, the time variation of 
the flux is usually negligible; however, 
TARTNP can be used to recalculate the flux 
as a function of time, if required, by chang
ing material compositions. Neutron-
activation cross sections assembled for 
fission-reactor problems are inadequate for 
fusion problems due to the high energy of 
fusion neutrons. At our request, 
R. Howerton has used experimental data, 
theoretical calculations, and nuclear sys-
tematics to add over 200 cross sections to 
the ACTL library, which represents about a 
20% increase in that library.34"15 Howerton 
has also eliminated over 400 reactions with 
thresholds above 15 MeV. 

The ORIGEN2 activation/depletion com
puter code j 6 is widely used to mathemati
cally model neutron activation of 
fission-reactor fuel and structure. ORIGEN2 
is a single-region, single-energy codi that 
requires single-energy cross sections. Thus, 
the energy-dependent cross sections must 
first be collapsed (or energy-averaged) using 
the energy-dependent flux as a weighting 

function. To collapse the cross sections, we 
wrote the ORL1B code3 , to run on the 
LLNL Cray network. In addition to energy 
collapsing, ORI.IB i^n spatially average the 
cross sections by using the spatial distribu
tion of the TARTNP neutron fluxes in con
junction with material composition as a 
function of location. Spatial averaging is 
valid only for activation of parents to 
daughters; activation of daughters to grand
daughters requires knowledge of the spatial 
distribution of the daughters prior to col
lapse of the cross-section library. If activa
tion of daughters is significant, the problem 
must be rerun with a separate cross-section 
library for each region. 

Once spatial and energy-averaged cross 
sections are available from ORLIB, we can 
use OR1GEN2 to solve the time-dependent 
activation and decay equations. We have 
modified ORIGEN2 to accept the more ex
tensive (and hence differently formatted) 
ORLIB cross sections and to bundle up to 
15 activation or decay removal paths for 
each parent (ORIGEN2 can handle seven 
paths). The modified code, called FORIG, is 
available on the LLNL Cray network.38 

The collapsed cross-section library can 
also be used for abbreviated hand calcula
tions if the nuclide list is not overly exten
sive. This method is described in the next 
article. 

Author: J. A. Blink 

Major Contributors: R. E. Dye, R. J. 
Howerton, J. R. Kimlinger, G. P. Lasche, 
and W. E. Warren (LLNL); A. Croff (Oak 
Ridge National Laboratory) 

Analytical Radioactivity Estimation 
Technique 

We have developed a method to perform 
"back-of-the-envelope" activity calculations 
which accounts for ongoing impurity re
moval, burnup, and both the equilibrium 
and nonequilibrium states for each nuclide 
in a neutron-irradiated material.39 Our cal
culation method provides an upper-
bounded estimate of activity, thermal decay 
power, and biological hazard potential. The 
method accounts for any number of trans
mutations of a nuclide. In addition, the 
method we have developed can be used to 
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place an upper bound on the error that re
sults from assumptions involved in the ana
lytic equations describing the buildup and 
decay of radionuclides. In this article, we 
lirst describe an order-of-magnitude scaling 
rule for radioactivity in fusion reactors and 
then the uniform treatment of induced-
radioactivity calculations based on reaction 
rates. 

Reaction Rate and Proportionality to 
Thickness. For a material with uniform 
density, n, for which the energy-averaged 
product of neutron-reaction cross section 
and path length per source neutron is (<TQ >, 
and total source neutron rate is <l>, the reac
tion rate is n4>(aH>. Consider a closed shell 
with negligible far-side neutron reflection. If 
this shell is sufficiently thin and far away 
from a source of 14-MeV neutrons such that 
P is approximately the thickness, /, and such 
that only collisions with 14-MeV neutrons 
need be considered, the reaction rate be
comes i;<t>t(T]+. where au is the reaction cross 
section at 14 MeV (Ref. 40). 

If any nuclide is produced at a constant 
rate, its activity at any time is directly pro
portional to the rate with which it is pro
duced, whether or not equilibrium has been 
achieved. Therefore, for fusion reactors of 
comparable power that also have essentially 
similar first-structural-wall (F5W) compo
sition, the total radioactivity, biological haz
ard potential, and thermal decay power in 
the FSVV at similar times after startup are 
roughly proportional only to the FSW 
thickness. 

The proportionality of radioactivity to 
thickness is a good approximation for the 
reaction rate in the radiation case of an ICF 
target. However, the proportionality of ra
dioactivity to thickness underestimates the 
activation rate for the FSW of a magnetic-
confinement fusion reactor chamber. This is 
due to three factors: 
• Averaged path lengths are longer for cyl

inders and toroids than for spheres. 
• Averaged path lengths are longer for a 

distributed source of neutrons than for a 
central point source. 

• Neutron reflections are much more impor
tant if the radius of the FSW material is 
comparable with that of the reflecting 
material. 
Reaction, Removal, and Decay Prob-

bility Rates. If the reaction X —. V has 
oss section <rvv, the reaction probability, 

\ , „, per nucleus located in volume V per 
unit time is 

A,„ = $WKJ)/V . 

In addition, if an impurity cleansing system 
removes a fraction, F, of the total nuclide 
population number, N, from the volume per 
unit time, each nucleus' probability of re
moval, X|j, per unit time is f. 

We can now define a "total loss con
stant," A, such that 

•V = h + ^ K i, + x n • 

where X„ = (In 2)/T,. : is the radioactive 
decay constant. 

Taking early time and equilibrium limits 
of the resulting population-rate equations, 
we see that if the total production rate from 
decays, reactions, and deposition, Q, of a 
nuclide not initially present does not in
crease in time, the nuclide's population is 
absolutely upper-bounded at time T by 

N ~~ Q/\ for AT » 1 

and 

.V - QT for AT « 1 . 

These approximations simply assume no 
decays for long-lived radionuclides and the 
maximum equilibrium population for short
lived radionuclides. 

A General-Case Estimate for the Abso
lute Upper Bound. Applying the above ap
proximations to a sequence of transmuta
tions leads to a convenient upper-bounded 
analytical method for estimating the popu
lations of all nuclides, whether or not they 
are initially present, with or without a con
stant parent population, and whether or not 
they are in equilibrium. Consider the pro
duction of a nuclide by any arbitrary se
quence of neutron reactions and decays, 
beginning with a nuclide member of popu
lation N|. We could be concerned, for ex
ample, with estimating the importance of 
the production of nuclide n by the sequence 
1 — 2 — ... —. n. The population N, repre
sents the original parent population of nu
clide 1, and <W, represents population 
changes resulting only from reactions with 
N, in this particular sequence. Because we 
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treat other sequences for nuclide n sepa
rately, Nj never increases for any particular 
sequence under consideration. Then, be
cause Q,+i equals X,.,+ iNi, 

An** • 
m J- J. 

5N„< 

where 

I = X , 1 + 1 Ti fA , . , , r< l , 

I, = \ , + , / A , . | i f A , , l T > l , 

and w is the number of times T appears 
after the expressions for £, have been 
substituted. 

Refining the Upper-Bound Estimates 
for the Case of High Burnup. The above 
equations neglect burnup of parents. In the 
case of high bumup, a second procedure 
may be more appropriate. The absolute up
per bound of the increase in population of 
a sequence member j can also be written as 
the product of N, and the branching ratios 
of preceding members, 

IN,<Nt J 7 ^ 

which assumes that none of the N, have 
been lost and that reactions or decays have 
occurred with every preceding member. 

Combining the two bounding methods, a 
population change is least upper-bounded 
by the choice of / yielding the smallest 
value, 

SN, <• 
N, r..-i 

Decay Activity, Biological Hazard Po
tential, Waste Production Rate, and De
cay Thermal Power. When a nuclide may 
be produced in more than one way, the 
population will equal a sum of terms cor
responding to all possible sequences, plus 
one for the original number present, if any. 
Because the populations are sums of upper 
bounds, the results themselves are upper 
bounds. 

The decay activity for the nuclide is the 
product of the population and the radioac

tive decay constant. Similarly, the waste 
production rate is the product of the popu
lation and AR, which represents the prob
ability (per unit time per nucleus) of 
removal from the system. The biological 
hazard potential of the nuclide is calculated 
by dividing its activity by the smallest max
imum permissible concentration for thai nu
clide found in 10 CFR 20 (Ref. 41). The 
decay thermal power for the nuclide can Iv 
found from its decay activity and deposited 
energy per decay. 

Precision of Estimates. For each se
quence 1 —- 2, the exact contribution to the 
population of the daughter nuclide is given 
bv 5 : 

SN-, = -
An.V, 

The precision of the result is limited by the 
assumption that we can neglect contribu
tions to nuclide population due to higher-
order sequences (such as 1 — 2 — 3 — 2 or 
1 —. 2 —. 1 —. 2). The error resulting from 
this assumption can be quantitatively 
upper-bounded with the method described 
in this article. 

Summary of the Technique. The forego
ing method is always valid as an upper 
bound if the flux-averaged microscopic 
cross seci.ons do not change appreciably in 
time or over the volume considered. (The 
code described in the previous article is 
subject to the same limitation.) The analytic 
method does not require evaluation in a se
ries of time steps; the calculation is done 
only for the time of interest. It gives an 
upper-bounded estimate of population by 
nuclide; hence it also gives estimates of ra
dioactivity, biological hazard potential, 
waste-production rate, and decay thermal 
power. Calculations using the technique de
scribed here require, except in ca°es where 
the ff,14)t approximation is valid, the energy-
averaged values of (aS) as a base data. The 
technique is especially useful in providing a 
quantitative upper bound on errors arising 
in analytical or computational techniques 
which neglect multiple-neutron reaction 
sequences. 

Author: G. P. Lasche 
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Lithium Safety Considerations 

Molten lithium and lead-lithium (Li,7Pb81) 
lave been proposed for several fusion-
reactor designs. The possibility of Li com
bustion is greatly minimized by passive de
sign measures, such as intermediate sodium 
loops, steel-lined concrete, inerted contain
ments, minimum-surface-area catch basins, 
and prepositioned low-density graphite."" 
Nevertheless, the large quantity of potential 
chemical energy in lithium prompts us to 
further examine the consequences of 
hlhium-air-water interactions. This examina
tion is also important for present and future 
lithium experimental loops, since these fa
cilities are often located in buildings con
taining air atmospheres and standard 
plumbing systems. Since the reactions of 
sodium with water and air have been tud-
ied extensively during the engineering 
development of the liquid-metal fast-
breeder reactor (LMFBR), we will compare 
lithium behavior with sodium behavior 
whenever possible. 

Reactions with Water. Solid (cold) Li is 
considerably easier to handle than solid Na. 
If a chunk of solid Li is dropped in water, it 
fizzes like a selzer tablet and skitters around 
on the surface until it is consumed. Molten 
(?007C) lead-lithium dropped through air 
into 95 C water in a closed vessel exhibits a 
very modest reaction, producing only a very 
slow evolution of H, bubbles.44 But molten 
(500C) Li injected under 95°C water results 
in an explosion, with a pressure rise of 

-2 MPa at a time 513 rr.s after injection.44 

One possible explanation for these explo
sion is rapid vaporization of water into 
steam. A second hypothesis involves the 
immediate release of hydrogen, transport of 
the hydrogen to the surface, and a 
hvdrogen-oxygen explosion. A third hy
pothesis involves high-temperature 
dissociation of LiH, which is formed by re
action of liquid lithium and water. The heat 
released by the Li-water reaction raises the 
temperature of the mixture to above the 
997°C LiH dissociation temperature. The re
sulting free H 2 has a pressure of 600 MPa if 
there is no available expansion volume.4^ At 
a free liquid surface, the H ; may bubble out 
before if dissolves, and free H ; above the 
liquid can react with any free oxygen there. 

This third explanation is also used by 
Muhlestein to explain the sudden rise in 
pressure and free hydrogen concentration in 
experiments in which molten lithium 
interacted with concrete46; the sudden in
creases coincided with a liquid temperature 
near 1000°C. 

The mechanism of heating followed by 
LiH dissociation suggests a passive safety 
feature not listed in the beginning of this 
article: placing marble-sized steel balls in 
catch basins to provide heat absorption ca
pacity ir the event of Li spills.4' 

Intei action of a large quantity of lithium 
with a relatively small amount of water 
could be fairly quiescent, due to the high 
heat capacity of the extra lithium. However, 
if the local temperature reaches 1000°C, the 
sudden production of hydrogen pressure 
can be desrructivt to a closed system. For 
this reason, lithium-to-water heat exchang
ers are not recommended. The same is not 
true of sodium-to-water heat exchangers, in 
which high-pressure water leaking into so
dium continuously evolves hydrogen that 
forms a gas barrier and minimizes further 
contact between the sodium and water. 

Reactions with Air. The interaction of 
cool (230°C) and hot (510 to 540°C) molten 
lithium with nitrogen, dry air, and moist air 
have also been studied by Muhlestein.'" 
The nitrogen interaction was very mild, and 
the lithium-pool temperatures immediately 
started to decrease. A crust of Li,N formed 
on the surface. Although such a crust over 
a catch basin is helpful because it separates 
the Li and air reactants, nitrogen leakage 
into a Li system is undesirable because ni
trogen concentrations above 2000 wppm 
greatly enhance the corrosion attack of lith
ium on steels. At very high nitrogen con
centrations (1800 wppm at 200°C or 66 000 
wppm at 500°C), the Li-,N precipitate can 
clog pipes. 

In Muhlestein's experiments with dry air, 
the initial lithium temperatures (230 and 
510°C) did not have a significant effect. In 
both cases, an immediate reaction drove the 
temperature up to a peak of 1050°C in only 
a few minutes. The pool temperature oscil
lated around 1000°C for about an hour, and 
then steadily cooled to 500°C in 5 h. For 
moist air, the hot (540°C) lithium reacted 
immediately, but the cool lithium did not 
begin to react for 30 min. Once the 



Generic Inertial-Fusion Studies 
reactions began, both hot and cool lithium 
pools reached the same 1050° peak, but the 
cooling rate was slower (down to 800°C in 
5 h) than for dry air. 

Since Muhlestein's experiments reached 
temperatures above the LiH dissociation 
temperature without releasing a pulse of 
hydrogen pressure, it appears that the water 
vapor in air is not a major energy contribu
tor to the reactions observed. With cool lith
ium, however, the water vapor appears to 
cause a delay before the reaction begins. If 
the delay is long enough, the lithium tem
perature could decrease to a level that will 
not permit violent reaction. 

Molten Lithium Reactions with Con
crete. The lithium-concrete experiments46 at 
Hanford Engineering Development Labora
tory (HEDL) released more energy and 
reached higher temperatures than similar 
sodium-concrete experiments. The lithium 
initiaily reacted with water near the con
crete surface, producing heat which drove 
more water to the surface. In time, enough 
heat was generated to drive more energetic 
lithium reactions with SiCX and Fe3Oa in 
the aggregate of the basalt-and-magnetite 
concrete, producing elemental Si and Fe, re
spectively. In some cases 1000°C was 
reached, and the LiH dissociated, producing 
a pressure and hydrogen concentration 
pulse. If free oxygen was also present, the 
hydrogen burned. 

The time needed to generate enough heat 
to initiate the more energetic reactions of 
lithium with concrete aggregate depends on 
the geometry. In the cases in which ener
getic reactions occurred, the heating rate 
suddenly increased about 7 h after the ex
periment began and at about 300°C. The Li 
temperature then increased to ~900"C in 
the next hour, and it reached the 997° C LiH 
dissociation temperature ~ 10 h after the ex
periment began. 

The lengthy time before the heating rate 
became large indicates that if a spill on 
steel-lined concrete is quickly drained away, 
the small amount of residual lithium in 
steel cracks could be insufficient to heat the 
concrete aggregate to the threshold of ener
getic reactions. Alternatively, if the concrete 
is designed with aggregate that is nonreac-
tive with hot lithium, the temperature 
would not reach the LiH dissociation 
temperature. 

Firefighting Considerations. Under con
tract to LLNL. the Energy Technology Engi
neering Center (ETEC) completed a series 
of experiments with lithium, water, and air 
in 1981. In one experiment, solid (encrusted) 
lithium was heated with a torch in dry 
open a:r. Ignition did not occur until the 
temperature was well above the melting 
point. The lithium burned with a very 
short, intense flame a few millimetres high; 
a bare hand held -~20 cm above the flame 
was not burned. Therefore, if a lithium spill 
somehow ignites in a fusion-reactor build-
ii.g, and the flame is not in direct contact 
with activated reacto.1 components, an ex
tremely large fire will be required to heat 
the entire containment atmosphere before 
activated components could be vaporized. 

In a second ETEC experiment, water 
droplets at 20°C were sprayed at the burn
ing lithium, generating a white smoke. The 
water droplets appeared to vaporize in the 
lithium flame. High-speed photography re
vealed many brief hydrogen flares that 
were not visible to the naked eye. 

In a third ETEC experiment, burning lith
ium was placed in contact with insulation 
and fire-fighting equipment. The results of 
this experiment are summarized in Table 
8-7. As the table shows, carbon micro
spheres were most effective in starving a 
lithium fire of oxygen and providing heat-
absorption capacity. 

Both HEDL and ETEC have investigated 
methods of extinguishing lithium fires. If air 
is a reactant, the two best methods are 
inert-gas flooding and application of low-
density carbon powder. If water or concrete 
are reactants, the amount of water, concrete, 
or lithium in contact should be limited bv 
removing unreacted material or by adding a 
barrier to the interface. Addition of a non-
reacting heat sink can both prevent the 
more energetic lithium reactions and avoid 
the sudden release of hydrogen that is due 
to high-temperature LiH dissociation. 

Summary. Lithium reactions with air, 
water, and concrete are different from so
dium reactions and can be violent. Geomet
rical considerations—including surface-
to-volume ratio, heal capacity, temperature 
of the reactants, and heat-transport 
properties—are essential in predicting the 
resu! c of an interaction.48 If reasonable de
sign measures are taken, however, liquid 
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lithium can be safely used in rusion reac
tors. These measures include using an inter
mediate heat-rransfer loop, an inerted 
containment, steel-lined concrete, 
ninimum-surface-area double-walled steel 

catch basins, and nreplacement of heat-sink 
material and low "ensity graphite in poten
tial spill areas. 

Authors: J. A. Blink ( U N I . ) and N . J . 
Hoffman (Energy Technology 
Engineering Center) 

Reactor Design Studies 
Many imaginative schemes have been de
vised for protecting the walls of an inertial-
fusion reactor. Examples include dry walls 
of carbon and tantalum, gas-protected 
walls, wetted walls, magnetic protection, 
and thick layers of liquid metal. 4" The de
sign freedom that makes such diverse solu
tions possible is a result of the separability 
of the fusion plasma from the reactor cavity 
and energy-conversion blanket. After much 
comparative analysis, we favor the liquid-
metal-wall (l.MVV) concepts because of their 
simplicity, ease of tritium breeding and re
covery, long lifetime, low induced radioac
tivity, and adaptability to both laser and 
heavv-ion-beam drivers. 

The two functions of a thick region of 
lithium in l.MVV fusion-reactor concepts are 
to protect the structure from neutron dam
age and to minimize the structural shock 
loads from the fusion pulse. The jet array in 
the HY1.IFE reactor concept is designed to 
vent and cool the hot gas produced when 
the short-ranged fusion product energy va
porizes the line-of-sight jet surfaces. The 
venting of the gas reduces the impact of the 
liquid on the structure. ," This process is fa
cilitated bv the dissipation (by liquid-liquid 
interaction) of a substantial fraction of the 
kinetic energy of the liquid expansion from 
the neutron energy absorption. The cooling 
of the gas substantially reduces the gas 
pressure on the wall. 

Injecting liquid metals directly into the 
chamber, however, brings new technical 
problems. We must understand the hydro-
dynamic response of liquids with free sur
faces to rapid energy addition (both surface 

, - i d volumetric) and subsequent liquid im-

Material Results 
Aluminum foil 
(four layers) 
Carbon steel plate 

Floor tile 
(vinyl asbestos) 
Concrete 
Leather gloves 

PVC gloves 

Asbestos gloves 
Goggles 
(full-face Jones) 

"Cereblnnket" insulation 
(50% Al2O3-50% Si0 2 

"Thermp-12" calcium-
silicate insulation 

Quartz wool (Si02) 

NaX (a sodium fire 
extinguishment) 
Aluminized material 
(fire suit) 
Carbon microspheres 

Almost immediate hole; no sparking or spalling. 

No gross degradation; several reaction-product 
rings noted. 
Violent reaction; hole produced; sparking and 
spalling. 
Violent reaction; sparking and spalling. 
Immediate hole; sparks flew; the glove burst into 
(lames. 
Almost immediate hole; black carbon smoke coated 
the lithium, extinguished the fire, and left 1 of the 
2 g of Li under the residue. 
Bumed a hole in the glove. 
Lithium poured on the face ran off; lithium placed 
on the inside melted a hole without violent reac
tion. 
Violent reaction; hole produced; experiment re
peated on oven-dried Insulation was identical. 
Violent reaction; sparks; hole usually produced; ex
periment repeated on oven-dried Insulation was 
identical. 
Reaction produced sparks and burning lithium 
ejecta. 
Reaction produced a fire the color of sodium flame. 

Immediate hole; a flame flared and the base mate
rial charred. 
Smothered and cooled the fire almost immediately; 
the microspheres swelled as they heated, increasing 
the coverage. 

pact and gas pressure on the walls. We 
must also understand the fluid-injection sta
bility limits, pump-design considerations, 
and erosion and corrosion of structural ma
terial by the liquid metal. We have made 
excellent progress in understanding these 
phenomena, and the LMVV concepts exem
plified by HYLIFE s..ll look attractive. 

During 1981, we continued our studies 
on fluid-mechanics issues in the HYLIFE 
reactor concept. We used the 1980 rlow-
rate-optimization results to select a new 
HYLIFE design point at repetition rate 
= 1.5 Hz, yield = 1800 MJ, and gain = 400. 
We expanded our analysis of the hot-gas 
flow in the HYLIFE chamber from the one-
dimensional analysis of last year 1 ' to a two-
dimensional analysis in the axial direction 
as well as in the radial direction."12 We also 
sponsored an experimental study on the 
stability of lithium jets at the University of 
California at Davis."" We concluded our fea
sibility stud\ r of helical rotor electromagnetic 
pumps at the Energy Technology Engineer
ing Center. We also performed new esti
mates of the induced radioactivity in the 
HYLIFE reactor. 

One of the limitations of HYLIFE is that 
substantial flow rates are required to ensure 
the reestablishment of the liquid-metal 
blanket configuration between pulses. The 

Table 8-7. Results of 
placing 2 to 4 g of ig
nited Li in contact 
with various 
material';. 
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Table 8-8. Characteris
tics of the 1978 and 
1981 HYLIFE designs. 

practical repetition-rate limit appears to be 
in the range of 1 to 2 Hz. Our JADE con
cept addresses this issue and offers a con
figuration that slows the liquid metal flow 
using a porous fiber-metal structure. This 
structure acts like a great liquid-metal satu
rated sponge. It holds over 10 times its own 
mass of liquid metal and controls the flow 
such that the average residence time of the 
fluid will be 5 to 10 shots. The JADE con
cept allows the system a pulse repetition 

Characteristics 1978 HYLIFE 1981 HYLIFE 

System parameters 
Fusion power (MW) 2700 2700 
Gross thermal powei [MW(t)] 3215 3170 
Gross electric power [MW(e)| 1255 1236 
Net electric power [MW(e)] 1060 1007 
Net system efficiency (%) 33 32 
Tritium breeding ratio 1.7 1.0 to 1.7 (1.6 used) 

Laser and pellet parameters 
Beam tnergy (MJ) 3 4.5 
Pellet g a n 900 400 
Yield (MJ) 2700 1800 
Repetition rate (Hz) 1 1.5 
Laser efficiency (%) 3 5 
Laser power consumption (MW(e)] 100 135 
Fusion energy gain 27 20 

Fusion chamber 
Radius (m) 5 5 
Height (m) 8 8 
Material 2-1/4 Cr-1 Mo 2-1/4 Cr-1 Mo 
Midplane neutron flux (MW/m2) 

without lithium 6.9 6.9 
with lithium 0.32 0.74 

Midplane neutron damage (dpa/21 
full-power years; limit = 165 dpa) 74 164 
Midplane neutron damage (arpm He/21 
full-power years; limit = 500 appm He) 90 269 

Lithium array geometry 
Number of jets 300 175 
Midplane jet diameter (m) 0.2 0.2 
Midplane packing fraction 0.50 0.57 
Inner array radius (m) 0.43 0.52 
Outer array radius (m) 2.43 1.82 
Effective array thickness (m) 1.00 0.74 

Flow parameters 
Midplane jet velocity (m/s) 9.9 13.3 
Injection velocity (m/s) 4.4 9.48 
Injection head (m Li) 1.0 4.6 
Total head (m Li) 23.5 17.6 
Array flow rate (m 3/s) 93.3 72.2 
Total pump flow rate 
(includinglHXs) (m 3/s) 
Total pump flow rate 
(includinglHXs) (m 3/s) 128.7 96.0 
Total lithium pumping power [MW(e)| 23.9 (72%) 22.9 (35%) 
Total lithiuri inventory (m ) 2700 1630 
Number of lithium loops 
(excluding IHXs) 16 11 
Lithium outlet temperature (CC) 500 500 
Lithium temperature rise per pulse (°C) 13 18 

rate of 5 to 10 Hz, using only 15% of the 
liquid-metal flow rate of HYLIFE. 

In the following nine articles we describe 
our progress in solving some of the design 
problems associated with both HY1.IFE and 
JADE. 

Authors: M. J. Monsler and J. Hovingh 

HYLIFE Design Progress 

The driver and target performance criteria 
(for dri.er energy, pulse repetition rate, and 
target gain) are the starting points in deter
mining the dimensions and operating pa
rameters of the HYLIFE reactor. During 
1181, we selected a new design point for 
HYLIFE to utilize lower fusion-gain targets 
and a higher-repetition-rate driver. The de
sign point has evolved from a driver energv 
of 3 MJ, a gain of 900, and a pulse-
repetition frequency of 1 Hz in 1978"''' to the 
current values of 4.5 MJ, 400, and 1.5 Hz, re
spectively. The new design requires a target 
performance intermediate between the con
servative and optimistic target-gain predic
tions."'"' Note, however, that the desired 
HYLIFE fusion power of 2700 MW is un
changed. Table 8-8 gives a detailed com
parison of the 1978 and 1981 HYLIFE 
designs, and Fig. 8-18 shows the power bal
ance for our current HYLIFE design. Several 
of the significant design-point changes are 
discussed below. 

Liquid-Metal-Wall (IMW) Geometry 
and Radiation Damage. Parametric cal
culations^1' produce values for the mini
mum liquid flow rate and pumping power 
when the lithium-array geometry has an in
ner radius of 0.52 m, an effective thickness 
of 0.74 m, a midplane packing fraction of 
57%, and a nJdplane velocity of 13.3 m/s. 
For the same 0.2-m midplane jet diameter 
as in the 1978 HYLIFE design, the number 
of lithium jets decreases from ~300 to 
-175. 

For the new LMW geometry, liquid-
impact and thermal-stress considerations re
quire a first-structural-wall (FSW) thickness 
of 3.6 cm. Gas-impact calculations (dis
cussed in the next article, "HYLIFE Cham
ber Phenomena") show that the FSW 
thickness in the range from 2.6 to 11.3 cm 
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when the new 1800-MJ target is used. If a 
3.6-cm-thick FSW is inadequate, a thicker, 
internally cooled wall can be used, or the 
gas impact can be reduced by use of a vor
tex flow scheme."'8 

Based on one-dimensional neurronic cal
culations, the new LMW geometry increases 
the midplane FSW flux from 0.32 to 0.74 
MW/rrr. In 21 full-power years (30 years at 
a 70% capacity factor), the radiation damage 
to the wall is 164 displacements per atom 
(dpa) and 269 atomic parts per million 
(appm) He using the new LMW geometry. 
Thus, the 1981 HYt.IFE first structural wall 
will operate up to its damage limit from 
both radiation-damage and mechanical-load 
considerations. 

Flow Rate and Temperature Rise. The 
parametric calculations yield a jet-array flow 
rate of 72.2 m7s, an injection velocity of 9.5 
m/s at the top of the 0.5-m-thick nozzle 
plate, and an injection head of 4.6 m. For 
20-mm-thick lithium flows on both sides of 
the FSW, the flow rate is 7.5 m7s at a ve
locity of 6 m/s to provide the same bulk-
liquid temperature rise. The beam-aperture 
protection flow is 5.4 m7s, as before. These 

two flows also contribute to the 14-m3/s 
neutron reflector cooling. Therefore, the 
chamber flow total is 86.2 mVs. The flow 
rate in the intermediate heat exchanger 
(1HX) is 9.8 mVs, as before. Hence, the total 
flow through pumps is 96.0 m 3/s, or 75% of 
the original design, and the resultant tem
perature rise in the array is 18 K. 

Pumping Power. The total pump head 
in the vessel circuit is distributed as follows: 
1.5 m to friction, 2 m to suction (electromag
netic pumps), 8 m to the reactor chamber, 
0.5 m to the nozzle, 4.6 m to the injection 
head, and 1 m to pipe diameter. This gives 
a total pump head of 17.6 m, equivalent to 
82 kPa. The injection head is based on a 
9.5-m/s injection velocity. For an electro
magnetic pump with only 35% efficiency, 
the vessel pumping power is 20.6 MW(e). 

The pump head for the primary lithium 
circuits is estimated to be 18 m (Ref. 59). 
This head is due to the pressure drop across 
the shell side of the IHX. No gravity head 
is included, since the primary loops begin 
and end at the same elevation when 
nonsuperconducting electromagnetic pumps 
are used. Because of the similar head 

4 2 M W I t l 
pump 

heating 

3172 MWIt) 
gross thermal 

output 

39% 
electrical 

conversion 
eff iciency 

3130 MWIt) 
fusion-chamber 

output 

Superheated sfeam cycle: 
turb ine inlet steam 

"5 .2 MPa, 
45-1° C 

1237 MW(e) 
gross electrical power 

Blanket 
gain = 1.23 

68% 
pellet 
ou tpu t 

1800 MJ 
pellet output 

Laser: 
4.5 MJ on target, 
1.5 - H? repet i t ion 
rate 

= 400 
= 5% 

135 MW(e) 
laser-system 

input 

233 MWIe l 
electrical power 

used in plant 

1004 MW(e) 
net electrical 

power to bus bar 

32.1% 
net 
eff iciency 

Aux i l ia ry requirements at ful l 
System 

L i th ium pr imary 
Sodium secondary 
Boiler feed and condensate 
Treated water 
Heating and vent i lat ing 
Circulat ing (cool ing water) 
Gas cool ing and processing 
Heat removal 
Trace heating and auxi l iary l iqu id metal 
L i th ium fall (electromagnetic pump , r/ 
Tritium removal 
Reaction-vessel vacuum 
Miscellaneous in-plant 

Tota l auxi l iary requirements = 

power 
Power [MW(e l ) 

2.3 
12.2 
14.0 

3.1 
7.5 
1.1 
1.6 

23.1 
3 2 

23.7 
0.8 
0 
5.1 

97.7 

35%) 

Fig. 8-18. Power bal
ance for a laser-driven 
HYLIFE power plant 
using electromagnetic 
pumps. 
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requirements, both the vessel and the pri
mary pumps are of similar design. The pri
mary pumping power for 35%-efficient 
pumps is 2.3 MW(e). 

The total lithium pumping power in the 
present design is 22.9 MW(e). There are 11 
recirculation pumps at 7.84 m3/s; each 
pump has a total head of 17.6 m. There are 
two primary pumps with this same pump 
head and with a flow rate of 4.9 rrrVs. 
About 82% of the lithium pump input, in
cluding the hydraulic power, is deposited as 
heat in the fluid. When the pump heat from 
the sodium and steam loops is added, the 
total pump heating is 40 MW(t). 

Lithium Inventory. The inventory of 
lithium in the jet array is 48.1 m3. The re
flector inventory is 18.7 rrr1 if a 6-m/s flow 
velocity is used. The 4.6-m injection-head 
pool will occupy 54 m 3 if its inner and outer 
radii are 0.5 and 2.0 m, respectively. Finally, 
if an additional 100 m 5 is added for miscel
laneous regions, the chamber contains 
~220 m 3 of liquid lithium. 

The vessel piping inventory scales as the 
flow rate with a correction for the reduced 
vertical runs due to the lower head require
ment. The resulting lithium inventory in 
pipes is 1190 m 3 in the present design com
pared with 1930 m 3 in the original design. 
When the IHX and tritium-processing in
ventories (250 m3) are added, the total lith
ium inventory becomes 1660 m3, or 61% of 
the original. 

Author: J. A. Blink 

Major Contributors: M. J. Monsler, W. R. 
Meier, J. H. Pitts, and J. Hovingh 

HYLIFE Chamber Phenomena 

During 1981, we examined the hydrody-
namic response of the HYLIFE reactor con
cept to large 1CF microexplosions. Typically, 
at least 65% of the energy released is in the 
form of high-energy neutrons (up to 14 
MeV). Since the neutrons penetrate deeply 
into the lithium, the maximum specific en
ergy acquired is far below the cohesive en
ergy, and the outward-directed momentum 
is, to first approximation, independent of 
the lithium mass. Moreover, the impulse 
imparted to the reactor walls is delivered 
more or less uniformly over a time interval 

equal to or greater than the natural period 
of the wall, so that the peak wall stress de
rives not from the momentum itself, but 
from the maximum rate of arrival of the 
momentum.60 

The remaining energy released by the 
pellet is "short-range" energy in the fomi of 
low-energy x rays and ionic debris which 
penetrate only a very thin layer at the ex
posed outer radii of the innermost jets. As a 
result, the specific energy of the lithium in 
this layer increases by several orders of 
magnitude, and the instantaneous pressure 
may exceed 100 GPa. A strong shock then 
moves out, but it is quickly caught and 
attenuated by a rarefaction centered on the 
free inner surface. This causes a blow-off of 
lithium plasma into the inner cavity (void) 
bounded by the innermost jets. Most of the 
short-range deposition then reappears as 
inward-directed kinetic energy. As a conse
quence of the energy-focusing effect of the 
convergent geometry, the free surface is ac
celerated and the leading edge may im
plode on the cylindrical axis with a velocity 
of several hundred mm///s. The kinetic en
ergy is then reconverted to internal energy. 
The substantial fraction—if not the major 
fraction—of this internal energy is in the 
form of radiation. A more detailed descrip
tion of these events, and the subsequent 
fireball formation, has been given else
where.''1 Calculations have been made of 
the drag exerted on the jets as the plasma 
expands through the jet array6 2 and of the 
impulse delivered to the wall when impa :t 
occurs.'13"4 

In all of the previous work, the fusion 
target was modeled as a line source, rather 
than as a point source, so that the flow 
could be treated as one-dimensional or 
quasi-one-dimensional, with cylindrical 
symmetry. Axial pressure relief was thereby 
ignored; the source strength was taken to 
be that obtaining at the plane of the fusion 
pellet, which makes it possible to derive an 
upper bound on the wall loading. But the 
energy deposition varies roughly inversely 
as the square of the distance from the pel
let, and the energ v and mass density at the 
pellet plane are at isast six times the aver
age values overall. Therefore two-
dimensional calculations are necessary to 
provide more realistic results, as well as in
formation on injector (nozzle plate) loading 
We have completed these calculations and 
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present our method and results in this arti
cle. All calculations were performed for the 
maximum conceivable yield, 2700 MJ. 

Problem Formulation. Figure 8-19 
hows an end view of the jet array at the 

plane of the fusion pellet. Neglecting the 
staggered jet row that protects the beam 
ports, there is approximate axial sym
metry, which is the justification for ignoring 
circumferential motion in comparison with 
radial and axial flow components. Further
more, we assume that the jets are every
where parallel to the vertical axis and are 
stationary with respect to the motion of the 
plasma: the plasma is initially contained in 
the jet-free "chimney" region defined by 
0 • i <- Rn, 0 < ; < Z. We also assumed 
svmmetry on either side of the plane that 
passes through the fusion pellet and per
pendicular to the axis. The jets are initially 
surrounded by a vacuum, which is the con
dition of the outer, jet-free region as well. 
A closed nozzle plate located at Z [Fig. 
H- 19(b)] is specified to place an upper 
bound on the loads and stresses. 

Our mass-conservation model includes 
vaporization of the material at the surface 
of the jets, due to convection and radia
tion.'" Any mass vaporized from the jet sur
face is assumed to mix instantaneously with 
the plasma, so that local thermodynamic 
and mechanical equilibriums are 
maintained. 

The radial and axial momentum-
conservation models include both skin-
friction effects and the material contribu
tions to pressure and radiation pressure.'" 
The impulse delivered to the jets is due 
partly to form (or profile) drag and partly to 
skin friction. Shear retardation of the 
plasma has been modeled and was deduced 
for this purpose from quasi-steady parallel-
flow theory."" Both the skin-friction coef
ficient and the convective heat-transfer 
coefficient, h, are, in general, functions of 
the local Reynolds and Mach numbers; h 
also depends weakly on the Prandtl 
number. 

The rate at which the specific internal en
ergy of the plasma changes according to 
our two-dimensional model differs from our 
one-dimensional model principally in that 
we have neglected radiation diffusion in the 
plasma. t o We did so because including radi

ation diffusion in the plasma substantially 
•\ .reases the computational cost but yields 

-Lithium jets 
pBlanket-structure coolant 

-Steel first wall 
Graphite reflector 

•Steel vacuum vessel 

Fusion 
pellet 

relatively little in return. This was verified 
by a series of one-dimensional calculations 
in a Eulerian coordinate frame with identi
cal radial discretization. We found that 
when radiation transport in the plasma was 
omitted, there was an insignificant differ
ence in the pressure on the wall as a func
tion of time. As expected, the temperature 
near the wall was somewhat higher in this 
case, but even this discrepancy will be di
minished by the vortidty developed in our 
two-dimensional calculations (vorticity is 
absent altogether in one-dimensional 
calculations). 

In physical terms, as long as the surface 
temperature remains below the vaporization 

Fig. 8-19. End view of 
the jet array at the 
plane of the fusion 
pellet. 
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Fig. 8-20. Pressure ex
erted on the cavity 
wall as a function of 
time, for the case of 
the adiabatic plasma. 

20 

level at the ambient pressure, any energy 
transport from the plasma diffuses into the 
interior of the liquid. If the energy flow at 
the liquid surface should exceed that re
quired to just raise or maintain the surface 
temperature at the local vaporization state, 
the excess goes towards vapor generation. 
We assume that such vapor mixes instanta
neously with the local plasma. 

The initial short-range deposition and 
subsequent lithium implosion from a one-
dimensional solution at 60 ^s (just prior to 
fireball contact with the jet array) was 
mapped onto the pellet plane. The "initial" 
internal and kinetic energies at any other 
elevation were obtained by inverse-square 
scaling.*'5 To first approximation, the mo
mentum generated by the plasma varies 
with the product of the mass density and 
the square root of the specific energy. Maxi
mizing the mass-density product would 
seem to be indicated to maximize the wall 
loading and thus obtain a worst-case sce-

~~1 
Calculation 

Time ims 

nario. Our one-dimensional calculations 
showed, however, that when the plasma 
mass was increased by a factor cf 4 (by jet 
surface vaporization), for a fixed initial 
plasma energy, the impulse delivered to the 
wall (as measured by the peak hoop stress) 
actually declined by almost the same 
amount."1 The reason is that the added mo 
mentum was imparted to the jet arrav be
fore the plasma—now very much cooled as 
a consequence of mixing with jet vapor--
arrived at the wall. The one-dimensional 
calculations clearly showed that the pr.ik 
hoop stress due to plasma impact resulted 
when the initial specific energy of the 
plasma was highest. 

Method of Solution. A two-dimensional 
computer code, employing explicit finite-
difference analogs of the system, was for
mulated and assembled on a PR1ME-750 
minicomputer. The program structure was 
based on a modification'^ of the A 1-TON 
codes."'"" The complete set of finite-
difference equations, together with details 
of the minicomputer code and the perfor
mance thereof, are given in Ref. 69. The 
equarion-of-state and opacity data for lith
ium are described in Ref. 70. 

We employed a computational mesh of 
96 X 77, and chose a Eulerian coordinate 
frame. The principal reason for this latter 
choice derives from our one-dimensional 
earlier calculations, which were performed 
in Lagrangian coordinates."' We found that 
the steep velocity gradient that developed 
at the free surface of the expanding plasma 
resulted in too coarse a spacial resolution 
when impact with the wall occurred, even 
with very fine initial spacing in the plasma. 
The effect was to diminish the peak pres
sure recorded on the wall (although the im
pulse itself was unaffected since momentum 
conservation was rigorously enforced). 
Eulerian coordinates were also chosen be
cause they are more efficient. 

Results of the Calculations. From the 
standpoint of wall loading, there are two 
cases of interest, each of which is discussed 
separately in detail below. The worst-case 
scenario [case (a) in Ref. 63] is that of an 
adiabatic plasma in which no heat or mass 
is exchanged with the jets, so that the im
pulse delivered to the wall is at a maxi
mum. If heat transfer and mass transfer are 
admitted, the most optimistic situation 

8-38 



Reactor Design Studies 

[case (g) in Ref. 63] is that the 200-mm-
diam jets disassemble into 2-mm fragments 
before or during the cross-flow of plasma, 
so that the available jet surface is increased 
and the wall impulse is less. In both cases, 
the one-dimensional calculation resulted in 
peak hoop stresses in the first wall that 
probably exceed the allowable design limit. 

The Adiabatic Plasma. At 260 us, just 
prior to the first impact on the wall, the 
momentum density is highes' near the pel
let plane. The first impact occurs at the top, 
however, where the lithium-injector nozzle 
plate meets the wall. The initial axial-
pressure gradient creates a strong flow up 
the jet-free chimney (r < R„) which results 
in the development of a downward-moving 
shock. The shock front moves downward at 
a relative velocity of —12 mm/us. The pres
sure behind the shock radially accelerates 
the relatively low density plasma below the 
nozzle plate and creates a shear layer in the 
wake. 

At 400 us, the relative velocity of the 
downward-moving shock slows to 
-3mm//is, and several shocks have 
formed bv the wall impact. The foremost of 
these shocks is near the intersection of the 
wall and the nozzle plate. At 500 ns, the 
original downward-moving shock is almost 
entirely attenuated, the several fronts that 
originated at the wall have expanded and 
coalesced, and interaction of the inward-
moving plasma with the outermost jets 
occurs near the nozzle plate. A region of 
intense vorticity develops behind these 
fronts; this vorticity is largely responsible 
I'm bringing the plasma to overall mechani
cal equilibrium much more rapidly than 
uas the case in our one-dimensional 
calculations. 

The pressure exerted on the cavity wall is 
shown as a function of time in Fig. 8-20. 
The one-dimensional Lagrangian result is 
contrasted with maximum and space-
averaged results from the two-dimensional 
calculations. Both :he one-dimensional and 
two-dimensional calculations show the 
characteristic spiking that results from initial 
impact, followed by subsequent shocks re
bounding from the jet array. Cavity equilib
rium pressure, P , is 4.2 and 0.64 MPa for 
the one-dimensional and two-dimensional 
calculations, rt., r ctively. Figure 8-20 shows 

• 'hat, for the two-dimensional case, both the 

maximum pressure, P „ and the spatially 
averaged pressure, P , differ little from P 
after 2 ms, whereas the one-dimensional 
calculation has a much slower approach to 
equilibrium. 

If the wall is to remain elastic under load, 
the maximum hoop stress is easily obtained 
by integrating the equations of motion for 
an internally pressurized cylinder, using the 
wall-pressure history as the forcing func
tion.* In Fig. 8-20 we have tabulated the 
peak value of the product of the wall thick
ness times the hoop stress, IT,̂ .,„ for each of 
the three forcing functions. The two-
dimensional stress is less by a factor of 2, 
based on the maximum two-dimensional 
result, and by a factor of 10 based on the 
mean two-dimensional result. 

Figure 8-21 depicts the pressure on the 
nozzle plate as a function of time. The max
imum and average pressures are defined in 
similar fashion to those at the wall. We see 
that the maximum pressure decreases from 
its initial value of 4.9 MPa (cf. Ref. 62) to 
2.4 MPa at 100 fis, and then rises sharply to 
its peak value of 42.4 MPa at 170 lis. The 
motion below the nozzle plate at "start-up" 
is initially radial, in accordance with the 
mock initial conditions accounting for the 
initial drop in pressure. The axial pressure 
gradient in the chimney quickly establishes 
a strong vertical velocity component that 
stagnates at the nozzle plate. This results in 

40 
T 

2-D max ifo _ 
2-0 mean (P) 

Fig. 8-21. Pressure ex
erted on the nozzle 
plate as a function of 
time, for the case of 
the adiabatic plasma. 
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Fig. 8-22. Pressure ex
erted on the cavity 
wall as a function of 
time, (or the case of 
combined heat and 
mass transfer (D = 
2 mm). 

the sharp pressure rise and a downward-
moving shock. We see also in Fig. 8-21 that 
the peak value of the mean pressure, P g n , is 
an order of magnitude Jess than the peak 
value of the maximum pressure, P s n , imply
ing that the spike is spatially localized in 
the chimney region of the nozzle plate. The 
ratio Pgr/^gn would be even smaller had we 
defined P as an area average (which is 
more appropriate for determining the over
all force on the plate). Moreover, the surge 
in pressure is short-lived, and mechanical 
equilibrium is rapidly established^ by 1 ms 
there is little difference between Pg„ and Pf„. 

Combined Heat and Mass Transfer 
(D = 2 mm). In the case of the adiabatic 

- 1 ! 
Calculation o_6 (MPa-m) 

1-D result 16.0 
2-D max (P) 7.1 
2-D mean (?) 2.3 
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Fig. 8-23. Pressure ex
erted on the nozzel 
plate as a function of 
time, for the case of 
combined heat and 
mass transfer (D = 
2 mm). 
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plasma, axial flow up the chimney was re
sponsible for driving the free surface across 
the nozzle plate to impact the wall ahead of 
the main body of plasma at the pellet 
plane. When the jets act as an energy sink, 
the picture is very much changed. As the 
hot, low-density plasma enters the jet array, 
rapid cooling takes place with a correspond
ing drop in pressure. When the mainly radi
ative heat flux was too high to 
accommodate diffusion into the jet interiors, 
vaporization occurred and the excess energy 
was returned to the plasma in the form of 
increased mass. 

The one-dimensional and two-
dimensional relative energy transports are 
in remarkable agreement. The first two 
rows of jets lower the plasma temperature 
to the point where radiative transport is no 
longer effective. The residence time of the 
plasma is too short for convective cooling to 
maxe a significant contribution, although 
convective cooling is the controlling process 
for eventual condensation''•' 

The cooling effect near the nozzle plate 
very much weakens the shock in the chim
ney and the shear layer virtually disap
pears. The free surface near the nozzle plate 
substantially lags that at the pellet plane, 
where contact with the wall first occurs. 

Figure 8-22 shows the pressure exerted 
on the cavity wall, again contrasting the 
one-dimensional and two-dimensiona: re
sults, and tabulates the peak values of the 
hoop stress. Note that the one-dimensional 
results displayed in Figs. 8-22 and 8-23 are 
from a Eulerian calculation with the same 
radial mesh spacing as for the two-
dimensional calculation, not from the La-
grangian calculation of Ref. 63. The La-
grangian calculation is considered less 
accurate, especially when heat transfer to 
the jets was allowed, since the spatial incre
ments defining the plasma were not con
gruent with those defining the jets. 

The effect of plasma cooling in reducing 
the average pressure on the wall is about 
the same in two dimensions as in one, but 
the maximum pressure is diminished to a 
lesser relative extent. Nevertheless, Fig. 8-22 
shows that, compared with the adiabatic 
plasma, the peak hoop stress with plasma 
cooling has been reduced by about 30% 
when the basis is P and about 60% when 
the basis is P„.,.. As in the case of the 

') 
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adiabatic plasma, the two-dimensional cal
culation displays a rapid approach to me
chanical equilibrium. 

The pressure on the nozzle plate as a 
unction of time is shown in Fig. 8-23. The 

initial behavior is the same as in the case of 
the adiabatic plasma, although the peak 
amplitude of the chimney spike at 170 us is 
less by a factor of 3. The surge in pressure 
at 700 /us (Ps„ = 2.2 MPa) derives from the 
region near the reactor wall. Its counterpart 
in Fig. 8-21 begins earlier, at about 500 /us. 
Both result from the conversion of radial to 
axial momentum via plasma impact with 
the wall. 

The subsequent pressure spikes in Fig. 
8-23, at 1500 and 1800 »s, have no counter
part in Fig. 8-21. For the case of combined 
heat and mass transfer, contact of the 
plasma with the wall occurs first at the pel
let plane. In addition to the several smaller 
vortices formed, a large counter-clockwise 
vortex is created which then sweeps up
ward along the wall and is reinforced by 
the arrival of the free surface near the noz
zle plate. The flow then sweeps radially in
ward and collapses on the nozzle plate in 
the vicinity of the jet-free chimney. 

Conclusion. In our one-dimensional cal
culations, we found that a,f>u. varied from 
58 MPa-m, when heat and mass exchange 
between plasma and jets were entirely ig
nored, to 16 MPa-m for the most optimistic 
situation. Taking account of two-
dimensional effects, the present work has 
demonstrated that, even in the worst case, 
the value of 58 MPa-m is reduced to be
tween 6 and 10 MPa-m. If the beneficial ef
fects of plasma-jet interaction are fully 
realized, the equivalent numbers are 2 and 
7 MPa-m. We note here that the expected 
loading from liquid impact, due mainly to 
isochoric neutron heating, was estimated at 
— 7 MPa-m.11 While these loadings are ad
ditive, the liquid impact will most likely oc
cur well after the plasma has cooled and 
condensed, so present design concepts ap
pear sound. 

The two-dimensional model has also illu
minated a potential trouble spot on the 
closed nozzle plate near the axis of symme
try, in the "chimney" region. Since the 
HYL1FE concept has an open nozzle plate 
in the chimney region, the stresses are 
probably well within design specifications. 

We conclude by emphasizing once again 
that all of the above results rest on many 
assumptions, some of which cannot be veri
fied without experiment. In our opinion, 
more elaborate computational models are 
not justified without concomitant 
experiments. 

Author: L. A. Glenn 

Jet Stability Experiments 

A potential problem arises in the use of liq
uid jets in the HYLIFE reaction chamber. 
The pulsed nature of laser-fusion microex-
plosions subjects the reactor vacuum vessel 
and jet nozzles to sustained vibrations. If 
the amplitude of these vibrations is large 
enough, the "ringing" of the entire structure 
may cause jet breakup, allowing neutrons, 
ions, and x rays to stream directly onto the 
structure and thereby drastically shorten the 
useful life of the chamber. As part of our 
HYLIFE design study, workers at the Uni
versity of California, Davis (UCD) theoreti
cally and experimentally analyzed the 
stability of both cylindrical and sheet water 
jets under forced vibrations.'1"" 

Cylindrical Jets. Using a water-jet test 
apparatus (pictured in the 7980 Laser Pro
gram Animal Report in Fig. 9-52), we investi
gated the breakup of cylindrical jets of 
12.7 mm diameter issuing vertically down
ward from long cylindrical nozzles. Studies 
were conducted at both 1 arm ambient 
pressure and at a reduced pressure of about 
0.2 arm (Ref. 72); jet velocities were from 
1.25 to 5.0 m/s. The nozzles were vibrated 
transversely using an electromagnetic 
shaker at frequencies in the range of 20 to 
320 Hz and amplitudes from about 0.2 to 
5 mm. This vibration produced maximum 
wave amplitudes in the jet of 100 mm for a 
fall distance of about 0.9 m. 

The range of parameters for our experi
ments is shown on the nondimensional plot 
of Fig, 8-24 (Refs. 78-83). The upper bound
ary is at a ratio of fall distance to water-jet 
diameter, L/DB, of about 70. This was fixed 
by the maximum fall distance available in 
our apparatus. The range of Weber num
bers (We) available was fixed by the range 
of velocities we could obtain. 
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Fig. 6-24. A summary 
of data on cylindrical-
let breakup. 

In all but three of the approximately 100 
photographs analyzed, the jets showed no 
signs of breakup. This implies breakup 
lengths in excess of about 70 diameters, 
even with forced transverse vibration. This 
is in general agreement with the smoothed 
data of others, as indicated by the solid 
curves in Fig. 8-24 which show that break
up L/D0 ratios in the range of 60 to 100 
were measured with no forced vibration. 
We can conclude that even in the presence 
of large transverse vibrations, the breakup 
length of our turbulent cylindrical jets was 
not reduced over the values found without 
forced vibrations. These conclusions only 
hold for the relatively low vibration-forcing 
frequencies and transverse accelerations em
ployed in our experiments. At higher fre
quencies and accelerations, the vibrations 
can induce a jet-"bunching" phenomenon, 
which can lead to earlier breakup.8,1 

The few runs in which jet breakup was 
observed at our test L/Da ratios occurred at 
very large nozzle forcing amplitudes 
(~4 mm) and at the reduced pressure of 
about 0.2 arm. In these runs, the breakup 
was probably induced by air bubbles, 
which tended to come out of solution and 
grow rapidly at the reduced pressure. This 
is a potential problem area for any fusion 
reactor employing liquid jets (or liquid film 
flows) if there are significant amounts of 
helium or other gases in the liquid. 

HYLIFE cylindrical jets are expected to 
have ratios of fall distance to jet diameter 
occurring in the region marked "HYLIFE" 

10" 1 — l I I I I ll 1 I I I I I I II 1 1 I I I I I . 

in Fig. 8-24. This region lies below all the 
breakup data in the figure except those of 
Miesse and of Vitman, who employed spe
cial nozzles to induce early breakup for fuel 
atomization studies. We can therefore con
clude that the HYLIFE jets are unlikely to 
experience breakup due to transverse vibra
tions in the fall lengths in the reactor, pro
vided that gas bubbles are unimportant. 

The cylindrical-jet breakup data 'the solid 
curves) in Fig. 8-24 were ail taken using 
nozzles (usually hypodermic needles) with 
large ratios of nozzle length to diameter. 
For ease of comparison with these data, all 
our experiments were run u.iing long cylin
drical nozzles with UD„ ••= 5.1. For our runs 
where the Reynolds numbers were greater 
than ~2300, the flow issuing from these 
long nozzles was a fully developed turbu
lent flow. McCarthy and Mallov^ have 
shown that these turbulent jets tend to 
break up sooner than laminar jets do at the 
same Reynolds numbers. In the flow from a 
well-rounded short nozzle or orifice, the 
turbulence has no time to develop and the 
flow will be nearly laminar, resulting in 
longer breakup lengths. This result is sup
ported by the very long lengths to breakup 
measured by Chen and Davis7" (shown in 
Fig. 8-24) for high-velocity, high-Reynolds-
number flows from orifices. This suggests 
that to minimize the possibility of jet break
up the nozzles in the HYLIFE reactor nozzle 
plate should be designed with small UDU 

ratios. 

A few experiments were run to see the 
effect of a collision between two adjacent 
cylindrical jets of different initial velocities 
due to transverse vibration.72 As the wave 
amplitudes of the jets increased with fall 
distance, they would eventually collide as 
they grew more and more out of phase 
with one another. However, no jet breakup 
was observed even for jet-velocity differ
ences of up to a factor of 3. Consequently, 
velocity differences in the jet array, such as 
might occur in HYLIFE due to a nonuni
form liquid head above the nozzle plate, 
should not cause serious jet-breakup 
problems. 

Rectangular (Sheet) Jets. Several insta
bilities associated with rectangular jets could 
cause neutron streaming to the walls of the 
HYLIFE reactor. One of the instabilities is 
the breakup of the rectangular jet caused b - . 

) 
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horizontal vibrations of the nozzle plate. 
Another instability is the jet-edge conver
gence due to surface tension. Rectangular 
jet breakup was studied at UCD and re
ported earlier.'1"7' From these experiments 
and theoretical predictions we can tenta
tively conclude that the sheet jets in the 
HYLIFE reactor are unlikely to break up 
due to transverse vibrations. 

Edge convergence, however, may present 
a problem. As a rectangular jet falls, it not 
only accelerates but also tends to change in 
cross section from a rectangular shape to
ward a round shape because of surface-
tension forces. For a sheet jet with a width 
much larger than the thickness, edge con
vergence can be modeled as an accumula
tion of fluid in the two edges of the sheet 
as the edge fluid is accelerated toward the 
center by surface-tension forces. In other 
words, the two edges grow in radius and 
also tend to converge toward the center of 
the sheet. This tends to produce a 
dumbbell-shaped cross section (Fig. 8-25). 

The key question is how large the rectan
gular sheet jets must be so that the edge 
convergence will have a negligible effect in 
reducing the total lithium thickness at the 
midplane. Monson ran a series of small-
scale sheet-jet edge-convergence experi
ments using three different nozzles.72 These 
produced sheet jets with an initial thickness 
of 1.6 mm and initial widths of 5, 10, and 
15 mm. The distance to the first conver
gence point, LK,, was measured, converted 
to the time to convergence, / c,, and plotted 
vs the initial sheet-jet velocity. 

We then developed a simplified theory to 
predict the time to edge convergence. We 
identified three significant times as shown 
on Fig. 8-25: 
• The time when the round edges first 

touch (C-C). 
• The time when the two edges have 

merged (D-D), which we defined as the 
edge convergence time. 

• The time when the centers of the two 
edges would be at the same point, or col
located (£-E), if the two round edges sim
ply merged together. 

In actuality, as the two round edges make 
contact, the conservation of mass and mo
mentum causes the liquid to squirt out in a 
plane perpendicular to the original sheet jet; 
this is known as the Weber effect. The pre

dictions of our theoretical model bracket the 
experimental data. 

Using this theoretical model, we calcu
lated La for a wide variety of rectangular 
jets with initial widths and thicknesses 
which might be used in HYLIFE. Our pre
dictions (shown in Fig. 8-26) indicate that 
the rectangular jets proposed for the 
HYLIFE design will not converge signifi
cantly due to surface tension forces either in 
the 5-m fall distance to the midplane or in 
the 10-m fall distance to the bottom of the 
reactor. 

Conclusion. Extrapolating the results of 
our small-scale water experiments to the 
large-scale HYLIFE lithium jets, we tenta
tively conclude that the HYLIFE jets can be 
reestablished after laser-fusion micro-
explosions. With careful design the jets 
should not break up due to instabilities dur
ing the relatively quiescent period between 

Fig. 8-25. Predicted 
edge-convergence be
havior for lithium 
sheet jets. 

Conwrg* 

Collocate 

8-43 



Reactor Design Studies 

126 

tnlot vslocltv U " S m/« 
Daniity - 489 kg/m 3 

Surface tansion = 0.35 N/m 

60 

Fig. 8-26. Theoretical 
model of sheel-jel 
edge convergence. 

microexplosions, even in the presence of 
structural vibrations. 

Authors: M. A. Hoffman and R. D. 
Monson (University of California, Davis) 

Major Contributor: J. Hovingh 

Radioactivity in the HYLIFE 
Reactor 

We have applied the techniques described 
in "Analytical Radioactivity Estimation 
Technique" (earlier in this section) to the 
ferritic steel proposed for the HYLIFE reac
tor vessel, assuming 30 years' irradiation. 
Using the upper-bounding technique cited 
in that article, the error in neglecting se
quences of third order and higher was esti
mated to be <0.1%. The exact analytical 
equation for second-order sequences was 
then used to calculate radioactivities, biolog
ical hazard potential (BHP), and decay ther

mal powers for the HYLIFE reactor vessel. 
These results were then compared to com
putational calculations using the OR1GEN2 
code 8 6 based on an independently deter
mined set of initial densities and compo
sitions. Our comparison detected an error in 
the data base of the ORIGEN2 library, 
which included the decay energy of the 
electron-captured neutrino from '"Fe in the 
decay heat calculations. Otherwise, the re
sults are in close agreement. 

We have also compared the radioactiviiv 
of HYLIFE to that of the STARFIRE 
tokamak,"7 employing the more likely lead-
zircate neutron-multiplier option. The com
parison showed that the total radioactivity, 
BHP, and decay thermal power of HYLIFE 
are impressively smaii s r omparison to the 
STARFIRE tokamak. T!v can be attributed 
to the thick liquid-lithium wall between the 
fusion neutrons and st' o-l structure in 
HYLIFE, and to STAR IRE's use of a lead-
zircate neutron multi iter and steels with 
high nickel content ('" Ni directly produces 
" t o by way of the n,p) reaction, and , ( tNi 
is largely responsible for helium embrittle-
ment in the steel ' v w a y of the (n,7) and 
(n,«) reactions). 

All D-T fusion-reactor concepts having 
unprotected stainless steel first walls will 
have roughly le same radioactivities, BHP, 
and decay th mal power in their steel 
waliS as thi • IARFIRE tokamak, adjusted 
in proportii i to wall thickness (as indicated 
by the argument presented at the beginning 
of "Analytic Radioactivity Estimation 
Technique"). 

The estimated radioactivity, BHP, and de
cay thermal power for HYLIFEs 2-1/4 Cr-1 
Mo sf el vessel at shutdown after 30 years' 
oper aon are given in Table 8-9 (Refs. 88 
and S9). From the figures in this table 
alone, we can construct decay curves for ra
dioactivity, BHP, and decay thermal power 
a« a function of time after shutdown. Ac-

vation of minor assay impuiities and of 
the exterior shielding, structure, and atmo
sphere are expected to make only a small 
contribution to the totals, as is the case in 
STARFIRE. These refinements are currently 
in progress. 

Radioactive waste from activated fusion-
target debris will be of negligible concern if 
(in addition to hydrogen, lithium, carbon, 
and oxygen) lead alone can be usea in tar
get fabrication,89 such as for the pusher ) 
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material in a direct-iliumination target. Lead 
can be kept to 1 at.% in liquid lithium by 
an efficient eutectic separation process. This 
amount gives rise to an equilibrium level of 
8.18 MCi of 2 K , Pb and 7.66 MCi of 2 0 9 Pb in 
the liquid lithium, with half-lives of 52.1 
and 3.28 h, respectively. Also, 0.0053 MCi of 
: , ,4T1 and 0.023 MCi of 2 a l Hg would be 
present, with half-lives of 3.77 years and 
46.6 days, respectively. Secondary activation 
of these activation products is expected to 
be of negligible concern. 

If we assume that the activated target de
bris is removed at the same rate at which it 
is added, then, if all the waste from remov
ing activated debris from the liquid lithium 
for 30 years' operation were to be gathered 
together with no reprocessing, there would 
be a sum total radioactivity of only 0.021 
MCi—less than 0.01% of total plant activity. 
After 3.77 years, there would remain 
0.0027 MCi, decreased by half every 3.77 
years thereafter. 

Because of its low level of activity and 
short decay time, most of the lead removed 
from the reactor could probably be recycled 
directly at the plant in the manufacture of 
fusion targets. 

Radioactive waste from activated target 
debris can be eliminated entirely (after a 
nine-day holding period) if, in addition to 
being able to use only lead in target fabrica
tion, the lead were composed only of its 
principal isotope, 2"'sPb. In this case, there 
would be an equilibrium activity in the lith
ium of 15.73 MCi of 2 m P b alone, which de
cays with a 3.28-h half-life. 2l"'Pb emits no 
gamma ray, emitting only a 0.6446-MeV 
beta particle. The maximum (equilibrium) 
waste from plant activity would be 0.00154 
MCi of 2 l wPb. Every four days, its activity 
would decrease a billionfold, which means 
that after nine days there would be only a 
1.4% probability that one single radioactive 
nucleus remains in the stockpile of radioac
tive waste from activated target debris in 
the HYLIFE reactor. 

Figure 8-27 shows a comparison of the 
radioactivity of the HYLIFE steel chamber 
for 30 years' irradiation and the STARFIRE 
blanket modules for 5 years' irradiation (the 
STARFIRE dat- ere taken from Tables 12-5 
and 12-6 and page 12-41 of Ref. 90). The 
values in the figure are normalized for a 
lOOO-MW(e) plant capacity. The irradiation 
imes of 30 and 5 years are appropriate for 
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Radioactivity [MCi per GW(o)| Table 8-9. Radioactiv
ity per GWIe) of 

STARFIRE __^^_ Dl 1 / HYLIFE's 2-1/4 Cr-1 
HYLIFE —J423 Mo steel vessel at 

shutdown after 30 
years' irradiation. 

Biological hazard potential 
[Mkm -air per GWIe)] 

STARFIRE 14 080 Fig. 8-27. Comparison 
of radioactivity, bio
logical hazard potenHYLIFE 49 

Fig. 8-27. Comparison 
of radioactivity, bio
logical hazard poten
tial, and decay 
thermal power at 

Decay thermal power [MW/GWIel] shutdown for the 
HYLIFE reactor after 

STARFIRE 73 30 years and the 
HYLIFE J 3 STARFIRE reactor af

ter five years' 
irradiation. 

comparing accident-release potential be
cause the STARFIRE blanket modules must 
be replaced every 6 years,8' while the 
HYLIFE chamber is designed for the full 
lifetime of the plant (~30 years). For 
radioactive-material-hundling and waste-
disposal considerations, however, the higher 
frequency of transport and introduction into 
the environment of the quantities in Fig. 
8-27 for STARFIRE must be kept in mind. 

Although activity, BHP (air), and decay 
thermal power do not form a complete 
comparison, these simple, reproducible fig
ures are fundamental quantities for environ
mental, reliability, and safety concerns and 
are relatively insensitive to subjective 
interpretation. 

The potential for either the HYLIFE or 
STARFIRE reactor to accidentally release 
the contaminants of Fig. 8-27 into the envi
ronment could be much different for the 
two reactors. In STARFIRE, for example, 
there is a large amount of decay-heat en
ergy available in addition to magnetic-field 
energy. In HYLIFE, a large amount of heat 
energy is potentially available from 
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liquid-lithium fire, whereas STARFIRE em
ploys an inert lithium-aluminate tritium 
breeding blanket. 

The BHP for other reactor designs could 
be significantly less than that for 
STARFIRE, as 95% of the STARFIRE BHP 
is associated with the lead-zircate neutron 
multiplier and not with the steel wall.91 

Nevertheless, the BHP of other reactor con
cepts would be greater than that of HYLIFE 
by about the ratio of the activities. In addi
tion to a lead-zircate neutron multiplier, 
STARFIRE requires isotopic enrichment of 
lithium to 60% 6Li (Ref. 87) to breed suffi
cient tritium, whereas HYLIFE requires no 
lithium enrichment at all. (Enrichment in 
"TARFikE would not be required if the 
lead zircate is replaced with beryllium, but 
this option for a full fusion-power economy 
is probably resource-limited; also beryllium 
is highly toxic.) 

HYLIFE's circulating liquid-lithium con
cept permits constant removal of tritium to 
low levels with salt-extraction techniques. 
Diffusion loss of tritium from the liquid 
lithium is low because of the low partial 
pressure of tritium in liquid lithium. At 
1 wppm in 1630 m3, HYLIFE would have 
about 0.87 kg of tritium, corresponding to 
about 8.42 MCi, 0.042 Mkm3-air, and 
0.00046 MW. STARFIRE assumes about 
10 kg of tritium in its inert lithium-
aluminate breeder medium.92 

To perform a complete safety analysis for 
fusior reactors, the mechanisms for poten
tial radioactivity release and their associated 
probabilities must be considered together 
with hazard potential. Such a full analysis 
requires a derailed (final) reactor design, 
more complete failure-rate data, and proper 
evaluation using reliability-engineering 
techniques. 

Author: G. P. Lasche 

JADE 

In an attempt to overcome limitations in the 
repetition rate and wall loadings of other 
ICF reaction-chamber concepts, Monsler 
conceived of the JADE chamber.9'1-94 The 
JADE concept uses a porous fiber-metal 
structure having a very high surface area 
(Fig. 8-28); this structure is placed inside the 
chamber's first structural wall (FSW). The 

JADE chamber provides an increased resi
dence time for liquid metal in the reaction 
chamber, with reduced recondensation 
times for the liquid metal ablated during 
energy deposition. JADE would allow repe
tition rates of up to 10 Hz, and reduced 
forces on structural components would pro
long the life of the chamber materials. 

The JADE chamber wall has an inner 
section of fiber-metal wedges canted at an 
angle from the point where fusion reacting 
occur. The wedges, saturated with liquid 
metal that slowly flows between the metal 
fibers, are spaced far enough apart so thai 
liquid metal ablated from the fiber-metal re
gions by x rays can expand, interact, and re-
condense without building up excessive 
pressure. Outside the inner-wedge region is 
a blanket region that absorbs neutron en
ergy and breeds tritium. Void spaces are in
cluded to allow the liquid metal to expand 
without building up excessive pressure. Sur
rounding the outer fiber-metal structure are 
a solid FSW, a reflector, and a containment 
vessel. 

The next two articles describe some of 
the JADE design considerations and the re
sponse of liquid metal to the JADE fusion 
environment. 

Author: J. H. Pitts 

JADE Design Considerations. The JADE 
reaction-chamber concept* utilizes a thick, 
porous, wicklike fiber-metal wall formed as 
a cylindrical or spherical shell with a 5-m 
radius. Liquid metal migrates from top to 
bottom through the porous structure, in
creasing in temperature by as much as 
160 K. The liquid metal contained in the po
rous wall will, in principle, recoat all sur
faces exposed directly to the fusion 
reactions prior to the next fusion reaction. 

The porous structure in a cylindrical 
chamber consists of vertical porous plates 
canted at an angle with the radius vector in 
the horizontal plane and attached to the 
FSW. Approximately horizontal porous ribs 
support the vertical plates. As Fig. 8-28 
shows, these ribs are canted with respect to 
the radius vector in the vertical plane. 
Space between the ribs and vertical plates 
in the porous structure allows for a lower 
average flux and provides a region for ex
pansion of the fluid. The ribs and vertical 
plates are made of metal fibers bound in a I 
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nvtrix containing a void fraction of up to 
9(1%. Metal-fiber materials for the porous 
structure are presently manufactured for use 
in filters, sound-absorbing structures, and 
other applications. For JADE, the metal-
fiber material may be manufactured as ei
ther a flexible or rigid structure. 

The JADE reaction chamber is designed 
to convert the kinetic energy of the fluid to 
thermal energy befoi? the fluid reaches the 
1 SVV. The particular geometric shape of the 
1AD1: thick porous wall is used 
• To minimize reaction forces on the FSW 

due to blow off caused by the deposition 
nt \ lav energy. 

• lo provide space for the droplets formed 
Irom the isochoric neutron-energy deposi
tion in the liquid to undergo liquid-liquid 
interactions am! reduce their kinetic 
energies. 

• T<> provide large surface areas for rapid 
condens.i'ion of the vaporized liquid. 
There are a number of design consider

ations associated with such a porous struc
ture."" First. flow relationships need to be 
determined to establish the residence time 
for the fluid in the reaction chamber. A so
lution of (he Napier-Stokes equation in 
such a complex domain is not feasible, so 
we have used simplified models to describe 
the flow. Thev fall into two groups: contin
uum models, such as ones treating the ac
tual tortuous path followed by a fluid 
element in a pipe, and statistical models, 
such as those used in diffusion theory. Nev
ertheless, the lack of simple fundamental 
principles for deriving flows in porous me
dia mAes it necessary to rely heavily on 
experimental correlations. 

A number of disciplines deal with porous 
media, and the phenomenological laws 
found in one area usuallv apply to other 
areas. Studies in hydrology, petroleum pro
duction, packed beds, filtration, and even 
the movement of fluids in the human lung 
have led to a body of theory useful for an 
analysis of the JADE reaction chamber. 

Dairy's law (wnich says that the volume 
of thix per unit area, q, is proportional to 
the gradient of the pressure across the me
dium, A;;) is commonly used to described 
the flow in porous media. Thus 

. , = - - V , . , (4) 

vhere k is the permeabilitv and n is the 

Pigeonholes are canted at 
angte 0 sc that the bottom 

cannot be seen from the 
position of the microexplosion 

Both vertical and 
horizontal ribs are 
porous fiber-metal, 
laden with liquid 
metal 

Microexplosion 

fluid viscosity. For inhomogeneous media, k 
varies with position; for anisotropic media, 
k becomes the permeability tensor, k. 

Darcy's law is applicable for Reynolds 
numbers up to about uni'y, based on a 
characteristic length associated with the 
microgeometry. There is some uncertainty 
as to the meaning and measurement of the 
characteristic length that leads lo uncer
tainty in Reynolds number. Extensions of 
Darcy's law have been developed by 
Forchheimer"' and Ergun™ to accommodate 
flows with higher Reynolds numbers. 

A flow pattern which might be typically 
encountered in the porous wall is shown in 
Fig. 8-29. Actual streamlines depend on the 
permeability and porosity of the wall, the 
applied fluid pressure, and gravity. For a 
large enough porosity and fiber size, a wall 
can be designed that would require only 
moderate applied fluid pressure. Alterna
tively, a number of arteries running from 
top to bottom can be used to feed the po
rous sections with liquid metal, thus reduc
ing the distances the liquid metal must 
travel to saturate the medium. 

A primary task in more detailed design 
will be tailoring the permeability of the po
rous wall. This will be necessary 
• To reduce the thermal gradient across the 

porous structure. 

Fig. 8-28. Schematic 
cross section of cylin
drical JADE reaction 
chamber. 



Fig. 8-29. Possible 
flow p. Kern in an an
nular )ADE porous 
fiber-metal wall. 
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Fig. 8-30. Surface-area 
relationships for the 
JADE vertical porous 
planes. 

Target 

Relations 

h = -RcosC + 1(R + w ) 2 

- R 2 s i n 2 < > l 1 / 2 , 

0 < 0 < tr/2 

Sin0 = — - — sine 
R +uv 

n = 2ir/0 

Al _ J. A 
T " * R 
0 

Vertical 
0 porous 

plone 

Approximations 
for small 0 

h ~ w 

9 R + w ' 

A T i r wi 

_L h 

rf> R + w 

• To examine the effects of changes in pore 
size due to shock propagation in the 
medium. 

• To avoid stagnation of the fluid in the 
lower portions of the metal-fiber structure. 
Stagnation might result if there is a ten
dency for the fluid to flow out of the top 
and down the side of the structure rather 
than through the pores. 
A second major design consideration in

volves the surface area of the JADE porous 
wall. Figure 8-30 is a top view of the 
surface-area relationships for the JADE 
chamber's vertical porous planes, having in
ner radius R and outer radius R 0 = R + w. 
The vertical plates (also called fins or in
serts) have a width ft, height H, and a cant 
angle 8 with the horizontal radius vector 
from the target (thickness is neglected here 
to simplify calculations). There will be n 

such fins, each subtending an angle 0 at the 
target. In the list of relationships among 
these parameters shown in the figure, the 
total area AJ which is exposed to the soft 
x rays and debris is compared both to the 
surface area Ag of a cylinder of radius R 
and to one of radius R + w having area 
AQ. Finally, for small cant angle 0, the for
mulas in Fig. 8-31 have simple approxima
tions that are useful in making design 
trade-effs 

It should be noted that the gain in area 
of the porous wall over its cylindrical outer 
envelope is dependent only on the cant an
gle 0, and for 0 = TT/18 ( = "l0°) the gain is 
5.7, while for 0 = r/36 (= 5°) it is ; ... "" 
there is a lower limit on It, perhaps due to 
some reactor-based design constrain; there 
is then an upper bound on the area ^aiii 
that JADE offers over the outer cylinder. Of 
course, absolute area increases with increas
ing radius. The inclusion of fin thickness in 
the calculation will reduce somewhat the 
number of inserts in the chamber and, 
therefore, reduce the surface area. 

A third design consideration is the corro
sion and erosion associated with the large 
surface area in the thick porous wall. For a 
fiber radius, r, and a porosity of e, the 
surface-to-volume ratio, s, is 

= 2 (1 (5) 

which, for a porosity of 0.8 and fiber radius 
of 100 Mm, implies that s = 4000 n r / m \ 

If a metal has a corrosion rate of v (in 
unfe of um/yr) for a fluid operating at reac
tor temperatures, then the time, /, it takes 
the fibers of initial radius rn to lose a frac
tion A of their mass (and volume) is 

t .1 - ( 1 - A ) 1'2| r " ~_ A r" (6) 

Rearranging the terms of this equation, we 
see that for a given corrosion rate, v, de
sired JADE lifetime, t, and tolerable mass 
loss, A, the initial fiber radius must be 

r „ - - W (7) 

The Colorado School of Mines studied 
the effects of lithium at 450°C flowing 
across 304 L stainless steel and found that 
the lithium first leached out u\» nickel and 
then attacked the iron at a rate of 5 ^m/yr. 
Figure 8-31 shows the required initial fiber 
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radius vs this corrosion rate for 304 L stain
less steel, for various chamber lifetimes, as
suming that a mass loss above 25% is not 
permitted. The lifetime of the thick porous 
vail must be a considerable fraction of the 

plant lifetime, or one of the main purposes 
of the concept is defeated. For a reasonable 
lifetime, the required fiber radius lies within 
the range of 0.1 to 1 mm (Fig. 8-31). Other 
alloys and metals (such as Ti-V or Nb) that 
have lower corrosion rates are good alterna
tives and would result in an extended range 
tor the required fiber radius, but mechanical 
properties, neutron activation, and compati-
biht\ in a liquid-metal environment limit 
'MlMl U s e . 

1 roni ,i structural point of view, mass loss 
d;:e to corrosion appears to be acceptable. 
•\~ Ion/; as the mass loss remains in solu
tion with the primary fluid, there is no diffi
culty with the porous walls in the JADE 
concept. It mav be necessary, however, to 
separate out the corroded or eroded struc
tural material from the porous wall. Cher-
wise, undesirable amounts of plating could 
occur in the primary loops, causing damage 
to pumps and intermediate heat exchangers. 
We believe that S'-me of these problems 
mav be eliminated if we use fibers several 
millimetres in radius that are tightly bound 
and long enough to be woven. 

Although the JADE porous wall presents 
some new difficulties, it also offers the 
promise of solutions to ma|or liquid-metal-
wall problems. This promise provides suffi
cient incentive for further study. 

Author: Bechl?l Group, Inc. (Research & 
Engineering, / .dvanced Physical 
Processes Group) 
Major Contributors: J. H. Pitts and M.J. 
Monsler 
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The inner region of the spherical JADE 
reactor is 30 cm tl ,ick, with a 28% packing 
fraction. The material is 90 vol% lithium or 
lead-lithium and 10vol% steel or SiC fibers. 
The inner region is arranged as a set of 
wedges pointing at Me fusion source. X rays 
and pellet debris are absorbed along one 
side of the wedges, and the resulting ab
lated material from each wedge crosses the 
gap and hits the rear of the adjacent wedge. 
The outer legion of the JADE chamber is 
0.8 m thick, with a 90% packing fraction. As 
in the inner region, the material is 90% liq
uid and 10% solid. The JADE chamber's 
outer region is protected from x rays and 
debris, and its primary function is to absorb 
neutron energy. In this article, we consider 
the flow and disassembly velocities of only 
the outer region, using pure lithium as our 
liquid metal. 

We first fit"" an empirical equation to the 
energy-deposition profile from the results of 
several two-dimensional Monte Carlo neu
ronics calculations: 

Response to the Fusion Environment. The 
design of the ,'ADE reactor gtnmetry must 
tailor the liquid-metal flow to produce a rel
atively uniform temperature rise, since lo
calize,.; higher temperatures will increase 
material-damage rates. Also, the kinetic ve
locity imparted to the liquid by the volu
metric fusion-energy deposition must not 
greatly exceed the flow velocity; this is nec
essary to prevent voids and damage to the 
matrix. Flow and disassembly velocities can 
he estimated using the energy-deposition 

( ofile. 

\ <*|H,) / <*(H,| 

X ( R, + 0.25 ml 2 exp 3.5 

0.37R, (0.25m -.v) (S) 

where x is the depth into the array, and R, 
is the array inner radius. The equation was 
fit too midplane energy-deposition results 
for pure iithium arrays with packing frac
tions between 41 and 100% and with array 
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Disassembly velocity 
Flow velocity 

0.2 0.4 0.6 
Distance into JADE array (m) 

Fig. 8-32. Disassembly 
and flow velocities in 
the outer region of the 
JADE array. 

inner radii between 0.44 and 1.94 m. We 
used Eq. (8) to analyze the outer region of 
JADE. However, the inner region will per
turb the result, and the array radii used are 
larger than those used to derive the equa
tion. Thus, the results g :vtn here are only a 
preliminary estimate. 

We assume the thermal power is 
3200 MW (based on a fusion power of 
2700 MW and a system multiplication 
power of 1.185). For a temperature rise of 
150°C in the liquid during passage through 
the chamber, the total flow rate is 
P, /pB • c • AT, where p 0 is the liquid density 
(485 kg/m3) and c is the specific heat 
(4220J/kg-K). Hence, the total flow rate is 
-10.4 m7s, or - 1 5 % of the HYLIFE flow 
rate (based on a pulse repetition rate of 
1.5 Hz and total power of 1800 MJ). 

For a JADE reactor with a 5-m wall ra
dius, the reactor size and power density are 
identical to those of HYLIFE, but the flow 
rate and pumping power are reduced by a 
factor of 6. Further, JADE's lower pellet 
yield relaxes the driver size and cost. These 
advantages must be compared to JADE's 
decreased revenue due to the increased re

circulated power to the driver. (Recirculated 
power is inversely proportional to pellet 
gain, which decreases with pellet yield.) 

The disassembly velocity of the liquid 
metal, neglecting surface tension effects, is 

r(E/m)/c. ( l»'i 

where T and cs are the Gruneisen constant 
(0.9) and liquid sound speed (4500 m/s), re
spectively. The flow velocity at a point 
within the JADE array is 

dist "1 K - 0-8 m + -v ) 
time 150'C 

/0 E 

ir| R„ - 0.8 + .v I <l> (Urn) 
(150°C) 

(10) 

Equations (9) and (10) are plotted in Fig. 
8-32 for wall radii of 4, 5, and 6 m. The dis
assembly velocities range between 1.5 and 
2.5 times the flow velocities. The absolute 
magnitudes of both velocities are in the 
range of 0.5 to 2.5 m/s, where erosion and 
corrosion problems are not significant. For 
comparison, lithium flow in pipes is usually 
limited to about 6 m/s, and the HYLIFE liq
uid is moving at about 30 m/s when it 
strikes *he chamber wall. 

Author: J. A. Blink 

New Directions for ICF 
We are exploring new directions for inertial 
fusion. These directions include new energy 
applications as well as new reactor 
concepts. 

Currently more than 70% of the energy 
consumed in the US is used in nonelectrical 
applications.10" Thus, there is a high lever
age potential for fusion to make a signifi
cant contribution to nonelectrical energy 
applications. This opportunity led us to 
study using ICF as an energy source for the 
production of hydrogen to be used as a 
clean fuel.101 

High heat is required for many thermo-
chemical processes, and high temperatures 
will also increase the efficiency of 
electricity-generating power plants. We 
have investigated a reactor concept, called 
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SEBREZ, which utilizes a high-temperature 
blanket with segregated tritium breeding 
zones to minimize the migration of tritium 
to the coolant cycle." 1 2 We are applying the 
knowledge gained from the SEBREZ study 
to design a high-temperature, gas-cooled 
inertial-fusion reactor. 

In the next five articles, we detail the 
studies that represent new directions and 
concepts for our inertial fusion program. 

Author: J. Hovingh 

Hydrogen Production 

I he production of hydrogen as a relatively 
nonpolluting fuel may be necessary in the 
long-term future. A hydrogen economy 
based on fusion energy may ensure a self-
sufficient energy future for the United 
States. 

Ol the various processes for producing 
hydrogen, the best developed is electrolysis; 
work is also proceeding on thermochemical 
and hybrid thermochemical-electrochemical 
cycles. Since neither advanced electrolysis 
nor thermochemical processes have been 
demonstrated on a power-plant scale, the 
costs and efficiencies of both systems are 
uncertain. 

The US Department of Energy is cur
rently sponsoring two studies of 
magnetically-confined fusion-energy sources 
tor hydrogen production.' 1" Exploring ther
mochemical cycles is the joint project of 
I I .Nil. and the University of Washington 
I'.'W). The high-temperature electrolysis 
project is being performed at Brookhaven 
National Laboratory (BNL). The BNL study 
employs a tokamak fusion-energy source 
and emphasizes the design of high-
temperature fusion blankets. 1"' 1 •'""' The 
1.1.NI-/UW study of hydrogen production 
using fusion energy utilizes the General 
Atomic (GA) sulfur-iodine cycle11"1 with a 
tandem-mirror fusion reactor.'"' "" 

Systematics of a Fusion-Energy Source 
for the Production of Hydrogen. Figure 
8-33 shows a power-flow diagram for a 
fusion-energy-driven hydrogen-production 
source. The fusion energy is furnished to 
the hydrogen-production plant as heat and 
electricity. The high temperatures required 
•n the hydrogen-production process can be 
,enerated by Joule heating. The perfor-
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mance of a fusion plant that produces a ra
tio, f, oi hydrogen to net electricity can be 
estimated from 

P„,.i ^ iVMln[t"+"1,(1 ~f)\ 
I'M ~ 1,<'i,(i - « ) ( 1 -DQM - 1 ' 

where a is the fraction of the electric power 
produced that is circulated to the hydrogen-
production plant, and f is the fraction of the 
fusion power that is utilized as heat by the 
hydrogen-production plant. An additional 
constraint on this analysis is that the 
hydrogen-production plant will require a 
given ratio, £, of the thermal power to the 
electric power for the process, 

Fig. 8-33." Power-flow 
diagram for hydrogen-
production plant us
ing fusion energy in a 
low-temperature cycle. 

* = f 
«U,(1 -f) 

Combining these equations yields 

f = 
l£ |» l ,QMr„ 

nnQMintm + i) + r«+ i)j 
There are three important figures of merit 

for a fusion-driven hydrogen producer: the 
system gain, G, the production fraction, x, 
and the electric consumption ratio, y. For a 
system producing no net electric power 
(f _ oo), the system gain, G, is defined as 
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Table 8-10. Perfor
mance comparison for 
landem-mirror-driven 
and fusion-driven 
hydrogen-production 
systems. 

the ratio of the heat rate of hydrogen pro
duction to the fusion-reactor circulating 
electric power requirements; G is thus a 
rough ratio of the revenues from tha hydro
gen produced to the operating cost of the 
fusion-energy source. The production frac
tion, x, is the ratio of the heat rate of hy
drogen production to the fusion power. The 
ratio is roughly proportional to the ratio of 
the revenues from the hydrogen produced 
to the capital cost of the plant. The 
electricity-consumption ratio, y, is the ratio 
of the reactor circulating power to the gross 
electric power produced by the system. This 
ratio is a relative comparison of the cost of 
electricity for running the fusion plant with 
the cost of electricity to run the total 
system. 

In 1981, we compared an ICF-driven sys
tem for producing hydrogen to the LLNL 
tandem-mirror hydrogen producer."" Both 

Syst~n 
Tandem mirroi Component 

Syst~n 
Tandem mirroi Fusion 

Thermoelectric conversion efficiency, i}7 (%) 40 40 
Heat-to-electridiy ratio for hydrogen plant, £ 4.0 4.0 
Auxiliary heat fraction 0.03 0.03 
Blanket neutron-energy multiplier, M 1.12 1.12 
Plasma heating efficiency, I J D (%) 55 — 
Direct converter efficiency, i / D C (%) 55 — 
Plasma gain 11.6 — 
Net electric power 0.0 0.0 
System gain, G 1.89 — 
Hydrogen production fraction, X 0.33 — 
Electric consumption ratio, y 0.57 — 

Fig. 8-34. Performance 
characteristics of an 
ICF-driven hydrogen-
production plant. 
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systems use the GA sulfur-iodine hydrogen 
production cycle, consisting of the following 
three reactions: 

2H,0(*) -•- SO,(g) = X1 2(JP) 
—H 2 S0 4 (aq) + 2HIv(aq) (300 K) 

2HI v(aq) - H,(g) + XU(JP) (400 k) 

H 2 S0 4 (aq) - H 2 0(g) + SO :(g) 
+ 1/2 0 : ( g ) ( I J I ' 1 M 

Neither system produced net electric 
power to the grid. The performance ot the 
land Tn-mirror and 1CI-' hvdrogen-
production systems are compared in Table 
8-10. The blanket neutron energe mill • •'.• 
cation factor listed in the table is applied • 
80% of the fusion eneigv ior the tande-
mirror reactor system, and to fiK".' oi iln-
fusion energy in the inertial fusion reaito-
The auxiliary heating fraction is applied i. 
the total plasma power for (he tandem 
mirror system and to the fusion po re t t. 
the ICF reactor system. The plasma gain toi 
the tandem-mirror reacior system is 1 i <-> 
which does not include the heating pouei 
to the plasma. 

The system gain for the IC I m e n 
hydrogen-production plant are shown in 
Fig. 8-34 as a function of fusion gain. For 
very large fusion gains, the maximum svs 
tern gain becomes 12.0, the maximum pro 
duction fraction becomes 0.39. and the 
minimum electric consumption ratio be
comes 0.075. 

An ICF-driven hydrogen producer will 
have higher system gains and lower 
electrical-consumption ratios than the de
sign point for the tandem mirror system if 
the inertial-fusion energy gain »|,Q -- KX 
However, for the ICF system to have a 
higher production fraction than the tandem-
mirror system requires that ijnQ > 17. The 
advantage of the tandem-mirror system, in 
terms of the hydrogen-production fraction 
for 9 < r/DQ < 17, is due to the direct con
verter (see Table 8-11) which supplies all 
the tandem-mirror injection power 
requirements. 

A design curve for an ICF-driven 
hydrogen-production plant using the same 
hydrogen-production plant as the tandem-
mirror system is shown in Fig. 8-35; the fig
ure shows system gain, Q (as currently 
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estimated for several types of pellets), for 
various driver energies, £D. For a given ijDQ 
= 8.8, and a given laser efficiency of 7%, 
the required pellet gain is 126. The lowest 
iriver energy that falls in the "best-
estimate" gain area on the figure for a gain 
of 126 is 4 MJ using pellet B. For a produc
tion rate of 5.8 kg-moles/s of H2, the re
quired pulse-repetition frequency is 11 Hz. 
This case is given as Example 2 in Table 
8-11. 

The inertial-fusion reactor system in Fig. 
8-35 will have the same system gain and 
hydrogen-production rate as the tandem-
mirror system, but a lower hydrogen-
production fraction. Reducing the driver ef
ficiency to 4.4% will require a pellet gain of 
220 (Evimple ! in Table 8-11). The lowest 
driver tnergy for this gain in the "best-
estimate" gain curve is 10 MJ for pellet B. 
For a fusion-energy gain of 17 and a driver 
efficiency of 7%, the required pellet gain is 

240 (Example 3 in Table 8-11). Using a 
10-MJ driver will require that the perfor
mance of peilet B slightly exceed the "best-
estimate" gain. 

Fusion-Reactor Design Considerations. 
For a given i;DQ, a low-efficiency driver will 
need to deliver more energy to the pellet to 
achieve the required larger pellet gain. This 
will result in high-yield fusion microexplo-
sions that reduce the variety of first-wall 
protection schemes available for the reactor 
compared to those available for lower-yield 

Tabic 8-11. Perfor
mance comparison for 
the LLNL fusion-
driven tandem-mirror 
hydrogen-production 
plant for several pellet 
gains and driver 
energies. 

Performance paw meter Example 1 ~- Example 2 Example 3 
Fusionreneigy gain, ijjQ 8.8 8.8 17 (' 
DrtmeMdency, *[,<%) 4.4 7.0 7.0 
Fusion gain, Q ?.20 126 240 
Driver energy (MI) 10 4 10 
Fusion yield (MP, 2200 M0 2400 
Pulse repentton rate ,(HJ , 3 11 < 3 
System gain, G 1.89 1.89 3.6 
Hydrogen-production hactton, X 0.28 0.28 0.33 
Electric-conaumptiori ratio, y 057 057 0.41 

10"-

i 1—i—i 1—i—i—r-rr 

E = driver energy 

~J Best-estimate gain curve 

I L ^ ^ Opt imist ic gain curve 

10' 
Pellet gain, Q 

Fig. 8-35. Fusion-
driver parameter space 
for the hydrogen-
production plant in 
Fig. 8-34, producing 
5.8 kg-mole/s of H 2. 
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microexplosions. According to Table 8-11, 
for example, a system with IJDQ = 8.8 will 
have a required yield of 2200 MJ for a 4.4%-
efficient driver. This high required yield 
may limit effective reaction-chamber op
tions to thick liquid-metal-wall chambers.1'' 
If the driver efficiency is 7%, the required 
500-MJ fusion yield may allow, in addition 
to thick liquid-metal-wall chambers, both 
dry-wall and wetted-wall chambers. 

The most efficient method of producing 
hydrogen requires temperatures in the 
range of 1200 to 1500 K. These temperatures 
restrict the materia! options available and 
require cooled structures that are well insu
lated from the high-temperature blanket. 
The use of high-temperature alloys will 
increase the cost of the fusion-reactor sys
tem. The higher capital cost of the high-
temperature systems may be overcome, 
however, by the increased revenues from 
the hydrogen (or electricity) produced by 
the more efficient system. 

ICF reactors can tolerate flowing conduct
ing fluids, high vapor pressures in the 
fusion cavity, and large reactor geometries 
more readily than can magnetic-
confinement fusion reactors. These free
doms associated with ICF should be ex
ploited. For example, the gas heated by the 
short-range fusion products in a gas-
protected first-wall concept, such as 
SOLASE,1" is unable to radiate its energy 
to the reactor structure in reasonable times. 
This hot gas could be circulated through an 
intermediate heat exchanger and the ex
tracted energy used in a hydrogen -
production plant. Blanket options could in
clude high-temperature circulating lithium 
or lead-lithium mixtures in a Nb-1% Zr 
structure, since the Nb-1% Zr corrosion rate 
by lithium is acceptable up to temperatures 
as high as aboMt 1300 K. Other acceptable 
high-temperature blankets can be made up 
of a solid-lithium compound, such as Li20, 
with graphite moderators and boron carbide 
absorbers. 

In addition to the fusion-system perfor
mance requirements for economically pro
ducing hydrogen, there are additional 
practical constraints. These constraints on 
the fusion-driven hydrogen-production 
plant system are as follows: 
• 1 he system must be self-sufficient as a tri

tium producer. 

• The thermal energy produced must be of 
a form that matches the requirement of 
the hydrogen plant processes. 

• The primary coolant systems of the fusion 
reactor must be physically decoupled from 
the energy-transport media into the hy
drogen plant. 

• The energy-transport media entering the 
hydrogen plant must be inert with respect 
to the ingredients of the hydrogen-plant 
process materials at the process 
temperature. 

These constraints have several effects, 
including 
• Requiring a heat exchanger in the primary 

reactor coolant loop. 
• Requiring either the use of an inert-gas 

energy-transport media or the use of |oule 
heating for the high-temperature leg of a 
thermochemical hydrogen-production 
process. 

• Effectively eliminating neutron radiolysis 
from consideration as a hydrogen-
production process. 
Conclusions. An inertial-fusion energy 

source can potentially outperform the 
proposed LLNL tandem-mirror energy 
source for the GA suifur-iodine hydrogen-
production system. The selection of a given 
hydrogen-production method is, however, 
premature at this time. Therefore, we 
should monitor the development of thermo
chemical, electrolytic, and hybrid processes 
for the production of hydrogen. We should 
meanwhile marshall our efforts and concen
trate on the design of a high-temperature 
ICF reactor. 

Author: J. Hovingh 

SE6REZ: An Inertial-Fusion 
Reactor Concept 

We have studied the neutronic aspects of 
an inertial-fusion reactor concept that relies 
on asymmetriccl neutronic effects to t • • 
hance the tritium production in the breed
ing zones. We find that it is possible to 
obtain a tritium breeding ratio greater than 
1.0 with a chamber configuration in which 
the breeding zones subtend only a fraction 
of the total solid angle. This concept is 
called SEBREZ (SEgregated BREeding 
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Zones). The two primary objectives of 
SEBREZ are 
• To confine tritium breeding to a small 

fraction of the blanket by means of neu
tron scattering from lithium-free regions 
into breeding regions. 

• To leave the major fraction of the blanket 
free of tritium, thus eliminating concerns 
about the release of tritium through the 
heat-transfer system. 
N'eutronic studies indicate that the neu

tron leakage through a hole in an ICF 
chamber can be considerably higher than 
we would estimate based only on the solid 
angle of the hole." : m Leakage beyond the 
direct loss of fusion neutrons is due to the 
neutrons from the blanket reentering the 
fusion chamber and escaping through the 
hole. The origin of the SEBREZ concept 
was an effort to use these effects to channel 
neutrons from blanket regions with low 
neutron absorption into tritium breeding 
2V>nes which are physically segregated from 
the low-absorption regions. 

Neutronics Model for Scoping Calcula
tions. The spherical blanket geometry 
shown in Pig. 8-36 forms the basis of 
scoping calculations for the SEBREZ con
cept. Centered along the axis of symmetry 
are two tritium breeding zones containing 
natural lithium. Each zone is the intersec
tion of a cone with the spherical shell; the 
vertices of the cones coincide with the cen
ter of the sphere. The remaining two por
tions of the blanket each consist of two 
zones. The inner zone contains a neutron 
multiplier of either Be or Pb. The outer 
/one, backing the multiplier, is a graphite 
moderator/reflector. 

The to'.al thickness of the blanket is held 
constant at 1 m while the thickness of the 
neutron multiplier and the solid-angle frac
tion of the breeding zones are varied. A 
I4.1-MeV point source is located at the cen
ter of the chamber, which has a 6-m inner 
radius. TARTNP,"1 a coupled neutron-
photon Monte Carlo code, and ENDL,"h 

the 175-group LLNL nuclear data library, 
were used in all calculations. 

The measure of performance for the vari
ous blanket configurations is their tritium 
breeding ratio. Clearly, the simple model 
shown in Fig. 8-36 will give optimistic re
sults for several reasons. First, there is no 
protective first wall, which would reduce 

the neutron multiplication and increase the 
number of parasitic neutron captures at the 
expense of tritium breeding. Second, there 
is no structural material within the blanket, 
which, if included, would increase the rate 
of parasitic capture. Third, there are no 
beam ports, which, if included, could result 
in additional neutron losses. 

Tritium Breeding Ratio vs Multiplier 
Thickness. In the first set of scoping cal
culations, the total solid-angle fraction of 
the breeding zones was held constant at 
30% while the thickness of the neutron 
multiplier was varied. We chose the 30% 
value because it corresponds to the solid-
angle fraction of the top plus bottom of a 
right circular cylinder with a height-to-
diameter ratio of unity. 

Figure 8-37 shows the tritium breeding 
performance as a function of the Pb multi
plier thickness. The contribution to the 
breeding ratio from 7Li(n,nT)<v reactions is 
labeled T7. This contribution is unaffected 
by the neutron multiplier, since the energy 
of the secondary neutrons from Pb(n,2«) re
actions is below the threshold energy for 
tritium breeding reactions with 7Li. 

The contribution from 6Li(M,T)a reactions 
(labeled Th), on the other hand, increases 
with increasing multiplier thickness up to 
~10 cm. Beyond that point, it is relatively 
constant over the range shown. As the Pb 
thickness is increased further, Tft is expected 
to drop off, since neutrons produced deep 
within the multiplier or reflected back from 
the graphite region will have a higher prob
ability of parasitic capture in Pb before they 
find their way to the Li zones. 

Tritium-breeding 
zone 

r ig . 8-36. Spherical 
blanket model for 
SEBREZ scoping 
calculations. 

Moderator/ 
reflector 

Tritium-breeding 
zone 
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The total tritium breeding ratio, Tt, fol
lows the same trends as T6. Unfortunately, 
the maximum breeding ratio is 0.96. There-

Fig. 8-37. Tritium ' o r e ' ' ' ^ n o t possible to confine the tritium 
breeding performance breeding zones to as little as 30% of the 
vs thickness of a lead blanket with a Pb multiplier, 
multiplier. 

10 20 
Multiplier thickness le . 

Fig. 8-38. Tritium 
breeding performance 
vs thickness of a be
ryllium multiplier. 

• ^ - ^ ' a * f f ^ 

Figure 8-38 shows the tritium breeding 
performance using a Be multiplier. Again, 
the contribution from 'Li is unaffected by 
the presence of the multiplier. The contribu
tion from 6Li increases rapidly with increas
ing multiplier thickness up to ~20 cm. The 
total tritium breeding ratio reaches a maxi
mum of ~ 1.3 in this range of Be thick
nesses. For this simple model, only 5 cm of 
Be is needed to boost the tritium breeding 
ratio above 1.0. 

The advantage of Be over Pb as a neu
tron multiplier in this application is primar
ily the result of two factors. First, Be has a 
lower threshold (1.9 vs 7.4 MeV) and a 
comparable macroscopic cross section 
(2 = 0.067 vs 0.073 cm ' at 14.1 MeV) for 
(n,2n) reactions. This leads to a higher 
neutron-production rate for Be. Secondly, 
Be has a lower macroscopic capture cross 
section for reflected neutrons (2 = 
0.0012 cm ' vs 0.0051 cm ' at 0.025 eV), re
sulting in less parasitic capture. 

Tritium Breeding Ratio vs Subtended 
Solid Angle. In the •second set of scoping 
calculations, the size of the breeding zones 
is varied by changing the size of the in
cluded angle of the intersecting cones. A 
base case without a neutron multiplier illus
trates how the tritium breeding ratio can be 
enhanced by neutron scattering alone. In 
the other two cases, the multiplier thickness 
is held constant at 10 cm. This thickness is 
chosen uased on the performance of the Pb 
multiplier shown in Fig. 8-37. 

figure 8-39 gives the tritium breeding 
?..erformance as a function of the solid-angle 
fiact; m subtended by the breeding zones 
for the t! .ree cases of the second set of 
scoping calculations. For a complete 1-m-
thick shell of Li (ft/47r = 1.0), the tritium 
breeding ratio is 1.49 with T 6 = 0.75 and T 7 

= 0.74. As ir- 'icated, T7 is proportional to 
ft, whereas T 6 (and thus T T) drop off less 
rapidly as ft decreases. For the base case 
(without a neutron multiplier), the T 6 en
hancement is due entirely to neutrons scat
tered from the graphite zone in.o the Li 
zones. The energy of these nctrons, how
ever, is below the threshold for 7Li(n,n'T)a 
reactions, and therefore T 7 is unaffected. 
The net effect on T T is significant. With 
ft/4ir = 0.3, for example, the tritium breed
ing ratio is 0.75 compared to a geometrically 
predicted value of TT = 0.3 X 1.49 = 0.45 
based on a linear scaling with it. The 
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tritium breeding ratio is >1.0 for Q/4TT 
> 50% with this blanket configuration. 

Figure 8-39 also shows the tritium breed
ing performance as a function of fl with a 
10-cm-thick Pb multiplier. In this case, T 6 

actually increases as W4ir decreases from 
1.0. This indicates that the increase in the 
"l.i(n,T)<v reaction rate due to the additional 
neutrons generated in the system by the 
multiplier outweighs the decrease in reac
tion rate due to reducing the breeding-zone 
coverage. Compared to the case without a 
multiplier, T„ and T, are greater for all in
termediate values of U/47T. The maximum 
difference of ^0.2 occurs at S2/4ir = 0.35. 
This is also the minimum breeding-zone 
traction for a tritium breeding ratio >1.0. 

With a 10-cm-thick Be multiplier, the in
crease in T„ is quite dramatic. The tritium 
breeding ratio is >1.0 for H/4ir > 0.18. The 
maximum difference in T, with and with
out the Be multiplier is 0.45 at H/4jr = 0.2. 

Two-Dimensional Cylindrical Chamber 
Model. A more detailed model of the 
SEBREZ chamber was made based on the 
results of the scoping calculations. The two-
dimensional cylindrical chamber with a hor
izontal axis to facilitate beam entry is 
illustiated in Fig. 8-40. This model includes 
• Target effects, with a D-T fuel pR of 3.0 

g/cnr and a pusher pAR of 0.8 g/ctrr. 
• A first wall consisting of 0.5 cm of graph

ite on 1.0 cm of Zr. The zirconium was 
used because of its low neutron-capture 
cross section. 

• A 10-cm-thick neutron multiplier followed 
by 90 cm of graphite in the radial blanket. 

• Tritium breeding only in the axial 
blankets. 

• A 30-cm-thick graphite reflector for the 
breeding zones. 

• An 8-cm-thick vessel wall on the outside 
of the graphite zones in both the radial 
and axial blankets. 

• Use of 1.4-m-diam holes in the axial blan
kets for beam {«?r> (total S2/4ir for the 
two holes = ""' *•%). 
Three cases were run with the cylindrical 

chamber model: one with a Pb multiplier 
and a Li breeder, one with a Be multiplier 
and a Li breeder, and one with a Be multi
plier and a Li,0 breeder. With the Pb mul
tiplier, the inside diameter of the chamber 
was 16.0 m and the height was 12.0 m. This 
gives a value of S2/4?r = 40% for the breed
ing zones. In the two cases with the Be 

multiplier, the inside diameter and height 
were equal at 12.0 m, giving a solid-angle 
fraction of 30% for the breeding zones. 

The tritium breeding results are tabulated 
in Table 8-12. All cases show a tritium 
breeding ratio >1.0. The increase in T6 

Fig. 8-39. Comparison 
of tritium breeding 
performance for dif
ferent neutron 
..lultipliers. 

0.2 0.4 0.6 0.8 
Total n/4jr of breeding zones 

Fig. 8-40. Schematic of 
the SEBREZ cylindri
cal chamber. 
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Table 8-12. Tritium-
breeding results for a 
cylindrical chamber. 
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Zone Pb/Li (0.4) 
Multiplier/Breeder (fl/ir) 

Be/Li (0.3) Be/Li20 (0.3) 
Axial 

Frist wall3 

Breeder 
Graphite 
Vessel 

Radial 
First wall" 
Multiplier 
Graphite 
Vessel 

Total 

2.70 
7.29 
0.16 
0.23 

10.38 (49%) 

4.08 
2.86 
2.89 
0.92 

10.75 (51%) 

21.13 

2.08 
6.93 
0.11 
0.16 
9.28 (41%) 

5.08 
3.54 
3.42 
1.25 

13.29 (59%) 

22.57 

2.08 
6.99 

0.03 
9.10 (41%) 

5.09 
3.56 
3.33 
1.11 

13.09 (59%) 

22.19 

includes fraction of x-ray and debris energy (~5.7 MeV per D-T reaction) 
equal to solid angle fraction. 

Table 8-13. Total en
ergy deposition by 
zone (MeV/D-T 
reaction). 

compared to the results of the scoping cal
culations (see Fig. 8-40) is primarily the re
sult of adding a graphite reflector behind 
the Li zones. The reduction in neutron leak
age more than offsets the additional neu
tron losses in the first wall. Note, however, 
that the combined moderating effects of the 
compressed target material and the first 
wall reduces T 7 by ~ 3 5 % . 

The distribution of energy deposition 
within the chamber for the three cases is 
given in Table 8-13. The neutron energy de
posited in the compressed target materials is 
~ 2 . 2 MeV. This energy plus the 3.5 MeV 
alpha-particle energy will appear as x rays 
and de l .is, most of which will be deposited 
in the first wall, tn Table 8-13, the x-ray 
and debris energy is divided according to 
the solid-angle fractions of the radial and 
axial first walls and added to the neutron 
energy deposited in those structures. For ex
ample, in the Be/Li case, the neutron en
ergy deposited in the axial first walls is 0.37 
MeV, while the total energy deposited is 
0.37 + 0.3(5.7) = 2.08 MeV. 

The total energy deposited per D-T reac
tion varies from 21.13 MeV for the Pb/Li 
system to 22.57 MeV for the Be/Li case. The 
chamber with a Be multiplier and L i 2 0 
breeder has an energy deposition of 22.19 
MeV. 

The division in energy deposition be
tween the axial and radial blankets is im
portant, since one of the objectives of 

SEBREZ is to recover the majority of the 
system energy from the nontritium-
breeding radial blanket. The Pb/Li syctem, 
in which the breeding zones subtend a 
solid-angle fraction of 40%, has a 
radial/axial energy split of 51 to 49%. The 
energy split for both Be systems, in which 
S2/4JT = 0.3, is 59% in the radial blanket 
and 4 1 % in the axial blankets. The energy 
share of the axial blankets is higher than 
their solid-angle fraction, primarily because 
of the exoergic 6Li(n,T)« reactions which re
lease 4.8 MeV. This energy appears as ki
netic energy carri'.'d by the T and « particles 
and is deposited locally. 

Trit ium Production in Beryllium. Al
though Be is much more effective than l'b 
in minimizing the required size of the 
breeding zones, it has one serious disad
vantage: Be produces tritium both directly 
and indirectly. Direct production is via the 
'*Be(n,T)7Li reaction, which occurs a' a rate 
of ~ 7 X 10 3 per D-T reaction in the 
cylindrical-chamber model. The 7Li pro
duced is then available for additional tri
tium production. Another source of tritium 
production in Be is the result of the 
T5e(n,a)6He reaction, which occurs at a rate 
of 0.062 per D-T reaction. ''He beta-decays 
with a half-life of 0.85 s 'o ''Li. The 
moderated neutrons reflected back through 
the Be multiplier can then convert the hLi to 
tritium. 

To illustrate the ma^. i tude of this pro
duction, consider a 3000-MW(t) reactor 
which produces 5.6 X 10 4 moles of D-T 
neutrons per full-power year. The direct tri
tium production rate in Be would therefore 
be 1.2 kg/yr. If all the 'Li and 7 i produced 
in the Be zone were also converted to tri
tium, an additional 11.6 kg/yr would be 
produced. 

Conclusions. We find that it is possible 
to segregate the tritium breeding regions in 
a small fraction of the blanket solid angle 
by means of neutron multiplication and 
scattering. With a Be multiplier the required 
solid-angle fraction is < 3 0 % for either Li or 
L i 2 0 breeders, and nearly 60% of the sys
tem energy is deposited in t'.ie lithium-free 
portion of the blanket. Unfortunately, tri
tium is produced in Be; this unwanted pro
duction conflicts with our objective of 
having the major fraction of the blanket 
free of tritium. Using a Pb multiplier re
quires a greater solid-angle fraction for the 
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breeding zones (-~40%); as a result, nearly 
half of the energy must be recovered from 
these regions. It is not clear with th's en
ergy split that a tritium-free blanket has a 
.'ompelling advantage. 

While the tritium-free blanket may not be 
a practical design goal, the SEBREZ concept 
demonstrates that the tritium breeding re
gions can be confined to a much smaller 
fraction of the blanket than one would pre
dict bv scaling one-dimensional neutronics 
results. Taking advantage of the asymmetric 
neutronic effects is a design technique that 
givex us significant latitude in chamber 
configuration. 

Author: W. R. Meier 

SCEPTRE: A High-Temperature 
ICF Reactor 

Ihe first generation of fusion reactors will 
most likelv use such conventional technol
ogy as steel construction and a steam 
power-generation cycle. If the fusion source 
for these reactors costs more than a com
bustion chamber, and the balances of plant 
are equivalent, then first-generation fusion 
reactors are not likely to demonstrate a 
great advantage over conventional fossil 
and fission sources, beyond the promise of 
an unlimited fuel supply and reduced envi-
lonmental impact. 

Second-generation fusion reactors, how
ever, are likelv to offer greater performance 
and safety with less environmental impact 
and a lower power cost than for first-
generation reactors, because of the longer 
time available for materials and technology 
development. Creating such an advanced 
second-generation inertial fusion reactor is 
the goal of our SCEPTRE project. SCEPTRE 
offers the potential for 
• Generating electricity at 50% efficiency. 
• Providing high-temperature (850°Q heat 

for hydrogen production. 
• Producing fissile fuel for light-water reac

tors, with a chamber configuration that is 
intrinsically free of the hazards of cata
strophic fire or tritium release. 
Although SCEPTRE incorporates several 

speculative ideas that may require decades 
of development, if is more likely to lead to 
power plants that can deliver the ultimate 

[ enefits of fusion. The fundamental 

SCEPTRE concept is for an ICF high-
temperature gas-cooled reactor (HTGR) that 
borrows heavily from fission HTGR tech
nology. ' ' ' The spherical reactor cavity for 
SCEPTRE consists of a porous first-wall 
structure, heavily laden with flowing liquid 
lead, which can withstand many years of 
x-ray and debris energy deposition before 
replacement (see "JADE Design Consider
ations" earlier in this section). The reactor 
cavity is enclosed by a neutron blanket con
sisting of vertical pipes filled with graphite-
coated, helium-cooled lithium oxide 
particles, used for tritium breeding. The 
SCEPTRE reactor is illustrated in Fig. 8-41. 

SCEPTRE'S extremely large number of 
individual tritium-breeding particles pro
vides insurance against significant releases 
of tritium in an accident. Each tritium-
breeding particle is coated in a multilayer 
process to prevent tritium migration (in the 
same way fission-product gases are con 
ta;ned in an HTGR fuel particle). Tritium 
recovery is accomplished by slowly circulat
ing the particles through the blanket to al
low continuous refueling without reactor 
shutdown and to solve the difficult problem 
of in-situ tritium recovery from solid-
lithium compounds.' '* This concept is the 
origin of SCEPTRE's name (Small Capsules 
Effectively Prevent Tritium REIease). The 
blanket configuration appears to be im
mune to a liquid-metal fire hazard involv
ing the release of tritium or activated 
materials, because 
• The lithium is in the form of a high-

temperature ceramic. 
• The tritium inventory is encapsulated in 

10" independent ceramic particles. 
• The liquid-lead first-wall coolant has a 

negligible affinity for dissolved tritium. 
The geometry of the reactor is that of a 

sphere within a cylinder. A spherical shell 
is a minimum-mass shape for a first-wall 
structure which must absorb directed x-ray 
and debris energy from a point source. The 
space just outside the spherical sheli is filled 
with a spray of liquid lead to cool and con
dense hot vaporized lead. The shell is sur
rounded by a neutron blanket consisting of 
a dense array of vertical 20-cm-diam pipes 
headed uy toroidal inlet and outlet mani
folds for the helium coolant. The pipe array 
forms the cylindrical portion of a right cir
cular cylinder, as shown in Fig. 8-41. This is 
a convenient geometry for easily replacing 
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Fig. 8-41. Schematic 
drawing of 
SCEPTRE high-
temperature gas-
cooled reactor. 
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the inner JADE structure without di assem
bling the neutron blanket. Automatic de
vices for continuous supply and removal of 
breeding particles are located in the upper 
and lower helium manifolds; they assure a 
very slew, but steady, gravitational flow of 
coated spheres through the helium pipes. 

The top and bottom of the reactor consist 
of only a lead neutron reflector and multi
plier. The feasibility of segregating the 
breeding zone in this fashion has been 
demonstrated in the two-dimensional neu
ronic calculations of the SEBREZ study de
scribed in the previous .- ! ie . 

To assure that SCEPTRE's tritium-
breeding performance will exceed unity, 
two kinds of calculations were required. 
First, we performed a stress analysis to de
termine the wall thickness and diameter of 
the helium pipes. This determination of the 
volume traction of steel required in the 
blanket, an important source of parasitic 
neutron loss, is described in the next article, 
"SCEPTRE Mtfhanica! Design." Second, 
we performed a two-dimensional neutronics 
calculation to demonstrate that tritium 
breeding in only the radial zones was suffi
cient. This is described in "SCEPTRE Neu-
tronies Design" at the end of this section. 
More detailed calculations await the speci
fication of a feasible coated breeding 
particle. 

The JADE first-wall structure, the liquid 
lead, the outer helium pipes, and the outer-
chamber vacuum vessel all operate between 
400 and 500°C. The resulting background 
pressure in the chamber, <!0 4 Torr, is ad
equate for propagation of either laser or 
heavy-ion beams. A continuous shever of 
liquid lead is sprayed into the reactor from 
the top to wet the JADE structure, cool the 
outside of the helium pipes and outer wall, 
and provide a large number of spray drop
lets for cooling and condensing the lead 
plasma created on each shot by the energy 
deposition of x rays and r'ebris. 

The entire reaction chamber is housed in 
a prestressed-concrete reactor vessel 
iPCKV), similar to that housing an HTGR. 
Figure 8-42 shows a PCRV poured in place 
to enclose the entire primary cooling system 
of an H1GR. The SCEPTRE chamber of 
Fig. 8-41 could simply replace uV fission 
core of the HTGR, with the size of the 
PCRV remaining unchanged. Of course the 
SCEPTRE PCRV would have horizontal ap
ertures to let in the laser beams; there 
would also be a liquid-lead heat-exchanger 
loop. 

The PCRV forms the thin3 layer of pro-
teciior against pipe failure and tritium dif
fusion. Because of the strength of the 
PCRV, the thickness of the containment 
building can be significantly reduced. In 
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Fig. 8-42. Arrange
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addition, since ICF reactors carry no danger 
of energy release as do fission-reactor cores, 
and since SCEPTRE contains no liquid lith
ium, a relatively inexpensive containment 
building strong enough to resist only exter
nal shocks (such as from tornados and 
earthquakes) is all that is required to form 
the fourth level of protection. 

SCEPTRE will operate at a fusion power 
of 3 GVV with driver energy in the range of 
3 to 4 Ml, target gains of 150 to 2C0, and 
pulse repetition rates of —5 Hz. We pres
ently envision a power-conversion cycle 
(dc scribed below) that includes an ad
vanced Bravton evele plus a steam 
bottoming evele, with a combined effective 
efficiency of 50%. This would yield a net 
output power near 1400 MW(e). 

Coated Particles. The key to the 
SCEPTRE concept is the individual encap
sulation of a lithium-bearing compound in 
small particles,"" similar to the coated fis
sile fuel particles (~0.03 cm diam) now cur
rently used in gas-cooled reactors in the US 
and Britain. The coating of uranium car
bides and oxides with layers of pyrolytic 
carbon (PyC) and silicon carbide (SiC) is 
now a mature technology,12" l : 1 capable of 
producing particles to contain all fission-
nroduct gases. As Fig. 8-43 shows, layers of 
arbon and silicon carbide are built up over 

a keimal of fission fuel or tritium-breeding 
material. These small ceramic spheres are 
extremely strong and, due to the PyC, get 
stronger with temperature. PyC coatings, 
for example, are applied in fluidized bed 
furnaces at 1500 to 1800°C by chemical va
por deposition. 

The coatings on the particles serve in a 
dual capacity as diffusion barriers and pres
sure vessels, to provide protection against 
the release of fission-product gases, in the 
case of fission, or the release of tritium, in 
the case of fusion. Typically, particle 
coatings are composed of four layers:"' l ; : 

• An innermost porous PyC layer, which 
provides void space to accommodate gas-
pressure buildup. 

• A very dense inner PyC layer, which acts 
as a diffusion barrier to fission-product 
gases and also protects the overlying SiC 
from chemical attack. 

• An SiC layer, for high strength under 
large irradiation doses. 

• An outer PyC layer, also for high-
temperature strength. 
There has been no significant analysis of 

the feasibility of such an approach for a 
tritium-breeding fusion blanket, yet many 
of the advantages of coated fuel-bearing 
particles carry over from fission to fusion. 
Layers of a suitable oxide, such as BeO, 
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Fig. 8-43. Composition 
of fission fuel parti
cles and fusion 
tritium-bredding 
particle. 
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may be a valuable tritium barrier. An 
unbumable outside layer of SiC will insure 
fire safety in an externally-caused cata
strophic accident. The design of a particle 
with suitable tritium-migration barriers is 
the crucial issue that still must be worked 
out. We envision that removal of the tritium 
from the particles will be accomplished by 
simply raising the temperature, or, if neces
sary, by crushing the particles. 

The concept of using individually coated 
particles for either tritium breeding or fis
sion suggests that the SCEPTRE reactor can 
be used as a fusion-fission hybrid simply 
by using a mixture of coated particles in the 
blanket at any one time: tritium-breeding 
particles of one size, and fertile particles of 
another size bearing breeding fissile mate

rial. The different particle sizes assure easy 
separation at the end of the irradiation pe
riod. Brief irradiation time1- would lead to a 
fission-suppressed mode i operation 
wherein the production rat of fissile mate
rial can be maximized and -terheat 
minimized. 

Power Conversion. In on SCEPTRE 
study, we have included a balance of plant 
having a very high combined-cycle effi
ciency of 50% when generating electricity. 
To achieve this efficiency, we incorporated 
a closed helium-driven Brayton cycle to ef
fectively use SCEPTREs high (850°C) tem
peratures We also use a steam Rankine 
cycle to employ the lower-quality heat and 
minimize its rejection into the environment. 
Although there are not many large helium-
driven Brayton cycles currently in operation, 
there are many air-driven cycles that oper
ate at the same temperature with uncooled 
cast turbine blades of a standard high-
nickel alloy.121 

Figure 8-44 illustrates the SCEPTRE 
power-conversion cycle; the cycle shown in 
the figure has been adapted from HTGR 
work at General Atomic.123 '^The fraction 
of the thermal power removed by the he
lium coolant, / H , is 58%, while the lead 
coolant removes the remaining 42%. The 
helium turns the gas turbine generator and 
then rejects heat to both the recuperator 
and the pressurized water loop before being 
compressed back up to ~ 4 MPa. In the 
steam cycle, the water heated by the helium 
is superheated to 480 °C at 3.45 MPa by the 
lead loop before entering the steam turbine 
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The efficiencies of the helium Brayton and 
the steam Rankine cycle are approximately 
r)K = 40 and r/K = 35%, respectively. The 
combined cycle efficiency is i? = vefn + 7iR 

[(1 - fM) + fH(l - %)]. For the parameters 
given above, the combined cycle efficiency 
is T, = 50%. 

Although the power-conversion cycle 
shown in Fig. 8-44 is designed for electricity 
generation, it is clear that using the high-
tempnrature heat for synfuel production 
and the low-temperature heat for 
cogeneration or domestic steam heating are 
equally viable. 

The complexity of SCEPTRE's balance of 
plant will increase plant cost, but it is likely 
that the fusion-specific components will be 
sufficiently costly that a highly efficient bal
ance of plant will be economically justified 
to convert the very largest possible fraction 
of fusion energy released. Striving for a 
high capacity factor will be similarly impor
tant. Today's I.WRs have efficiencies of 33% 
and capacity factors of 60%. If these param
eters for fusion can he raised to 50 and 
80%, respectively, the capital costs can be a 
factor of 2 higher than for a LWR without 
affecting the cost of electricity. 

Authors: M. J. Monsler and W. R. Meier 

SCEPTRE Mechanical Design. To evaluate 
the neutromc characteristics of SCEPTRE, it 
is necessary to have a reasonable estimate 
of the amount of steel in the neutron blan
ket. This value is important because para
sitic neutron captures can significantly 
degrade the tritium-breeding performance. 
We have performed calculations of the 
stresses in SCEPTRE's steel pipes to deter
mine the pipe dimensions and, thus, the 
fraction of steel in the blanket. 

The stresses in the steel pipes will consist 
of a cyclic thermal stress due to neutron 
heating and a steady stress due to internal 
pressure. We have previously demonstrated 
that the temperature rise during heating is 
negligible compared to the temperature pro
file in the HYLiFE FSW (Ref. 126); there
fore, a steady-state analysis of the thermal 
stress is valid. As a first cut, we assumed 
this is also true for the helium flow pipes. 
This assumption will be evaluated for the 
resulting pipe dimensions and heat loads. 

The thermal stresses in an unconstrained 
hollow cylinder are as follows: 1" 7 

°,M • (1 - v)r 

£ — ^ | T(r)rdr - | T{r)rdr 
b~ — a" 

ajr) = 
aE 

(1 - „ ) 

-T-ilTWr-n, 

(11) 

(12) 

and 

n»M =(7 (r) - a„(r) 

r -1- ti" I1' 
-r—-, T(r)rdr 
ft- - a' I, (1 - v) i 

+ I T(r)rdr - T(r)r . (13) 

where a is the coefficient of thermal expan
sion, E is Young's modulus, i» is Poisson's 
ratio, and a and b are the inner and outer 
radii, respectively. 

We calculated the temperature distribu
tion assuming a uniform heat source in the 
pipe wall with cooling only on the inside 
surface. The thermal conductivity is taken 
as constant, and the temperature at the in
ner surface of the pipe is specified. Thus, 
we have 

T(r) = ^ Hn(r / „ ) • i r - ir i/2 (14) 

where Q is the heat rate and K is the ther
mal conductivity. Note that T(r) is the dif
ference between the local temperature and 
the known inner-surface temperature. 

The resulting thermal stresses are 

o.M ' 
aEQ 

16K(1 -
1 

(r - a" 
i 4bA\n(b/ti) - 3Ji4 + 4a2b2 - a*] 

2b2r [1 - 2Mr/it)] 

•2n-lf7 : + r l + r4 + n4 (15) 
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aEQ 
16K(1 - x) [b2 - a2 

X [ 4fc4ln(fV«) - 3b4 + Atrb2 - a4] 

- 8frln(r/a) + 4r - 4a2 (16) 

and functions of (r/(>) and (a/b). The maxi
mum thermal tensile stress, iTml, occurs at 
r — a and is given by 

"nil = " : : ( " ) = M " ) 

2 

and 

; I41n(l'/n) 
1 - (a/b)-

- 3 t-4(a//>) : - (a/!>)4 • (l l>) 

aEQ 1 

Fig. ? 45. Maximum 
thermal tensile stress 
vs wall thickness. 

Tig. 8-46. Maximum 
pressure-induced ten
sile stress vs wall 
thickness. 

16K(1 - i') 

r + a-,! 4b4ln(('/«) - 3b4 + 4tiV 
lr - ir 

2/rrll + 21n(r/a)] 

+ 2a-((r - r ) + 3r4 - a 4 . (17) 

The stresses can each be expressed in terms 
of a common factor, 

aEQb-
16K(1 - «) 

(18) 

For a fixed (a//>), the maximum stress is pro
portional to it,,, which goes as b:. The maxi
mum stress as a function of the pipe 
thickness, (/> - a), for a fixed pipe radius, b, 
is shown in Fig. 8-45, which gives curves 
for pipes of radii !>„/2, />„ and 2I'(,. From the 
standpoint of thermal stresses, the advan
tages of thin-walled pipes are clear in the 
figure. Note that, for thin-walled pipes, the 
maximum stress is independent of the 
radius. 

The stresses in an unconstrained hollow 
cylinder resulting from an internal hydro
static pressure, P, with zero external pres
sure, are given by 1" 

o,{r) -Pa- (lr - r ) 
( ( > - -

2Pa-a.(r) = — = constant , 

and 

Pa- ((>- + r ) 
(<r - a-

(20) 

(21) 

(22) 

As with the thermal stress, the maximum 
pressure-induced tensile stress, <x v occurs 
at r = a. It is given by 

ffmP = "ml") = 
P(lr + a-) 
(b2 - a2) 

(23) 

In contrast to the thermal stress, the maxi
mum pressure-induced stress decreases with 
increasing wall thickness (Fig. 8-46). 

The sum of the maximum tensile stresses 
due to the neutron heating of the pipe wall "̂  
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and the internal coolant pressure is 

aEQb2 

",„ := "ml + «,-, 16K(1 - i . ) 

41n(/i/n) - 3 
I 1 - ifi/b) 

+ 4(u//>): - (a ">)* 

+ P 
1 + ifl/b)-

1 - («//>) 

In calculate «•„, for a given pipe, we need 
appropriate values of the heating rate, Q, 
and the coolant pressure, /'. To estimate C?, 
we note that the neutron heating in an un
protected steel wall is on the order of 
1 MeV per cm of wall thickness per D-T re
action.'" s Therefore, 

U.l MeV' r, 
(100W/cnr) 

(MW/nr) 

where l./l is neutron heating per unit wall 
thickness ( = 1 MeV/cm) and I'„ is the neu
tron wall loading in MW/rrr ( = 0.8 /',/ 
47rK:). In this latter term, P, is the fusion 
power (in MVV) and R„ is the chamber-wall 
radius (in m). Using a thin JADE-type 
chamber structure 1-" to absorb the soft 
\ ravs and debris allows us to achieve a 
high neutron wall loading. For l'„ > 5 
MW/nr . (J will be > 35 W/cm 1. 

The coolant pressure will depend on the 
characteristics of the blanket and the de
sired thermodynamic cycle. In general, high 
pressures are required to improve the heat-
transi'er and heat-transport characteristics of 
the gas. Typical values cited for He-cooled 
reactors range from less than 2 MPa (20 
atm) to greater than 6 MPa (60 atm) 
(Ref. 130). 

Figure 8-47 is a plot of amv o-m p, and <7m 

as a function of (a/b) for a 2-1/4 Cr-1 Mo 
steel pipe of radius /> = 10 cm with a heat 
load of 40 W/cm ! and an internal pressure 
of 4.05 MPa. The material properties (as
sumed to be constant) used for the steel are 
listed in Table 8-14 (Ref. 126). To correctly 
select a design point, these stresses must be 
compared to the allowable design con
straints' , l , l 1 : to determine the range of val
ues of (a/b) that meet the various criteria, 
"or simplicity, however, assume that (a/b) is 

selected to minimize am. For the case shown 
in Fig. 8-47, the sum of the maximum ten
sile stresses reaches a minimum at 
(a/b) = 0.95. 

For heat rates ranging from 20 to 60 
W/cm' and coolant pressures ranging from 
2 to 6 MPa in a 10-cm-radius pipe, the 
value of (a/b) at which am is minimized 
ranges from 0.925 to 0.964. For pipe radii 
ranging from 5 tc 20 cm, and with Q = 40 
W/cm' and P = 4.05 MPa, the value of (a/b) 
at which am is minimized ranges from 0.918 
to 0.967. Based on these results and typical 
stress limits for 2-1/4 Cr-1 Mo steel at rea
sonable temperatures, (a/b) = 0.95 and /> 
= 10 cm are selected as typical dimensions 
to be used in the neutronics calculation. J s -
ing larger pipes will lower the volume frac
tion of steel in the blanket, which is 
roughly proportional to [1 — (a/b)]. How
ever, using larger pipes will also result in 
higher total stresses. 

We can now evaluate the assumption 
that a steady-state analysis is suitable for 
calculating the thermal stress. From Eq. (15), 
the temperature difference across the wall 
of a 10-cm-radius pipe with (a/b) = 0.95 
and O = 40 W/cm ' is 14.5°C. The tempera
ture rise per pulse depends on the pulse 
repetition rate as well as Q, such that 1" 1 1 

AT = Qr/pC, -

where T is the interpulse time in seconds, p 
is the density of the steel in g/cm", and G 
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Fig. 8-47. Combination 
of maximum tensile 
stresses. 

Table 8-14. Properties 
of 2-1/4 Cr-1 Mo steel 
used for SCEPTRE 
steel-pipe stress 
calculations. 

8-65 



New Directions for ICF 
is the specific heat capacity in J/g- °C. A 
repetition rate of 6 Hz is taken as typical for 
a chamber with a JADE-type first wall.11* 
Using T = 1/6 s, p = 7.86 g/cm3, and 
Cv = 0.66 J/gm- °C, we obtain AT = 1.3°C 
for Q = 40 W/cm3. Since this is <1/10 of 
the temperature difference -cross the wall, 
it is assumed that the steady-state analysis 
is adequate for these preliminary 
calculations. 

Increasing (a/b) or T increases the 
temperature-difference ratio AT/[T((>) — 
T(a)\. For example, with (a/b) = 0.97 and 
r = 2/3 s, AT a T(fe) - T(ff) = 5.2°C, and 
a time-dependent thermal-stress analysis 
would be required. 

Based on our steady-state stress analysis, 
a radius of 10 cm and a wall thickness of 
0.5 cm are selected as the dimensions of the 
helium-coolant pipes in the blanket of the 
SCEPTRE gas-cooled ICF reactor for the 
purpose of neutronic modeling. The neu-
tronics calculations are described in the fol
lowing article. 

Author: W. R. Meier 

SCEPTRE Neutronics Design. We have 
completed initial one-dimensional and two-
dimensional neutronics calculations for 
SCEPTRE. Based on the favorable tritium-
breeding performance for the one-
dimensional geometry (T, = 1.275), we pro
pose a cylindrical chamber with tritium 
breeding only in the radial zones. In this 
configuration, breeding in the radial ?ones 
is enhanced by neutrons scattered from the 
top and bottom blankets.133 For the specific 
two-dimensional and blanket composition 
evaluated, we obtained a tritium-breeding 
ratio slightly greater than 1.0, which dem
onstrates the neutronic feasibility of the 
SCEPTRE concept. 

The SCEPTRE first wall is a lead-cooled 
honeycomb structure made of porous fiber-
metal.1 3 4 The Pb-saturated fiber-metal is 90 
voI% Pb and 10 voi% 2-1/4 Cr-1 Mo steel. 
The first wall is modeled as a 10-cm-thick 
zone of this material with a density multi-
pltfation factor of 0.28. This reduced density 
accounts for both the honeycomb construc
tion and triangular configuration of the first 
wall, which has an inner radius of 6 m. 

The tritium-breeding blanket is made up 
of an array of steel pipes containing coated 

Li :0 balls and high-pressure He coolant. 
Based on preliminary stress calculations, we 
chose 20-cm-diam pipes with 0.5-cm-thick 
walls as the base case. 1 1 . 

To reduce the pressure drop as the cool
ant flows through the breeding balk we 
propose a configuration with concentric-
coolant channels. This configuration reduce1, 
the pressure drop by reducing the distance 
the coolant must flow through the packed 
bed of balls. A cross section of a single pipi 
is shown in Fig. 8-48. The tritium-breeding 
balls are contained within an annular re
gion by thin, fine-mesh metal screens. An 
open, annular region between the inside 
surface of the pipe wall and the outer edge 
of the breeding material forms a channel 
for the coolant inlet. The coolant flows radi
ally inward to the center of the breeding 
material, where it is exhausted through the 
central channel. 

The coated Li :0 balls comprise 60 vol% 
of the annular breeding region; He com
prises the remaining 40 vol%. The packing 
fraction of 60 vol% is typical for a bed of 
spheres.1'1'1 Assuming the outer coolant 
channel is 0.5 cm wide and the central 
channel is 2 cm in diameter, the volume 
fractions for a single pipe are 
• Breeding balls = 0.4800 
• He coolant = 0.4225 
• Steel pipe = 0.0975 

The breeding balls themselves are LUO 
spheres coated with layers of BeO, C, and 
SiC, which provide barriers to tritium diffu
sion and allow high-temperature operation 
(see the previous article). For these initial 
calculations, we assume the following vol
ume fractions for the breeding balls: 
• LinO = 0.50 
• BeO = 0.20 
• C = 0.20 
• SiC = 0.10 

We used a relative-density multiplier of 
0.907 in our neutronics calculations; this 
value corresponds to a close-packed hexag
onal array of cylindrical pipes. Note that 
the total coating thickness, which is 26% of 
the Li 20 radius, is relatively much thinner 
than fission HTGR fuel-particle coatings. 
We have not yet specified the actual dimen
sions of the breeding balls, which will de
pend on the materials selected, on 
heat-transfer and heat-transport consider
ations, and on the effectiveness of the 



New Directions for ICF 

Outlet 

Pipe wall 

Fig. 8-48. Cross section 
of a SCEPTRE 
breeding-blanket pipe. 

Inlet 

Table 8-15. One-
dimensional SCEPTRL 
ncutronics model. 

coatings in preventing tritium diffusion. 
The neutronics model for the one-

dimensional calculation is summarized in 
Table 8-15. The target is modeled as a D-T 
region with i>R = 3.0 g/cnr , surrounded by 
a pusher with pAR = 0.8 g/cnr . The neu
tron source is uniformly distributed 
throughout the D-T region. The breeding 
blanket is modeled as a 0.5-cm-thick steel 
shell followed bv a 1-m-thick region con
taining a homogeneous mixture of breeding 
balls, He, and steel, as described above. The 
0.5-cm-thick steel shell represents the steel 
walls of the innermost row of pipes; it is in
cluded so that the resulting neutron heating 
rate can be compared to the 40 W/cm 1 as
sumed in the thermal stress calculations 
(see the previous article). The breeding 
blanket is backed by a 30-cm-thick graphite 
reflector and an 8-cm-thick steel vessel wall. 
Beam penetrations are not included in this 
model. 

For the one-dimensional calculations, the 
total energy deposited per 14.1-MeV source 
neutron is 17.44 MeV. Including the alpha-
particle energy, a total of ~ 2 1 MeV is de
posited per D-T reaction, which gives an 
energy-multiplication factor for the system 
of 1.19. Besides the direct heating from neu
trons, the first wall also absorbs the alpha-
particle energy and neutron energy 

Zone 
description Material 

Inner Thickness Density 
radius (cm) (cm) multiplier 

First wall 
Pipe wall 
Breeding blanket 

Reflector 
Vessel wall 

Pb and steel 
Steel 

Breeding bulb, 
steel, and helium 

Graphite 
Steel 

600 
610 
6103 

710 
740 

!0X) 
OS 

995 

30.0 
8.0 

0.280 
1.000 
0.907 

1.000 
1.000 

deposited in the target; these combine for a 
total of 7.03 MeV. The Pb coolant must 
therefore remove -~33% of the total system 
energy. The neutron energy deposited in 
the 0.5-cm-thick pipe wall is 0.52 MeV, giv
ing a heating rate of 38 W/crn^ for a typical 
chamber fusion power of 3000 MW. The tri
tium breeding ratio is 1.275, comprised of 
hLi(;i,T)« reactions (1.162) and 'U(n,n'T)a re
actions (0.113). 

The two-dimensional SCEPTRE neu
tronics model, illustrated in Fig. 8-49, is a 
right circular cylinder having a height-to-di
ameter ratio of unity, with the breeding-
blanket pipes running parallel to the 
chamber axis. This configuration allows the 
use of straight pipes with access at the ends 
for coolant manifolds. It also simplifies ac
cess to the breeding balls, which must be 
removed and processed periodically to re
cover the bred tritium. The radial blanket 
has the same dimensions and composition 
as used in the one-dimensional calculation 
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Fig. 8-49. Two-
dimensional neutrons 
model for the 
SCEPTRE gas-cooled 
ICF reactor. 
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(see Table 8-15). The axial blankets are 1-m-
thick regions of He-cooled graphite. A 
thicker first wall (30 cm at p/p0 = 0.23) is 
used in front of the axial blankets to in
crease the neutron multiplication via (n,2n) 
reactions with Pb. An 8-cm-thick vessel 
wall lies outside the graphite zones. There 
is no tritium breeding in the axial blankets. 

Two beam penetrations, one through 
each axial blanket, are included in this 
model. Each hole is 1.4 m in diameter, 
which corresponds to a 2-MJ beam with 
4 J/cm2 on a mirror located —40 m from the 
center of the chamber. 

For the two-dimensional calculations, the 
total energy deposited per 14.1-MeV source 
neutron is 17.80 MeV, which is slightly 
higher than the one-dimensional result of 
17.44 MeV. Table 8-16 gives the energy de
position by zone. Adding the alpha-particle 
energy gives 21.3 MeV per D-T reaction for 
a system energy-multiplication factor of 

1.21. In this case, the total energy deposited 
in the first walls (including the alpha-
particle energy and neutron energy depos
ited in the target) is 8.93 MeV. Assuming 
there is no heat transfer between the first 
walls and the He-cooled blankets, the Pb 
coolant must remove 42% of the chamber 
energy. The 0.50 MeV deposited in the 
0.5-cm-thick pipe wall gives an average 
hearing rate of 30 W/cm1 for a fusion 
power of 3000 MW. 

The tritium-breedin)> ratio for the two-
dimensional calculation is 1.02, with T„ 
= 0.942 and T r = 0.078. The contribution 
from 'Li reactions scales with the fractional 
breeding blanket coverage (0.7 x 0.113 
= 0.79), as expected. 

The beam ports have a total solid angle 
of 0.45% at the outer edge of the vessel 
wall. The neutron leakage out the ports is 
0.015 neutrons per D-T neutron, 3 times 
greater than the solid-angle fraction of the 
ports. The neutron-energy leakage out of 
the ports, —0.6 MeV, is dominated by the 
direct loss of 14.1-MeV neutrons. 

Using the cylindrical-chamber model de
scribed above, with tritium breeding only ;:i 
the radial zones, we have performed two-
dimensional calculations of the neutronic 
aspects of SCEPTRE. The breeding blanket 
consists of an array of thin-walled steel 
pipes that contain coated Li 20 balls and 
high-pressure He coolant. Even though lith
ium comprises only 30 at.% of the breeding 
blanket, which subtends only —70% of the 
chamber solid angle, our calculations yield 
a tritium-breeding ratio of 1.02. The total 
energy deposited in the chamber per D-T 
reaction is 21.3 MeV. 

An interesting result is that 42% of the 
total energy must be removed by the Pb 
coolant flowing through the porous first-
wall structure. The Pb temperature will be 
limited by corrosion and vapor-pressure 
considerations. As we suggest in the previ
ous article, one possibility is to use the heat 
from the Pb coolant to drive a superheated 
steam Rankine cycle, which also serves as a 
bottoming cycle for a high-temperature, 
helium-driven Brayton cycle. 

It should be emphasized that this is only 
one possible configuration for the SCEPTRE 
chamber. A plethora of design options 
needs to be investigated. Coated metallic 
lithium spheres may be better in terms of 
tritium containment. A carbonized fibrous 
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material may be an attractive alternative to is worth noting that, if all other factors are 
the porous fiber-metal first wall. Finally, held constant, each of these latter three op-
there may be little advantage in using a tions is expected to increase the tritium-
pure Pb coolant instead of the more com- breeding ratio, 
monly chosen Pb w Li 1 7 eutectic in terms of 
maintaining a low tritium concentration. It Author W. R. Meier 
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7 - 5 7 to 58 
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119 

Fast-Camera Development 
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7-122 to 124 
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8 - 1 4 to 16 
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8-34 ,46 ,66 ,69 
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2 - 1 5 , 21, 24, 25, 54, 57 to 59, 61, 65, 73, 
84, 87, 89, 90, 93, 96, 98, 102; 6 - 4 , 20; 
7-27,28, 123 
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3 - 7 , 8 
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5 - 5 , 13 to 14, 15; 6 -20 , 35, 38, 39 

Finite Bamiwith Effects on Resonant Absorption 
3 - 3 4 to 37 

Firefighting considerations in ICF reactors 
8 - 3 2 

First structural wall (FSW) 
8 - 2 , 29, 34 to 35, 46, 47 

Flashlamp Research 
7 - 4 2 to 45 

Flashlamps 
2 - 3 8 , 46, 50, 52, 54, 55, 58, 61, 63, 85 

Flat-Response Detector for X Rays from 400 to 
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5 - 1 3 to 15 
FluorI Microchannel-Plate and Csl X-Ray 
Diode Detectors for Measuring X Rays of 2 to 
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5-5 to 7 
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7-19 , 37 to 40 
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4 - 8 , 10 
Flux compressors 

7-116 to 119 
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3 - 4 to 8, 9, 10 to 13, 33; 6 -26 , 30, 33 
Focused ion-beam facility 

4 - 3 
FORIG computer code 

8 - 2 8 
Formation of Solid D T Layers Inside Fuel 
Capsules 

4 - 1 9 
Fourth harmonic (4w) 

6 - 3 , 6, 7, 8 to 10, 13, 14, 27, 62; 7 - 5 8 
Sec also 4u> probe, Frequency conversion 
and related entries 

Fourth-Harmonic Conversion-Efficiency 
Experiments 

6 - 6 to 10 
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1-2 
Sec also Fast Camera Development 

Framing-camera tube 
5 - 4 5 

Free-Electron Lasers (FEL) 
7 - 9 8 to 103 

Frequency conversion 
1 - 2, 3, 4, 6; capability with Novette 2 - 1 
to 3, 4 to 6, 10 to 12, 14, 21, 26; capability 
with Nova 2 - 2 8 to 31, 34, 35, 39, 41, 71, 
72, 74 to 76, 105 to 106, 109, 110; 5 -37 ; 
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2, 3, 5, 6, 10, 11, 13, 20, 23, 40 to 42, 62; 
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61 
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harmonic, Index-Matching Fluids, Nova 
and related entries, Novette and related 
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2-74 to 77 
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6 - 3 , 10 to 11; 7 - 1 to 3, 5 to 12 
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Harmonic Generation 
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2 - 6 to 8, U, 74, 75; 6 - 2 , 3, 5, 6, 10, 11, 
23, 25, 29, 34, 35, 37, 38, 41; 7 - 1 to 5, 7 
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4 - 2 to 6 
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1 _ 8 ; 2 - 4 , 5,11, 27, 28, 30, 32, 37, 38, 44, 
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1 - 5 , 7, 9; 2 - 4 , 6, 9, 10, 45, 46, 70 to 72, 
77, 110; 3 - 1 , 7 to 9; 5 - 7 , 15, 16, 41, 43; 
6 - 1, 3 to 6, 7, 9, 11, 13, 14, 23 to 25, 27 
to 36, 40 to 46, 48, 49, 51 to 56, 59, 61, 62: 
7 - 1 , 2, 9, 12 to 16. 18, 19, 21, 25 to 27, 29 
to 31, 33, 38, 55, 60, 63, 119, 120, 122 
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Fusion power plant 
8 - 2 , 6 , 7, 9, 20 to 22, 27, 51 

Fusion reactor concepts 
8 - 3 , 4, 6 to 9, 17,44,46, 50 

Fusion Target Development Facility (FTDF) 
1-12, 13; 4 - 2 , 4 
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7 - 6 5 , 71 lo 77, 82 to 86, 88, 89, 91, 92, 94 
to 98, 102, 103, 110 
Sec also Target gain 

Gain in neodymium laser components 
2 - 2 , 4, 12, 21, 25, 3!, 62, 63, 39; 6 - 3 , 13, 
18, 27, 47; 7 - 2 , 19, 24 10 26, 38, 43, 44, 48 
to 50, 52 lo 54, 56 to 59, 61 to 63, 118, 119 
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7 - 2 4 to 25 

Gas-lel Experiments 
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Gas-jet levitation 
4 - 8 

Gas purification svstem 
4 - 5 , 26 
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1 - 9 
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8 - 8 to 33 

Gettering 
4 - 5 , 26; 8 - 2 , 17 to 19 

Glass-Spliere Technology 
4-6 
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H system (Dante low-energy spectrometer) 
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Hanford Engineering Development 
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Hartrec-Fock Calculations m Solids 
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Heat pipes 
8 - 9 , 14 to 17, 19 

Heat-Transfer Limits on Pellets 
8 - 9 to 11 

Heavy-ion fusion (HIF) 
3 -14 ,20 
See also Ion beams 
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See 2a!™ instability, Compton scattering, 
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3-39/41,44 
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4 - 1 4 16, 19 to 21, 23, 24; 7 - 9 , 30, 31, 85 
See also Holographic interferometry, 
TOPO I interferometer 

Intermediate heat exchanger (IHX) 
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.'-ee Chroma I, Pharos 11. Omega, GDL 

LASNEX hydrodynamics computer code 
1 -5 ; 3 - 2 , !9,"47to48, 60 to 7(1; 6 - 2 5 , 
30 to 3L 33 to 35, 43 to 44 

/-•IS.VLX and Atomic Physic* 
3 - 6 0 to 70 

Lawrence Berkeley laboratory (LBL) 
3--14, 25, 28. 29 

Lai/cted-Dtsk Target Experiments 
6 - 2 6 to 29 

Lead Laboratory Program 
1 - 2 . 3 , 7 

Lead Laboratory Program (or 1.0b i m and 
Shorter-Wavelength Experiments 

1 - 7 to 10 
Ligand motion 

7 -20 , 39 to 41 
Lincoln Laboratory 

7 - 9 4 
Line-intensitv ratios 

6-59 ,61 to 63 
Liquid jet? in ICF reactors 

8 - 4 1 to 43 
Liquid-metal tast-breeder reactor (LMFBR) 

8 - 4 , 6,20,21,26, 31 
Liquid metal wall (LMW) 
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2-28,31,46, 78, 105, 107 
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Novetle Target Systems 
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Divider Illustrations 

Section 1 
Thermal x-ray micrograph image of target implosion showing com

pression of deuterium-tritium fuel. 

Section 2 
Defects in a glass laser amplifier rod found during inspection. 

Section 3 
Density contours from a two-dimensional simulation of the implosion 

and "burn" of a liquid deuterium-tritium pellet. 

Section 4 
Micrometer-sized hollow gold spheres produced by the droplet-
generation technique for ICF targets. 
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Section 5 
Yesnei zone-plate imagery showing "x-ray lens" focusing for radio

graphic diagnostic analysis of target implosions. 

Section 6 
^ Lcculoi L.atliud<jid) tube initiye sli wjig lime . 
probing of a typical colliding-disk experiment. 

Section 7 
Cross section of 3a laser beam after frequency conversion. 

Section 8 
Computer simulation of an advanced reactor design concept. 
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