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ABSTRACT 

The database requirements fo r the Advanced Test Accelerator (ATA) project 

are out l ined. ATA is a s ta te -o f - t he -a r t electron accelerator capable of p ro 

ducing energetic (50 mi l l ion electron v o l t ) , high current (10,000 ampere), 

short pulse (70 b i l l i on ths of a second) beams of electrons for a wide va r ie ty 

of appl icat ions. Databasing is required for two appl icat ions. F i r s t , the 

description of the configuration o f f a c i l i t y i t s e l f requires an extended data

base. Second, experimental data gathered from the f a c i l i t y must be organized 

and managed to insure i t s f u l l u t i l i z a t i o n . The two applications are i n t i 

mately related since the acquis i t ion and analysis of experimental data r e 

quires knowledge of the system conf igurat ion. This report reviews the needs 

of the ATA program and current implementation, in tent ions , and desires. These 

database applications have several unique aspects which are of in terest and 

w i l l be h igh l igh ted. The features desired in an ult imate database system are 

out l ined. 
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1. THE ADVANCED TEST ACCELERATOR - AN 

INTRODUCTION 

1.1 The Advanced Test Accelerator Fac i l i t y 

The Advanced Test Accelerator (ATAr ' is an electron accelerator con

structed over the past four years at a cost of approximately $50 m i l l i o n . The 

ATA was constructed by the Beam Research Group wi th in M div is ion of the 

Lawrence Livermore National Laboratory (LLNL). The primary sponsor fo r the 

project is the Defense Advanced Research Projects Administration (DARPA) wi th 

the Naval Surface Weapons Center (NSWC) acting as the DARPA agent. 

The accelerator is remotely s i ted at Lawrence Livermore National 

Laboratory Si te 300 about 15 miles southeast of the primary Livermore 

s i t e . The accelerator is a l inear machine and is 85 meters in length. A l i n 

ear tunnel extends beyond the accelerator for another 115 meters. Current ly , 

there is one alternate beam path avai lable. Another such path into an exper i 

mental ha l l is under construct ion. 

The accelerator is a l inear induction machine of the type pioneered at 

Livermore and other places. This machine can produce a 10,000 ampere current 

pulse for 70 nanoseconds. The beam electrons are accelerated to 50 m i l l i o n 

volts or 100 times their rest mass; the beam is h ighly r e l a t i v i s t i c . The 

accelerator produces one pulse per second. 

The ATA produced electron beam is unique due to i t s high current and high 

repet i t ion r a t e . With the several bt'imllnes and experimental chambers a v a r i 

ety of appl icat ions are being pursued. The propagation of the electron 
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beam through gas is being studied in d e t a i l . Radiation (both electromagnetic 

and ionizing) i s produced when the beam str ikes a beam dump. Radiation pro

duction can be measured and the rad ia t ion used in fur ther experiments. The 

beam can be used as a driver for a f ree electron laser (FEL) experiment.* 2 ' 

1.2 ATA as an Information Source 

The ATA requires information management in three main categories. F i r s t 

is the mechanical and e lec t r ica l layout and interconnections of the machine. 

This configuration is constantly being altered as the accelerator is improved 

and the experiments changed. The time scale for changes is t yp ica l l y weeks to 

months. Coupled with the machine arrangement is the present values of numer

ous "sof tset" parameters such as power supply voltages and currents. These 

configuration values may change on a shot-to-shot basis. F ina l l y , ATA is 

being used to conduct physics experiments. Much of the data is taken with 

d ig i t i z i ng hardware and stored in a d i g i t a l form. The f i r s t two kinds of data 

consti tute the machine configurat ion data and the th i rd data category is 

referred to as the experimental data. At present about two megabytes of 

information are required to provide the hardware descript ion of ATA. For the 

"softset" parameters about 32 k i lobytes are required. Experimental data is 

produced at a ra te of about 3 kilobytes/second for oscil loscope data and 

500 kilobytes /second for te lev is ion data. To make f u l l u t i l i z a t i o n of the 

information generated by ATA requires proper data management. In th is doc

ument we w i l l discuss past experiences, present pract ices, and some of the 

needs and proposed implementations fo r a future system. 
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1.3 ATA Information Management 

At present the ATA data management tasks are being performed in a piece-

n. u fashion. Components of the system include machine log books, experiment 

log books, d i g i t a l data archives on several computers, a floppy disk l i b r a r y , 

and the co l lec t i ve memory of the experimentalists wi th in the Beam Research 

group. Communication between various components of the system is performed 

manually by the person handling the data. Ident i fy ing and locating a data set 

is accomplished using log book records of data acquired. This is p a r t i a l l y 

automated since a text edi tor can be used to view portions of the log book 

record. Machine configuration information is usually reconstructed af ter an 

experiment based on available records. Data is manipulated on one of several 

computers mentioned below. Every analysis and presentation technique d i s 

cussed in th is document is implemented on at least one computer system; some 

capabi l i t ies ex is t on a l l systems. This piecemeal approach has permitted much 

to be accomplished with l imi ted resources. Much has been learned which w i l l 

aid in the design of a f u l l y integrated system which permit the i d e n t i f i c a 

t i o n , presentat ion, and analysis of a l l the ATA data wi th in one framework. 

Presently, the key element in the data management is the computer f i l e . 

Experiments consist of co l lect ions of f i l e s . Fi les themselves are constructed 

of more fundamental bui lding blocks. The sort ing of experimental data takes 

on the f i l e l e v e l . Files are i den t i f i ed for fur ther analysis. This view of 

the data resu l ts in a very e f f i c i e n t div is ion of labor. However, th is ap

proach does preclude the sor t ing of information based on the actual contents 

of a f i l e and not merely several pointers. The f u l l integrat ion of our data 
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management system may proceed in two steps. F i r s t , a f u l l y integrated system 

for accessing and sort ing on a l l data f i l e s with the proper relat ions estab

lished between data and conf igurat ion must be approached. In th is system the 

database manager would allow one to pinpoint f i l e s with information of i n t e r 

est . Analysis would then take place u t i l i z i n g separate data analysis and 

manipulation codes. A second and potent ia l l y more in terest ing level of i n t e 

gration is possible, at least conceptually. A database manager could access 

the stored data at i t s basic s t ruc tu re . Sorting could occur on both acqu is i 

t ion at t r ibutes and data contents. Reports would consist not only of l i s t s of 

f i l e s but also presentation of the contents of f i l e s . 

A f u l l y integrated system f o r data iden t i f i ca t ion does not ex i s t . At 

th is stage in the design i t is prudent to attempt to achieve a high degree of 

generality by viewing data in terms of i t s most p r im i t i ve elements. As imple

mentation nears a pruning of these ambitious goals w i l l natural ly occur. 

1.4 ATA Computer Environment 

A var ie ty of computers are in use or available as indicated in Figure 1 . 

Hardware is divided into several classes. Computers are located ei ther at 

Site 300 or at the Livermore s i t e . Computers may be dedicated to machine con

t r o l , data acqu is i t ion , data analys is , data archiv ing, code developments or 

any combination of the above. The ATA accelerator is designed to be f u l l y 

computer cont ro l led . This system, running under a VAX-780, w i l l both contro l 

and monitor the major mechanical and e lect r ica l components of the accelerator. 

System input is through touch panels and software selectable knobs. System 
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outputs control the vacuum, magnet, pulse power, and safety systems. In order 

to control the accelerator t h i s system must have access to a f u l l and current 

machine hardware descr ipt ion. 

Data acquisi t ion devices are either d i g i t i z i n g oscilloscopes or t e l e 

vision systems. In the present configuration these devices are contro l led 

d i rec t l y by LSI—11 computers. A VAX-730 is avai lable to operate in a super

visory capacity and as a user in te r face . Presently, the television systems 

run under the VAX, the osci l loscope control and acquis i t ion system runs inde

pendent of the VAX. Signal se lec t ion , i d e n t i f i c a t i o n , display, recording, 

t ranscr ib ing, and some l imi ted analysis are carr ied out on th is system. 

The most powerful computer system available fo r Beam Research appl ica

t ions is the Octopus Network located at the Livermore s i t e . Mainframes are a 

CRAY XMP, four CRAY Is and 3 CDC 7600s. This system is available for t ime

sharing; time ava i l ab i l i t y is l im i ted but the large computational and storage 

capabi l i t ies of the system are su f f i c ien t to 'arrant i t s use for f i n a l 

analysis and archiving of the data. To maintain the security of information 

the Octopus network is a stand-alone system with hard-wired terminals. 

Modems, microwave l i nks , and remote terminals are not permissible. Hence, 

data entry in to Octopus must take place via magnetic tapes, floppy d isks, or 

hand ent ry . This requirement does l im i t the u t i l i t y of databases which cannot 

be shared between networks. 

F i na l l y , there are numerous personal computers wi th in the beam research 

group. These small machines o f fe r superior in teract ion to the time-shared 

system but l imi ted numerical capabi l i t ies and storage capacity. 
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The location and access ib i l i t y of the configuration and experimental 

databases wi th in th is variety of computation hardware w i l l be determined by 

several considerations. The on-s i te computers of fer immediate response during 

the course of the experiment. However, the i r remote s i t i n g , l imited access 

(machines are unavailable during data acqu is i t ion) , and l imi ted storage weigh 

against the i r use for the database. The Octopus system has v i r t u a l l y un

l imited storage and extremely powerful numerical capab i l i t i es . However, 

interact ion is sometimes slow and the system is rjot user f r i end l y . Many 

experimental physicists w i l l not use the Octopus system. Small computers 

of fer excellent i n t e rac t i v i t y and impressive information handling capabi l 

i t i e s . The cost and upper bound on storage are dropping at such a rate that 

the use of small machines in a fu tu re database management scheme must be con

sidered ser iously. Presently, the database management is taking place on a l l 

the above mentioned machines. The key element in developing analysis and 

reporting programs is the design of the information manipulation and user 

interface concepts. Once these concepts are crystal ized through design and 

experience, implementation of a par t i cu la r code on a par t icu lar machine is 

re la t i ve l y st ra ight forward. Data archiving is presently performed on the 

Octopus system. Data transmission is through floppy disks or to computers 

which are used as terminals. 

1.5 Past History of Data Management 

In designing the data management systems the customer talents must be 

taken into account. A h is to r i ca l review of past procedures is in order. 

Unti l the dawn of the 1980s most experimental data was taken using Polaroid 
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f i l m as the recording medium. Data management consisted of gluing polaroids 

into a logbook. Data organization was s t r i c t l y chronological. Experimental 

physicists become addicted to the smell of polaroid f i n i sh ing chemicals. 

Machine conf igurat ion and signal i den t i f i ca t i on were scratched into the f i l m 

background. Experiments were ca re fu l l y designed to h igh l ight qua l i ta t i ve 

differences due to various e f f ec t s . The need to d i g i t i z e and perform detai led 

analysis of data was minimized. Experiments which required massive amounts of 

analysis of data were not performed. 

The success of th is h is to r i ca l approach cannot be overstated. Much was 

learned about beam propagation during th is period. Data acquisi t ion and 

analysis was cumbersome and l i m i t e d ; data management was not a problem. 

The advent of d ig i ta l data acquis i t ion has proven a mixed blessing. One 

now has the a b i l i t y to acquire massive amounts of data and to perform detai led 

and complex analysis of the data. Experiments which were previously too 

subtle and involved to be performed can now be addressed. In par t icu lar , f u l l 

time resolut ion of beam quant i t ies other than simple diagnostics can be accom

pl ished. Data can be compared and correlated over longer time spans with 

greater ease. Data is more read i l y communicated to other theoretical and 

experimental physic is ts. However, now the ent i re process of data management 

is more complex. Automated data acquis i t ion systems often obscure the resu l ts 

of the experiment from the physic is t present when the data is taken. To 

ameliorate th i s problem a "quick look" capabi l i ty has been incorporated in to 

a l l data acquis i t ion programs. The label ing of data is now far more d i f f i 

c u l t . The bulk of data is ncreased. The format of the data is largely 

determined by the acquisi t ion systems and is not manifest ly obvious from 

simply looking at data f i l e s . The experimentalist who labels his data by 
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scratching machine parameters onto his f loppy disk cannot function in th i s 

environment. However, th is same experimental ist with his experience and 

expertise must be f u l l y integrated in to the data management system. 

2. MACHINE CONFIGURATION DATABASE 

2.1 Applications and Contents 

The machine descript ion database serves three d i s t i n c t purposes. F i r s t , 

mechanical and e lec t r i ca l engineers need to know at any given time what hard

ware is in the beam l ine and how i t is connected. Second, the computer con

t r o l system must have an image of the machine from which to perform i t s con

t r o l and monitoring funct ions. T h i r d , the diagnostic data acquisit ion system 

must have the capab i l i t y of determining and recording the machine conf igura

t ion at the time of the experiment fo r future analysis. 

The machine configuration database w i l l be used by the engineering s t a f f 

to keep track of the machine conf igurat ion and parts inventory. Thus, the 

presence and physical location of beamline components must be maintained. 

Knowing component location w i l l permit more e f f i c i en t cabl ing of components. 

Having a l i s t of a l l current ly deployed beamline components w i l l permit one to 

inventory remaining components more read i l y . Idea l ly , one would l i ke to main

ta in a three-dimensional database on the machine conf igurat ion. Rea l i s t i ca l l y , 

we intend to f i r s t implement a one-dimensional datahase with the dimension 

being distance along the accelerator. For the engineer the database should be 

up-to-date, the past history of the beamline is unimportant. From a hazard 
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control point of view, the past h i s to ry of beamline components may be impor

tant as th is determines thei r level o f rad ioac t i v i t y . 

The second area for a machine configuration database is the control 

system. Here the mechanical layout of the system is not as important as the 

e lect r ica l and plumbing connections to the system. Thus, to control the mag

netic f i e lds wi th in the accelerator requires knowledge of the interconnections 

between the magnet power supplies and magnets. Vacuum system control depends 

on an adequate model of the d i f fe ren t types of pumps and valves in use as well 

as the measurement gauges being employed. Control system information f a l l s 

into two classes. There is hardset information about the equipment and 

connections such as which power supply drives which magnet. This information 

changes only on a several-month-time scale. Other parameters (such as the 

current being supplied to a par t i cu la r magnet) const i tu te a softset of 

parameters. These values can and do change on a shot-to-shot basis. 

The current version of the control system has a l imi ted but functional 

machine image database. Due to time and personnel constra ints , this machine 

description database may well remain independent of the one being constructed 

for engineering and experimental physics s ta f f . This database must be up to 

date with the current configuration of the machine. Errors in th is regard can 

be disastrous. The past h is tory of the system wir ing is not important. 

The f i na l application of the machine configuration database is in asso

ciat ion with the experimental data acquis i t ion. The proper c lass i f i ca t ion of 

experimental data requires two types of information. The diagnostics placed 

along the beamline must be included in the machine conf igurat ion. The data 

acquisi t ion system requires much information to access the proper s ignals. 
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Thus to attach a part icular device to a part icular input por t , the system must 

knew the proper wir ing and/or switching required. To process the raw data of 

the measurement the system must have access to information regarding the de

t a i l s of the diagnostics ( e . g . , the cable lengths and probe ca l ib ra t ions ) . To 

determine the physical s igni f icance of the experimental data and to make cross 

comparisons with other data the en t i re machine hardware and softset conf igura

t ion must he avai lable. Since data is continual ly being taken and archived 

the machine configuration at a par t i cu la r time must be accessible. This pre

sents one of the greatest challenges for the machine configuration database. 

Being up-to-date is not s u f f i c i e n t , past history must be easily accessible. 

2.2 Machine Configuration Handling Present Practices 

Machine configuration information is d i s t i l l e d from engineering drawings 

and notebooks, technicians repor ts , physic ists ' notes, and operational post 

mortems. Information is col lected into " f l a t f i l e s " wi th f ixed formats main

tained using a simple ed i tor . Everyday that the configuration changes a new 

f i l e is created. Experimental data sets are manually associated with 

configuration f i l e s . These conf igurat ion f i l e s are neither complete nor 

accurate. ?. 

2.3 Features for a Future System 

An extract from the machine configuration database shown in Figure 2. 

Components are uniquely i den t i f i ed by their beamline designation and locat ion 
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with in that beamline. Components are then characterized by various descrip

t i ve values. Characterist ics pertaining to the i n s t a l l a t i o n , char^ r te r is t i cs 

pertaining to the component c lass, and character is t ics of th is indiv idual com

ponent wi th in i t s class form separate tables w i th in the database. Entries in 

the table would be ASCII s t r i ngs , integer numbers, f loat ing point numbers, and 

col lect ions of numbers. The a b i l i t y to deal wi th a col lect ion of numbers (a 

TRACE) as an ent i ty would be most helpful f o r characterizing magnets. A re 

lated useful ent i ty would be a col lect ion of numbers which p r e s e n t e d 

vert ices in l ine drawings of besmline components. This information f i t s well 

w i th in the usual re la t iona l database. However, severa 1 unique features are 

desirable. Time is an important dimension w i th in the database; one must be 

able to ascertain the machine state at any time in the past. Producing new 

copies of the database when parameters change is highly i ne f f i c i en t since 

parameters may change every second or every s ix months. The database might 

have an update capabi l i ty where only update f i l e s are produced on the short-

time scale. When a su f f i c i en t number of updates had occurred a new f u l l data

base would be generated. This divis ion of information should be transparent 

to the user. Inquiry into the d.:+abase idea l l y should be on any computer or 

network available to the beam research personnel. Hence, the database struc

ture should be as simple (even i f r i g i d ) as possible. Inquiry both by 

operators and other computer codes must be possible. Inquiry in to past states 

of the machine must be feas ib le . Access to the database mus1 be available at 

s i t e 300 for the operations crew. Presently, th is is accomplished with a room 

of b luepr ints and f i l e cabinets. Such a system has worked with the usual 

problems concerning updating the information. Maintenance of the database 

should also occur at s i t e . However, access to the database should be 
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available remotely. This access can be for read-only and need not be up to 

date wi th in 24 hours. 

Several types of inquiry are desirable. The layout of the beamline 

should be displayable from a s t a r t i n g location to an ending locat ion. This 

display can be tabular or graphica l . Reporting from the database with l i ne 

drawings based on vertex information stored in component description tables is 

highly desirable. Tabulation of component type and location must be a v a i l 

able. Nearest diagnostic should be accessible. 

3. EXPERIMENTAL DATA DATABASE 

3.1 Contents and Analysis 

Data enters the system through several paths as indicated in Figure 3. 

At the signal level the conf igurat ion is highly experiment dependent. At the 

d ig i t i ze r level the system is f a r more general. Data may be viewed as po in ts , 

traces (oscil loscope data), arrays (TV p ic tures) , and combinations of these 

e n t i t i e s . Point data can be probe posi t ions, magnetic f i e l d set t ings, i n t e 

grated charge on a beam current monitor etc. Such information enters the 

system from CAMAC crates, A/D converters, the control system, and the user. 

Trace information is presently acquired with Tektronix 7912 d i g i t i z i ng scopes. 

Typical sources are net current monitors (beambugs) which measure current 

flowing wi th in a pipe in which the beam is propagating, radio frequency loops 

which detect the changing beam generated magnetic f i e l d , and photomulti p l ie rs 

which detect beam generated l i g h t or x-rays. The bandwidth of the o s c i l l o 

scopes is 500 MHz so the system cannot be used for the signals with higher 
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frequency components. These high frequency signals w i l l be acquired wi th 

te lev is ion systems viewing the cathode ray tubes of fas t oscil loscopes. Two-

dimensional array information comes from te lev is ion systems. Television 

systems are used to view l i g h t from any source including l i gh t generated when 

the beam s t r ikes a f o i l , l i g h t from the beam passing through gas, and l i g h t 

from the accelerator cathode surface where the beam or ig inates. Television 

information is either recorded on a video cassette recorder (VCR) or d ig i t i zed 

on rtatacubes; spatial and temporal resolution are determined by the camera 

system in use. Framing cameras can be gated down to about 5 ns gate w id th . 

The streak camera w i l l have a much higher time reso lu t ion . 

Coupled with the data acquis i t ion f a c i l i t i e s at ATA are the data archiv

ing, display and reduction capab i l i t i es which reside on the Octopus system 

with codes running on the CRAY computers. Data is archived permanently on the 

Octopus ATL (Automated Tape L ib ra ry ) . Data resides a* ATA for only a l imi ted 

period. Data is transferred by disk or tape to the Livermore s i t e ; th i s 

transfer medium is saved as a backup to the Octopus system storage. Once the 

data from a major experiment is transferred to Octopus i t is documented using 

the Octopus f a c i l i t i e s for data reduction and output generation ( i . e . , data is 

put onto microf iche). Massive data reduction tasks for trace data are per

formed on th i s system. Here no data sort ing takes place; a l l data is treated 

on an equal foo t ing . The large amount of data avai lable l imi ts the usefulness 

of th is type of report ing. At present we have image reduction codes running 

on CRAY computers but the ac tua l , most e f f i c i e n t , mode of image data pro

cessing has yet to be determined. Octopus routines allow the f u l l reduction 

of a l l the data in a t imely and inexpensive fashion. 
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Data display and reduction also takes place on the data acquisi t ion com

puters. This capabi l i ty is an absolute necessity to aid the experimentalist 

in assessing the progress of an experiment. When the "quick look" f a c i l i t y i s 

lacking the d i g i t a l systems simply w i l l not be used. Data reduction routines 

are now beginning to appear for the IBM Personal Computer. We f ind the 

massive data handling capabi l i t ies on the Octopus network and the in te rac t i ve 

data handling capabi l i t ies on the smaller computers compliment each other 

quite we l l . I t is highly desired to integrate these capabi l i t ies on one 

system. 

3.2 Diagnostic Examples 

An example of trace information is shown in Figure 4. Single traces are 

not usually taken; rather, sets of traces with some machine or diagnostic 

parameter varied are obtained. A typ ica l example is beam current monitor data 

where the beam current and posi t ion are measured for a l l the beam current 

monitors along the accelerator. This col lect ion of information allows one to 

determine the beam dynamics throughout the machine. These traces are then 

analyzed to obtain several key parameters to characterize the t race. For 

example, beam maximum current, beam charge (the time integrated cur rent ) , beam 

arr ival t ime, pulse r ise length, and pulsewidth may be computed. One would 

l ike to characterize each trace wi th these "derived" parameters as well as the 

record time i d e n t i f i c a t i o n . However, the analysis to produce the "derived" 

values is often complex and ambiguous. The algorithms to compute these 

numbers are subtle and are often changed. The analysis is time consuming and 

often requires the use of very rap id and large computers. Thus one has a 
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database which contains information which one would l i k e to be able to sor t 

upon but which is not read i ly ava i lab le . 

Trace information may be obtained as machine or diagnostic conditions are 

d iscrete ly or continuously va r ied . The col lect ion of beam current monitor 

data mentioned above is an example of discrete point co l lec t ion . Trace data 

is taken as a function of probe posi t ion or magnetic f i e l d sett ing which can 

be continuously var ied. Data is taken on a shot-by-shot basis. Now the 

interest is in examining the data versus probe posit ion at a part icular t ime. 

Traces are e f f ec t i ve l y assembled in to a space-time picture of the beam. As 

seen in Figure 5, with a moving x-ray probe one obtains beam pro f i le informa

t ion at several times within the pulse. Now the "derived" parameters are the 

various rad i i of the beam as funct ions of time. Many single number para-

meterizations of the p ro f i l e data are of value. Each experimental physic ist 

has his favor i te single number diagnostic for a p r o f i l e ; the database manage

ment system should be able to handle a s ign i f icant number of such parameters. 

Television data presents several problems for data management. F i r s t is 

the extreme bulk of data which must be recorded to preserve an image. With a 

320 by 240 pixel array with a dynamic range of 256 (8 b i t s or 1 byte) a single 

frame requires 80 ki lobytes of storage in absolute format and typ ica l l y 

250 ki lobytes when put into ASCII. The acquisit ion of thousands of te lev is ion 

pictures during a day is thus impossible. Secondly, the interpretat ion of 

images is very subt le; techniques painstakingly developed for one type of 

diagnostic are ineffectual for another type of image. The def in i t ion and 

computation of "derived" parameters is considerably more subtle than in the 

case of trace information. 
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The manipulation of TV data presents a challenge to the data acquisition 

system designers. Two ideas for improving the util i ty of TV data are being 

examined. The simple video cassette recorder (VCR) will be used as a 

secondary recording mechanism for TV data. To enhance the utility of the 

system digitizing frame grabbers will be used to hold the frame of interest 

for the one second between accelerator shots. Labels will be provided 

directly on the video signal recorded on the VCR. The VCR data will allow 

documentation of the experimental operations in a convenient and efficient 

manner. Subsequent digitization can be performed if desired; although with 

some loss of information. A database management system should have the capa

bility of logging in and identifying the VCR tapes generated in the course of 

an experiment. Here the fundamental element to be identified would be the VCR 

tape and location on the tape. Anyone with a home recorder can appreciate the 

potential value of maintaining a database on VCR tape contents. A second 

option for improved utilization of TV data is to compress information during 

the acquisition phase and not attempt to store the entire image. If the 

"derived" parameters (such as beam radius, amplitude, baseline, and 

assymetry) could be extracted at acquisition time the bulk of data would be 

greatly reduced. At present users cannot agree on the proper algorithms for 

such information extraction and we are forced to record entire pictures. 

3.3 Present Practices 

At this point in time much thought is being given to future database 

capabilities. Present efforts are primitive. 
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Data sets are labeled with a signal source, a date, and a comment at 

acquisition time. Data sets are logged in when archived onto the Octopus 

system. A single data description file is maintained. Databasing performed 

either manually or with an editor which can perform pattern searches on this 

data description f i le . These implementations of databasing, while extremely 

primitive, have shown the value of data management for the experimental 

physicist. The need for more sophisticated and general systems has been 

demonstrated. 

We are just beginning our search of existing packages for databasing. We 

have isolated several L: ique requirements or "wish l is t" desires which we now 

discuss. 

3.4 Features for a Future Experimental Database 

The ultimate form for the ATA experimental and configuration databases 

has not been determined. We can identify several capabilities which would be 

extremely useful in hardware and software. Present thinking has been that a 

database will handle pointers to individual files or blocks of data and that 

the numerical manipulation of this data will be done elsewhere. This division 

of information is occasioned by the limited storage and processing capa

bilities of currently available machines. In this section we will explore the 

features desirable in a database where storage and speed are assumed to be 

unlimited. 

The database contains all the data information and not merely pointers to 

external data f i les . New enti t ies, manipulations, and reporting modes are 

needed. A summary of the fundamental entities for our ultimate database are 
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shown in Figure 3. Our point of view changes from the database providing 

pointers to the relevant data blocks which are then analyzed with other codes 

to a f u l l y integrated system where the database provides for the i d e n t i f i c a 

t i o n , locat ion, ex t rac t ion, manipulat ion, repor t ing, and correlat ing of data. 

An addit ional fundamental e n t i t y for the database i s the TRACE which 

consists of a co l lec t ion of f l o a t i n g point numbers. TRACES w i l l have para

meters associated with them such as axis labels and sample in terva ls . P r im i 

t i ve manipulations can produce other traces or scalars. TRACE to TRACE 

manipulations include scalar m u l t i p l i c a t i o n , add i t ion, subtract ion, and 

four ier transforming. TRACE to scalar manipulations include minimum, maximum, 

span, and area. Several signal processing packages include many useful trace 

manipulations; each experimental phys ic is t probably has his own package. The 

reporting of trace information w i l l be by Plot t ing where the trace information 

is displayed graphical ly . 

When the dimensionality of TRACE information is extended from 1 to 2 

dimensions ARRAYS are created,, ARRAYS of information can or iginate as 

pictures with a number of discrete p ixe ls . ARRAYs can also be assembled as 

col lect ions of TRACES. ARRAY manipulations include the usual arithmetic 

manipulations; fo r example, background subtract ion. 

The report ing of ARRAY information is by DISPLAYing as a p ic ture, a 

contour p lo t , or a pseudo three-dimensional p lo t . TRACE information can be 

extracted from ARRAYs by s l ice ex t rac t ion , integrated s l i ce ext ract ion, or 

various transforms. Single number diagnostics for ARRAYs also exist ( e . g . , 

span, volume, e t c . ) . 
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Ent i t ies o f higher dimensional i ty (e .g . , MOVIES) can be conceived where 

the th i rd dimension is spa t i a l , temporal, or spectral ( e .g . , co lor ) . Even 

within the s p i r i t of the presumptions of th is section these ent i t ies are 

beyond current needs. 

Databases often include f i e l d s which are functions of other f i e lds wi th in 

the data. This derived information can be computed when the data is o r i g i n 

a l l y entered (appended) into the database. However, due to the complexity of 

the algorithms fo r deriving information the database handling system w i l l 

require a DIGESTION capabi l i ty where missing derived elements within the data

base are calculated in a background mode. This is the converse of the usual 

"garbage c o l l e c t i o n " ; the term "garbage generation" may be appropriate. The 

DIGESTION mode of operation could occur overnight when the database is not 

being queried. The user should be able to define the functions to be derived 

in terms of the pr imi t ive manipulations which can be performed o^ f i e lds when 

constructing repor ts . Thus the database should have capabi l i t ies for f i e l d 

manipulation which resemble those of a spreadsheet. Simultaneously, since 

queries may occur when the data is not f u l l y digested the system should 

provide for report ing when some information is missing. 

Another fundamental concern in designing the integrated database is the 

h is to r ica l dimension required f o r the machine conf igurat ion information. The 

history of the machine must be accessible. One approach is the creation of 

"da i ly " copies of the machine s ta te . This is unappealing and wasteful of 

storage space. Another approach is the c lass i f i ca t ion of parameters in terms 

of the time scales over which they may vary. The iden t i f i ca t ion of hardset 

and softset parameters 1s a step in th is d i rec t ion . Past experience has shown 

that sooner or la ter the experiment w i l l be done where a machine parameter 
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or ig ina l l y viewed as "cast in stone" w i l l get changed on a shot-to-shot 

basis. Somehow a database is required which has updates and exceptions w i th in 

the database framework. 

The intent of the foregoing discussion has been that the database manager 

be su f f i c i en t l y powerful to support a l l possible user inqui res. In th is case 

the actual st ructure of the data w i th in the database would be transparent to 

the user. In the real world i t is preferable that the database structure be 

as simple as possible since al ternate pathways into the database may be 

required. Not a l l queries into the database w i l l occur through the database 

i t s e l f . Direct access to the data f i l e s in a simple fashion is desirable. 

For example, we have a very simple database implemented which characterizes 

beainline components. A second code permits the graphical display of beamline 

components. We would l i ke the display code to be able to simply access the 

information maintained in our beamline database. Although we are working 

toward a f u l l y integrated system; we require that some provision be made fo r 

access to the data outside the data manager. 

4. MARKETABILITY 

The databasing requirements of ATA are somewwhat unique. One must ask i f 

such a system is of broader in terestu Anyone who owns a VCR can ver i f y that 

sort ing and locat ion of information stored on VCRs is cumbersome. A database 

ta i lored to VCR usage would be of general interest in a wide market. The 

trace capabi l i t ies required in ATA are of interest to those who manipulate 

experimental data extensively. I do not see a broader market for th is 
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capab i l i t y . The a b i l i t y to manipulate p icture information has a wide var ie ty 

of appl icat ions; pa r t i cu la r l y in the medical profession. A database which 

allows one to study diagnostic information (e .g . , x-rays, sonograms) looking 

at time evolut ion, cross-corre lat ions, and so for th would be most useful . 

5. CONCLUSIONS 

The maintenance and u t i l i z a t i o n of the ATA for physics experiments w i l l 

be greatly f a c i l i t a t e d by the development of machine configurat ion and exper i 

mental data databases. The requirements of these databases are unique and 

challenging. Their implementation is j us t beginning; fu ture designs w i l l 

depend c r i t i c a l l y on both operation?.! experience and what is learned from the 

community. 
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Octopus Network 

4 CRAY 1's 
1 CRAY XMP 
3 CDC 7600's 

( Personal A 
computers J 

Development System 

Floppy 
disk k VAX 11-750 

/ OISK v 

* T g n a ' Tape 

Control System 

j VAX 11-780 \ 

LSI-11 LSI-11 LSI-11 

LSI-11 
LSI-'.1 
LSI- ' , ; 

Diagnostic System 

VAX 11-730 

LSI-11 LSI-11 LSI-11 

Fig. 1. Computer hardware available to the Beam Research Group 
for ATA machine control, data acquisition, and data analysis. 
Conmunications between systems are indicated. 
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Component location 

Bearoline Z Component Name Serial # 
• • a * • 
t m « * • 
• • • * • 

Accel. 100 cm Beambug BB1 123456 

Beambug installation info. 

Component Serial # Angle Polarity Highway Tumoff Canle 

Beambug 123456 0° 210 100 ns 

Beambug run time info. 

Name Attenuation 

BB1 10*0 

T 

\ 
Beambug fabrication info. 

Component Serial # Diameter Calibration 
• • • • 

• • • • 
Beam'bug 123456 5.7*5 in IV/ka 

Fig. 2. A portion of the proposed configuration database 
structure indicating the relations among various components. 
Information on a beam current monitor (beambug) fa l ls into the 
categories of fabrication, instal lat ion, location, and ut i l izat ion. 
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Signal Digitizer Data form 

Probe position 
Field current 
Cable length 

CAMAC 
Control system 
User 

f point 

Beambugs I, X, Y 
RF loops T, B, E, W 
Photomultiplier tubes 

7912 oscilloscope 
7104 oscilloscope + TV f l trace 

Foil light 
Gas light 
Cathode light 
Surveillance 

TV camera or 
streak camera 
+ datacube 

f .j array 

Data is best viewed as a collection of fundamental entities: 

Point: Trace: Array Ascii string: 

X JsD 

Fig. 3. Data inputs to the diagnostic computer system. A wide 
variety of signals lead to data which fall into four very simple 
classes. 
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Command " > 1 IMPLAY.FWC 

Filename s21607.rev Date : 17-OCT-84 

File comment VOLTAGE SCAN.AK-
.5/16" SPACERS 

-10 CM.FLAT LIVEKMORE VELVET 

Frame comment V=15 

+2.5E-01 +2.5E-01 1 1 1 1 FR/TR : 1/2 
Signal : BB1 

volts 
: : 

Ymin : -1.131439E-03 
Ymax : .2070717 
Area : 8.25455 

-1.1E-03 
+0.0 

L L/I rv^. 
Pname : V-ANODE 
P value : 15 

-1.1E-03 
+0.0 E+00 +2.01 :.+02 

Time (ns) 

Fig. 4. An example of trace information as displayed on an IBM 
Personal Computer. All comments are included on this report as 
well as the derived parameters; Ymin, Ymax, and Area. At this 
point no analysis has been performed. 
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DATAOUT : P19485 BOW PROBE .28 M .08T AIR/50T NEO 23-MAY-83 
TIMES: 1.50E+01 1.56E+01 1.62E+01 1.69E+01 

— 1 J ' 
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*J \ 
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— .• '. 
H "» 
t t 
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/ i—^fa* 
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-• -• • 1.0 *"• 
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5 0.6 — . 
/ *. 

0.4 f . — 

.<- •'j" 
0.2 
n n ^—Uiv** 

-5 0 
X(cm) 

10 -10 0 
X (cm) 

Frame: 80 

10 

FC/06/13/83 

Fig. 5. An example of probe data indicating the beam profile at several 
times. This display was assembled on a CRAY computer. Lines on the 
data plot indicate the derived parameters of profile baseline and center. 
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