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PREFACE 

The 1978 Annual Report from Pacific Northwest Laboratory (PNL) to the DOE Assistant Secre­
tary for Environment is the first report covering a full year's work under the Department of 
Energy since it came into existence on October 1, 1977. Most of the research conducted during 
this period and described in this report was begun under the Energy Research and Development 
Administration or its predecessor agency, the Atomic Energy Commission. However, several new 
projects have enhanced the PNL emphasis on environment, health and safety research in the area 
of synthetic fuels. Preliminary reports on these efforts are spread throughout the five parts 
of this annual report. 

The fi ve parts of the report are or i ented to part i cu 1 ar segments of our program. Parts 1-4 
report on research performed for the DOE Office of Health and Environmental Research. Part 5 

reports progress on all other research performed for the Assistant Secretary for Environment 
including the Office of Technology Impacts and the Office of Environmental Compliance and 
Overview. 

Each part consists of project reports authored by scientists from several PNL research 
departments, reflecting the interdisciplinary nature of the research effort. Parts 1-4 are 
organized primarily by energy technology, although it is recognized that much of the research 

performed at PNL is applicable to more than one energy technology. 

The parts of the 1978 Annual Report are: 

Part 1: Biomedical Sciences 
Program Manager - W. R. Wiley D. L. Felton, Editor 

Part 2: Ecological Sciences 
Program Manager - B. E. Vaughan B. E. Vaughan, Report Coordinator 

C. H. Connally, Editor 

Part 3: Atmospheric Sciences 
Program Manager - C. L. Simpson R. L. Drake, Report Coordinator 

P. R. Partch/C. M. Gilchrist, Editors 

Part 4: Physical Sciences 
Program Manager - J. M. Nielsen J. M. Nielsen, Report Coordinator 

. J. S • Burlison, Editor 
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Part 5: Environmental Assessment, Control, 

Health and Safety. 

Program Managers - N. E. Carter 

D. B. Cear10ck 

D. L. Hessel 

S. Marks 

C. M. Unruh 

W. J. Bair, Report Coordinator 

q. W. Baa1man, Editor 

Activities of the scientists wh~se work is described in this annual report are broader in 

scope than the articles indicate. PNL staff have responded to numerous requests from DOE 

during the year for planning, for service on various task groups, and for special assistance. 

Credit for this annual report goes to many scientists who performed the research and wrote 

the individual project reports, to the program managers who directed the research and coordi­

nated the technical progress reports, to the editors who edited the individual project reports 

and assembled the five parts, and to Or. Ray Baalman, editor in chief, who directed the total 

effort. 

Previous Reports in this Series: 

Annual Report for 

1951 W-25021, HW-25709 
1952 HW-27814. HW-28636 
1953 HW-30437, HW-30464 

W. J. Bair, Manager 

S. Marks, Associate Manager 

Environment. Health and Safety Research 

Program 

1954 HW-30306. HW-33128, HW-35905, HW-35917 
1955 HW-39558. HW-41315, HW-41500 
1956 HW-47500 
1957 HW-53500 
1958 HW-59500 
1959 HW-63824. HW-65500 
1960 HW-69500. HW-70050 
1961 HW-72500. HW-73337 
1962 HW-76000, HW-77609 
1963 HW-80500, HW-81746 
1964 BNWL-122 
1965 BNWL-280, BNWL-235, Vol. 1-4, BNWL-361 
1966 BNWL-480, Vol. 1, BNWL-481, Vol. 2, Pt 1-4 
1967 BNWL-714, Vol. 1, BNWL-715, Vol. 2, Pt 1-4 
1968 BNWL-1050, Vol. 1 , Pt. 1-2, BNWL-1051 , Vol. 2, Pt. 1-3 
1969 BNWL-1306, Vol. 1, Pt. 1-2, BNWL-1307, Vol. 2, Pt. 1-3 
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FOREWORD 

The goals of atmospheric research at Pacific Northwest Laboratory (PNL) are to assess, 
describe and predict the nature and fate of atmospheric pollution and to study the impacts of 
pollutants on local, regional and global climates. The pollutants being investigated are 
those resulting from the development and use of four energy resources: coal, gas, oil and 
nuclear power. In the course of this research, investigative tools are also being developed 
and atmospheric assessments are being made that will contribute to the development of environ­
mentally sound oil shale, solar and fusion energy resources. 

COAL, GAS AND OIL COMBUSTION 

The behavior of air pollution resulting from fossil-fuel power plants is being explained. 
Involved in making this explanation are these factors: the type of pollutants emitted, their 
transport and diffusion in the air, their physical and chemical transformations during trans­
port, their removal by wet and dry scavenging processes, and their impacts on climate, bodies 
of water and living species. Since the result of the current and projected coal utilization 
is the release of large quantities of sulfur dioxide to the atmosphere, current atmospheric 
research is being conducted primarily in the Multi-State Atmospheric Power Production Pollutant 
Studies (MAP3S). 

FISSION AND FUSION 

Concern about long-lived particulates (i.e., plutonium and other radionuclides) released to 
the environment from fission and fusion plants indicates that the deposition and resuspension 
of these substances must be studied. For example, because the primary hazard from plutonium 
is inhalation, its residence in the atmosphere must be clearly defined. Current research, 
therefore, is evaluating the removal of particulates from the atmosphere by deposition (which 
limits initial exposure) and any future resuspension from the surface (which continues the 
potential for inhalation). In addition, the local and regional environmental impacts of pol­
lutant releases from large energy centers (several power plants in close proximity) are being 
assessed. 

OIL SHALE 

The mountainous oil shale regions of Colorado, Utah and Wyoming present a particularly 
difficult air pollution problem because air may be trapped in the valleys of these regions for 
extended periods of time under certain meteorological conditions. Especially stringent siting 
requirements, therefore, must be fulfilled to meet State and Federal air quality standards. 
Adequate models and field measurements of the complex airflow and dispersion conditions in this 
complex area are not available; they must be developed to assure acceptable siting of oil shale 
facilities. PNL has undertaken the assessment of the requirements for the proper modeling 
activities and field measurement programs that will contribute to this very important area of 
research, as well as to the development of solar and geothermal energy. 

The description of atmospheric research at PNL is organized in terms of energy technologies: 

• Coal, Gas and Oil 

• Fission and Fusion 

• Oil Shale 

This report describes the progress in FY-1978 for each of these technologies. A divider 
page summarizes the goals of each area and lists project 189 titles that fund research in the 
technology as bulleted items. 

R. L. Drake 
Program Coordinator 
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COAL, GAS AND OIL 

• Aerosol and Trace Gas Transformations 

• Precipitation Scavenging in MAP3S 

• MAP3S Modeling Studies 

• Regional Studies 

• Atmospheric Boundary Layer Studies 

• Coal Conversion Pollutant Chemistry 

• DOEjRL Special Studies 

As the use of fossil fuels (especially coal) as an energy source increases, 
so too will air pollutants, such as sulfur and nitrogen compounds and trace metals, 
produced by the combustion of these fuels. The analysis of the fate of these pollu­
tants from source to receptor is most urgent so that the nation's energy plan can 
proceed efficiently and be environmentally sound. 

The research activities at PNL are basically related to the MAP3S Program 
being conducted in the Northeast Quadrant of the United States. They include the 
data analysis and flight operations based at Muskegon, Michigan; the precipitation 
chemistry network in the eastern mountains, midwestern plains and coastal areas; 
the incloud scavenging studies over Lake Michigan; the laboratory analysis of 
sulfur and nitrogen compounds and trace metals at Hanford; and the trajectory 
modeling studies being formulated at Hanford. In addition to this work, PNL is 
conducting extensive field and modeling studies concerned with the diffusion, 
transformation and deposition of pollutants. The field activities are being conducted 
in the Milwaukee and Chicago areas, as well as in the Northwest and other areas 
in the Midwest. The results from the MAP3S and related activities will contribute 
to our ability to assess the impacts of the country's energy plan. 

PNL's field work also includes several studies of the deposition of ozone 
and respirable and nonrespirable particles. These field studies are leading to an 
improved formulation for the dry deposition velocity of both gases and particles. 

A series of theoretical laboratory tests were conducted during FY-1978 
to improve our airborne and ground-based capabilities to measure low concentrations of 
chemical elements and compounds. For example, the use of ion chromatography 
for trace element analysis was greatly improved. In addition, the standard NO/NOx 
monitor for aircraft research was vastly improved, while an analytical procedure 
for the determination of C2 to C6 hydrocarbons in ambient air was developed. 



POLLUTANT TRANSFORMATIONS OVER LAKE MICHIGAN 

A. J. Alkezweeny, D. R. Arbuthnot, K. M. Busness, 
R. C. Easter, J. M. Hales, R. N. Lee and J. M. Young 

An aircraft, a chartered boat, and a constant altitude balloon were used to study pollutant 

transformations over Lake Michigan in a Lagrangian frame of reference. The experiments were 
conducted during the summer under strong atmospheric stability where diffusion and dry deposi­
tion of pollutants can be neglected. 

Since 1976, Pacific Northwest Laboratory 
(PNL) has been conducting field experiments 
over Lake Michigan to study the rates and 
mechanisms of secondary pollutant forma­
tions in the Chicago and Milwaukee plumes. 
Emphasis is placed on the conversion of S02 
to sulfate. The ultimate goal of the study 
is to provide parameterized input for use 
by the Multi-State Atmospheric Power Produc­
tion Pollutant Studies (MAP3S) modeling 
community. 

During the daylight hours of summer, the 
surface water temperature of Lake Michigan 
is usually well below the ambient air 
temperature. The lake's cooling effect 
along with the drastic reduction in surface 
roughness stabilizes off-shore flow, inhib­
its turbulent mixing and produces nearly 
laminar flow. Under such conditions, dry 
deposition and diffusion become very small 
and can be neglected. Therefore, the 
changes in the concentrations of reactive 
species in the main body of the mixing 
layer should be primarily due to chemical 
reactions, making it far simpler to deter­
mine the rates of these reactions. 

During the summer of 1978, several 
Lagrangian experiments were conducted using 
the PNL DC-3 aircraft, a chartered boat and 
a constant level balloon (tetroon). Mea­
surements were made on days during which 
high-pressure circulation determined the 
transport winds. A subsidence inversion 
was usually associated with the synoptic 
high, and surface flow was generally light 
with a southwesterly component. Particular 
emphasis was given to days on which air 
stagnation occurred. 

During the mornings, the boat was used 
to transport an inflated tetroon to a 
position downwind of either Milwaukee or 
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Chicago. The release was on the basis of 
observed and predicted winds in the mixed 
layer. The DC-3 later took off and rendez­
voused with the boat at the selected loca­
tion. When visual contact between the boat 
and the aircraft was achieved, a tetroon, 
balanced to rise to about 500 ft agl, was 
released from the boat. The boat then 
followed behind the balloon while collect­
ing samples for S02, nitrate, ammonium, and 
ammonia analysis. In addition, 03' S02, 
NO/NOx' light scattering, particle concen­
tration, and aircraft location (longitude, 
latitude) were measured in real time and 
recorded on magnetic tape. The aircraft 
sampling route consisted of 10-mile tran­
sects, perpendicular to the tetroon trajec­
tory and at about tetroon altitude. The 
DC-3 passed over the boat at the middle of 
each transect. 

Figure 1.1 shows a typical tetroon 
trajectory, which was made on September 6, 
1978. Each cross represents the tetroon 
location at the moment the aircraft crossed 
its path. Superimposed on the figure are 
the surface wind speeds and directions 
reported by several stations around the 
lake. 

Data recorded on magnetic tape and 
samples collected on filters are being 
analyzed and results will be reported. The 
data-processing capabilities at the PNL 
Muskegon facility have been substantially 
improved over the past year. An asynchro­
nous hardwire communications link was 
constructed to enable transfer of data from 
the aircraft system (seven-track magnetic 
tape) to the laboratory computer. Enhance­
ments in both hardware and software for the 
laboratory minicomputer have enabled much 
of the necessary data reduction and analy­
sis to be performed onsite. 
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FIGURE 1.1. lake Shore Winds and Tetroon Trqjectory for 
September 6, 1978, 1400 EDT. 

AEROSOL FORMATION IN URBAN PLUMES OVER LAKE MICHIGAN 

D. F. Miller(a) and A. J. Alkezweeny 

To determine the oxidation rates of S02 to sulfate in urban plumes, data from three field 

experiments, conducted over Lake Michigan, were analyzed and interpreted, using a photochemi­
cal smog model. A maximum rate of 4 to 6%/hr was found, and it appeared to occur around 
noon. Using conservative estimates for the rates of the S02 reactions with free radicals, 

the model predicted maximum rates of 4 to 5%/hr. According to the modeling results, OH and 
R0 2 radicals were each responsible for about 40% of the oxidation during midday, while H02 
contributed about 20%. 

During the past three years, several 
field experiments have been conducted over 
Lake Michigan. In these experiments, the 
oxidation rates of S02 to sulfate in 
urban plumes were studied, using instru­
mented aircraft and boats. A sampling 
program was designed to determine changes 

(a) Battelle Columbus Laboratories 
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with time in the concentrations of sulfate 
and several reactive species, such as S02' 
NOx, 03 and non-methane hydrocarbons 
(NMHC). The transformation of S02 to 
sulfate has been interpreted using a 
chemical kinetics code, which was devised 
to simulate the photochemical reactions 



believed to have occurred during the 
sampling period. Only three experiments 
were analyzed in detail: two involved 
measurements within the Milwaukee urban 
plume as it moved eastward across the 
lake; the third used an urban air mass 
that passed through Muskegon, Michigan and 
moved inland in a northeasterly direction. 

The SOz oxidation rates in the urban 
plumes were found to be different during 
these experiments despite similar ozone 
levels (ranging from 70 to 115 ppb). The 
maximum rate was 4 to 6%/hr, and it appeared 
to occur around noon. Using the measured 
NMHC levels of 0.12 to 0.32 ppmc and 
conservative estimates for the rates of 
S02 reactions with free radicals, the 
kinetic simulation of the events predicted 
maximum rates of 4 to 5%/hr. According to 
the modeling results, OH and ROz radicals 
were each responsible for about 40% of the 
oxidation during midday, while HO z contrib­
uted about 10%. 

During one of the experiments in which 
the Milwaukee plume moved over the lake, 
the S02 oxidation rate in the afternoon was 
moderate (2%/hr), but the 03 concentration 
was quite high (about 100 ppb). The lower­
than-maximum oxidation rate accompanied by 

high ozone has been interpreted as charac­
teristic of a plume's age. Based on these 
modeling results, when an urban air mass is 
well aged, the more reactive hydrocarbons 
seem to be spent, the NOx levels to be 
reduced, and most of the S02 oxidation to 
proceed via the peroxy radical (H02, R02). 
Howeve~ if an influx of primary pollutants, 
such as NO, occurs, the potential exists 
for regeneration of OH and for the oxidation 
rates of hydrocarbons and S02 eventually to 
increase. This explanation accounts for 
both the increase rate of S02 oxidation 
and the "ozone bulge" that were observed in 
the path of a power-plant plume within 
Milwaukee's urban plume. 

Using a chemical kinetics code, the 
model predicted that for S02 released at 
sunup, the conversion to sulfate throughout 
the day would amount to 25%, assuming zero 
loss of S02 by deposition. 

Given the results discussed above, other 
mechanisms of S02 removal seem to be impor­
tant in limiting the lifetime of S02' even 
in polluted air. Estimates using models 
are only crude; for better estimates of the 
factors controlling S02 oxidation, the 
concentration of free radicals directly 
responsible for the conversion must be 
monitored. 

PNL AIRCRAFT MEASUREMENTS IN THE AMBIENS STUDY 

J. M. Hales, R. N. Lee and A. J. Alkezweeny 

This report presents a brief description of the Atmospheric ~'1ass Balance Industrial 
Emitted and National Sulfur (AMBIENS) field study, which was performed in central Indiana 

during October of 1977. Special emphasis is placed on a description of the Pacific Northwest 
Laboratory (PNL) aircraft operations. 

The M1BIENS field study was a joint 
laboratory effort conducted under sponsor­
ship of the Multi-State Atmospheric Power 
Production Pollutant Study (MAP3S). 
Performed in central Indiana during 
October of 1977, this project was based 
conceptually upon a material balance over 
an area comparable in size to a grid 
element of typical Eulerian regional 
pollution models (roughly 100 by 100 km). 
The various participating groups and their 
primary functions were as follows: Argonne 
National Laboratory was responsible for 
boundary-layer and windfield analysis, dry 
deposition, and project coordination; Brook­
haven National Laboratory for aircraft 
operations, tracer release and analysis; 
Pacific Northwest Laboratory for aircraft 
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operations and dry deposition; Stanford 
Research Institute for lidar operations; 
and Environmental Measurements, Inc., for 
correlation spectroscopy (S02). 

The overall objective of the study was 
to perform a detailed analysis of atmo­
spheric transport and deposition phenomena 
to provide the modeling community with 
information for developing subqrid param­
eterization techniques. Of particular 
intp.rest was the subgrid temporal and 
spatial variability of pollutant concen­
tration. The central Indiana location was 
chosen for this study because of its flat 
terrain and absence of local pollution 
sources, which provided the simplest 
possible grid element for initial analysis. 



The primary objective of the PNL aircraft 
operation at AMBIENS was to document spatial 
and temporal characteristics of pollution 
as it entered and left the grid area. 
Flights were coordinated clo~eJy with the 
primary Brookhaven aircraft,(a) which flew 
interlocking patterns with PNL at grid-area 
boundaries. 

Typically, the AMBIENS Control-Center 
personnel, who performed area forecasts and 
defined the position of the study element 
for a given meteorological situation, 
initiated an experiment. The aircraft 
performed initial soundings and then flew 
constant-altitude tracks across the inflow 
region at various altitudes, which were 
selected to maximize coverage within the 

constraints of time and measurement capabil­
ity. Aircraft measurements included S02' 
03 , NO/NOx aerosol light-scattering and 
size parameters, sulfate and trace elements. 

On the basis of wind-transport calcula­
tions, the Control Center would determine a 
time when aircraft would be directed to the 
outflow area of the grid element and cross­
sectional sampling performed. An experiment 
ended, depending on transport calculations 
and fuel resources of the aircraft. 

A total of four significant budget 
analyses were performed during the AMBIENS 
study. Data from these flights are cur­
rently being processed for publication. 

SUMMARY OF THE PNL AIRCRAFT FLIGHTS DURING 

THE r~AP3S-SURE COOPERATIVE PROGRAM FOR SUMMER 1978 

A. J. Alkezweeny, D. R. Arbuthnot, 

K. M. Busness, R. C. Easter, and R. N. Lee 

A summary of the Pacific Northwest Laboratory (PNL) aircraft flights, which were part of 

the Sulfur Regional (SURE) Intensive Experiment, conducted during the summer of 1978, is 
presented, and some preliminary measurement results are reported. The PNL DC-3 and Cessna 

411 research aircraft were used on two consecutive days during the experiment to measure 

regional-scale pollutant problems over the Ohio Valley. 

Pacific Northwest Laboratory's (PNL) 
regional flights during the SURE Intensive 
Experiment (July 19-20, 1978), which is 
part of the Multi-State Atmospheric Power 
Production Pollutant Studies (MAP3S)-SURE 
cooperative program, were directed at pollu­
tant transport in the Ohio Valley, when 
mixing-layer winds under the influence of an 
anticyclone were channeled between a north­
east-to-southwest-oriented cold front and 
the Appalachian Mountain Range. Two air­
craft were used in this study: the PNL DC-3 
and the Cessna 411. The equipment carried 
aboard the DC-3 and Cessna 411 and the 
parameters for which the equipment was used 
are given in Tables 1.1 and 1.2 respec­
tively. The data from the real-time instru­
mentation were digitized onboard the air­
craft and written onto magnetic tapes. 

Figures 1.2 and 1.3 illustrate the two 
aircraft routes on July 19 and 20, respec­
tively. Each figure includes the time of 

arrival at each location and the sites of 
the aircraft spirals. Both aircraft main­
tained a constant height within the mixing 
layer during the sampling flights except to 
accomodate changes in topography. Vertical 
profiles were obtained at several places 
along the flight routes by spiraling the 
aircraft through the boundary layer. 

Processing of the magnetic tapes and 
chemical analysis of the exposed filters 
from both aircraft are currently underway, 
and the results of the flights will be 
reported in detail at a later date. Strip­
chart records have been analyzed and have 
yielded the preliminary observations noted 
in the following paragraphs. 

Early on July 19, the tops of the mixing 
layers over Fort Wayne, Indiana, and Duncan 
Falls, Ohio, were about 3500 ft; however, 
a second spiral over Duncan Falls, taken 
about 1-1/2 hr later, indicated that the 
top of the mixing layer had risen to about 

(a) A second aircraft was operated by Brookhaven for tracer analysis. 
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4500 ft MSL. These levels were estimated 
from the change in the aerosol vertical pro­
files. In general, the ozone-mixing ratio 
ranged between 80 and 100 ppb and decreased 
to about 40 ppb above the mixing layer; 
although in the Lewisburg, West Virginia 
area, the ozone level was about 60 ppb. 
The light-scattering coefficient ranged 
from 1 to 2 x 10-4m-l within the mixing 
layer, dropping to ~0.35 x 10-4m-l aloft. 

TABLE 1.1. DC-3 Monitoring Equipment and its 
Parameters. 

Parameter Instrument Comments 

502 Meloy 285 

504= Filter IPC 

502/504= Filter Pack Sulfate capture on acid-
treated quartz prefilter. 
Sulfur dioxide captured 
on base impregnated 
back-up filter. 

NOINOx Teco 14D 

0 3 Bendix 

Aerosol Whitby EAA 0.01 J1 continuous mode 
and size distribution 

Bscat MRI 
Nephelometer 

Dew Point EG&G 

Temperature Rosemount 

Turbulence MRI Universal 
Indicated 
System 

Altitude Metrodata 

Position Global VLF ~0.1 minute precision 

Wind Speed Global VLF ~Kt accuracy above 5 Kt 

The top of the mlxlng layer, southeast of 
Erie, Pennsylvania, was ~4S00 ft MSL as 
indicated by the nephelometer records, while 
the mixing layer near Indiana, Pennsylvania, 
extended to nearly 7000 ft MSL over higher 
terrain. Ozone levels recorded between Erie 
and Johnstown were similar to those observed 
upwind. 

loS 

TABLE 1.2. Cessna-411 Monitoring Equipment and its 

Parameters. 

Parameter Instrument 

Bubbler 

504= Filter 

Filter Pack 

OJ Monitor Lab 

Bscat MRI 

Turbulence 

Nephelometer 

MRI Universal 
Indicated 
System 

Dew Point EG&G 

Temperature Metrodata 

Altitude Metrodata 

Position Metrodata 

Comment 

Peroxide oxidation to 
sulfate 

IPC 

Sulfate capture on acid­
treated quartz prefilters. 
Sulfur dioxide capture 
on base impregnated 
back-up filter. 

VOR/DME 

On July 20, as the center of the high 
pressure drifted eastward, the top of the 
mixing layer increased to an average of 
6000 ft MSL. Light-scattering levels were 
observed to be roughly SO% higher as the 
southwesterly flow continued to advect moist 
air into the Ohio Valley. Ozone levels 
remained nearly the same as the previous 
day. 

The IPC filters exposed during flights 
between Fort Wayne and Lewisburg have been 
analyzed for sulfate data. An integrated 
value of 10.9 ~g/m3 was observed from Fort 
Wayne to Duncan Falls on July 19 (see 
Figure 1.2). Later on the same day, between 
Duncan Falls and Lewisburg the integrated 
sulfate level reached lS.3 ~g/m3. 

On July 20, two separate filters were 
exposed on the portion of the flight from 
Lewisburg to Duncan Falls. The first sample 
was collected while the aircraft flew 
through clouds near Charleston, West 
Virginia, and yielded a value of 23.8 ~g/m3. 
The final portion of the sampling flight was 
between Duncan Falls and Fort Wayne (see 
Figure 1.3). The integrated sulfate level 
reached 2S.8 ~g/m3. 
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THE MAP3S PRECIPITATION CHEMISTRY NETWORK 

M. Terry Dana, D. R. Drewes, D. W. Glover, 
S. D. Harris and J. E. Rothert 

The Multi-State Atmospheric Power Production Pollutant Studies (MAP3S) network has reached 

its final number of eight sites. Four of the sites are providing weekly samples in addition 

to the regular event samples. Early sulfite data indicate significant levels of this species 

in the wintertime, while sulfate is at a minimum. Sulfate concentrations peak sharply in the 

summer, but nitrate is more uniform throughout the year. Collectors from the three major 
North American networks are being compared in event sampling at the Pennsylvania State site. 

With the addition of Oxford, Ohio, 
during the summer of 1978, the MAP3S network 
has reached its final number of eight 
collection sites (see Figure 1.4). The 
site numbers and cooperating institutions 
of the second four sites, which have come 
into operation since October, 1977 are: 
Site 5 (Illinois State Water Survey); Site 
6 (Brookhaven National Laboratory); Site 7 
(University of Delaware, Lewes, Delaware) 
and Site 8 (Miami University, Oxford, 
Ohi 0) . 

The Health-and Safety-laboratory-type 
(HASL-type) collectors at sites 1, 2, 4 and 
7 were changed to a weekly sampling mode in 
order to compare weekly average concentrat­
ions from the Battelle collector (event 
samples) with single weekly samples. The 
U.S. Department of Agriculture NC-141 
project network operates with weekly sam-

(Neg. 78 C 654-1) 

pling using HASL-type collectors, and it is 
hoped that appropriate sites of the MAP3S 
network can become part of this network at 
the conclusion of MAP3S. 

The Pennsylvania State site (3) is the 
location of a comprehensive collector­
comparison study, which began in May of 
1978, and is expected to run through May, 
1979. At this site, three Battelle, three 
HASL-type, and three Sangamo collectors 
(used by the Canadian government network, 
CANSAP) are being operated, each taking 
simultaneous event samples. This study 
should document any differences in collect­
ing ability among the types of collectors 
used on the major networks in North America. 
While Battelle is supplying the site and 
performing most chemical analyses, the 
ultimate data analysis and reporting will be 
done by Pennsylvania State University. 

FIGURE 1.4. The Final Configuration of the MAP3S Precipitation Chemistry Network 

1.7 



Early results of the careful sampling of 
sulfite ion, employing infield chemical 
preservation of sulfite, are shown in 
Figure 1.5. Through the winter months, 
sulfite appears to be a significant contrib­
utor to the total sulfur deposition in 
precipitation. However, the concentrations 
of sulfur in precipitation in the winter 
are greatly reduced over the summer values 
(see Figure 1.6). These pre1 iminary, 
seasonal-trend data (monthly deposition­
weighted average concentrations) show a peak 

in sulfate in the summer (in fact, essen­
tially all acidity in the summer appears to 
be associated with sulfate) and a decided 
low in sulfate in the winter. The averages 
for nitrate, as shown in Figure 1.7, are 
relatively constant throughout the year, 
suggesting that nitrate is a greater con­
tributor to wintertime acidity. 

A second annual summary of precipitation 
chemistry data and network progress will be 
issued as a PNL document early in FY-1979. 
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WET REMOVAL OF POLLUTANTS FROM WINTER SNOWSTORMS 

B. C. Scott. N. S. Laulainen and J. M. Thorp 

Preliminary aircraft and surface data are presented for the ten storm events sampled in 

Muskegon. Michigan during the winter of 1977-78. The precipitation chemistry varied widely 
from site to site and from day to day. Some of the vari abil ity can be exp 1 a; ned in terms of 

the primary growth modes of the precipitation particles. 

The precipitation scavenging program is 
designed to examine and to predict the wet 
transformation and wet removal of pollutants 
from the atmosphere. To help reach these 
goals. an extensive sampling program was 
conducted at Muskegon. Michigan during the 
winter of 1977-78. The sampling program 
was intended primarily to examine lake­
effect snowstorms, but all precipitation 
events (lake-effect and/or frontal) were 
sampled when possible. At present. the 
data analysis is only partially complete. 

During the months of December 1977 and 
January 1978. ten storm events occurred in 
which surface precipitation samples were 
collected. Supplemental aircraft observa­
tions were available during eight of these 
periods. In each storm period. sequential 
samples of surface precipitation were 
obtained for chemical analysis at approxi­
mately l-hr intervals at one to three 
sites. Additional data collected at the 
surface sites included meteorological 
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observations and replicas of the falling 
ice crystals for determining growth histo­
ries of the precipitation particles. 

Simultaneous to the surface sampling. 
aircraft concentration measurements were 
obtained for S04 aerosol mass. cloud­
condensation nuclei. S02. 03 and total 
ammonia. These clear-air measurements took 
place in the subcloud layer approximately 
500 ft below cloud base. Upon completion 
of these clear-air observations. the air­
craft would sample in the cloud at locations 
approximately upwind of the surface-sampling 
sites. Measurements of the concentration 
of cloud liquid water and the distribution 
of droplet size were obtained. Replicas of 
cloud particles and samples of the super­
cooled cloud water were also obtained for 
chemical analysis. 

Table 1.3 provides a preliminary survey 
of the aircraft observations. Cloud-water 



concentrations during December were con­
siderably higher than they were in January 
when only one flight detected measurable 
cloud-droplet water. The sulfate and 
nitrate concentrations generally ranged 
between two and ten times more than the 
concentrations found in the surface water 
samples. Subcloud air concentrations of 

sulfate were typically about 3 Wg/m3 with 
extreme values of 0.7 and 9.5 ~g/m3. Between 
40 and 85% of the subcloud sulfate appears 
to have acted as cloud-condensation nuclei 
in the December storms. The single January 
storm with detectable cloud-droplet water 
appears to have activated only 25% of the 
available sulfate. 

TABLE 1.3. Aircraft Observations. 

Incloud Cloud Cloud 
Altitude, m Water, Water 

Date (msl) g/ml 504 , mg/£ 

Dec 2, 1977 1525 0.11 
1220 O.lB 

Dec 6, 1977 915 0.2B 

Dec 7, 1977 1220 0.14 

Dec 10, 1977 915 0.09 

Jan 20, 1978 No Flight 

Jan 24, 1978 No Flight 

Jan 25, 1978 600 to 1525 0 

Jan 30, 1978 760 to 915 0 

Jan 31, 197B 1065 0.02 

Feb 1, 1978 670 to 915 0 

Table 1.4 presents some of the volume­
weighted averages of the sequential samples 
taken at each sampling site. The sulfate 
and nitrate concentrations are shown to 
have varied by a factor of two or more 
among sites on any given day and by a 
factor of ten or more from storm to storm. 
Comparisons among different days illustrate 
that when nitrate concentrations were high, 
sulfate concentrations were either high or 
low; however, when nitrate concentrations 
were low, sulfate concentrations were also 
low. Such variability suggests that either 
the removal mechanisms or the vertical 
distribution (i.e., the source regions) for 
sulfate and nitrate are often substantially 
different. Values of pH for individual 
samples (not shown in Table 1.4) ranged 
between 3.78 and 7.09 with ~e average pH 
over all storms being near 4.5. Apparently, 
those samples, which contained less acidic 
precipitation, consistently contained high 
concentrations of K, Mg and Ca. Thus, the 
wind-blown, alkaline soil from shoreline 
dunes near Lake Michigan and from exposed 
ground appears to have contributed to the 

9.B 
11.7 

9.3 

6.5 

6.6 

29.B 
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Cloud Fraction 
Water Subcloud 504 

N03,mg/£ 504 , tLg/ml Activated 

5.4 2.6 0.41 to O.Bl 
B.3 

B.2 

6.0 1.4 0.55 to 0.73 

3.0 0.7 0.B4 

2.B 

B.3 

9.5 

2.7 

49.5 2.4 0.25 
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anomalously high pH values. Also of note 
are the comparisons of pH with nitrate and 
sulfate concentrations. From sequential 
samples, the fluctuations in pH appear to 
be more highly correlated with the fluctua­
tions in the nitrate concentrations than 
with sulfate fluctuations. 

A diagram of the sulfate washout ratio 
versus precipitation rate is presented in 
Figure 1.8. Individual samples are plotted 
and compared to the theoretical predictions 
arising from analysis of the Muskegon field 
data taken the previous winter. The open 
circles represent data collected on days in 
which no liquid water was detected in the 
clouds or in which little or no riming 
(accreting cloud droplets) was detected on 
the ice particles at the surface. The 
solid circles represent data collected on 
days with detectable cloud water or when 
the majority of the replicated ice particles 
were rimed. 

A large degree of scatter appears about 
the predicted washout curve in Figure 1.8. 



Much of the scatter can be attributed to 
the open circle data in which the assump­
tions inherent in the predicted curve are 
grossly violated. That is, the predicted 
curve assumes precipitation particles grow 
mainly by riming, while the open circle 
data indicate particle growth primarily by 
vapor deposition onto existing ice crystals. 

In addition, the placement of the pre­
dicted curve is uncertain at these low 
precipitation rates because of difficulties 

in defining cloud-water concentration. 
Sufficient cloud microphysical data were 
collected to enable a refined cloud water 
definition. This definition should further 
decrease the discrepancy between predicted 
and observed washout ratios. In spite of 
these shortcomings, the washout ratio data 
suggest that the sulfate nucleation-riming 
mechanism, postulated from previous studies, 
is the predomi nant sulfur-removal mechani sm 
in these winter snowstorms. 

TABLE 1.4. Surface Precipitation Chemistry Observations. 

SO" N03, 
Date mg/Q mg/~ pH 

Dec 2, 1977 5.2 3.4 4.5 

Dec 6, 1977 1.5 1.1 5.2 
0.7 0.4 5.5 
0.7 0.7 5.2 

Dec 7, 1977 4.1 2.8 6.7 
1.3 1.8 4.7 

Dec 8, 1977 0.5 2.5 4.3 

Dec 10,1977 0.2 0.4 5.0 
0.3 0.4 5.4 

Jan 20, 1978 0.3 0.8 4.8 

Jan 24,1978 8.8 8.0 3.8 

Jan 25,1978 0.6 2.4 4.5 
0.5 2.2 4.4 
0.4 2.6 5.5 

Jan 30, 1978 1.6 5.3 4.3 
1.4 5.4 4.3 
2.8 4.9 6.3 

Feb 1, 1978 0.6 4.5 4.2 
0.7 5.2 4.4 
0.8 4.1 4.1 
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THE SULFUR BUDGET DILEMMA? 

B. C. Scott 

By incorporating storm convergence into the equations describing pollutant transformation 
and transport, one can readily compute sufficient airborne sulfate concentrations to account 
for observed concentrations of sulfate in precipitation. Consideration of incloud conversion 
of S02 to S04 is not necessary in order to compute the observed S04 washout over the Multi­
State Atmospheric Power Production Pollutant Studies (MAP3S) region. 

In a recent article, MacCracken (1978) 
argued that substantial S02 conversion to 
sulfate is likely in cloud and precipitation 
water. The argument is based upon examina­
tion of the sulfur budget over the MAP3S 
region and upon consideration of available 
sulfate in the air that can be be scavanged. 
Briefly, the argument is as follows. 

The United States sulfur emissions are 
fairly well known (0.5 x 10 12 moles of 
sulfur/year), and the emission rate is 
nearly constant throughout the year. The 
average yearly rainfall that occurs over 
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the 2.5 x 106 km2 MAP35 network area 
(1 my-I) is roughly constant and is approx­
imately uniform from month to month through­
out the year. 

During the winter months, the precipita­
tion contains about 1.0 mg/l of 504; in 
the summer, roughly 6.0 mg/l. A yearly 
average 504 concentration is near 3.0 mg/l. 
Thus, during the winter months, about 5% of 
the emitted sulfur is deposited in precipi­
tation, while in the summer about 30% is 
removed by rainfall. Averaging over the 
year indicates that 15% of the emitted 
sulfur (5) is removed as 504, 



By selecting appropriate values for the 
mean residence time of air over the MAP35 
region (36 to 38 hr), for the mean fraction 
(f) of 5 as 504 (0.3), and for a mean 
deposition rate for 502 (0.018 h- 1 ), 

MacCracken concludes that the fraction of 
sulfate washed out cannot equal observed 
values unless incloud conversion of 502 
occurs. 

MacCracken's calculations are, however, 
extremely sensitive to seasonal variations 
in the ratio, f, and to the mean air mass 
residence time, tR' Table 1.5 and 
Figure 1.9 illustrate the magnitude of 
these variations. In addition, there 
appears to be little physical or mathemati­
cal justification for the first-order 
differential equations selected by 
MacCracken. What should be considered for 
problems concerning removal of sulfur is 
the time rate of change of pollutant 
concentration in a layer of air. This is 
particularly important when episodes, such 
as precipitation events, are being consid­
ered. 

TABLE 1.5. Average Residence Time and Daily Boundary 
Layer Wind Speed for Selected MonthsJa) 

Average Daily Average 
Wind Speed, Residence Time, 

Month m S-1 hr 

Jan 1974 14.3 23 

April 1974 12.2 27 

June 1978 9.3 35 

July 1974 7.4 44 

July 1978 7.4 45 

Aug 1974 6.8 48 

(a)Values are based upon radiosonde winds from Pitts­
burg, PA; Albany, NY; and Huntsville, WVA. 

From the basic continuity equation, the 
concentration of 502 or 504 can be described 
as: 

an _ ~ ( ) at - - 7·n v + 7·0~n - kn 1 
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when n is pollutant concentration, and 0 is 
an eddy diffusivity. Defining a diffusion 
velocity as 

~ o~ 
Vo = - n \/ n (2) 

and integrating Equation (1) over a nondi­
vergent boundary layer of fixed thickness 
(from the ground to level z) yields 

On - n(z) ~ Ot - - n \/2' v 

where the vertical velocity at the surface 
is assumed negligible, and the horizontal 
fluxes as a result of turbulent eddies and 
diffusion velocities have been neglected. 
Here 

On an - an - an - an ot = at + u ax + v ay + u az (4 ) 

and (the overbar represents a vertical 
average for the layer). 

The diffusion velocity at the top of the 
layer, vO(z), should be negligible compared 
to that at the base and can be neglected. 
The diffusion velocity at the base of the 
layer, fO(o), is commonly called a deposi­
tion velocity. To simplify the notation 
VO(O)/bZ will be set equal to m2' The term 
m2 then represents dry deposition. Here 
VO(O)/bZ is set equal to m2' 

To further simpl ify Equation (3) let 

n(z) a n 

n(o) B n 

where a is roughly between 0.1 and 0.5, 

(5 ) 

and B is probably between 1 and 5 during 
the daylight hours and 0.5 to 1.0 at night. 
Thus, Equation (3) becomes 

g~ = -(K+ B m2) n- (1-0.) n\/2' v (6) 

The main difference between Equation (6) 
and the equation used by MacCracken is the 
addition of a horizontal divergence term 
and the inclusion of a weighting factor for 
dry deposition. 
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Air frequently encounters a storm 
circulation some 12 to 48 hr before actual 
precipitation occurs. During the period of 
storm circulation influence, the synoptic 
scale horizontal convergence typically 
averages near 0.04 h- 1 . With mz on the 
order of 0.01 h- 1 and S near 3, the diver­
gence contribution is nearly equal to and 
opposite in sign to the deposition contribu­
tion. Therefore, the mean concentration of 
a pollutant in a layer not only depends 
upon transformation and deposition, but 
also is strongly dependent upon the mean 
horizontal divergence in that layer. 

Incorporating the above estimate of 
convergence into the mz term has the 
effect of reducing the mz term by a 
factor of two or more from the values 
used by MacCracken and others. Table 1.6 
presents results for different values of 
(the effective) mz, which were selected to 
give close correspondence to the observed 
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percentages of sulfur removed by precipita­
tion. (Effective mz is meant to imply the 
sum of convergence plus dry deposition.) 
If the sum of the convergence and deposi­
tion terms equals about 0.005 h- 1 , then 
the observed summer-to-winter variations 
in sulfate wet removal can be closely 
reproduced. 

To summarize, the percentage of emitted 
sulfur deposited by precipitation is 
determined by several parameters. Besides 
the obvious parameters of chemical conver­
sion rates and dry deposition, there is 
strong dependence upon the age of the air 
mass, the duration of the storms, the 
interval between storms and the magnitude 
of the convergence associated with the 
storms. When synoptic scale convergence is 
taken into account, one need not invoke the 
possibility of incloud conversion of SOz to 
explain observed surface concentrations of 
S04' 



TABLE 1.6. Predicted Variations in Wet Removal of Sulfate as a Function 
of Mean Air Mass Residence Time (tR), the Mean Fraction (f) and the Sum 
of Convergence Plus Dry Deposition (m2). 

Mean Air Mass Removed m2 Removed m2 

Mean Fraction Residence Time, h at 0.003 h-l, % at 0.005 h-1, % 

0.15 22 4.2 4.1 
26 4.9 4.8 

0.30 37 13.6 13.2 
39 14.3 13.9 

0.50 48 28.7 27.7 
52 30.8 29.6 

DERIVATION OF WET REMOVAL RATES FOR S02 GAS AND S04 AEROSOL 

B. C. Scott and M. Terry Dana 

If the basic continuity equation is considered, the wet removal of pollutants from the 

atmosphere can be expressed as the vertical-flux divergence of the pollutant containing 
precipitation particles. Further, wet removal from a surface boundary-layer can be explicitly 

stated in terms of a wet-pollutant flux at the surface, provided the layer chosen is thick 
enough to prevent a pollutant from being carried into the layer from above by precipitation 
particles. The analysis presented here, which is based upon the time required to grow 
collector particles to precipitation sizes by accretion of cloud droplets, suggests that the 
appropriate layer thickness is typically 1200 m or less. Sulfate removal is computed by 
assuming that the subcloud-sulfate aerosol acts as a cloud-condensation nuclei and is removed 
by the accretion process. Sulfur dioxide removal is modeled as if it occurred by accretion 
of droplets by falling snowflakes, or as if it were an equilibrium process for falling water 
drops. Sulfate wet-removal rates are predicted to be 0 (40% h- 1), while S02 removal rates 
are predicted to be 0 (2% h- 1 ). 

Models describing wet removal of a 
pollutant from the atmosphere generally 
rely on an equation of the following form 
(see Slinn 1975): 

(1) 

(For a complete list of symbols, see nomen­
clature at the end of this article.) 

When using Equation (1) for predicting 
the wet removal of pollutants, modelers 
often encounter difficulties because of 
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uncertainties in the value of the wet­
removal coefficient, A. The wet-removal 
coefficient results from integrating over 
all sizes of pollutant-containing hydro­
meters and is extremely difficult to evalu­
ate. At best, generalized or simplified 
expressions provide only approximations for 
the value of A. In addition, available 
experimental values, when compared to 
theoretical estimates, represent both 
spatial and time averages over the duration 
of a storm or experiment. As such, they 
are not directly comparable to the values 
needed for evaluation of Equation (1). 



Typically, modelers need only an expres­
sion for determining the wet removal of a 
pollutant from a layer, that is, the 
vertical average of Equation (1). Thus, an 
alternative approach is needed for computing 
the wet removal of pollutants from the atmo­
sphere: an approach, which relies on a 
direct calculation of an average, wet-removal 
rate for the layer being scavenged. The 
following presents an outline for the proce­
dure required to determine layer-averaged, 
wet-removal rates for 502 gas and 504 
aerosol. 

The wet removal of pollutants is governed 
by the basic continuity equation 

ax _ ~ aXpvf ax - -V-xv + -az- (2) 

If Equation (2) is vertically integrated 
from the surface (z ) to a given level (z) 
and a nondivergent goundary layer is assumed, 
the following equation results: 

(3 ) 

where terms representing turbulent eddy 
fluxes and mean atmospheric motions (e.g., 
pollutant flow out the top of the layer) have 
been omitted. Then, 

Ox ax - ax - ax 
Ot = at + u aYl + v ayz (4) 

The omitted terms in Equation (3) are equiv­
alent in magnitude to the remaining expres­
sion, which represents wet removal. The 
omitted terms must be retained in models 
determining pollutant concentrations; how­
ever for simplicity, only the wet-removal 
term is being considered. 

Equation (3) is most appropriate for 
application in Eulerian or grid models 
where predictions of local time changes are 
desired. However if vertical air velocities 
are neglected, as is the case for many 
existing trajectory models (e.g., Johnson 
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et a1. 1978, Wendell et al. 1976), then 
Equations (3) and (4) would also apply 
to Lagrangian trajectory calculations. 

If xp is expressed as 

x = L C P P 
(5) 

and the precipitation rate is related to LR 
and vf' then Equation (3) can be simplified 
to: 

(6) 

By carefully selecting the height of 
level z so that the wet pollutant flux at z 
is zero, then the wet removal of pollutants 
from the layer of thickness (z-zo) can be 
evaluated by considering only the pollutant 
flux at the ground. Currently 1200 m is 
the best estimate for the thickness, z - zoo 

Using the work of 5cott (1978) to derive 
values for C, the following equations are 
obtained. For sulfate removal by rain and 
snow, 

(7) 

for 502 removal by snow, 

(8) 

and for 502 removal by rain, 

Ox (502 ) = -0 83 JC Ot . g (9) 

Here Cq represents ground-level, equilibrium, 
water Concentrations of 502 , which are a 
function of S02 air concentration pH, and 
temperature (Hales and Sutter 1973). 
Equations (7), (8) and (9) are applicable 
for a surface layer, 1200-m thick; Equation 
(8) for an assumed cloud-water content of 
0.2 g m- 3 • 



Nomenclature 

C 

j 

J 

vf 

x 

x 

mass of pollutant in precipitation 
water per unit mass of precipitation 
water, g g-l 

equilibrium concentration in water of 
S02 at the ground, g g-l 

precipitation rate in mass flux 
units, g m- 2 h- 1 

precipitation rate in mm h- 1 

precipitation water mass per unit 
volume of air, g m- 3 

fall speed of precipitation particles, 
m s-l 

the total mass of pollutant contained 
within a unit volume of space, g m- 3 

air 

the vertical average of x, 9 m- 3 air 

mass per unit volume of air of pollu­
tant contained in precipitation 
water, g m- 3 

Xw mass per unit volume of pollutant 
associated with condensed water, 
g m- 3 

Y2 
-
u 

-
v 

z 

zo 

x 

X( ) 

Xg 

-;-

v 

east-west coordinate 

north-south coordinate 

= dYl 
dt 

= dyz 
dt 

height above ground level 

height of the ground level 

a wet-removal coefficient, h- 1 

equivalent to x 

the vertically averaged concentration 
of the material in the £arenthesis, 
which is equivalent to x, g m- 3 

the concentration in the air at 
ground level, which is equivalent to 
xa ' g m- 3 

= wind vector 

USE OF ION CHROMATOGRAPHY FOR TRACE ANALYSIS 

OF MAP3S PRECIPITATION SAMPLES 

J. E. Rothert 

Ion chromatography is ideally suited for trace analysis of precipitation samples, because 
several ionic species at various concentrations can be analyzed simultaneously with little or 
no sample preparation. In the rain samples found in the rural, eastern United States, 
several species can be easily analyzed; however for trace analysis work, seven species (S042-, 
N0 3-, Cl-, P043-, K+, NH 4+, and Na+) are all that are easily separated, using the anion and 

cation columns. 

The Multi-State Atmospheric Power Produc­
tion Pollutant Study (MAP3S) includes 
measurement and modeling of fossil-fuel 
effluent concentrations in precipitation 
and air in the northeastern United States. 
To determine precipitation concentrations 
of sulfur and nitrogen oxides as well as 
P0 33-, Cl-, Na+, NH 4+, Ca 2+, Mg2+, pH, 
and conductivity, an eight-site precipi­
tation network has been established in the 
rural eastern United States. This network 
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includes: White Face Mt., New York; Ithaca, 
New York; Pennsylvania State University, 
Pennsylvania; University of Virginia, 
Charlottesville, Virginia; Brookhaven 
National Laboratory; University of Delaware, 
Lewes, Delaware; Illinois State Water Survey; 
~1iami University, Oxford, Ohio. These 
sites collect rural precipitation on an 
event basis and ship the samples to Pacific 
Northwest Laboratory for analysis. The 
actual sites are not downwind of any close 



pollution source; therefore, the data 
collected are background concentrations and 
are at trace levels. 

Two Durrum Dionex Model 10 ion chromato­
graphs (IC) are used to analtze the preciei­
tation samples for Cl-, P043 , N0 3-, S04 2 , 
Na+, NH4 +, and K+. Because of its low 
concentration (often less than 
5 x 10-3mg /t) nitrite is not analyzed with 
the IC. The other species are analyzed 
with other techniques including atomic 
absorption. A Perkin-Elmer Model 56 strip­
chart recorder and a Linear Instrument 
Model 254/MM strip-chart recorder are 
currently being used to record the chromato­
graphs of the eluated samples and standards. 

An ion chromatograph is currently being 
used to analyze the anions, CL-, N0 3-, 

P043-, S042-. The instrument parameters 
are 2.1 mt/min or a 24% flow rate, a 
500-mm separator column, a 150-mm pre­
column, and the standard 25-cm suppressor 
column. The standard eluant, 
0.0024~ Na2C03/0.003~ NaHC0 3 , is used to 
eluate the samples. The sample loop volume 
is 0.1 mL 

The 0.3 ~mho/cm, the 1.0 ~mho/cm, and 
the 3.0 ~mho/cm scales are routinely used 
in the trace analysis. In order to use the 
three scales and consistently maintain a 
smooth baseline, a routine column-cleaning 
procedure is used. Eluant is never allowed 
to remain on the separator column overnight 
or when the pumps are not running. For at 
least 1/2 to 1 hr each morning, deionized­
distilled (DO) water, the conductivity of 
which is 0.75 ~mho/cm, is rinsed through 
the separator and precolumn with the sup­
pressor column totally bypassed. For 
another 1/2 to 1 hr, eluant is pumped 
through the precolumn, separator column, 
and suppressor column. This procedure is 
usually sufficient to produce a low-noise, 
low-drift baseline on a 0.3 ~mho/cm scale. 
Deionized-distilled water is then flushed 
through the sample loop, approximately 0/~1 
in length, and injected onto the column. A 
smooth-water baseline with no peaks indi­
cates the IC is clean and ready for use. 
Before and after each sample or standard, 
2 mt of DD water are flushed through the 
sample loop before sample loading and 
injection on the column. After each day's 
samples are finished, the suppressor column 
is either bypassed or regenerated, and the 
precolumn and separator column are washed 
again with DO water for at least 1/2 hr. 
This procedure cleans the columns after 
each day's use and prepares the columns for 
use the next day. 

Sample preparation is also necessary 
because of the presence of the negative 
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water peak at approximately the same loca­
tion as the Cl- peak. The standards and 
samples are adjusted to contain the same 
concentrations of HC0 3- and C0 32- as the 
eluant. The standards are prepared by 
diluting concentrated standard solutions 
with eluant. The samples are carefully 
measured and have a measured amount of 
concentrated eluant added to them to remove 
the negative water peak. No other sample 
preparation is generally needed. Occasion­
ally a sample containing a large amount of 
solid material is filtered throuth 0.4~ 
pore size Nuclepore(®) filters before 
injection. 

The concentrations of the standards and 
samples are measured as a function of peak 
height. The standard chromatographs are 
recorded at the same conductivity scales as 
the samples, 0.3 ~mho/cm, 1.0 ~mho/cm, and 
3.0 ~mho/cm. A least squares fit of the 
standard concentrations as a function of 
the peak height is used to calculate the 
sample concentrations from their peak 
height. The concentrations for each anion 
vary from event to event and from site to 
site. The average concentrations, however, 
are 2 mg/1S042-, 3 mg/tN0 3-, 0.2 mg/£Cl­
and less than 0.02 mg/tP043-. The concen­
trations range from the detection limit on 
the 0.3 wmho/cm scale of 0.01-0.02 mg/£ 
to 12 mg/tS042-, 9 mg/tN0 3 -, 2 mg/tCl-, 
and 0.07 mg/tP043-. 

The second IC unit is used for NA+, 
NH 4+, and K+ analysis. The instrument 
parameters currently being used are 
1.8 mt/min or a 20% flow rate, the 25-cm 
separator column, and the 25-cm suppressor 
column. The eluant currently being used is 
0.005M HC1. The sample loop volume is 
0.1 mI. With the cation IC, the 0.3 pmho/cm 
scale is used. The 1.0 ~mho/cm scale is 
occasionally used for NH4+. The same 
column cleaning and preparation procedure 
is used for the cation columns as for the 
anion columns. The only difference in 
column preparation is: after regenerating 
the suppressor column, 6 to 8 hr of pumping 
eluant through the columns are needed to 
obtain a smooth baseline. Until the next 
regeneration cycle, the 1/2-hr period is 
sufficient for column preparation. The 
negative water peak does not interfere with 
any of the three cation peaks, Na+, NH4+' 
or K+, being analyzed, so no special 
sample or standard preparation is needed. 
The standards are made from diluting con­
centrated standard solutions with DD water. 
The samples are analyzed without dilutions 
or other preparations. Some samples need 
to be filtered through the Nuclepore(®) 
filters as with samples on the anion IC. 
The shut-down procedure is the same for the 
cation IC as for the anion IC. 



The concentrations for the cations vary 
with event and site. The average concentra­
tions are 0.05 mg/£Na+, 0.3 mg/£NH 4+, 
and 0.02 mg/£K+. The concentrations 
range from the detection limit, about 
0.01-0.02 mg/£ on the 0.3 ~mho/cm scale 
for the three cations, to 0.5 mg/£Na+, 
1.0 mg/£NH 4+, and 0.08 mg/£K+. 

MAP3S has been in operation for two 
years. The first IC was purchased at the 
beginning of MAP3S for anion analysis and 
has been in constant operation since June, 
1976. The separator column was replaced 
and the pump dismantled for cleaning; 
otherwise, the IC has worked five days a 

week for two years. The cation system has 
been in operation for one year. Outside of 
a broken sapphire plunger in the pump upon 
arrival at the lab, the second instrument 
has also worked daily. Ten to twenty 
samples per day are run on the anion IC, 
and 20 to 40 samples on the cation IC. At 
maximum routine operation, about 200 
samples can be processed per month. 
Although at certain times of the year 200 
precipitation samples may be received from 
the eight sites, this number includes 
rerunning samples for quality control and 
analyzing samples from projects other than 
MAP3S. 

PRESERVATION OF NITRITE ION IN SOLUTION 

M. Terry Dana 

Moderate concentrations of nitrite ion, when added to Multi-State Atmospheric Power Produc­
tion Pollutant Studies (MAP3S) precipitation samples and distilled-deionized water, decay 
through oxidation to nitrate very slowly when stored at room or refrigerator temperatures. 
The decay halftimes range from 44 to hundreds of days under these conditions, but if frozen 
and rethawed, the concentrations decline very rapidly. Differences in decay rates for pre­
cipitation samples may be related to pH or initial nitrate concentration. The method of 
thawing and number of thaws strongly affect decay rates for frozen samples. 

As the predominant acidifying ions, 
sulfate and nitrate as pollutants of pre­
cipitation receive the major attention of 
the MAP3S research. The degree to which 
sulfate in water solution has resulted from 
liquid-phase oxidation of sulfite (or 
dissolved S02) is being investigated in 
connection with the MAP3S Precipitation 
Network (PCN), but little attention has 
been given the N0 2- to N0 3- process in the 
liquid phase (MAP3S 1977). Very little 
N02- appears in MAP3S/PCN samples; however, 
no special preservation techniques are 
employed_to preserve it, as is the case 
with S03-. A simple experiment was devised 
to determine the lifetime of N02- in solu­
tion under various conditions. The experi­
ment, besides helping to decide if standard 
analysis techniques are adequate, can 
provide valuable insight into N0 2 - to N0 3-
behavior in the atmosphere. 

The experiment began by mixing 250-ml 
aliquots of selected precipitation samples 
and distilled-deionized (DO) water with 
easily measurable quantities of NaN0 2 . 
Naturally occurring nitrite could not be 

1.19 

used, because survlvlng nitrite concentra­
tions were too low for accurate decay 
measurements. The samples were then divided 
into ~lOO-ml aliquots in capped 250-ml 
polyethylene bottles and stored at three 
temperatures: -15C, +2C, and 25C. Subse­
quent nitrite analyses, using the Saltzmann 
(1954) automated wet-chemistry method, 
determined the history of the decay. These 
measurements were made at several hours, 
one day, and then weekly for seven weeks. 
Selected samples were analyzed for nitrate 
to confirm that the nitrite decay was due 
to conversion to nitrate. 

Some results of the experiment are given 
in Table 1.7. Samples A and C were made in 
DO water, while the rest were actual samples 
from the MAP3S/PCN. The latter are identi­
fied by a number code (MMDDST), where MM is 
the month, DO the day, S the site number 
(MAP3S 1977), and T the sample type (irrel­
evant here). The network samples were 
selected to represent all the active sites 
at the time, various initial pH and N0 3-
levels, and a broad time span (winter 
through spring 1978). 



TABLE 1.7. Results of Nitrite Preservation Tests. 

t l l2' days 

Sample(a) Co(b) pH(C) N03 - c T = -15C T = +2C T = 25C 

A 6.4 ~5.5 <0.2 ~3(d) e 120 

C 5.9 ~5.5 <0.2 4-30(d) e 460 

052533 7.1 4.16 26 ~0.3(d) 110 81 

011135 3.6 4.39 14 e e 

012220 2.8 4.86 4.2 e 300 

011910 4.0 4.87 2.2 e e 

121450 3.4 4.13 24 e 53 

040520 3.9 4.02 35 e 67 

033170 3.6 4.65 12 e e 

050720 3.3 3.77 70 e 44 

121940 3.4 4.21 22 e 100 

(a) Sample identification is explained in text (A and C distilled deionized H2O). 

(b)lnitial mixed concentration, jlmoles/l N02-
(c) Prior to mixing with N02-, NO]- in jlmoles/l 
(d)Varies widely depending on thawing conditions, etc. 
(e) Very long, no measurable decay before 35 days 
(f)No data 

Where sufficient data permitted, least 
squares fits to exponential decay were 
computed. 

c = C exp(-bt) o 
(1 ) 

where C is the nitrite concentration at 
time (t), b is a constant and Co = C{t=o). 
The time to decay to one-half initial 
concentration is: 

t = -In{1/2) 
1/2 b 

(2 ) 

These values are listed in the table for 
cases where the coefficient of determination 
(r2) was greater than about 0.85, except 
where footnoted. 

The life of N0 2- in DO and precipitation 
samples is remarkably long at room and 
refrigerator temperature, but is quite 
short when the samples are frozen. The 
tl/2 values for frozen aliquots are approxi­
mate, because the decay rates are strongly 
affected by number of thaws, method of 
thawing (e.g., microwave oven versus room 
temperature), and volume of aliquot. 
Nitrite in unfrozen aliquots may decay 
faster for smaller volumes, but available 
sa~ple volum~ is insufficient for testing 
thlS effect ln detail. The decay rates for 
nitrite in solution differ from those 
for sulfite (MAP3S 1977) in that frozen 
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samples show a greater rate of conversion 
for nitrite than the unfrozen nitrite 
samples .. In the precipitation samples, a 
correlatlon appears to exist between initial 
~cidit~ ~or N0 3 -) and faster decay, but 
lnsufflclent samples were done to confirm 
this. 

. The implications for laboratory and 
fleld sample handling are clear: nitrite 
samples should definitely not be frozen as 
a means of preservation. Refrigerator 
storage is preferable, although a few days 
at room temperature should not be harmful. 
In natural conditions, where nitrite is 
d~ssolved in cloud or precipitation water, 
llttle conversion is likely to take place 
during the lifetime of cloud or rain drops. 
When freezing and thawing occur, nitrite 
can efficiently oxidize, but other data 
indica~e ~h~t this probably does not happen 
to a slgnlflcant degree. Nitrite concentra­
tions a~e uniformly low «0.5 ~moles/l) 
and N0 3 levels are roughly constant 
(10:40 ~moles/l) all year, whereas higher 
N02 woul d be expected in the summer if 
freezing conversion were important. 
Likewi~e, N0 3 - would be expected to vary 
more wlth the seasons. Assuming poor 
solubility (compared to that of S02) for 
NO and N02 gases, these results do not 
detract from a hypothesis that N0 3- in 
precipitation largely comes from scavenged 
nitrate particles of HN0 3 - aerosol. 



PROCEDURE FOR ALTITUDE COMPENSATION FOR A 

FLAME-PHOTOMETRIC SULFUR ANALYZER 

J. M. Hales, R. C. Easter and R. N. Lee 

A calibration scheme, which applies to the Meloy-285 sulfur analyzer, is described. This 

scheme allows reliable instrument calibration, which automatically compensates for variations 
in instrument response with altitude. 

The Meloy-285 sulfur analyzer utilized 
for S02 measurement onboard the Pacific 
Northwest Laboratory's (PNL) DC-3 aircraft 
employs a flame-photometric detector whose 
signal output is a nonlinear function of 
concentration. Typically, this output 
signal is linearized by analog circuitry 
located between the sensor output and the 
final output connector of the instrument; 
this circuitry, however, depends upon 
establishing a zero output setting (by 
adjustment of a potentiometer) at zero 
sulfur concentration. Another property of 
this instrument is that the zero setting is 
a function of ambient pressure; thus, when 
the machine is airborne the baseline contin­
ually drifts as altitude varies. This in 
turn introduces a nonlinearity in the 
system because of the circuitry described 
above. 

The form of the linearization scheme can 
be deduced by analysis of the analog cir­
cuitry. By inspection of calibration data, 
however, it is apparent that machine output 
can be fit accurately to the relatively 
simple empirical expression 

y = a[x-z exp (b(z-x))O.59] (1) 

where 

y = the actual S02 mixing ratio 

x = the S02 mixing ratio apparent from 
machine output 

a,b calibration constants 

z = machine zero reading (mixing ratio) 
at altitude h. 

The baseline drift with altitude can be 
expressed with acceptable accuracy by the 
form 

z = z - ah o 
(2) 

where Zo is the baseline reading at zero 
altitude, and a is a calibration constant. 

A computer program was written to read a 
set of calibration data in the form of x-y 
pairs, and perform a least squares fit of 
Equation (1) to obtain the calibration 
constants a and b. Written in BASIC code, 
this program is operational on the Muskegon 
NOVA minicomputer and is being used rou­
tinely for local calibration of the Meloy 
system. 

AN ANALYTICAL PROCEDURE FOR DETERMINING 
f2~6 HYDROCARBONS IN AMBIENT AIR 

R. N. Lee 

A procedure is described for determining light hydrocarbons in ambient air. This method 
is being used to examine samples collected in Tedlar bags during flights through urban plumes~ 
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Although biogenically derived methane is 
the major atmospheric hydrocarbon with 
regard to concentration, the nonmethane 
hydrocarbons exercise a significant influ­
ence on the photochemistry of urban atmo­
spheres. Comprehensive study of these 
urban systems should include some knowledge 
of the hydrocarbon composition and its 
variation in time. The interpretation of 
concentration trends in the real atmosphere 
is complicated by diurnal variations in 
emission rates, differences in reactivity 
and uncertainties regarding the relative 
contribution of various sources. 

Data interpretation, therefore, rests on 
assumptions regarding the origin and reac­
tivity of specific indicator compounds. 
Acetylene, for example, has frequently been 
used to normalize hydrocarbon concentration 
data, to indicate the relative contribution 
of auto exhaust to the polluted air mass, 
and to estimate the extent of photochemical 
decay (Calvert 1976; Whitley and Altwicker 
1976; Kopczynsk i et a 1. 1975). Thi s use 
assumes that acetylene is a relatively 
inert member of the photochemical mix and 
is derived solely from gasoline combustion. 

In order to expand the data base for 
Multi-State Atmospheric Power Production 
Pollutant Studies (MAP3S) focusing on the 
Great Lakes region, an analytical protocol 
has been developed for determining C2 to 
C6 hydrocarbons, which are pollutants 
deri ved pri mari ly from auto exhaust and 

SAMPLE 

GC .-

TRAP 

natural gas losses with some gasoline 
evaporation. This chromatographic proce­
dure is being used to examine air samples 
collected in Tedlar bags during aircraft 
sampling missions downwind of areas of 
major pollutant sources. 

Analyses of bag contents are conducted 
using the system described in Figure 1.10. 
Hydrocarbons are concentrated from 0.1 to 
0.5 liter of filtered air using aU-tube 
trap packed with Tenax GC absorbent and are 
immersed in a liquid nitrogen-ethanol bath. 
Sample injection is performed by backflush­
ing the trap with carried gas, removing it 
from the cryogenic trap and electrically 
heating it to 160 to 170°. The column 
temperature is maintained at -30° during 
the 4-min desorption period; then the 
temperature is raised at a rate of SO/min 
to a final temperature of 100°. 

In order to maintain sample integrity, 
bags are stored away from direct sunlight 
and analyzed within 24 hr of collection. 
Efficient sample capture and tra~sfer has 
been confirmed for all compounds of interest 
by performing replicate analyses and plot­
ting peak area versus sample volume. 

Figure 1.11 shows a chromatogram for a 
sample obtained from the Chicago plume. 
Individual retention times are recorded as 
well as pertinent analytical conditions and 
a partial identification of peaks. 

)---. PUMP 

NEEDLE 
VALVE 

(Neg. 78 6 830-3) 

FIGURE 1.10. System for Analyzing Light Hydrocarbon Samples 
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FIGURE 1.11. Chromatogram for a Sample Taken from a Chicago Plume (a) and Column 
Temperature Program (b) 
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MONITOR FOR AIRCRAFT RESEARCH 

J. M. Hales and K. M. Busness 

A standard NO/NOx analyzer has been modified to improve its sensitivity and specificity. 
This has resulted in a factor-of-ten improvement in threshold sensitivity level (0.5 ppb). 

The commercial NO/NOx instrumentation 
previously operating on the Pacific North­
west Laboratory's (PNL) aircraft has been 
inadequately sensitive and has produced 
poor baseline resolution. Typical noise 
levels for these instruments have been in 
the range of 5 ppb, thus obscuring observa­
tion of a great many atmospheric situations 
of interest in the Multi-State Atmospheric 
Power Production Pollutant Studies (MAP3S) 
program. Moreover, because of machine 
drift and interferences caused by water 
vapor, definition of the baseline was 
sufficiently uncertain as to cast consider­
able doubt on low-concentration results. 

For these reasons, one of the two NO/NO x 
analyzers available for the aircraft pro­
gram was modified to improve performance. 
This analyzer, a Model 642 manufactured in 
1974 by REM Scientific, I~c., was modified 
in the following areas:(a) 

• The existing pump was replaced by a 
larger unit (Welch 1440) to improve 
vacuum and flow rate. 

• The existing photomultiplier tube was 
replaced by an EMI 965812, which has 
extended sensitivity into the red-wave­
length portion of the spectrum. 

(a) We would like to express our thanks to Dr. Donald Steadman of the University of Michigan 
and to Dr. Chester Spicer, t1r. David Miller and fk. Darryl Joseph of Battelle-Columbus 
Laboratories for their helpful suggestions on this matter. 
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• The existing flow-control orifices were 
replaced by needle valves to increase 
flow and allow flow-rate optimization. 

• A "Prereactor" system, based upon the 
design of Dr. Donald Steadman of the 
University of Michigan, was incorporated 
into the analyzer. 

The flow configuration of the system is 
shown in Figure 1.12. With this modified 
configuration, the threshold sensitivity is 
approximately 0.5 ppb, corresponding 
roughly to a ten-fold improvement. The 
second NO/NOx analyzer (Teco 140) is to be 
modified in this manner in the near future, 
and the combination will be installed on 
the aircraft for simultaneous NO/NOx/HN03 
measurements. 
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FIGURE 1.12. Flow Schematic of Modified NO/NOx Analyzer 
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AIRBORNE AMMONIA MEASUREMENTS IN THE GREAT LAKES REGION 

R. N. Lee 

An impregnated filter method has been employed to determine ammonia concentrations 
during aircraft sampling missions in the western portion of the Multi-State Atmospheric 
Power Production Pollutant Studies (MAP3S) region. Observed ammonia concentrations are 

less than those generally reported for surface sites in rural areas. 

As a natural constituent of the atmo­
sphere, ammonia has received frequent 
attention from atmospheric scientists 
because of its significant role in the 
atmospheric nitrogen cycle, its contribu­
tion to the neutralization of acid aerosols 
and its suggested role in the heterogeneous 
oxidation of sulfur dioxide (Scott and 
Hobbs 1967). Atmospheric measurements 
have led to the general conclusion that 
natural biogenic processes contribute >99% 
of the global atmospheric burden. Surface 
concentrations in nonurban areas of the 
central United States have been observed 
to be in the 1.4 to 4.2 ~g/m3 range, while 
slightly higher concentrations have been 
reported for rural sites in Europe 
(National Academy of Sciences 1977). 
Concentrations in the tropics have been 
observed to be twice those typically 
encountered in the temperate zone. 

Anthropogenic sources, while accounting 
for <1% of the total atmospheric input, 
are sufficient to produce somewhat elevated 
levels in the urban atmosphere. Studies 
in Germany indicate urban concentrations 4 
to 5 times greater than those found at 
rural sites. Sources contributing to these 
higher levels include waste incineration, 

domestic heating, fertilizer production 
and other industrial processes. 

Samples collected for ammonia analysis 
during aircraft programs conducted in the 
Great Lakes Region have shown ammonia 
concentration within the mixing layer well 
downstream of major urban centers. Samples 
have been collected during spring, summer, 
fall, and winter months using filters 
impregnated with oxalic acid (Shendrikar 
and Lodge, Jr. 1975). The single-filter 
method originally employed has provided 
data on the total concentration of atmo­
spheric ammonia. This procedure has 
recently been modified by placing a pre­
filter ahead of the impregnated filter in 
order to achieve a separation of gaseous 
and particulate species. Exposed filters 
are extracted with water and analyzed 
using the colorimetric indophenol method 
(Lazrus, Lorange and Lodge, Jr. 1968). 

The observed concentrations are generally 
lower than those previously reported at 
surface sites. Results with the two-
filter package indicate an ammonia gas/ 
ammonia aerosol ratio, generally in the 
to 2 range. Concentration data are sum­
marized in Table 1.8. 

TABLE 1.8. Range of Ammonia Concentrations 
Observed During Flights in the Great Lakes Region, 
J.lg/m3• 

Time [NH31 Aerosol [NH,l Gaseous Total 

March 1977 0.69-5.42 

July 1977 0.27-2.93 

Oct 1977 <0.2-1.48 0.21-2.66 0.21-3.99 

Jan to Feb 1978 0.09-3.13 <0.02-1.29 0.45-3.22 
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MODIFICATIONS TO MAP3S REGIONAL MODELING PROCEDURES 

FOR COMPARISONS OF OBSERVED AND PREDICTED POLLUTANT 
CONCENTRATIONS 

D. J. McNaughton 

New opportunities for regional model comparisons of observed and predicted pollutant 
concentrations are arising as a result of data collection by ~1ulti-State Atmospheric Power 
Production Pollutant Studies (MAP3S) Precipitation Chemistry Network and the Sulfate Regional 
Experiment (SURE). Data, available and comparable between observations and model calcula­
tions, are ambient concentrations of sulfur dioxide and sulfates and precipitation acidity 
for 24-hr and monthly periods. Complete examination of data has required that physical 
models and model input and output be modified to produce comparable results with observed 
data. 

Past comparisons of MAP3S models and 
observed data (Powell et al. 1978) have 
made use of long-term sulfate concentra­
tions data available from the design phase 
of the SURE program (Hidy 1975). More 
refined data that are now available require 
modifications in the models to allow calcu­
lation of both long- and short-term concen­
trations. No modifications of the long-term 
puff model were needed for comparisons, but 
short-term simulations required incorpora­
tion of a more complete treatment of 
turbulent horizontal diffu~iQn and the 
linear plume segment code.l a ) A nonlinear, 
plume-segment model was also developed, 
which includes linear scavenging of sulfate 
particles and nonlinear removal of sulfur 
dioxide, considering water solubility of 
S02. The solubility calculations require 
model accounting for plume element superpo­
sition in the model. 

Past long-term model comparisons to 
observed data have involved calculation of 
concentration fields over the grid shown in 
Figure 1.13. Since the number of emission 
sources over this area is extremely large, 
a fraction (61%) of total grid emissions 
was used to predict the main components of 
variations in the observed concentration 
fields. For short-term predictions, 
concentration fields are less uniform, 
since no averaging is performed and individ­
ual sources become more important. To more 
efficiently predict short-term concentra­
tions, the model was modified to output 
predictions for observing station locations 

(a) See D. C. Powell, "MAP3S Model Development: 
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(i.e., receptor-oriented predictions) 
rather than for the entire grid. 

With a change in output orientation, 
input data sets can be modified to include 
only those emission sources that influence 
the receptor specified. The procedure for 
short-term model predictions for each 
receptor follows: 

1) Calculate reversible back trajectories 
each hour of the observation period 
for 24 hr (e.g., a 24-hr average 
observation would require 24 trajecto­
ries arriving hourly at a receptor 
each for 24 hr). 

2) Identify the spatial bounds of the 
envelope (see Figure 1.13) of trajec­
tories. 

3) Provide a complete emissions inventory 
for the regional grid. 

4) Based on envelope bounds and source 
locations, select the subset of the 
emissions inventory that affects the 
receptor. 

5) Model the case using only those sources 
that influence the receptor and then 
average predicted hourly values over 
the observation period. 

Modifying the emission inventory with 
support programs allows more economical and 
complete predictions of concentration. 

Annual Progress" page 1.27 in this report. 



FIGURE 1.13. Long-Term Model Calculational Grid and Short-Term Trajectory Envelope 

MAP3S MODELING DEVELOPMENT: ANNUAL PROGRESS 

D. C. Powell 

The Multi-State Atmospheric Power Production Pollutant Study (MAP3S) modeling capability 
at Pacific Northwest Laboratory (PNL) now includes the puff model previously reported, a 
linear plume segment model and a nonlinear plume segment model. The predictions of the puff 
model are valid only for long-term assessments. The linear plume segment model is adaptable 
for either short- or long-term calculations. The nonlinear model is intended only for short 
episodes including precipitation events. 

During the past year, MAP3S modeling 
has been particularly responsive to needs 
for predictions of both short- and long­
term averaged values of concentrations and 
deposition, using more realistic parameter­
izations of removal and transformation 
processes. The prediction of short-term 
concentration and deposition values has 
been facilitated by two new plume segment 
models. One of these models resembles the 
puff model in its linear treatment of 
concentrations, while the second uses a 
nonlinear algorithm for calculation of S02 
removal, based on work by Dana et al. 
(1973). 
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All models use the same input meteoro­
logical data, which consist of gridded 
maps of a single layer of real-time, 
horizontal, wind components and gridded 
maps of hourly real-time precipitation. 
The essential features of all three models 
are summarized below. 

PUFF MODEL 

Discrete masses of S02 and sulfate are 
emitted from as many source locations as 
desired at regular time intervals. Each 
source is tagged with its individual 
effective stack height. Trajectory steps 



of horizontal advection are calculated 
over intervals (~ta) using the gridded 
wind data, the values of which are cur­
rently specified at intervals of about 
170 km. Stability, daytime mixed-layer 
depth and nocturnal boundary-layer depth 
are each specified by an invariant diurnal 
cycle. 

Vertical diffusion is Gaussian between 
constraints above and below. Rate of 
vertical expansion is a function of 
stability; thus, the vertical distribution 
of each puff changes from Gaussian in the 
early stage of transport to even distribu­
tions within the mixed layer. Horizontal 
diffusion is implicitly assumed to be a 
function of synoptic scale wind variation 
only. Horizontal turbulent diffusion is 
not included. 

Removal and transformation are handled 
separately for each puff by solving in 
time a set of four ordinary linear equations 
(Powell et a1. 1978). Dry removal is of 
the source depletion type, but an analytical 
modification reduces the removal flux to 
approximate closely that which would be 
calculated by a surface depletion model.(a) 

The deposition velocities for S02 and 
sulfate are calculated from a new algorithm 
based on a paper by Wesely and Hicks 
(1977). Since the calculated deposition 
velocities are functions of surface rough­
ness and stomatal resistance, the program 
requires gridded values of each. A rough­
ness length has been computed for each 
square of the sampling grid (linear dimen­
sion is 34 km) from an original roughness 
map. 

Wet deposition of S02 is a linear 
function of S02 mass and precipitation 
rate (Powell et al. 1978). Wet deposition 
of sulfate is modeled after description by 
Scott (1978) of a bergeron-type storm. 
The rate is linear in sulfate mass and 
turns out to be proportional to the five­
eighths power of precipitation rate. 

The rate of transformation of S02 to 
sulfate depends on: 

• type of release; i.e., power plant or 
urban . 

• time of day; a diurnal cycle is used 
for each release type, both including 
zero values at night. 

(a) See "Horst" page 1.40 of this report. 
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• line of transport; whether or not the 
puff is in the earliest hours of trans­
port, during which time a constant rate 
prevails for each release type. 

For each sampling interval, ~ts' 
contributions are calculated from each 
puff to the sampling grid square the puff 
is over. Contributions are calculated for 
ground-level air concentrations and for 
deposition of S02' sulfate and rainfall pH 
(Powell et al. 1978). The area of the 
sampling grid square is used mathematically 
to simulate horizontal diffusion. There­
fore, each individually calculated contribu­
tion is inversely proportional to a grid 
square area. The final displayed calcula­
tions must be time-averaged over an interval 
at least several hundred times as long as 
the sampling interval (~ts) if they are to 
be quasi-independent of grid square area. 
For this reason, the puff model is suitable 
for long-term assessments only. 

LINEAR PLUME SEGMENT MODEL 

The functional difference between the 
puff model and the linear plume segment 
model is: the latter may be used for 
either long-term assessment or short-term 
episodic calculations. The mathematical 
difference consists of the use of the 
Gaussian plume equation (under vertical 
constraints) with the necessary parameteri­
zations of horizontal diffusion. At the 
end of each sampling interval ~t (calcula­
tions of sampling, advection, and emissions 
are made over the same interval ~t) a 
segmented plume is constructed from each 
source using the successively emitted 
discrete sulfate masses (see Figure 1.14). 

FIGURE 1.14. Schematic Diagram of Segmented 
Plume Concept 



The sampling contributions are calcu­
lated for a gridded set of points rather 
than for a grid area. From a given plume 
segment, contributions are calculated for 
any sampling point within a distance not 
farther from the plume centerline than 30Y' 
Both lateral and vertical diffusion rates 
are functions of stability. Thus, unlike 
the puff model, each contribution calcu­
lated is assumed to be a time-averaged 
ground-level air concentration or deposi­
tion flux valid over the given sampling 
interval (lit) at the sampling point to 
which the calculation applies. 

The other features of this model are 
identical to those of the puff model. The 
executing time of the linear plume segment 
model is about three times that of the 
puff model. 

The functional difference between this 
model and the others is that the nonlinear 
plume segment model is intended to be used 
only for short-term precipitation episodes. 
The mathematical difference is that the wet 
removal of 502 is calculated as a function 
of water solubility of 502 , which increases 
with decreasing 502 concentration, with 
increasing rainfall pH, and with increasing 
temperature, according to analytical work 
by Dana et al. (1973). 

In order to generate concentration data 
needed to calculate the changing solubility, 
the model must keep track of local increases 
of concentration that result from super­
imposition of plume segments from plumes 
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originating at different sources. This 
occurs when a plume from one source passes 
over the source of another plume as shown 
in Figure 1.15. Otherwise, this model is 
similar to the two foregoing models except 
that constants for deposition velocity and 
for transformation rate in the nonlinear 
model are used in their present state of 
deve 1 opment. 

FIGURE 1.15. Schematic Diagram of Segmented 
Plume Overlap 



A CASE STUDY OF ELEVATED LAYERS OF 

HIGH SULFATE CONCENTRATION 

D. J. McNaughton and M. M. Orgill 

During studies in August 1976 that were part of the Multi-State Atmospheric Power Produc­

tion Pollutant Study (MAP3S), Alkezweeny et al. (1977) noted that in the Milwaukee urban 

plume, layers of relatively high sulfate concentrations occurred at high altitudes with 

respect to the boundary layer. This paper represents a progress report on studies undertaken 

to investigate possible causes for a bimodel vertical profile of sulfate concentrations. 

Data presented by Alkezweeny et al. (1977) serve as a basis for this study. Data from 

August 23, 1976, and August 24, 1978, indicate concentrations relatively high in sulfate, at 

1000 and 6000 ft, respectively, with lower concentrations at lower altitudes. Concentrations 

of trace metals also indicate no peaks in the vertical concentration profiles above the 

surface. Initial studies of the high, elevated sulfate concentrations have centered on the 

August 23 measurements taken over southeast Wisconsin using synoptic data from the national 

weather service, emissions data from the national emissions data bank system (EPA), air 

quality data from the national air surveillance network (EPA), and satellite photographs from 

the EROS Data Center (U.S.G.S.). 

The following describes the synoptic situation for the Aug~st 23 to 24 period and presents 

observations on the study to date as well as plans for future analysis. 

The synoptic situation for the August 23 
to 24 Lake Michigan experiment is depicted 
in Figure 1.16. On the day prior to the 
experimental flight, prevailing visibility 
throughout most of the Great Lakes was 10 
km (6 mil or less due to haze and fog. 
During the preceding period, frontal pas­
sage was dominated by a stagnating anticy­
clone typical of one type of high sulfate 
episode identified by Hidy (1976) and Tong 
and Batchelder (1978). During the 22nd 
and 23rd, a weak polar front from Canada 
moved southward over the Great Lakes area 
at approximately 22.5 km hr- 1 (14 mi hr- 1 ) 

and was located just south of Lake Michigan 
on the 23rd at 127(07 EST). This weak cold 
front and associated polar air mass had a 
tendency to improve the horizontal visibil­
ity behind the front, but haze and smoke 
layers were still reported at higher eleva­
tions. Prevailing visibility south of the 
front was still poor (see Figure 1.16). 

A north to south vertical cross section 
of the frontal system is depicted in 
Figure 1.17. Above the 950 MB pressure 
level, the frontal system was located 
between Chicago and Green Bay. In the 

lower levels the front appears to merge 
with the nocturnal temperature inversion 
layer. Upper-air reports south of the 
front indicated that the top of the haze 
layer was between 800-750 MB levels or 
around 2134 m (7000 ft) MSL. Figure 1.17 
indicates that the elevated sulfate layer 
at 3000 m (10,000 ft), as observed by the 
Lake Michigan experiment, was located in 
the frontal transition zone. 

Observations of sulfate concentrations 
of 7 to 9 ~g m- 3 at high altitude are 
within the range of typical surface concen­
trations (Hidy 1976), but their existence 
above the mixed layer appears possible 
only by an injection of concentrated 
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sulfate mass into the elevated layers (see 
Table 1.9). A number of hypothetical 
mechanisms for this injection are presented: 

1) direct emission and subsequent trans­
formation of sulfur dioxide into the 
layer, 

2) broad lifting of a surface layer with 
high sulfate concentrations, 
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FIGURE 1.16. Surface Synoptic Data and Winds for 2300Z, August 19, 1976 
(contours are isolines of prevailing visibility, i.e., 3, 6 and 15 miles) 
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FIGURE 1.17. A North to South Cross Section of Potential Temperature (solid lines) and 
Temperature for 1200Z, August 23, 1976 (broken lines are isotherms in 0c) 
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3) trapping of sulfate in a stable inver­
sion layer after the suppression of 
mixing at night or after a frontal pas­
sage. 

No conclusion, but the following observa­
tions, have been made concerning these 
mechanisms: 

• Direct emissions of sulfur oxides at 
heights greater than 2000 ft are 
normally expected only in the Upper 
Ohio River Valley (western Pennsylvania), 
Ontario, and in Tennessee (Hidy 1976). 
Considering the character of sulfate 
formation as a secondary pollutant from 
sulfur dioxide and the dilution of 
plumes with distance, concentrations 
on the order of 10 wg m- 3 would be 
expected within 100 to 200 km of an 
individual source. 

• A broad area of low visibilities (see 
Figure 1.16) and probably high pollutant 
concentrations accompanied the stagna­
tive anticyclone preceding the weak but 
dry frontal passage with the haze layer 
top near 6000 ft (see Figure 1.17). 

Local to the observation area, high 
surface concentrations of both ozone and 
sulfur dioxide (Table 1.10) drop off 
rapidly on August 23 as the surface 
front passes through the area. The 
surface pollutant layer was either 
transported out of the area or lifted 
with the frontal passage. The air in 
the 10,000-ft layer on August 23 does 
not appear to be surface air as a result 
of the low concentrations of trace metals 
(Table 1.9) measured. 

• Pollutants in the deep mixed layer 
expected in a stagnation situation are 
normally distributed in a uniform manner 
except in the immediate vicinity of 
emission sources. Building of a surface­
based inversion may isolate a portion of 
the mixed layer. 

Future studies will make use of trajec­
tory analyses and satellite photographs in 
an attempt to identify possible source 
regions. Further analysis of the August 24 
cases and other time periods may contribute 
to identifying the reason for formation of 
these pollutant layers. 

TABLE 1.9. Sulfate and Trace Metals Upwind of Milwaukee. 

Altitude Sulfate, Ca, Mn, Fe, Pb, 
Date in feet /lg/m3 ng/m3 ng/m3 ng/m3 ng/m3 

August 23, 1976 1,500 1.6 239 6.3 159 7.1 

10,000 7.4 28 ND(b) 17 4.4 

August 24, 1976 1,500 5.4 3,140 25.6 614 46.0 

6,000 9.0 88 3.4 73 24.0 

8,000 NO ND NO ND NO 

August 29, 1976(a) 1,000 to 0.3 79 1.7 54.9 3.6 
6,000 

August 30, 1976 5,000 0.9 535 17.3 539 NO 

(a) Over lake Michigan, wind from the north 
(b)ND = not detected 
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TABLE 1.10. Ambient 24-Hour Average Pollutant Concentrations. 

Sulfur Dioxide, J..Lg m-3 Ozone, ppm 

Date Raling Milwaukee Waukesha Chicago Raling Milwaukee Waukesha Chicago 

8/14/76 52 47 62 

8/19/76 0.094 0.077 0.052 0.027 

8/20/76 60 36 52 0.087 0.060 0.051 0.029 

8/21176 57 42 83 0.105 0.061 0.050 0.038 

8122/76 42 26 44 0.067 0.060 0.023 0.036 

8/23/76 34 18 29 0.029 0.019 0.022 0.010 

GRAPHICAL INTERPRETATION OF NUMERICAL MODEL RESULTS 

D. R. Drewes 

Computer software has been developed to produce high quality graphical displays of data 

from a numerical grid model. The code uses an existing graphical display package (DISSPLA) 

and overcomes some of the problems of both line-printer output and traditional graphics. The 
software has been designed to be flexible enough to handle arbitrarily placed computation 

grids and a variety of display requirements. 

Interpretation of gridded data generated 
by computer (numerical) models is often 
hampered by the inherent inability of the 
computer line-printer to display simulta­
neously several aspects of the situation 
being modeled. Traditional graphical 
methods are able to display several of 
these aspects simultaneously, but are often 
'impeded by the necessary communication 1 ink 
between modeler and graphical artist. Both 
of these problems, however, are beginning 
to find their solutions in the recent 
expansion of computer graphics. Reliable, 
efficient software packages are now avail­
able to produce high quality graphical 
representations of the results obtained 
from computer models. Furthermore, the 
graphical results are available essentially 
in real time, that is, without having to 
be interpreted and rendered by an illustra­
tor. Suc~ a technique has been applied to 
the analysis of results of a computer model 
that simulates dispersion of atmospheric 
pollutants from a number of sources at 
various locations in the western half of 
the United States. 
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The model overlays a grid on a map of 
the region of interest. The sources postu­
lated are then located with respect to this 
grid, and the model calculates various 
pollutant concentrations for each grid 
square. Computer printouts of these values 
are difficult to interpret since they do 
not show explicitly the source locations 
and other geographical information (see 
Figure 1.18). By sacrificing some of the 
precision of the direct printout and segre-
9ating the results into several categories 
(say A, B, and C), it is possible to produce 
a printer plot of "contours" of the concen­
trations and even to roughly define the 
geographical information (see Figure 1.19). 
Even this substantial improvement has basic 
limitations, however: the source locations 
cannot be included (except at the expense 
of other information); the overlaid map is 
imprecise; and the character spacing on the 
printer makes the grid appear skewed. The 
graphical software developed to display 
these data overcomes these defects and 
produces a high quality, easy-to-analyze 
picture (see Figure 1.20) of both the input 
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FIGURE 1.18. Numerical Output of Model Results 

(source locations and relative sizes) , NMC grid, (a) the computation grid may be 
output (concentration contours), and phys- rotated and translated in any manner 
ical relationships (the map basis). Colored desired. Furthermore, the plot may,at the 
analogs, which are especially useful during user's option, cover a greater (or lesser) 
oral presentations, can also be produced. portion of the map than that covered by the 

grid. Thus, the software is useful for 
The software developed for these displays producing graphical displays of gridded 

is not 1 imited to the grid system used for numerical data regardless of the geographi-
this model. Coordinate strings to define ca 1 orientation of the grid. Because of 
all the state outlines are available. The its modular nature, other pertinent data 
grid spacing is completely arbitrary, and can also be included, depending on the 
while the plots are defined relative to the needs of the user. 

_ (a) Jenne, R. L. "The NMC Octagonal Grid." National Center for Atmospheric Research, Boulder, 
Colorado. 
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DRY DEPOSITION OF ATMOSPHERIC OZONE 

J. G. Droppo and J. C. Doran 

The dry removal processes of pollutants associated with emissions from fossil-fuel-fired 

power plants were studied in field tests. Results of ozone dry deposition tests using both 
an eddy flux method and a profile method are given. These data are needed as input for 
modeling long-range transport of atmospheric pollutants. 

Ozone was selected for study because of 
its importance as an atmospheric pollutant. 
The availability of fast response ozone 
monitors allows direct measurement of the 
ozone Reynolds flux as well as concentra­
tion profiles. The high sensitivity of such 
instruments allows study of ozone at back­
ground concentrations of ozone. 

The concentration gradient dC/dZ may be 
determined as a function of height from 
measurements of the concentration profile. 
If an eddy transport coefficient is then 
assumed, the aerodynamic resistance to 
transport may be calculated and the surface 
resistance term determined (Droppo 1976; 
Garland 1976). The surface resistance may 
also be determined directly from measure­
ments of the Reynolds flux, w'C', of the 
pollutant and the pollutant concentration 
near the surface (Desjardins and Lemon 
1974; Wesely et al. 1977). The ratio of 
w'c' and dC/dt then provides a value for 
the eddy diffusivity KC. While some evi­
dence exists that the diffusivity for heat, 
KH, is more appropriate than that for 
momentum, KM' the question has not been 
totally resolved (Dyer and Hicks 1970; 
Galbally 1971). 

Measurements were taken at two sites: 
one in western Washington and one in eastern 
Washington. The experimental techniques 
and procedures were developed at the former 
site, but the availability of additional 
apparatus and superior fetch at the latter 
site made it a more attractive choice. 

The terrain at the eastern Washington 
site was a relatively flat, uniform desert 
with sparse sagebrush and various grasses 
being the main vegetation. An acceptable 
fetch was available in most directions for 
several kilometers, and a roughness length 
of ~4.5 cm was estimated from a number of 
wind and temperature profiles. Winds were 
determined using three-component Gill 
anemometers located at heights of 1.22, 
4.72 and lB.3 m. Thermistor temperature 
probes were located at the same heights. 

As many as three chemiluminescent ozone 
monitors were used simultaneously during 
data collection periods. A factory 
modified instrument, with a response time 
of approximately one second, was used to 
record ozone fluctuations at the top of an 
lB.3-m tower. Air was drawn in at that 
height through a teflon line connected to 
a pump. A double tee arrangement 
(Figure 1.21) enabled the ozone in the line 
to be sampled by the monitor that was 
located near the pump. Reynolds fluxes 
of ozone were computed from fluctuations in 
concentration and vertical wind speed at 
the lB.3-m level. 

Two roving sample lines were used to 
record the ozone concentration profiles. 
The lines were positioned so that one inlet 
was located at a height of 0.76 m when the 
other was at 15.2 m. The intake lines 
switched positions periodically to compen­
sate for possible systematic errors. The 
relative calibration of the two instruments 
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FIGURE 1.21. Schematic Diagram of Ozone Monitor Intake Systems 
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was checked before and after each data 
period (~l hr) by moving the two intakes to 
the same height and recording concentrations 
for several minutes. 

Examples of the measured wind, tempera­
ture and ozone concentration profiles are 
shown in Figure 1.22 for slightly unstable 
conditions and in Figure 1.23 for moderately 
unstable conditions. 

In determining surface resistances to 
ozone transport, several assumptions are 
made. First, the roughness length for 
momentum flux, zo' is an appropriate height 
at which to determine the resistance for 
ozone. Second, the surface and atmospheric 
resistance terms may be added in series so 
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FIGURE 1.22. Measured Ozone Concentrations, Wind 
and Temperature Profiles in Slightly Unstable Conditions 
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that the total resistance is given by the 
sum of these two contributions, 
RT = Ra + Rs. The surface term, Rs ' is 
simply treated as a residual after the 
atmospheric contribution, Ra , has been 
removed. Thus, Rs used here may contain a 
stomatal resistance contribution as well as 
any resistance to transfer across the 
surface layer of air in contact with a 
vegetative surface (Wesely and Hicks 1977). 

From measurements over the semi-arid 
terrain of eastern Washington, a surface 
resistance value for ozone of 290 ± 150 s/m 
was found. This agreed well with results 
from measurements over a grassy field 
in western Washington, where the surface 
resistance was found to be 270 ± 160 s/m. 
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FIGURE 1.23. Measured Ozone Concentrations, Wind 
and Temperature Profiles in Moderately Unstable 
Conditions 



The eddy diffusivity for any quantity is 
defined as the ratio of the flux to the 
concentration gradient. Determining ozone 
eddy diffusivity requires accurate specifi­
cation of the very small ozone concentra­
tion gradients to allow comparison with 
values for heat and momentum. 

A straight line of the form 
C = a + b £ n z was fitted to the ozone 

TABLE 1.11. Estimated Values of Momentum (KM), 
Diffusivity for Heat (KH) and Eddy Diffusivity (Kc) at 
10 m. 

Run KM, m'/sec KH, m'/sec KC' m'/sec 

3.29 3.87 3.63 

2 3.32 3.58 4.42 

3 1.90 2.99 3.80 

4 1.73 2.27 4.65 

5 1.48 4.31 2.59 

profiles, and similar fits were made to the 
velocity and temperature profiles as well. 
An estimate of ac/az at z = 10 m is then 
given by b/10, and KC % Flux(03)/(aC/az). 
Similar calculations were carried out for 
velocity and temperature, and some results 
are summarized in Table 1.11. 

From these values, the ratio KC/KM is 
found to be 1.77 ± 0.62 while 
KC/KH = 1.22 ± 0.54. A value of unity 
would be expected for one of these ratios 
if the transport mechanisms for ozone were 
identical with that for momentum or heat. 
The significantly better agreement with the 
eddy diffusivity for heat suggests that it 
is the more appropriate value. 

Surface resistance values for ozone have 
been measured at two sites and were found 
to agree well with each other. The combined 
measurement of concentration profiles and 
eddy fluxes is a useful technique in trans­
port and resistance studies. Results 
obtained from these indicate that the eddy 
diffusivity for ozone is more similar to 
that for heat than to that for momentum. 

PROFILE MEASUREMENTS OF AEROSOL DEPOSITION 

J. C. Doran and J. G. Droppo 

A field test program, which assesses the accuracy of the gradient profile method of 

determining deposition velocities, is described. 

The gradient method of deposition veloc­
ities has proved useful in the study of dry 
removal of gases, such as S02 and 03 (e.g., 
Garland 1976). Measurements of particulate 
deposition by this technique are consider­
ably more difficult, but reported results 
(Droppo 1977) suggest that the approach is 
feasible. One of the major objections to 
this method is that the expected small 
values of deposition velocity would result 
in exceedingly small gradients that would 
not be sufficiently well resolved by avail­
able measuring and analysis procedures. 
However, recent results (Wesely et al. 1977; 
Hicks and Wesely 1978) indicate that deposi­
tion velocities for small particles may be 
higher than previously anticipated; thus, 
the gradient method becomes more attractive. 

Critical to the successful application 
of this method is the relative accuracy 
with which concentration differences between 
various heights can be measured. A careful 
study of this aspect of the problem has, 
therefore, been undertaken. 
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A 12.2-m tower was erected and used to 
mount the holder and filters that sample 
the ambient air. Eight filters were 
mounted on the tower, and they were divided 
into two groups of four. Each filter in a 
group was connected to a common pressure 
manifold by 1.9-cm 1.0. flexible tubing. 
The manifold was used to equalize the 
pressure in each of the lines so that 
identical flow conditions for each filter 
might be established. In actual practice, 
minor variations in the filter holder 
geometries resulted in different flow 
rates. These rates, however, were monitored 
by Roots meters located at the manifold, 
which ensured that the meter readings were 
recorded at the same pressure for each 
line. This made pressure corrections 
unnecessary. The manifold itself was 
attached to three pumps, which were used to 
draw air through the lines. An independent 
set of pumps, meters and manifold were 
connected to the second group of filters. 
Figure 1.24 shows a schematic diagram of 
the arrangement. 



The two lower levels of two filters each 
were each fixed in position on the tower at 
heights of 1.2 m and 2.6 m, respectively. 
The upper two pairs of filters could be 
raised and lowered by means of a cable, 
rope and pulley assembly. In the lowered 
position, the heights were 2.85 m and 
3.16 m; in the raised position, they were 
5.26 m and 11.7 m. This feature allowed the 
filters to be changed when the holders were 
in the lower position, thereby eliminating 
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the need for extensive tower climbing to 
carry out the experiments. 

Thus far, several calibration runs have 
been carried out with the filter holders in 
their lowered position, and one run has 
been done with the filters raised. The 
filters are currently being analyzed for 
sulfur concentration using x-ray fluores­
cence. Further experiments in this area 
are contingent upon evidence that the 
required concentration accuracies have been 
realized in these initial tests. 
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FIGURE 1.24. Schematic Diagram of Flow Measurement and Regulation System 
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A SIMPLE CORRECTION TO THE SOURCE-DEPLETION MODEL 

T. W. Horst 

A simple correction, based on gradient-transfer theory, is proposed to correct the source­
depletion, diffusion-deposition model for the deposition-caused vertical contaminant profile. 
The resulting predictions compare very well with those of the surface depletion model. 

The common source-depletion method of 
correcting a Gaussian diffusion model for 
dry deposition is biased in its predictions 
of ground-level airborne contamination and 
of deposition flux (Horst 1977). Neverthe­
less, the source-depletion model is quite 
attractive due to its computational simplic­
ity. A modification of the source-depletion 
model, based on gradient transfer theory, 
is proposed and the resulting predictions 
are shown to compare very well with the 
correct solution as computed by the surface­
depletion model. 

The source-depletion model accounts for 
dry deposition by reducing the source 
strength (Q) as a function of downwind 
distance, without altering the vertical 
distribution of contamination. Thus, if 
the contaminant is well mixed to a height 
(~z), the bulk concentration is 

c = Q(x) 
u~z 

The deposition flux is assumed to be vdC 
and conservation of mass then requires 

{_ JX vu~z dx '} Q(x) = Qo exp '-' 
o 

( 1 ) 

(2 ) 

The errors of the source-depletion model 
result from its neglect of the deposition­
caused concentration profile near the 
surface. For a horizontally uniform situa­
tion and a nonsettling contaminant, this 
profil e is: 

z dz' f K(Z'T (3) 
z* 

where K(z) is the eddy diffusivity of the 
contaminant, C(z*) is the contamination at 
ground level, and vdC(z*) is the correct 
deposition flux. Hence, Equation (2) is 
corrected by multiplying the deposition 
velocity (vO) by the ratio C(z~)/C, which 
can be obtalned from Equation (3). 
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~z 

C = ~ f C(z)dz - ~z 

r j z dz' dzj 
l+vd z*KTZ'T (4) 

At locations close to the source the 
contaminant is not well mixed in the verti­
cal. The source depletion model assumes 
the crosswind-integrated, ground-level 
contamination to be 

Q(x) C (z*) = Q(x) exp (-h 2/2Gz 2 ) (5) 
Qo 0 ~ U Gz 

where h is the source height and Gz is the 
standard deviation of the diffusion plume 
in the vertical. Since h2/2Gz2 goes to zero 
at long distances from the source, a com­
parison of Equations (1) and (5) suggests 
the use of Equation (4) with 
~z = IIT7Z Gz to also correct the source 
depletion model close to the source. Thus, 

and 

Figure 1.25 compares the predictions of 
Equations (4) and (6) for the ratio 
[C(z*)/Q(x)]/[CQ(z*)/Qo] to the predictions 
of the surface depletion model (Horst 1977 
and 1978a). Since the uncorrected source­
depletion model predicts a value of one for 
this ratio, the proposed correction is very 
good, especially for Gz/h~l where almost all 
of the deposition occurs. 
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STUDIES OF MATERIALS FOUND IN PRODUCTS AND WASTES 
FROM COAL-CONVERSION PROCESSES 

M. R. Petersen and J. S. Fruchter 

Researchers at Pacific Northwest Laboratory (PNL) have been investigating materials from 
synthetic fossil-fuel processes. During this past year, solids from the Lignite Gasification 
Pilot Plant and samples from the Solvent Refined Coal Pilot Plant (SRC-II mode) have been 
analyzed for organic and inorganic constituents. Observations on these samples are summa­
rized. 

The objectives of this program are to 
identify and to quantify the constituents 
occurring in products, effluents, and 
emissions from coal-conversion processes 
that warrant consideration in the develop­
ment of control measures. Sampling and 
analyses of materials from a coal gasifica­
tion and a coal liquefaction plant have 
been completed during this year, and some 
findings are summarized below. 
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Lignite Gasification 
(C02 Acceptor) Process 

Before the Lignite Gasification Pilot 
Plant was shut down in September 1977, PNL 
obtained some samples of feed coal, gasifier 
and regenerator fines, and spent limestone 
acceptor for research purposes. These 
samples were analyzed using instrumental 
neutron activation analysis (INAA) and 



x-ray fluorescence (XRF) for many major and 
minor elements. The results of these 
analyses are shown in Table 1.12. Some 
of the more volatile elements, such as 
arsenic and bromine, tend to partition onto 
the fines. Because the coal ash tends to 
accumulate on the acceptor, many elements 
found on the spent acceptor came from the 
coal. The gasifier fines indicated that 
the coal ash and the measured concentrations 
were higher in many elements than in the 
acceptor. The regenerator fines found 

during recalcining the acceptor were also 
high in most elements. 

Solvent Refined Coal Process 

During this year, the Solvent Refined 
Coal Pilot Plant at Fort Lewis, Washington, 
completed a series of runs in the SRC-II 
mode. This mode of operation produces a 
low-sulfur fuel oil. During one of their 
mass balance runs, samples of feed coal, 
product distillates, solid wastes, effluent 
water, and offgases before flaring were 
coll ected. 

TABLE 1.12. Inorganic Element Concentrations in Solid Samples from Coal Gasification Process, in ppm by 
Weight Except as Noted. 

Feed Coal Gasifier Fines 

Element INAA XRF INAA 

Na 0.40'Yo :!: 0.01 0.24%:+: 0,01 

Si 5800:!: 1650 

P <1300 

0.60%:': 0.05 

CI <160 

K 55:!: 15 

Ca 1.61% :!: 0.10 

Ti 550:!: 40 

V 

Cr 9.5:!: 0.2 32:,: 1 

Mn 31 :!: 1 

Fe 0.27%:!: 0.01 0.290% :!: 0.020 2.07%:!: 0.05 

Co 1.4:,: 0.1 9.6:+: 0.2 

Ni 4.9:!: 0.6 5.7 ± 0.5 42:!: 5 

Cu 7.8 ± 0.3 

Zn 5.7 :+: 0.3 

As 1.2 ± 0.1 1.3:+: 0.1 22.5 ± 0.5 

Se 1.91 :+:0.06 

Br 1.09:': 0.08 10:+: 0.1 5.7 :+: 0.3 

Rb <2 1.3 ± 2 5.1 :': 1.0 

Sr 296± 5 

Sb 0.26:!: 0.04 1.8±0.3 

Ba 320 :!: 40 lOBO:!: 120 

La 24.8:!: 0.2 18.8 :!: 0.2 

HI 5.2 :!: 0.3 2.2 :!: 0.1 

Pb 3.1 :!: 0.2 

Th 1.5:+: 0.1 6.9 :!: 0.1 

U 4.4 :!: 0.4 2.6:!: 0.3 

The distillates were analyzed for 
selected polynuclear aromatic hydrocarbons 
(PAH). These gas chromatograph/mass 
spectrometry analyses were performed using 
argon chemical ionization in selected ion 
mode with a nematic crystal column. The 
concentrations of the PAH compounds found 
in the samples are listed in Table 1.13. 

XRF 

1.05'7,,:,: 0.19 

1.65%:,: 0.14 

<380 

470:!: 60 

12.7%:,: 0.9 

2590 :!: 180 

100 :!: 30 

28:,: 2 

170:!: 13 

228%:,: 0.14 

44 ± 3 

67:!: 5 

38:+: 3 

8.6 ± 1.4 

3.0 ± 0.4 

4.8:+: 0.5 

5.7 :!: 0.6 

940 :!: 60 

8.6:!: 1.4 
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lime 
(Spent Acceptor) Regenerator Fines 

INAA XRF INAA XRF 

640:,: 30 0.41%:,: 0.1 

<1.4% < 2.7 'Yo 

3.4% 2.8% 

9100:!: 1040 3.7% 

<500 1000 :!: 400 

<300 3500 :!: 300 

47% 35.9 f}6 ± 24 

1200:!: 90 4300 ± 280 

114:!: 25 

28:!: 7 82:!: 5 85 :!: 10 

202:!: 15 180:!: 17 

1.15 :+: 0.01 1.337% :!: 0.09 1.67:,: 0.2 1.8%:+:0.1 

4.2:+: 0.1 24.8:!: 0.4 

53:+: 8 60:+: 5 68:!: 8 67:!: 6 

SO:+: 4 69 ± 7 

59:,: 4 58:+: 4 

4.6 ± 0.1 5.2:+: 0.8 8.3:+: 0.3 7.6 :+: 0.7 

2.8:+: 0.6 13.5:+:1.1 

3.1 :+: 0.1 2.4 :+: 0.5 27.1 :!: 0.4 28 ± 2 

3.4 ± 0.7 17 :!: 1 

840:!: 40 1540 ± 70 

0.32 ± 0.06 0.88 :!: 0.15 

300:!: 40 13501110 

9.2 ± 0.2 24.8 :!: 0.3 

0.68:!: 0.04 2.6:!: 0.1 

<3.8 27 ± 2 

3.2:!: 0.1 9.8 :+:0.2 

2.8:!: 0.2 4.4 :!: 0.4 

The data were obtained from just one set of 
samples and may not necessarily reflect 
values that may occur under different 
process conditions. The observed concentra­
tions were dependent on the boiling ranges 
of the distillate cuts and were found to be 
highest in the heavy distillate (boiling 
range 288°-454°C). 



TABLE 1.13. Concentration of Selected PAH Compounds in Distillates 
from SRC-II Process, in ppm by Weight. 

Chrysene Perylene Benzo(e)pyrene Benzo(a)pyrene 

Light Distillate 0.2 

Middle Distillate 3.0 

Heavy Distillate 326 12 

Mercury measurements were made in the 
offgas stream from the SRC-II process and 
are shown in Table 1.14. Because of 
uncertainties in the volume of gas in this 
process, we were unable to determine whether 
or not all of the mercury coul d be accounted 
for in this stream. The mecury was appar­
ently removed by the sulfur recovery unit 
at the plant, as no mercury could be 
detected downstream from this unit or in 
the sulfur. The scrubber solution was 
found to contain considerable concentrations 
of mercury. Several arsenic species were 
also measured in the offgas stream. 

Some collected data are shown in 
Table 1.15. This table shows major and 
trace element data for samples of feed 
coal, mineral residue, product solids and 
liquids, process liquids, particulates, and 
effluent gases taken from the coal liquefac­
tion plant. Figure 1.26 shows mass balances 
for six elements in the solid product mode. 
The balances are only approximate since 
operating parameters are varied from run 
to run. Except for mercury, titani um, and 
bromine, most elements appear to remain 
with th~ mineral residue. In the case of 
bromine, approximately 84% remains with the 
product, whereas approximately 56% of 
titanium remains with the product. In the 
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0.028 

2.3 1.0 

356 115 

TABLE 1.14. Mercury in Gas Samples from SRC-II 
Process. 

Untreated Process Gas 

Scrubbed Process Gas 

Scrubber Solution 

Total Mercury 
Concentration 

20 ng/Q 

<0.4 ng/£ 

2600 ng/Q 

case of mercury, 89% is unaccounted for in 
the solid and liquid products and is presum­
ably emitted in the process offgas. 

These studies will continue at the SRC 
plant in both SRC-I (solid product) and 
SRC-II modes, and samples that can be com­
pared with stored materials will be col­
lected and analyzed. With these data, some 
projections can be made on the composition 
of possible effluents from the proposed SRC 
demonstration plant in West Virginia. 
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Na 
CI 
K 
Ca 
Ti 
V 
Cr 
Mn 
Fe 
Co 
Ni 
Cu 
Zu 
As 
Se 
Br 
Rb 
5r 
5b 
Ba 
La 
M 
Mg 
Pb 
Th 
U 

TABLE 1.15. Inorganic Element Content of Solid Samples From Coal Liquefaction-Refined Solids 
Process, in ppm Except as Noted. 

Feed Coal 
(Solids Process) 

INAA XRF 

180 ± 4 
276 ± 30 

1200 ± 0.02 1000 ± 100 
0.069 ± 0.010 
620 ± 20 

29± 2 25 ± 3 
18 ± 2 17 ± 2 
35 ± 2 
2.29'10 ± 0.12 2.10% ± 0.15 
5.2 ± 0.02 
21 ± 2 23 ± 1 

10 ± 1 
26 ± 2 
19 ± 1 17 ± 2 
3.6 ± 0.2 
3.6 ± 0.3 3.9 ± 0.3 
13 ± 1 15 ± 1 
59 ± 15 140 ± 10 
1.4 ± 0,1 

46 ± 5 
8.9 ± 0.5 
0.44 ± 0,02 
0.16 ± 0,01 

8+1 
1.9 ± 0,1 
1.1 ±0.1 
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Mineral Residue Solid Product 
(Solids Process) 

INAA XRF INAA XRF 

3150 ± 60 8.8 ± 1.5 
1020" 50 
1.16% ± 0.05 115 ± 20 
1.15'Yo ± 0.05 
2300 ± 200 520 ± 30 
180 ± 20 10 ± 1 

150 ± 3 161 ± 10 7.5 ± 2.1 6.0 ± 2.2 

13.3% ± 0.5 14.5% ± 0.3 270 ± 30 300 ± 40 

30 ± 1 0.26 ± 0.04 
120 ± 5 115 ± 5 6 2.1 ± 0.2 

126 ± 10 0.8 ± 0.1 
120 ± 15 138 ± 20 8.1 ± 0.5 7.2 ± 0.8 

77 ± 5 75 ± 5 3.11 ± 0.15 1.8 ± 0.2 

20 ± 2 15 ± 3 0.17'± 0.03 

4.9 ± 0.4 5.2 ± 0.4 4.7 ± 0.4 4.8 ± 004 
82 ± 10 96 ± 5 0.4 

310 ± 30 325 ± 15 0,96 ± 0,16 
7.4 ± 0.3 0,066 ± 0,009 
240 ± 25 0,14 ± 0,03 
46.8 ± 1,2 0,10 ± 0,02 
2.3 ± 0,2 0,05 ± 0,005 

0.005 0,020 ± 0,005 
42 ± 3 

9 + 1 0,19 ± 0,03 

7.3 + 0.3 0.54 ± 0,05 
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MERCURY 
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NBS Coal SID. 

INAA XRF 

420 ± 20 
850" 150 
0.27% ± 0.02 

0.42% ± 0.05 
0.11 ± 0.02 0.13 ±0.02 
35 ± 4 38 ± 4 
19.± 2 18.± 2 
42± 6 
0.81')o.± 0.05 0.78% ± 0.035 
5.2 ± 0.1 
16 ± 2 14 ± 2 

15 ± 2 
37 ± 3 32 ± 3 
5.7 ± 0.5 6.1 ± 0.5 
3.3± 0.3 3.1 ± 0.4 
17 ± 2 17 ± 2 
19 ± 2 18 ± 1 

170 ± 20 150 ± 20 
3.7 ± 0,3 
390 ± 40 
10.5 ± 0,2 
0,97 ± 0.09 
0,12± 0.02 

11 
3.4 ± 0,3 
1,6 ± 0,2 

FIGURE 1.26. Balances for Six Elements in a Coal liquefaction-Refined Solid Process 

1.44 



A SPECTROSCOPIC TECHNIQUE FOR MEASURING ATMOSPHERIC CO 2 

G. M. Stokes and R. A. Stokes 

As part of a continuing effort to identify areas in which astronomical techniques and data 
may be profitably applied to atmospheric problems, both new and archival solar spectra have 
been collected to prepare for an analysis of their use for studying the changes of the atmo­
spheric CO 2 burden. This analysis has resulted in the initiation of an observing program 
using the Fourier Transform Spectrometer (FTS) of the McMath Solar Telescope at Kitt Peak 
National Observatory (KPNO). This program is generating spectra, the quality of which should 
not only aid the archival CO 2 study but also lead to analyses of other trace gases. 

Man's annual consumption of fossil fuels 
has grown by a factor of 50 during the 
roughly 120 years spanning the transition 
from a pre-industrial culture to today's 
highly industrialized society. Our current 
increase in the consumption rate is about 
4.3%/yr, and it is estimated that the 
earth's atmosphere now contains 85 x 10 9 

tons more now than in 1860, mostly as a 
result of burning fossil fuels (Baes et al. 
1976; Keeling et al. 1976). 

Carbon dioxide has a significant effect 
on the average temperature of the earth's 
surface and lower atmospheric layers as a 
result of the gas's large infrared opacity, 
which produces a "greenhouse effect." 
Because of the CO 2 content the earth's 
average surface temperature is now 35 K 
higher than the bolometric temperature of 
the earth as seen from space. Clearly, 
further increases in atmospheric CO 2 
concentration can be expected to raise the 
earth's average surface temperature even to 
the extent of overwhelming other mechanisms 
that give rise to natural climatic fluctua­
tions. 

A measurement of CO 2 abundance based on 
solar absorption spectroscopy taken at the 
turn of the century is important for two 
reasons. It would provide independent cor­
roboration with other results, which have 
placed the increase of the atmospheric 
carbon dioxide abundance in the twentieth 
century at about 10%, and it would provide 
a measurement very different from that used 
in carbon dioxide research to date. In par­
ticular, the absorption method measures the 
total column of carbon dioxide in the 
atmosphere between the observer and the 
sun, rather than a local value that may be 
subject to the vagaries of local conditions. 

In the past year, the present research 
program has focused on: evaluating the 
required accuracy of any technique designed 
to contribute to the historical study of 
the carbon cycle and determining abundances. 
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The accuracy requirements for carbon dioxide 
abundance studies were estimated in several 
ways. In particular, over and above any 
long-term change in the CO 2 , there appears 
to be an annual variation in CO 2 concentra­
tion. At Mauna Loa this variation amounts 
to approximately 1% of the total CO 2 
abundance (Keeling et al. 1976). 

Since the older spectroscopic data was 
not accumulated with the goal of either 
detecting or correcting for seasonal effects, 
this annual variation must be viewed as a 
source of noise in the measurement that 
eventually will limit the accuracy of the 
technique. Therefore, the goal of the 
analyses of archival data need only be a 
fractional accuracy of between 1 and 2%. 
However, any new measurement effort must 
meet the time resolution requirement and 
should be as accurate as possible. 

The analysis of the abundance of an 
atmospheric constituent using absorption 
spectroscopy is in principle extremely 
simple. Invert the relationship 

where 

(1 a ) 

and solve for the abundance of the element 
N. In Equation la, line absorption is 
referred to, such that Iv is the observed 
intensity at frequency v in the line, I is 
the intensity of the sun's radiation atO~he 
top of the atmosphere and T is the optical 
depth. Equation "Ib represents optical 
depth as integral along the path from the 
observer to the top of the atmosphere. The 
three terms in this equation are: N(t) 
the number density of the atom or molecule 
of interest, ¢v(t) the line profile func­
tion, and P(t) the population factor of the 
ground-level of the absorption. Each of 
these is a function of position in the 



atmosphere making the inversion problem 
quite difficult in practice. 

starting point, a method that automatically 
gives the wavelengths of lines found in a 
digitized spectrum has been developed. This 
scheme is extremely important since the 
spectral region chosen for analysis, the 1 

The data that are now in hand for 
analysis are given in Table 1.16. In 
Figure 1.27, the epochs of four major 
landmarks in solar absorption spectroscopy 
are shown on a diagram that also gives the 
historical production of carbon as a result 
of man's activities (Baes et a1. 1976). 

to 2.5 micron region, contains well in excess 
of 10,000 lines, more than 7,000 of which 
originate in the earth's atmosphere. The 
second step in the analysis is the placement 
of the solar continuum that is the reference 
level against which the strength of the 
telluric absorption lines is measured. The 
continuum placement scheme is now being 
tested on the two sets of Hall data 

The first two areas of concern in the 
analysis of the data have been line identi­
fication and continuum placement. Using a 
line identification scheme contained in the 
REDUCER data reduction package, developed 
by Kitt Peak National Observatory, as a 

(Table 1.16) and some Fourier transform 
spectra recently taken at Kitt Peak National 
Observatory. 
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TABLE 1.16. Spectral Data Being Prepared for Analysis. 

Data, Observer and 
Location Wavelength Range,1l Date 

Spectra I Atlas 0.84 to 2.52 1950 
(Mohler et ai, Mt. Wilson)(a) 

Spectral Atlas 1 to 2.5 1970 
(Hall, KPNO)(a) 

Spectral Scans 1.57 1975 
(Hall, KPNO)(b) Band of C02 

Spectral Scans 1.57 1978 
(Hall, KPNO)(b) Band of CO2 

FTS Spectra 1 to 2.5 1978 
(Stokes, KPNO)(b) 

(a) See Section 4 for references. 
(b) Available from Battelle Observatory, Richland, Wa 
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Fission and 
Fusion 



FISSION AND FUSION 

• Particle Resuspension and Translocation 

• Alternate Fuel Cycle Technologies/Thorium Fuel 
Cycle Technologies (AFCT/TFCT) 

• Meteorological Effects of Thermal Energy Releases 

• Atmospheric Boundary Layer Studies 

• Fallout Rates and Mechanisms 

The major pollutants of concern from the nuclear energy industry are long­
lived particles (i.e., plutonium and other radionuclides) and waste heat and water 
vapor from power-plant cooling systems. Since these pollutants may affect living 
species and local and regional climate in an adverse manner, field, laboratory 
and theoretical investigations of their fate are very important to human welfare. 

Research activities at PNl include studies of atmospheric diffusion and 
deposition of material on the earth's surface, resuspension of particulate matter, 
the transport of drift particles from the effluents of cooling towers, and the 
regional and global transport of material. Transport studies include the modeling 
of vertical diffusion and deposition, the determination of the effect of time-averaged 
precipitation on wet deposition, and the analysis of the redistribution of a layer 
of HTO by rainfall. 



A REVIEW: DEPOSITION AND RESUSPENSION PROCESSES 

G. A. Sehmel 

A review chapter was written on deposition and resuspension processes for the forthcoming 

Department of Energy publication, Atmospheric Sciences and Power Production, edited by 
D. Randerson. The chapter includes eleven tables and thirteen figures summarizing data from 

241 references. The conclusions of that review chapter are given. 

Mass transfer across the air-surface is 
important for all toxic materials, regard­
less of their size. If these materials are 
respirable, predicting the concentrations 
that might potentially be inhaled is cru­
cial. These concentrations can be calcu­
lated from atmospheric diffusion and 
transport models that include a boundary 
condition for mass transfer across the air­
surface interface. The problem is that 
many of these models either have not been 
validated (Crawford et al. 1978) or have 
been validated only under limited condi­
tions. Models have not been validated, for 
instance, for the case of significant air­
surface mass transfer. Once these models 
are validated, deposition velocities and 
resuspension rates will be available. 

Though many experiments have been con­
ducted and theoretical models developed to 
predict the effects of particle and gas 
deposition since the literature was reviewed 
in Atomic Energy--1968 (Slade 1968), our 
abil ity to predict surface mass-transfer 
deposition rates from those field experi­
ments has not improved significantly--with 
one exception. A model developed from many 
laboratory experiments developed by Sehmel 
and Hodgson (1978) so improves our capabil­
ity to predict deposition velocities that 
it should be used until more refined and 
definitive experiments are completed. 

Accurate predictions of surface deple­
tion of airborne pollutant plumes from 
anthropogenic sources require that the best 
available estimates for dry deposition 
velocities be used. However, the relative 
significance of dry deposition is being 
appreciated only in the recent literature. 
Earlier deposition experiments focused 
on the wet removal of nuclear fallout 
debris from the stratosphere rather than on 
dry deposition near ground level. The 
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fact that fallout is removed primarily by 
wet deposition has over-shadowed a more 
important consideration: the key role of 
pollutant-release height in determining the 
relative effectiveness of dry versus wet 
removal processes. Since most energy 
sources release pollutants near ground 
level, studies of dry deposition may be 
more significant than studies of wet depos­
ition in predicting the removal of pollu­
tants from the atmosphere. 

Inadequately controlled experimental 
variables limited early field experiments. 
As a result, most field-determined mass­
transfer data should be interpreted with 
qualification. The deposition velocities 
determined in these field experiments 
ranged from 10- 3 up to 20 cm/sec, a range 
also predicted by Sehmel and Hodgson's 
empirical model (1978). 

The model predicts deposition velocities 
as a function of particle diameter, friction 
velocity, aerodynamic surface roughness, 
and particle density. These predictions 
emphasize that the distribution of pollutant 
particle size must also be known. The 
model predicts a minimum deposition velocity 
of 0.025 cm/sec. For smaller particles and 
gases than these with minimum deposition 
velocity, deposition velocities increase 
because of B~ownian diffusion. For larger 
particles, deposition velocities increase 
because of gravity-settling and eddy diffu­
sion. 

Resuspension, the other mass-transfer 
process discussed in the chapter, has been 
receiving increasing attention within the 
last several years, as is evidenced in the 
1974 conference proceedings (Engelmann and 
Sehmel 1976) that consider both resuspen­
sion and dry deposition. Resuspension can 
be a continuing problem after toxic materi­
als are deposited on environmental surfaces. 



Once the materi ali s on the ground, it wi 11 
be recycled into the atmosphere and inhaled 
by man. The chapter demonstrates that 
resuspension physics is so poorly defined 
that much research is needed. 

One problem is that resuspension coef­
ficients have not been adequately defined. 
One resuspension coefficient relates air­
borne concentrations to local surface­
contamination levels, but does not describe 
either the vertical flux from resuspension 
or the total downwind flux. Any calcula­
tion using an "average" resuspension factor 
must be qualified as uncertain within 2 to 
3 orders of magnitude because resuspension 
factors, which cannot be predicted, have 
ranged 2 to 3 orders of magnitude even 
in a single field experiment. The second 
resuspension coefficient describes the 
fraction of material resuspended per unit 
time. Using this coefficient, if the 
surface contamination level is known, the 
vertical flux from resuspension is the 
product of resuspension rates and source 
concentrations. Resuspension rates mea­
sured for both wind and mechanical stresses 

indicate that mechanical stresses can cause 
more material to be resuspended at one time 
than can wind, but that effect is short­
lived because mechanical stresses usually 
last over less time and space. 

Deposition and resuspension research 
results are equally applicable to pollutants 
from both nuclear and nonnuclear energy 
sources. Differences in these air-surface 
mass-transfer processes cannot be distin­
guished as a function of chemical properties. 
Dry deposition can be predicted as a func­
tion of particle size, but resuspension 
cannot. 

Experimental deposition and resuspension 
research results are needed to define these 
transport and mass-transfer processes more 
adequately. In future studies of these 
processes, the experiment conditions and 
experimental techniques must be controlled 
and defined, and theoretical interpretation 
of the results validated. Model and experi­
mental validation are the crux and require­
ment for future research of air-surface 
mass-transfer processes. 

INERT TRACER WIND RESUSPENSION AS A FUNCTION OF 

WIND SPEED, ATMOSPHERIC STABILITY, AND INITIAL 

TRACER PARTICLE SIZE 

G. A. Sehmel and F. D. Lloyd 

Wind-caused resuspension rates are being determined in three different, long-term, inert­
tracer field experiments. Chemical results were recently received from an accumulated backlog 
of air filter samples. Resuspension rates are yet to be calculated from these data. 

Wind and mechanical stresses can resus­
pend respirable pollutant particles from 
environmental surfaces. Subsequently, 
resuspended pollutants can become a concern 
downwind. Although resuspension is known 
to occur, resuspension physics cannot be 
adequately described, either for predictive 
resuspension rate models or for airborne 
concentration at breathing height above a 
resuspension source. General predictive 
models describing physics for environmental 
surfaces would be even more complex than 
models describing resuspension of a single 
particle from a smooth, uniform surface. 
Environmental surfaces can be described as 
being generally nonuniform. Resuspension 
rates are thus required that represent an 
integrated value over the geometry and 
vegetative cover of many different, 
reasonably uniform terrain types. 

2.2 

The present study is directed toward 
determining resuspension rates averaged 
over 7.5- to 30-m resuspension fetches at 
three locations at the Hanford site (Sehmel 
and Lloyd 1978). The resuspension tracer 
at each location is an inert tracer, calcium 
molybdate, which has been deposited at a 
controlled surface contamination level. 
Subsequently, wind-resuspended tracer is 
collected in particulate air samplers 
located on sampling towers. In each 
experiment, particulate air-sampling 
equipment is placed in locations to permit 
calculation of a resuspended tracer mass 
balance. From this mass balance, resus­
pension rates are determined as a function 
of wind speed increments. 

In two experiments, the sampling tower 
is located at the centers of two circular 



areas of 23- and 30-m radii upon which 
tracer has been deposited. For these 
experiments, particulate air samplers are 
always pointed into the wind by wind vanes. 
At these two sites, resuspended tracer is 
sampled as a function of wind speed. 

The effects of both wind speed and 
atmospheric stability on resuspension rates 
are being determined in a third experiment. 
In this experiment, isokinetic air sampler 
inlets are fixed towards a 225° direction. 
These isokinetic air samplers are activated 
only when the wind direction is within a 
wind sector of 225±35°. 

Additional experiments have been com­
pleted at the two circular tracer areas. 
Chemical analyses have been completed for 
the tracer content on each filter for these 
two experiments as well as for a backlog of 
air filter samples from previous experiments. 
Chemical analytical results were recently 
received. However, there has not been 
sufficient time to analyze these data. 
Resuspension rates will be reported at a 
later time. 

The third experiment measuring resuspen­
sion rates as a function of atmospheric 
stability, wind speed, and wind direction 
is being conducted near the Hanford meteoro­
logical tower. To date insufficient air 
sampling time has been accumulated with the 
required atmospheric stability, wind speed, 
and direction to expect a detectable tracer 
content on the sampling filters. 

Since data are still needed to predict 
the effects of atmospheric stability on 
resuspension, a radionuclide analysis of 
filter samples from the third experimental 
site is being considered. The 225±35° 
wind sampling direction locates the sampling 
array downwind of the 200-West area during 
many high-wind speed conditions. This 

2.3 

option for measuring detectable radio­
nuclides seems viable since previously 
airborne plutonium-239 was measured even 
from the top of the l25-m Hanford meteor­
ological tower (Sehmel 1978d). In that 
experiment, particulate air samples were 
collected independent of wind speed and 
direction. 

If this option for radionuclide analysis 
of the filter samples is exercised, effects 
of atmospheric stability on airborne concen­
trations downwind from controlled contami­
nated areas can be measured as a function 
of real-time stability. These measurements 
are preferable to the questionable validity 
of predicted downwind airborne concentra­
tions from derived diffusion coefficients 
and atmospheric transport models. Although 
radionuclide analyses would not permit 
direct calculation of resuspension rates, 
the relative airborne radionuclide con­
centration measured at each wind speed and 
atmospheric stability would give the 
relative effects of these parameters on 
resuspension from the Hanford site. 

Results from the present option could be 
directly related to surface contamination 
levels if contamination levels and resuspen­
sion rates were known or assumed. This 
modeling effort would require that resuspen­
sion rates and contamination levels be 
determined and model predictions be matched 
with observed vertical airborne radionuclide 
profiles at this third experimental site. 

Decisions for analyzing filter samples 
for either tracer or radionuclides will be 
based in part upon the amount and types of 
winds experienced this fall at the experi­
mental site. The airborne mass-loading as 
a function of atmospheric stability and 
wind speed will always be determined for 
these data. 



AIRBORNE PLUTONIUM AND AMERICIUM CONCENTRATIONS 

MEASURED FRO~l THE TOP OF RATTLESNAKE MOUNTAIN 

G. A. Sehmel 

Airborne plutonium-239+240 and americium-241 blowing from offsite was measured in an 
initial experiment at the top of Rattlesnake Mountain. Average airborne concentration 

measured was similar to fallout concentrations. Airborne plutonium concentrations were 

independent of wind speed for seven wind speed increments between 0.5 and 31 m/sec. In 

contrast, the airborne americium concentration was a minimum at a wind speed of approxi­
mately 7 m/sec. Similarly, the airborne solids concentration in jJg/m 3 was a minimum at 

an intermediate wind speed increment of 7 to 11 m/sec. 

Radionuclide fallout throughout the 
world is doubtless resuspended continuously 
by wind and mechanical stresses. To deter­
mine airborne concentrations from this 
resuspension, a field experiment was con­
ducted to determine airborne plutonium and 
americium concentrations as a function of 
wind speed and direction. Sampling was 
conducted at the top of Rattlesnake 
Mountain, which is the western boundary of 
the Hanford exclusion site and the highest 
mountain within the local area. The eleva­
tion of the sampling site is 1075 m, which 
is approximately 875 m above the 200-Area 
plateau (200-m elevation) of the Hanford 
site. The sampling site is approximately 
17 km west of the Hanford 200-West Area 
and is approximately 36 km from Richland. 

Measurement of airborne radionuclides at 
this sampling site could give insight into 
both wind resuspension and the possible 
delivery rate of stratospheric debris as a 
function of wind speed. Although both 
mechanisms could be delivering airborne 
radionuclides to the sampling location, 
samples were not fingerprinted to identify 
the source age. 

Airborne solids were collected with a 
commercial air sampling system,(a) consist­
ing of a cyclone preseparator followed by a 
standard 20- x 25-cm high-volume fiberglass 
filter. At operating conditions of 
1.1 m3/min (40 cfm) through the sampling 
system, the manufacturer's specifications 
indicate a 6-jJm cutoff for the cyclone 
preseparator. Thus, particles collected on 
the 20- x 25-cm filter should be principally 
in the respirable size range. 

The experimental sampling array consisted 
of seven individual sampling systems, each 
of which consisted of a cyclone preseparator 

and 20- x 25-cm filter. The seven systems 
were automatically operated for only wind 
directions from 205 to 275°. Individual 
sampling systems were operated for seven 
different wind speed increments: 0.5 to 3, 
3 to 5, 5 to 7, 7 to 11, 11 to 15, 15 to 
17.5, and 17.5 to 31 m/sec, respectively. 
Wind speed and direction were measured at 
an elevation of 2.1 m. 

The inlets to the cyclone preseparators 
were at a breathing height of 1.7 m. The 
as-received systems were further modified 
by the addition of a cyclone inlet closure. 
The closure covered the inlet until the 
automatic control signal from the wind 
speed and direction controller activated a 
selected sampling system. After sample 
collection, the net weight of solids col­
lected on the filters was determined. 
Subsequently, plutonium-239 (i.e., 239+240) 
and americium-241 analyses ~ere performed 
by a commercial laboratory. (b) 

Airborne plutonium and americium concen­
trations in jJCi/cm3 of air and jJCi/g of 
airborne solids were determined. For these 
data shown in Figure 2.1, the vertical 
lines show one sigma limits corresponding 
to the radiochemical counting statistics. 
The range of each wind speed increment is 
shown by a horizontal line through each 
data point. The dashed lines show the 
estimated data trends. 

The plutonium results are shown on the 
left side of the figure. The average air­
borne concentration was 5 x 10- 17 jJCi/cm 3 . 
This average concentration is 0.0008 of the 
MPC 168 hr of 6 x 10- 14 jJCi/cm 3 (ERDA 1977). 
The confidence limits around each data 
point are larger for the two wind speed 
increments above 15 m/sec. Sample collec­
tion was low for these two samples, since 

(a) Model 230CP cyclone preseparator, Sierra Instrument Co., Carmel Valley, California. 
(b) LFE Environmental Analysis Laboratory, 230 Wright Ave., Richmond, California 94804. 
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FIGURE 2.1. Airborne 239+240PU and 241Am Concentrations in Air and on Airborne Solids Collected 
at the Top of Rattlesnake Mountain from May 22 to June 22, 1978 when Sampling 205 to 275 0 Winds 
Coming from Offsite. 

there was relatively little time with wind 
speeds above 15 m/sec_ 

The plutonium-239 concentrations in wCi/g 
on the airborne solids are shown at the 
bottom of the figure. Plutonium-239 concen­
trations ranged from 3 x 10- 7 up to 
1.8 X 10- 6 wCi/g. Plutonium-239 concentra­
tions were a function of wind speed. A 
maximum concentration of 1.8 x 10- 6 wCi/g 
occurred at an intermediate wind speed 
increment of 7 to 11 m/sec. The reason for 
this maximum is unknown. However, one 
might postulate that the relative resuspen­
sion availability of plutonium on surface 
soils as compared to the availability of 
uncontaminated soil increases as wind speed 
increases from 0.5 up to approximately 
9 m/sec. For higher wind speeds, the 
relative resuspension availability of 
uncontaminated surface soils must increase 
as compared to the availability of plutonium 
on surface soils. 
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The data for airborne americium-241 
are shown on the right side of Figure 2.1. 
Airborne americium-241 concentrations 
ranged from about 6 x 10- 18 to 
5 X 10- 16 wCi/cm 3 • An unexpected result 
was that airborne concentrations at 7 m/sec 
were about one-eighth of the concentration 
at 1.75 m/sec (0.5 to 3 m/sec increment). 
A minimum airborne americium-241 concentra­
tion occurred around 7 m/sec wind speed. 
For higher wind speeds, airborne 
americium-241 concentrations increased (as 
drawn) with the 4.6 power of wind speed. 

Airborne americium-241 concentrations 
were a function of wind speed; airborne 
plutonium-239 concentrations showed no 
relationship with wind speed. These 
differences suggest that either source 
characteristics or transport mechanisms may 
be significantly different for plutonium 
and americium. These possibilities are 
also indicated by comparing radionuclide 



concentrations in ~Ci/g on airborne solids. 
As the lower right section of Figure 2.1 
shows, americium-241 concentrations tended 
to increase with increasing wind speed. 
Only the 11 to 15 mlsec wind speed increment 
shows a significant deviation from this 
increase. In contrast, as the lower left 
section of Figure 2.1 shows, plutonium-239 
content per gram was maximum at a wind 
speed of about 9 m/sec. 

There seems to be some relationship 
between the airborne solids concentrations 
and the americium-241/plutonium-239 ratio. 
Airborne solids concentrations in ~g/m3 and 
the americium-to-plutonium activity ratio 
are shown in Figure 2.2. For both data 
sets, a minimum occurs at a wind speed of 
about 9 m/sec. Airborne solids concentra­
tion ranged from about 18 up to 180 ~g/m3. 
The airborne solids concentration was 
nearly identical for the lowest wind speed 
increment of 0.5 to 3 mlsec and highest 
wind speed increment of 17.5 to 31 m/sec. 
However, the minimum concentration of 
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18 ~g/m3 occurred for the 7 to 11 mlsec 
intermediate wind speed increment. 

These airborne solids concentration 
measurements at seven wind speed increments 
are an extension of our previous measurements 
at three wind speed increments. Previously, 
the 3 to 5 mlsec increment was the lowest 
wind speed for which data were collected. 
For those experiments, airborne solids 
concentrations increased for the high wind 
speeds. For the present data, a wind speed 
increment from 0.5 to 3 mlsec was also 
measured. It is this lower increment that 
is showing an increased airborne solids 
concentration and, thus, is defining the 
existence of a minimum at higher wind 
speeds. 

Since the plutonium and amerlClum air­
borne concentrations show different trends 
as a function of wind speed, the ratio of 
airborne and americium-to-plutonium radio­
nuclide concentrations is shown on the 
lower portion of Figure 2.2. The ratio 

WIND SPEED, mIse<: 

FIGURE 2.2. Airborne Solids Concentration and 24' Am/239Pu Radionuclide Ratio for Airborne Solids 
Collected at the Top of Rattlesnake Mountain from May 22 to June 22, 1978 when Sampling 205 to 275 0 

Winds Coming from Offsite. 
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ranges from 0.1 to 1.8. The calculated 
one-sigma counting-statistics limits for 
these ratios are very large (Kernpthorne and 
Allmaraz 1965). Nevertheless, there may be 
a minimum ratio in the wind speed range of 
5 to 15 m/sec. Thus a minimum occurs at 
an intermediate wind speed for both airborne 
solids concentrations and the americium-241/ 
plutonium-239 ratio. The underlying causes 
and reproducibility of these minima are 
still under study. 

This experiment is being repeated with 
the experimental inclusion of airborne 
particle size discrimination. The sampling 
system now consists of the cyclone presepara­
tor as well as a particle cascade impactor 
in front of the 20 x 25-cm filter. This 
second experiment was begun in July 1978 
and is still operating. 

PLUTONIUM RESUSPENSION 

G. A. Sehmel 

A second experiment near the Prosser barricade in the Hanford area confirmed that airborne 
plutonium was being blown in from offsite by southwesterly winds. 

Plutonium resuspension could occur as a 
result of resuspension from accumulated sur­
face sources arising from fallout deposition 
from areas offsite of Department of Energy 
(DOE) facilities. To determine this fallout 
resuspension, field experiments were con­
ducted near the Prosser barricade of the 
Hanford area about 19 to 20 km southeast 
(130° to 160°) of the fuel-processing areas. 

Previously, airborne plutonium-239 con­
centrations were measured (Sehmel 1977 and 
1978) near the Prosser barricade during 
April 21 to June 29, 1976, when southwest 
winds blew from offsite between 190° and 
260°. Airborne plutonium was sampled with 
particle cascade impactors, which collect 
respirable particles, and rotating cowl 
collectors, which collect nonrespirable 
particles by gravity settling (Sehmel 
1978c). Airborne plutonium-239+240 con­
centrations, ~Ci/cm3, on respirable parti­
cles and airborne plutonium-239+240 fluxes 
in ~Ci (m2 day) on nonrespirable particles 
were reported. 

Airborne plutonium-239+240 concentration 
ranged from about 10- 18 to 10- 16 ~Ci/cm3. 
The plutonium was collected on all particle 
cascade impactor stages. Data were reported 
for collection on the 3 plus 7 ~m impactor 
stages, 1 plus 2 ~m impactor stages, and 
the backup filter. Airborne 
plutonium-239+240 concentrations increased 
as powers of wind speed: ~l.l to ~9.3. 

The concentration of plutonium-239+24G 
per gram of airborne soil was also deter­
mined. For respirable particles, 

plutonium-239+240 concentrations ranged 
from 1.3 x 10-7 to 1.0 X 10- 6 ~Ci/g with an 
average of 4.0 x 10- 7 ~Ci/g of airborne 
solids. For nonrespirable particles, the 
plutonium-239+240 concentration ranged from 
1.3 x 10-7 to 2.1 X 10- 7 ~Ci/g. 

EXPERIMENT 

The sampling experiment was repeated 
from August 12, 1976 to January 11, 1977, 
to confirm this initial experiment. Air­
borne solids were collected within particle 
cascade impactors located at heights of 0.3, 
2.0 and 5.8 m above ground. The air was 
sampled only if the wind was blowing from 
offsite towards the Hanford area from 190° 
to 260°. Respirable particles were sampled 
with particle cascade impactors for wind 
speed increments from 3 to 5, 5 to 7, and 
7 to 11 m/sec measured at a height of 1.5 m. 
Since the cowl inlet was always open, all 
southwest winds were continuously sampled 
for nonrespirable particles with the rotat­
ing cowl, inertial, collection system. 

Samples were weighed after collection, 
and subsequently selected samples were 
combined for plutonium analysis in order to 
increase the radiochemical sensitivity. 
Plutonium analyses were performed by a com­
mercial lab(a) by total dissolution electro­
deposition and alpha spectroscopy. 

RESULTS 

Airborne plutonium concentrations in 
~Ci/cm3 as well as airborne solid concentra­
tions are shown in Figure 2.3. Data are 

(a) LFE Environmental Analysis Laboratory, 230 Wright Avenue, Richmond, California 94804. 
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FIGURE 2.3. Airborne 239PU Concentrations and Soil Loadings for Total Samples Collected 
Within Particle Cascade Impactors near Prosser Barricade at Hanford from August 12, 1976 to 
January 11, 1977 when Sampling 190 to 2600 Winds Coming from Offsite. 

shown separately for each sampling height 
of 0.3, 2.0, and 5.8 m. For these data, the 
range of each wind speed increment is shown 
by a horizontal line through each data point. 
The vertical lines show the limits for one 
sigma, corresponding to the radiochemical 
counting statistics. Also shown are lines, 
calculated by least squares, through the 
data points. The wind speed dependency is 
shown as an exponent on the wind speed 
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velocity (U), measured at 1.5-m height. 
Airborne concentrations ranged from 
4 x 10- 18 up to a maximum of 
2 x 10- 16 ~Ci/cm3. This maximum concentra­
tion is 0.3% of the MPC(168 hr) of 
6 x 10- 14 ~Ci/cm3 (ERDA 1977). As shown in 
Figure 2.4, these measured airborne concen­
trations are within the range measured for 
fallout at Richland, Washington and Point 
Barrow, Alaska. 
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FIGURE 2.4. Plutonium 239+240 Concentration in Surface Air. 

At the lowest sampling height of 0.3-m, 
the airborne plutonium concentration was 
nearly constant at about 5 x 10- 17 ~Ci/cm3 
for all wind speeds. Although the pluto­
nium concentration remained constant, the 
bottom portion of the figure shows that the 
airborne dust loading increased with the 
2.1 power of wind speed. 

In contrast to the 0.3-m height, pluto­
nium concentration at the 2-m and 5.8-m 
heights increased with increasing wind 
speed. The airborne concentrations in 
~Ci/cm3 for the 2-m sampling height are 
shown in the central section of the figure. 
Airborne ~lutonium concentrations were 
4.6 x 10- 8 uCi/cm 3 for the 3- to 5-m/sec 
wind speed increment. At this lowest wind 
speed increment, the airborne plutonium con­
centration at the 2-m height was one order 
of magnitude less than the plutonium concen­
tration at the lower elevation of 0.3-m for 
all wind speeds. As a possible explanation 
of the data, a decrease in airborne pluto­
nium concentration with height would be 
expected for a local resuspension source. 
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In contrast, the airborne plutonium concen­
tration at a 2-m sampling height is about 
four times greater than that at the 0.3-m 
height for the highest wind speed increment 
from 7 to 11 m/sec. This increased air­
borne plutonium concentration with height at 
high winds suggests that resuspension 
results from an upwind source with deposi­
tion occurring between the source and sam­
pling location. 

At the 2-m sampling height, airborne plu­
tonium concentrations increased with the 
4.8 power of wind speed, while the airborne 
solids concentration increased with the 
3.0 power of wind speed. For the largest 
sampling height studied (5.8-m), the air­
borne plutonium concentration and airborne 
solids concentration both increased with the 
wind speed to the 2.7 to 2.8 power. 

Airborne plutonium concentrations in 
~Ci/g of airborne material were also deter­
mined. In Figure 2.5, the plutonium-239 
~Ci/g is shown at each sampling height as a 
function of wind speed. For the lowest 
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FIGURE 2.5. Plutonium 239+240 Concentrations on Airborne Soil for Total Samples Collected 
Within Particle Cascade Impactors near Prosser Barricade at Hanford from August 12, 1976 to 
January 11, 1977 when Sampling 190 to 2600 Winds Coming from Offsite. 

sampling elevation level of 0.3-m, the 
plutonium concentration in ]1Ci/g on air­
borne soil decreased with speed to the 
negative 2.3 power. The underlying cause of 
the decreased ]1Ci/g with increasing wind 
speed is unknown. A possible explanation 
for this decrease in ]1Ci/g could include 
either locally uncontaminated soil being 
resuspended at higher wind speeds or uncon­
taminated soils being transported from 
upwind. In contrast, at a sampling height 
of 2.0-m, the plutonium concentration on the 
airborne soil increased with the 1.8 power 
of wind speed. This relationship might be 
explained by a resuspension process propor­
tional to U3 and a subsequent airborne plume 
dilution proportional to 4- 1 • Thus, the 
exponent 2 is nearly equal to the experi­
mental exponent of 1.8. 

A third dpm/g pattern is shown by the 
data from the highest sampling elevation 
level of 5.8 m. For this height, the ]1Ci/g 
was nearly constant for the lowest and high­
est wind speed increments with a maximum 
]1Ci/g occurring at the middle wind speed 
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increment. The reason for this maximum is 
unknown. However, a maximum might have also 
occurred for the intermediate wind speed at 
the 2.0-m height. 

For nonrespirable particles setting 
within the cowl, plutonium-239 concentra­
tions in ]1Ci/g and fluxes in ]1Ci/(m2 day) 
are shown in Table 2.1. The plutonium con­
centration per gram associated with these 
nonrespirable particles was always less than 
that associated with respirable particles. 

Airborne plutonium fluxes in j1Ci/(m2 day) 
for these nonrespirab1e particles were cal­
culated for two time periods. Horizontal­
flux calculations were made both for the total 
time that winds were simultaneously between 3 
and 11 m/sec and with wind direction between 
1900 and 260 0 and for the total time that 
cowl-air samplers were in the field. When 
the shorter period (3 to 11 m/sec and 190 0 

to 260 0 winds) was used, horizontal pluto­
nium fluxes rangin~ from 1.56 x 10- 7 to 
3.28 X 10- 7 ]1Ci/(m day) were calculated. 



TABLE 2.1. Plutonium239 • 240 Transport on Nonrespirable 
Particles from Offsite near the Prosser Barricade on the Hanford 
Reservation from August 12,1976 to June 11, 1977. 

Pu on Airborne Solids 

Sampling 
Height, m dpm/g }.lCi/g 

0.1 0.22 1.0 x 10-7 

2 0.23 1.1 x 10-7 

5.8 0.39 1.8 x 10-7 

The relative plutonium transport for 
respirable versus nonrespirable particles 
was not directly measured, since the cowl 
inlet was open and large particles could be 
trapped within the cowl at all wind speeds. 
The direct measurement would have required 
closure of the cowl inlet during the nonsam­
pling periods. Nevertheless, an estimate 
was made for the relative plutonium trans­
port on respirable and nonrespirable parti­
cles. The calculations required that the 
air velocity be uniform for all sampling 
heights, that anisokinetic sampling correc­
tions be negligible and nonrespirable mater-

Airborne Pu Nonrespirable 
flux, Ci/(m2 day) 

Only for 190 
to 260° Winds, for Total 
3 to 11 m/sec field Time 

1.56 X 10-7 1.30 X 10-8 

1.89 X 10-7 1.57 X 10- 8 

3.38 X 10-7 2.82 X 10- 8 

ial be collected only between 3 to 11 m/sec 
winds for directions between 190° and 260°. 

For comparison with the flux of nonre­
spirable particles, the average respirable 
particle concentration is multiplied by the 
average wind speed, 4.6 m/sec, to get the 
average flux of respirable particles. The 
average flux of respirable particles and the 
flux of nonrespirable particles are then 
compared to determine the percentage of 
plutonium transported on respirable parti­
cles. These calculations suggest that from 
95.6 to 99.3% of the plutonium was trans­
ported on particles of respirable size. 

TECHNICAL PROGRESS IN THE ALTERNATE FUEL CYCLE PROGRA~l_- II 

W. E. Davis and W. J. Eadie 

A U.S. scale assessment model developed at Pacific Northwest Laboratory (PNL) was used in 
an annual assessment for simulated releases from Carlsbad, New Mexico; Morris, Illinois; and 

Brookhaven, New York in 1975. The estimated concentration of pollutants and deposition were 

sent to Savannah River to be used to determine the effects of a release from each site. 

With the increasing number of light­
water reactors, approximately 60 in the 
United States in 1976 and 100 being built, 
the number of spent-fuel elements from 
these reactors will increase. A study in 
progress is attempting to evaluate the 
environmental effects of reprocessing these 
spent-fuel elements. Part of the study is 
determining the doses to man from the 
release of pollutants to the atmosphere 
during reprocessing. PNL's U.S. scale 
assessment model has been selected to 
describe the transport, diffusion and 
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deposition of pollutants from a simulated 
release during reprocessing (Davis, Eadie 
and Powell 1978). Air concentration and 
surface deposition values calculated from 
this simulation will be used to estimate 
doses to man. 

PNL's model is the same one described in 
last year's annual report (Davis, Eadie and 
Powell 1978). The model operates on a 
fixed two-dimensional advection grid, where 
the dimensions of each square are 2° lati­
tude and 2° longitude for an 18 x 17 grid. 



The winds used for advection are the mean 
winds from radiosonde sites for a layer 300 
to 1500 m above the surface, except for 
Brookhaven, New York. The winds, measured 
every 12 hr, are then interpolated to a 
grid using an interpolation scheme based on 
a distance-squared weighting function. The 
hourly values are calculated by linear 
interpolations in time. The advection of 
the parcels is provided by trajectories 
using winds bilinearly interpolated from 
the grid points. No allowances are made 
for vertical transport in the model. 

The only change made in the model this 
year was the inclusion of a gridded mixing­
depth field for use in the Brookhaven, New 
York assessment. The reason for using a 
field of gridded mixing height is that 
there were large gradients of mixing heights 
from over land to over water in the region 
of the release point (Holzworth 1964). 
This variation, if not accounted for, would 
cause large errors in the estimated surface 
concentrations. The winds, likewise, were 
averaged over a depth in keeping with the 
mean mixing depth in the vicinity of 
Brookhaven, New York. 

In the simulations, pollutants were 
released at a height of 62 m and at a rate 
of 1 Ci/sec. Estimates were made about the 
depth of the mixing layer from averages of 
the monthly values of mixing depth 
(Holzworth 1964). Figures 2.6 to 2.10 show 

the results of these simulations for 
Carlsbad, New Mexico; Figures 2.11 to 2.15 
for Morris, Illinois; and Figures 2.16 to 
2.20 for Brookhaven, New York (BNL). 

In general, there are three groups of 
five figures for each of the three annual 
assessment sites. Figures 2.6,2.11 and 2.16 
show air concentrations with no deposition. 
Figures 2.7, 2.12 and 2.17 show air 
concentration with a dry deposition velocity 
of 1 cm/sec used in the assessment. 
Figures 2.8, 2.13 and 2.18 show air concen­
trations with a dry deposition velocity of 
1 cm/sec and a washout ratio of 5 x 10 5 

used with hourly gridded precipitation in 
the assessment. Figures 2.9, 2.14 and 2.19 
and Figures 2.10, 2.15 and 2.20 show the 
total dry deposition and total wet and dry 
deposition, respectively. 

There are discernible differences among 
the no-deposition air concentrations for 
three sites (Figures 2.6, 2.11,2.16). For 
Carlsbad, New Mexico (Figure 2.6), the 
1 x 10- 10 Ci/m 3 isopleth indicates three 
directions with a northerly/southerly and 
southwesterly wind component evident. In 
Figure 2.11 the strong westerly component 
of the wind has influenced the air concen­
tration pattern for Morris, Illinois. In 
the Brookhaven, New York assessment 
(Figure 2.16), a northwesterly wind compon­
ent is evident in the air concentration 
pattern. 

FIGURE 2.6. Surface Air concentrations for 1975 for Simulated Release from 
Carlsbad, NM, of 1 ci/sec with No Deposition. Height of release was 62 m. Lines of 
concentrations are for Ci/m3• 2.12 



FIGURE 2.7. Surface Air Concentrations for 1975 for Simulated Release from 
Carlsbad, NM, of 1 Ci/sec with a Dry Deposition Velocity of 1 cm/sec (See Figure 2.6) 

FIGURE 2.8. Surface Air Concentrations for 1975 for Simulated Release from 
Carlsbad, NM, of 1 Ci/see with a Dry Deposition Velocity of 1 em/sec and Washout Ratio 
of 5 x 105 with the Use of Hourly Precipitation (See Figure 2.6) 
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FIGURE 2.9. Ground Deposition for 1975 from a Simulated Release from 
Carlsbad, NM, of 1 Ci/see with a Dry Deposition Velocity of 1 em/sec. lines of deposition 
are for Ci/m2• 

FIGURE 2.10. Ground Deposition for 1975 from a Simulated Release from Carlsbad, NM, of 
1 Ci/see with a Dry Deposition Velocity of 1 em/sec and a Washout Ratio of 5 x 105 with the Use 
of Hourly Precipitation (See Figure 2.6) 
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FIGURE 2.11. Surface Air Concentrations for 1975 for Simulated Release from Morris, Il, of 
1 Ci/sec with No Deposition. Height of release was 62 m. lines of concentrations are for Ci/m 3• 

FIGURE 2.12. Surface Air Concentrations for 1975 for Simulated Release from Morris, IL, of 
1 Ci/sec with a Dry Deposition Velocity of 1 cm/sec (See Figure 2.11) 
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FIGURE 2.13. Surface Air Concentrations for 1975 for Simulated Release from Morris, IL, of 
1 Ci/sec with a Dry Deposition Velocity of 1 em/sec and Washout Ratio of 5 x 105 with the Use 
of Hourly Precipitation (See Figure 2.11) 

,------------- -- ------------------------------- -------

FIGURE 2.14. Ground Deposition for 1975 from a Simulated Release from Morris. IL, of 
1 Ci/sec with a Dry Deposition Velocity of 1 em/sec. Lines of deposition are for Ci/m2 

(See Figure 2.11) 
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FIGURE 2.15. Ground Deposition for 1975 from a Simulated Release from Morris, IL, of 
1 Ci/sec with a Dry Deposition Velocity of 1 cm/sec and a Washout Ratio of 5 x 105 with the U 
of Hourly Precipitation (See Figure 2.11) 

FIGURE 2.16. Surface Air Concentrations for 1975 for Simulated Release from BNL of 1 Ci/sec 
with No Deposition. Height of release was 62 m. Lines of concentrations are for Ci/m3• 
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FIGURE 2.17. Surface Air Concentrations for 1975 for Simulated Release from BNL of 1 Ci/sec 
with a Dry Deposition Velocity of 1 em/sec (See Figure 2.16) 

FIGURE 2.18. Surface Air Concentrations for 1975 fro Simulated Release from BNL of 1 Ci/sec 
with a Dry Deposition Velocity of 1 em/sec and Washout Ratio of 5 x 105 with the Use of Hourly 
Precipitation (See Figure 2.16) 
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FIGURE 2.19. Ground Deposition for 1975 from a Simulated Release from BNL of 1 Cilsec with 
a Dry Deposition Velocity of 1 cm/sec. Lines of deposition are for Ci/m' (See Figure 2.16) 

FIGURE 2.20. Ground Deposition for 1975 from a Simulated Release from BNL of 1 Ci/sec with 
a Dry Deposition Velocity of 1 cm/sec and a Washout Ratio of 5 x 105 with the Use of Hourly 
Precipitation (See Figure 2.16) 
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TESTING AND DOCUMENTATION OF PROGRAMS USED TO TRANSFORM 

CLIMATOLOGICAL PRECIPITATION DATA TO A GEOGRAPHICALLY GRIDDED FORMAT 

T. D. Fox 

A procedure was developed for converting climatological hourly precipitation data into a 

form suitable for input to regional atmospheric transport and removal models. The procedure 
involves a rearrangement of the original data by date rather than by station, followed by the 

use of a spatial averaging scheme to interpolate data from randomly spaced stations to a 

regularly spaced grid. The procedure has been tested and documented for general use. 

It has been shown that the use of actual 
time-varying fields of precipitation, rather 
than climatologically averaged fields, in 
atmospheric transport and removal models 
can produce important differences in results 
(Wendell and Powell 1976). A procedure was 
developed to produce fields of hourly 
precipitation on a regularly spaced regional 
grid (Wendell and Hane 1976). Such a 
procedure requires time-concurrent data 
from many stations over a wide region. 
However, climatological precipitation data 
is arranged in month- or year-long series 
for each reporting station. A sequence of 
computer program steps has been created to 
rearrange climatological precipitation data 
in this way (Fox and Wendell 1977). This 
sequence has been incorporated with the 
origiQal procedure into a system of 
CDClaJ-7600 FORTRAN computer programs for 
producing fields of gridded hourly precipi­
tation data. The system has been tested, 
documented and is ready for general use. 

The system consists of a main three-step 
sequence of computer programs and five 
auxiliary programs, which perform utility 
functions on the data. The system's eight 
program elements are organized by their 
major functions in Table 2.2. 

The main conversion sequence (shown in 
Figure 2.21) transforms the original climat­
ological data through two intermediate 
forms into the griddeo output data. The 
original input data(b) is binary-coded­
decimal (BCD) card climatological hourly 
precipitation data from the National 
Climatic Center (NCC), Ashville, North 
Carolina. These data are arranged by 
station,(a)year's worth of data for each 
station. c This type of arrang~]ent is 
called station-file or STA-FILE. 

Control Data Corporation. 

TABLE 2.2. Eight Program Elements Procedure 
Arranged by Major Function. 

Auxiliary Programs 

Main Sequence Extraction/ 
Conversion Steps Printing Combination 

---
PAK CHEK EXT 

SRT RGR COMP 

GRI SPl 

The first conversion program (PAK) 
converts this BCD data to a packed binary 
format to reduce space and access-time 
requirements. The result of PAK is packed 
binary data in the STA-FILE arrangement. 

The need of atmospheric models for spa­
tially distributed, time-concurrent data 
requires that the data be sorted with 
respect to time. The combination of pro­
grams called SRT sorts the packed STA-FILE 
data according to date and produces packed 
binary data arranged so that data for all 
stations are collected together for each 
day. This arrangement is called synoptic 
file(d) or SYN-FILE, because it emulates 
the more typical arrangement of weather 
data compiled for synoptic analysis. 

The packed SYN-FILE data becomes input 
to GRI, the precipitation gridding program. 
GRI uses all precipitation reports for a 
given hour to produce a regular grid of 
average precipitation estimates. It does 
this for each hour for a specified period 
of time. The output is a file of hourly 
gridded precipitation "maps." 

(a) 
(b) 

(c) 
(d) 

"Original" only in terms of entry to this system. An initial conversion of the Nee data 
may be needed to make it compatible with the user's hardware and software facilities. 
Arrangements may be made with Nee to obtain recent monthly STA-FILE data. 
This is not strictly a synoptic file arrangement in that all data for a given hour are 
not grouped together. This hourly grouping takes place within GRI, when the time zone 
data are included. ---
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FIGURE 2.21. System Data Flow 

The five auxiliary programs may be used 
to inspect or manipulate aggregates of data 
in the packed SYN-FILE or gridded formats. 
CHEK prints out specified days' data for 
all stations from a file in the packed SYN­
FILE format. EXT extracts a specified 
subset of the packed SYN-FILE data and 
may also be used to splice two data sets 
covering different but overlapping time 
periods to form a chronologically continu­
ous set. CMB combines packed SYN-FILE data 
sets of the same time period but from 
different sets of states. RGR prints out 

gridded data for a portion of the grid at 
specified hours. Finally, SPL is used to 
splice gridded data sets from overlapping 
time periods to form a chronologically 
continuous set. CMB combines packed SYN­
FILE data sets of the same time period but 
from different sets of states. RGR prints 
out gridded data for a portion of the grid 
at specified hours. Finally, SPL is used 
to splice gridded data sets from overlapping 
time periods to form a single chronological 
continuous data set. 

THE EFFECT OF USING TIME-AVERAGED PRECIPITATION FOR THE 

ESTIMATION OF WET DEPOSITION IN A REGIONAL SCALE MODEL 

W. E. Davi s 

A study has been performed to determine why the use of average precipitation causes an 

increase in wet deposition over the wet deposition caused by the use of hourly precipitation. 

Results of this study are presented along with additional results from a study using the 

average precipitation turned on and off for set periods to calculate wet deposition. 

2.21 



Recently, it was restated that the use 
of mean precipitation rates was sufficient 
in wet removal parameterizations for long­
term assessments using regional scale 
models (Slinn 1978). This study addressed 
the problem encountered in making such an 
assumption. The problem was discussed in a 
previous work by Wendell, Powell and Drake 
(1976) and more fully in Wendell, Powell 
and McNaughton (1977). They demonstrated 
that the use of long-term precipitation 
averages rather than an hour-by-hour rate 
caused higher deposition. This study 
explored why the difference occurs. Two 
PNL assessment models have been used to 
examine the effects of time averaging. The 
first is a single-layer model (Davis, Eadie 
and Powell 1978; Wendell, Powell and 
McNaughton 1977). The second is a mult i­
layer model (Davis and Wendell 1976). Both 
of these models are used to evaluate the 
impact of the release of a pollutant on the 
regional scale. In PNL's assessment 
models a series of hourly contaminant puffs 
are released and advected by hourly time 
steps using interpolated wind components 
from gridded windfields. As the puffs are 
transported they are allowed to grow both 
in the vertical and horizontal dimensions. 
In additi on, the model based on i sentropi c 
considerations estimates the vertical 
motion by conserving the potential tempera­
ture modified by estimates of diabatic 
influences, i.e., radiational heating and 
cooling, heating resulting from mixing and 
heating resulting from the release of 
latent heat. When precipitation occurs, 
both models calculate wet removal of the 
contaminant. 

Two study periods were selected: one 
for a spring period of April 1 to 15, 1974, 
and a second for a winter period in January 
1975. 

The following assumptions were made in 
order to run the two computer models. A 
release height of 62 m was used, and a mean 
depth of the mixing layer of 1000 m was 
assumed. A release rate of 1 Ci/sec was 
assumed for the hourly releases from the 
Savannah River Plant in South Carolina. 

The data used to compute gridded 1/2° 
latitude x 1/2° longitude hourly precipita­
tion (68 x 64) came from the use of station 
file data of more than 3000 hourly reporting 
stations in the United States. The wind 
data used was upper air data averaged over 
a layer 100 to 1000 m above surface and 
interpolated to a 2° latitude x 2° longitude 
grid using a 1/distance2 weighting. The 
winds were used to advect the puff in 
hourly steps, and the gridded precipitation 
was used in calculating wet depOSition in 
hourly increments. Wet deposition for the 
two time periods was calculated for 1/2° 
latitude x 1/2° longitude grid elements 
with no dry deposition. 

In the April study only cumulative 
values of wet deposition were calculated 
for the total period. In January, a more 
in-depth study was made with PNL's single­
layer model. Hourly arrays of air concen­
tration values were written out in order to 
compare the contribution by the mean and 
fluctuation from the mean. The calculations 
were carried out for a series of washout 
rations (W), where W = 5 X 10 4 , 5 X 10 5 , 
and 5 x 10 5 (Engelmann 1970) for both 
hourly precipitation and monthly average 
values for precipitation. The results of 
the January 1975 study are shown in 
Table 2.3. 

The results clearly indicate the impor­
tance of B in offsetting deposition from 
the use of average values, A, for both 
5 x 10 5 and 5 x 105 . Not shown in the 
table is that the average air concentration 
was larger as a result of using hourly 
precipitation. This caused the increase in 
A with increasing washout ratios. For a 
washout ratio of 5 x 10 4 , the total deposi­
tion from hourly and average precipitation 
was about equal. 

Table 2.4 shows the effect of time­
averaging on the total deposition for both 
time periods using both the single-layer 
and multilayer models. Also shown are 
results of a technique for estimating 
removal using the percent of time rain 
occurs during the month and mean number of 

TABLE 2.3. Comparison (in percent of total released) of Deposition. 

Total Deposition 
Washout from Average Mean Fluctuations Hou rly Tota I 

Ratio Precipitation (A) (B) Deposition 

5 x 104 24'70 24% 6% 30% 

5 x 105 82% 116% -64% 52';;', 

5 x 106 100% 158% -95% 61% 
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TABLE 2.4. Total Deposition (in percent of total released) 
Using Different Averaging Times. 

Averaging Total 
Type of Model W Times Deposited 

PERIOD 1: 
April 1-15, 1974 

Single Layer 5 x lOs 1 hr 52 

Single Layer 5 x 105 6 hr 56.6 

Single Layer 5 x 105 360 hr 75 

Eight Layer 5 x 105 1 hr 41.6 

Eight Layer 5 x 105 6 hr 44.3 

Eight Layer 5 x 105 12 hr 47.4 

Eight Layer 5 x 105 24 hr 51 

PERIOD 2: 
January 1-31, 1975 

Single Layer 5 x 104 1 hr 29.9 

Single Layer 5 x 104 744 hr 23.8 

Single Layer 5 x 104 10%(a) 25.7 

Single Layer 5 x lOs 1 hr 52 

Single Layer 5 x lOs 6 hr 57.1 

Single Layer 5 x lOs 744 hr 82 

Single Layer 5 x 105 10%(a) 51.5 

Si ngle Layer 5 x 106 1 hr 61.1 

Si ngle Layer 5 x 106 744 hr 99.9 

Si ngle Layer 5 x 106 10%(a) 53.6 

(a) Seven hours of lOx average precipitation every 72 hr. 

hours of duration of rain during a month. 
The basic approach is that the average rain 
is turned on for 7 hr every 72 hr, and 
during the remainder of the 72 hr, precipi­
tation is assumed to be zero. During the 
7 hr, the precipitation is 10 times the 
average rate. This technique provided the 
best estimate of the wet deposition through 
the use of hourly precipitation. 
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An important point shown in Table 2.4 
is that as the washout ratio increases, the 
amount of deposition by hourly precipitation 
approaches a limit of approximately 61% of 
that released, which reflects the fraction 
of puffs encountering precipitation. 
However, when average precipitation for the 
month was used, the limit was 100% of the 
puffs. Thus, the error in estimating 
deposition by the average rate precipi­
tation increases for increasing washout 
ratio. 

The final comparison shown in Table 2.4 
is between the eight-layer model and the 
single-layer model for the period from 
April 1 to 15, 1974. The eight-layer model 
generally produced much lower depositions 
than the single-layer model. In the eight­
layer model, when precipitation occurred, 
saturation of the puff was checked. If 
saturation did not occur, a washout ratio 
of W/10 was used to present below-cloud 
scavenging. This explains the difference 
in deposition results between the two 
models. In a previous study this approach 
was not used, and greater deposition occur­
red in the eight-layer model for hourly and 
6-hr average precipitation. The same 
effect, increasing deposition with increased 
averaging time by the eight-layer model, 
can be seen in Table 2.4. 

A comparison of wet deposition from the 
single-layer PNL model with an eight-layer 
PNL model showed much less deposition 
occurring in the eight-layer model. This 
difference was attributed to the calculation 
of wet deposition using a washout ratio 
that was a factor of 10 smaller when satura­
tion of the puff did not occur and rain was 
occurring. 

The results of this study showed why 
large differences can occur in estimating 
wet deposition when monthly averages of pre­
cipitation are used rather than shorter-term 
averages. In general, the larger the wash­
out ratio, the larger the difference. A 
second method was tested using an on/off 
switch of 7 hr of precipitation every 72 hr. 
For the periods studied, this technique pro­
duced deposition results closer to the 
values produced by hourly precipitation than 
those produced by average precipitation. 
More work is necessary to test this tech­
nique for convective rainfall during summer 
months. 



REDISTRIBUTION OF A LAYER OF HTO BY RAINFALL 

M. Terry Dana and W. E. Davis 

A uniform layer of HTO, when encountering a warm or cold front with rainfall, may be 

simultaneously lifted by frontal air motions over the front and lowered by reversible HTO 

scavenging. Illustrative calculations show that under typical conditions a layer of HTO 

bordering the ground may move through a front without rising. The attendant rainfall in this 

case causes a decay in the concentration which may be significant over the time of frontal 

pass through. 

Theoretical work has shown that the gas­
scavenging process is reversible and that a 
plume of gas may be redistributed by this 
mechanism (Hales 1972). Gas scavenged 
within an elevated plume will be desorbed 
from raindrops at lower levels, thus effect­
ively lowering the plume. This problem of 
plume "washdown" was solved approximately 
by Slinn (1974) for idealized conditions. 
In this report, the effect is illustrated 
for a linearly soluble gas (solubility not 
dependent on concentration) such as HTO. 
Of particular interest is the interaction 
of washdown of a layer with vertical motions 
of the layer over a warm or cold front. 

Consider a layer of HTO gas of concen­
tration Xo that is uniform with height 
throughout the layer. Assuming that the 
layer overall is descending by the effect 
of reversible scavenging, the flux F defines 
a washdown velocity w: 

F == wXo (w < 0) (1 ) 

This flux downward can also be expressed as 
the product of c, the rain water concentra­
tion at the bottom of the layer, and J, the 
rainfall rate (constant with height). 
Thus, 

w = cJ/Xo 

When the liquid-phase concentration is in 
equilibrium with the gas-phase concentra­
tion, 

c = H*Xo (equilibrium) 

(2 ) 

(3) 

where H* is the solubility written as a 
"washout ratio" (mass of HTO per unit 
volume water/mass HTO per unit volume air). 
For the moment, assume that (3) holds at 
the bottom of the layer. Then (2) becomes 

w = H*J ( 4) 

Slinn (1974) arrived at the same conclusion 
for a Guassian plume, but his w represents 
the speed of lowering the plume's center of 
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~ass, and does not depend on reaching 
equilibrium conditions. 

Although the above approach involves 
redistribution of an elevated layer, the 
present application is to the case where 
the layer is initially on the ground but is 
elevated by encounter with a front. Thus, 
the layer ascent over the front is compared 
to the descent by washdown. To illustrate, 
assume that the layer remains the same 
thickness vertically, that the temperature 
is constant with height everywhere, that 
rainfall begins at the instant that lifting 
begins, and that the speed v of lifting is 
constant in time. 

Before w is compared with v, the assump­
tion (4) (equilibrium conditions at the 
bottom of the layer) must be examined. For 
the "top hat" distribution shown in 
Figure 2.22, the linear gas-scavenging 
theory provides the following expression 
for c as a function of height z and raindrop 
radius a (Hales, Wolf and Dana 1973): 

N 

~­
:r: 
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w.J 
:r: 
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x 0 
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FIGURE 2.22. Top Hat Distribution of HTO Layer. 



c(a,z) H*Xo {exp [S(b - z)] 

- exp [S(d - z)]} (5) 

where 

S= 3ky ( RJ ) 
Vta pH 

Vt is the terminal velocity of fall of 
the raindrop «0) 

Ky is an overall mass transfer 
coefficient 

R is the gas constant (82.057 cm 3 atm/oK 
mole) 

T is the temperature (K) 

p is the pressure (atm). 

The term in curly brackets, call it 6, is 
clearly the fraction of equilibrium c 
reached at hei ght z. I f the term with b 
that describes desorption below the layer is 
ignored, 

c(a,z) '" H*Xo 6(d - z) 

Values of 6 at the bottom of the layer 
(z = b) are listed in Table 2.5 for a 
typical frontal mass mean raindrop radius 

(6 ) 

of a = 0.05 cm and for various layer thick­
nesses as a function of T. H* is a function 
of T only, and those values and the values 
of Ky are derived from Hales (1972). Thus, 
for HTO and typical conditions, a correc­
tion to (4) need only be made for low T and 
thin layers. 

TABLE 2.5. Fraction of Equilibrium Concentration Reached 
at Layer Base (a = 0.05 cm). 

8 at (d-b) Listed 
T 

H*(a) (K) 0.5 km 1 km 2km 

273 2.3 x lOS 0.52 0.77 

283 1.2 x lOS 0.76 0.94 

293 6.5 x 104 0.94 

303 3.4 x 104 0.996 

(a) Dimensionless 
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Returning to the relative values of v 
and w, consider two cases: 1) a warm front 
with v = 0.2 km/hr and J = 0.3 cm/hr for 
three hours, and J = 0.1 cm/hr for the next 
three hours; and 2) a cold front with 
v = 1.0 km/hr and J = 1.2 cm/hr for one 
hour, and J = 0 later. In both cases, say 
that the layer thickness is 1 km. Table 2.6 
lists net upward velocities v + w for these 
cases. 

Negative upward velocities are meaning­
less here because the layer cannot be 
lowered below ground level. But they do 
illustrate the "potential" lowering of the 
layer, or more specifically, the distinct 
possibility that the HTO layer will pass 
through the front unlifted. 

All the time that precipitation is 
fallinq and the base of the layer is at or 

TABLE 2.6. Net Vertical Velocities of Layer and Rainfall 
Depletion (d-b = 1 kn). 

A. CASE l-Warm Front 

Velocities, 
km/hda) XIX o at time shown 

T k,(a) 
(K) w v + w hr-1 3 hr 6 hr 

---
273 -0.53 -0.33 0.53 0.20 0.12 

283 -0.34 -0.14 0.34 0.36 0.26 

293 -0.20 0 0.20 0.55 0.45 

303 -0.10 +0.10 0.10 0.74 0.67 

(a)First three hours; for second three hours: w .... w/3, 
k~ k/3 

B. CASE 2-Cold Fronda) 

Velocities, 
km/hr Xi Xo at time shown 

T k,(a) 
(K) w v + w hr- ' 1 hr 

273 -2.1 -1.1 2.1 0.12 

283 -1.4 -0.41 1.4 0.25 

293 -0.78 +0.22 0.78 0.46 

303 -0.41 +0.59 0.41 0.66 

(a)w and K values for one hour only 



near the ground, the plume will be depleted 
by scavenging. If an exponential decay is 
assumed. 

X{t) = Xo exp (-kt) 

where k is the scavenging or "washout" 
coefficient, it is easy to see that for 
equilibrium scavenging 

-H*J _ -w 
Cl=b - Cl=b k 

Values of k and the depletion at various 
times are listed in Table 2.6. 

Some assumptions were made to obtain 
these results. Most unusual perhaps are 

(7) 

(8) 

the assumptions that the temperature is 
constant with height and that ascension 
does not compress or expand the layer. A 
single raindrop size was used, a typical 
mass mean for frontal rainfall. Condensa­
tion within the layer was not considered, 
so that scavenging of HTO-saturated cloud 
drops is not included. All these limita­
tions can be handled with more detailed 
calculations. The problem of the redistri­
buted "shape" of X (X was assumed to be 
depleted uniformly) was not solved; this is 
not a severe limitation, however, as long 
as equilibrium conditions are predominant 
(e.g., thick HTO layers and warm tempera­
tures) . 

COOLING TOWER DRIFT: COMPREHENSIVE CASE STUDY 

N. S. Laulainen and S. L. Ulanski 

A comprehensive experiment to study drift from mechanical drift cooling towers was con­

ducted during June 1978 at the PG&E Pittsburg Power Plant. The data from this study will be 

used for validation of drift deposition models. Preliminary results show the effects of 

tower geometry and orientation with respect to the wind and to single- or two-tower operat­

ion. The effect of decreasing relative humidity during a test run can also be seen. 

INTRODUCTION 

A comprehensive experiment to study 
emmisions, transport and downwind deposition 
of drift from a mechanical draft cooling 
tower was conducted at the PG&E oil-fired 
Pittsburg Power Plant at Pittsburg, 
California, from June 12 to 26,1978. The 
purpose of the study was to develop a data 
base to be used for validation of drift 
deposition models. 

The study was designed to measure the 
characteristics of the drift droplets 
emitted from the tower, the ambient meteoro­
logical conditions responsible for the 
transport and dispersion of the drift, and 
the downwind and near-surface air concentra­
tions of the drift. The source character­
istics, including updraft air temperature 
and velocity profiles, and the meteorologi­
cal data are to be used as inputs to the· 
models; the measured deposition patterns 
are to serve as comparisons to model out­
puts. 

Source characterization measurements 
were performed by Environmental Systems 
Corporation (ESC of Knoxville, Tennessee) 
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under sponsorship of the Electric Power 
Research Institute (EPRI). Measurements of 
meteorological and surface deposition were 
carried out by PNL. Other limited compari­
son tests were also performed by other 
organizations. Calfran Industries 
(Springfield, Massachusetts), also under 
EPRI sponsorship, measured drift droplet 
size distributions using a photographic 
technique; these measurements were to be 
compared to the ESC-derived size distribut­
ions and drift emission rates. Xonics (Van 
Nuys, California) provided limited remote 
wind profile measurements made with a 
Doppler acoustic radar system for comparison 
with measurements made by PNL' s tethered-
ba 11 oon sys tem. 

Experi mental 

A total of eight test runs plus a limited 
test were carried out during the June drift 
study at Pittsburq, California. Downwind 
deposition measurements were coordinated 
with ESC's source measurements on seven 
different tests. An eighth test was conduc­
ted with no concurrent source measurements. 
Limited droplet measurements were made on 
the fan deck of a single tower to examine 



near-field deposition during a ninth and 
final test. The tests were divided into 
two-tower operation (three tests), 
tower 7-2 (western-most two tests), and 
tower 7-1 (three tests). 

Meteorological conditions were not 
nearly as ideal as previous June climatology 
would indicate. The winds, though persis­
tently from SW to W to NW, were more intense 
during the morning hours than usual. Only 
two or three runs were made where the winds 
could be classified as 10 mph or less. The 
other tests were carried out under winds 
ranging from 10 to 15 mph. 

Meteorological data was collected at two 
levels from an instrumented 10-m tower 
upwind of the cooling towers from June 16 
to 25, 1978. Temperature (dry- and wet­
bulb), u, v, and w components of the wind 
were recorded continuously onto a seven­
track magnetic tape at 5-min intervals over 
the experimental period. 

A tethered-balloon system provided 
vertical profiles of temperature, moisture, 
and horizontal wind speed and direction 
within the vicinity of the cooling towers 
as well as in the upwind direction. Pro­
filing was performed from the surface up to 
as high as 400 m on one occasion. The bulk 
of the profiles extended up to only 100 m. 
During the experimental period, the tethered­
balloon system was flown on only seven days 
(June 15,16,17,21,23,24, and 25). Its 
operation was limited by high winds 
(>10 m S-I). The system, which was inter­
faced with an HP-97 calculator, provided 
print-outs of time, pressure, height, 
temperature, relative humidity, mixing 
ratio, wind speed and direction, and poten­
tial temperature. 

During the last three days of the experi­
ments, a Doppler acoustic sounder determined 
the wind profile in the boundary layer. A 
monostatic acoustic sounder also operated 
continuously from June 16 to 25. Data were 
recorded on a strip chart recorder. Auto­
matic time-lapse camera systems were used 
to conduct plume photography during the 
experiment. In general, visible plume 
lengths were very short during the test 
peri od. 

The strategy for measuring cooling tower 
drift emissions was based on pretest drift 
emission observations. Intensive measure­
ments of a single cell during a specific 
test run and limited measurements of refer­
ence cells on each tower were made. Droplet 
size distributions were determined using 
sensitive papers (SP) and a light-scattering, 
droplet-counting system (PILLS). ESC 
acquired other plant and cooling tower 
operational parameters. 
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Downwind drift deposition patterns were 
determined using sensitive papers (SP) and 
deposition pans. Untreated filter papers 
were also exposed. These papers can be 
examined either as additional deposition 
receptors for further chemical analysis or 
developed for CL- ion using Ag N0 3 • (The 
papers treated in this manner should be 
similar to the SP's.) At selected locations 
a rotating arm sampler with sensitive 
papers attached was used to determine near­
surface air concentrations of drift. Canal 
and basin water samples were regularly 
collected during test runs. 

Data Analyses and Reductions 

Of the eight test runs, five to six are 
of sufficient quality to warrant intensive 
analyses. Chemical and droplet analyses 
have been nearly completed for the 6-16 
test; only partial analyses (droplet) of 
the 6-17 have been completed. Some drift 
deposition data interpretation has been 
carried out. Two types of analyses are 
conducted: 1) chemical analysis of bulk 
deposition samples and 2) droplet size 
distribution analysis of sensitive papers. 

Mineral ion species, incl uding Na+, K+ 
and NH4+' Cl-, N0 3 - and S04--, are obtained 
routinely with the positive and negative 
ion chromatographs (IC); Ca++ and Mg++ are 
determined by atomic absorption spectroscopy. 
Deposition pan samples and canal and basin 
water samples are analyzed using these 
techniques. Samples are recovered from the 
deposition pans using 10 011 of double­
distilled, deionized water. Canal and 
basin water samples are usually diluted by 
a factor of 100 to 1000 before being ana­
lyzed on the IC's. 

Drift droplet size distributions are 
obtained from the sensitive papers with an 
automated scanning and sizing device, the 
Quantimet 720 system. The system is inter­
faced with a mini-computer that allows the 
measured stain sizes to be converted to 
droplet sizes, binned according to size 
category, and number and volume size distri­
butions stored on cassette tape for hard 
copy retrieval. 

The results of the chemical and droplet 
analyses are then converted to deposition 
rates, from which the downwind deposition 
patterns are obtained. It is apparent from 
preliminary analysis of the 6-16 test that 
because of the wind and dust conditions at 
the site during the experiment, larger 
background values of mineral ion deposition 
are present in the data than originally 
anticipated. Fortunately, the sampling 
procedure allowed for enough outside-the­
plume stations that, with suitable statisti­
cal procedures, it should be possible to 



eliminate most of the influence of this 
variable background component. 

Ratios of mineral ion mass deposition 
may be a convenient method for distinguish­
ing drift from nonsoil, background aerosol, 
as the ratios for drift material should be 
similar to those of basin and/or canal 
water. The problem of soil contamination 
is not as straightforward, because the soil 
has been exposed to drift deposition and, 
more important, canal water from water 
trucks used in PG&E's dust abatement efforts. 
The upwind stations should be useful for 
evaluating the nonsoil background; the soil 
samples collected near many of the sampling 
stations may be useful for qualitative 
estimates of soil/dust contamination. 

The 6-16 data also seem to show the 
screening effect caused by the electrical 
switchyard superstructures on the downwind 
deposition pattern. Since, in several of 
the test runs, the plume moved in a direc-

tion of few interferences, a quantitative 
estimate of drift interception by the 
switchyards may be possible (see 
Fi gure 2.23). 

Drift distribution patterns are expected 
to show the effects of tower geometry and 
orientation with respect to the wind and 
single- or both-tower operation. For the 
most part, winds were along the long axis 
of the towers, which themselves were aligned 
end-to-end. Visual examination of the 
sensitive papers shows cross-plume differ­
ences in droplet size distribution and 
magnitude of deposition rate--an observa­
tion which is at least consistent with the 
above remarks. 

Aside from the obvious effect of wind in 
determining the downwind drift distribution 
pattern, the effect of rising temperature 
and decreasing relative humidity during the 
course of a test run can also be seen on 
the sensitive papers. Thus, changes in 
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droplet evaporation rates are important 
factors in determining droplet size distri­
bution and mineral deposition rates. To 
make these determinations, the meteorologi­
cal observations (e.g., from the PG&E 
station, the tethered-balloon system and 
the lO-m meteorology tower) should be 
averaged, where practical, over intervals 
compatible with the actual sampling times. 
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A LAGRANGIAN-SIMILARITY DIFFUSION-DEPOSITION MODEL 

T. W. Horst 

A Lagrangian-similarity diffusion model has been incorporated into the surface-depletion 

deposition model. This model predicts vertical concentration profiles far downwind of the 

source that agree with those of a one-dimensional gradient-transfer model. 

The surface-depletion model of Horst 
(1977) is a method for correcting an atmos­
pheric diffusion model for dry deposition. 
It requires only a deposition velocity vd 
and an expression for D(x,z,h}, the cross­
wind-integrated airborne contamination at 
location (x,z) caused by a unit point 
source of nondepositing material at (x = 0, 
z = h). Since the surface-depletion model 
uses a negative area source or sink of 
material at ground level to account for 
deposition, D(x,z,O) is an essential 
element of the model. 

The surface-depletion model has been 
improved by replacing the Pasquill-Gifford 
Gaussian plume formula for D(x,z,O) with a 
Lagrangian similarity description. The 
latter theory predicts the vertical spread 
i of a contaminant in terms of the friction 
velocity u* and the Obukhov length L, 

(1 ) 

where ¢ is a function of atmospheric stabil­
ity. D(x,z,O} is assumed to be 

D(x,z,O) = D(x,O,O) exp [-(z/bz)n] (2) 

with D(x,O,O) determined by the requirement 
of continuity. A gradient-transfer solution 
to the convective-diffusion equation pre-
di cts that n = 2 - p, if the eddy di ffus i vity 
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is proportional to zP (p > 1 for unstable 
conditions, p = 1 for neutral conditions, 
and p < 1 for stable conditions). Observa­
tions of atmospheric diffusion from a 
ground-level source, however, favor n = 1.5 
for neutral conditions, n < 1.5 for unstable 
conditions, and n > 1.5 for stable condi­
tions (Horst 1978a). 

The new version of the surface depletion 
model has been tested with the vertical 
profiles of airborne contamination C(z) 
predicted far downwind of the source. 
These profiles are independent of the 
source location (Horst 1978b) and are a 
function only of u*, z/L, and the deposition 
vdC(Zd). One-dimensional gradient-transfer 
theory predicts that 

(3) ¢(z'/L) dz' ---z-.--

The best agreement between the surface 
depletion model and equation (3) is found 
with a value of n = 1 in neutral conditions, 
n < 1 in unstable conditions, and n > 1 in 
stable conditions. As might be expected, 
thi s agrees i'li th the gradi ent-trans fer 
solution to the convective-diffusion equation 
rather than with the observational data on 
vertical diffusion. 



RADIOACTIVE FALLOUT FROM CHINESE NUCLEAR WEAPONS TEST OF MARCH 15, 1978 

C. W. Thomas 

Pacific Northwest Laboratory (PNL) has measured the radionuclide concentration of short­

lived debris from a radioactive cloud, produced by a nuclear weapons test conducted by the 
People's Republic of China on March 15, 1978. Analysis with a 40 cfm Sierra impactor showed 

that a large portion of the radioactivity was associated with relatively large particles. 

Surface air samples showed significant concentrations of 124Sb. Samples of rain water from 

New York State showed that radioactivity arrived on the east coast at about the same time as 

peak debris levels were observed on the west coast. Highest concentrations of 131 1 occurred 

along the Washington State-Canadian border. 

On March 15, 1978, the People's Republic 
of China tested a low-yield nuclear device. 
News media reported that this device was 
substantially less than 20 kiloton (AP 
1978). The trajectory analysis predicted 
that the leading edge of the radioactive 
cloud would arrive on the west coast of the 
state of Washington on March 19, 1978 (Air 
Resources Laboratory 1978). Fallout from 
this test was detected on air filter samples 
collected at Quillayute, Sequim and Richland, 
Washington, and at Colstrip, Montana. As 
with other tropospheric detonations, air 
concentration and deposition of short-lived 
radionuclides were significant. 

The first measurable concentration of 
short-lived radionuclides associated with 
this test was collected on a filter that 
sampled atmospheric aerosols from March 17, 
1978 at 1313 hr through March 18, 1978 at 
1205 hr at Colstrip, Montana, and from 
March 19, 1978 at 1820 hr through March 20, 
1978 at 1655 hr at Quil1ayute, Washington. 
The radionuclide concentration of short­
lived debris was first detected in Richland, 
Washington, on air samples collected from 
March 21, 1978 at 0736 hr throu~h March 22, 
1978 at 0726 hr. The initial 1 11 concen­
tration at both Colstrip and Quillayute was 
about two to three orders of magnitude less 
than the peak concentrations which occurred 
a day or so later. At Richland, Washington, 
the initial concentration was nearly as 
high as the peak concentration. This 
suggests that the radioactive debris arrived 
near the end of the first sampling period 
at Colstrip, Montana, and Quillayute, 
Washington. It may have arrived near the 
beginning of the sampling period at Richland, 
Washington. Comparing the arrival times of 
the fallout indicates that the debris 
peaked at about the same time at Colstrip, 
Quillayute, Sequim and Richland, and 
suggests that initial material which reached 
Colstrip during the March 17 through 
March 18 sampling period was associated 
with a more rapidly moving air mass. 
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The physical form of the short-lived 
radionuclides was obtained from the analysis 
of debris collected on the stages of a 
40 cfm Sierra impactor, which had operated 
for two time periods. The first sample 
(Table 2.7) was taken from March 20 at 
1420 hr through March 22 at 1025 hr, and 
the second sample from March 23 at 1256 hr 
through March 27 at 1006 hr. These observa­
tions were that a large portion of the 
radioactivity was associated with relatively 
large particles. Between 49% and 63% of 
the radionuclides produced in this test 
were associated with particles of greater 
than 1.3 ~m in diameter. This is a substan­
tially different distribution than that 
observed for radionuclides of stratospheric 
origin such as 7Be and 144Ce. Both 7Be and 
144Ce showed only about 15% and 20% of 
their radioactivity associated with particles 
greater than 1.3 ~m. When nuclear testing 
debris has remained in the stratosphere for 
some time, which is the case for the 144Ce, 
or when radionuclides are formed in the 
stratosphere, which is the case for 7Be, 
the radionuclides are associated with 
comparatively small particles, even though 
they descend through the relatively large 
particle distribution in the troposphere to 
the earth's surface (Thomas and Perkins 
1977). 

No significant difference was noted in 
the radionuclide-particle-size distribution 
for the first and second time periods, 
apparently because both samples were associ­
ated with material from the first circumnavi­
gation of the earth. 

Significant amounts of 2.7-day 122Sb and 
60.2-day 124Sb were produced during this 
detonation. Both of these radionuclides 
are produced during detonation by n,y 
activation of stable 121Sb and 123Sb. 
Surface-air concentration of 
715 dpm/10 3 SCM and 3 dpm/10 3 of 122Sb and 
124Sb, respectively, were measured in 
samples taken at Richland, Washington. 



TABLE 2.7. Particle Size Distribution of Radionuclides in Initial Fallout from 
the Chinese Nuclear Test of March 15, 1978.ia) 

Percent in Each Size Range 

10 )lm 4.9-10 )lm 2.7-4.9 )lm 1.3-2.7 Ilm 0.6-1.3 )lm 0.6 )lm 
----

144Ce <1.9 <4.8 5.2 14.4 29.4 44.3 

99Mo 1.7 13.5 19.7 22.8 21.2 21.2 

141Ce 1.4 12.1 21.0 24.1 23.0 18.3 

132Te 1.1 11.6 21.5 25.9 24.2 15.7 

239Np 1.9 14.3 22.3 24.2 21.8 15.5 

131 1 1.3 10.8 18.3 19.6 18.7 31.3 

7Be <1.4 <3.8 3.9 5.5 17.4 68.0 

103Ru 1.0 9.0 17.5 21.4 25.2 25.9 

14DBa 1.2 10.5 18.6 21.7 25.1 22.8 

9SZr <2.1 12.8 18.6 17.6 24.8 24.0 

(a) Aerosol sampling period March 20, 1978 at 1420 hr through March 22, 1975 at 1025 hr. 

Samples of rain water from Brighton, New 
York, showed that radioactivity had arrived 
over the east coast during the sampling 
period of March 21 at 0800 hr through 
March 22 at 0800 hr. This was approximately 
the same time that the peak radioactive 
debris was observed in surface air samples 
at Richland, Washington. The earlier 
arrival in New York State is apparently 
associated with a faster-moving higher­
elevation air mass from which debris was 
scavenged by the rain. 

To aid in determining the areal distribu­
tion of short-lived debris, grass samples 
were collected along the west coast of the 
United States from Los Angeles, California, 
to the Canadian border adjacent to 
Washington State. The sampling locations 
and the observed 131 1 concentrations in 
distintegrations per minute per kilogram of 
grass (wet weight) are shown in Table 2.8. 
It is evident that the fallout distribution 
along the west coast was greatest near the 
Washington State-Canadian border. The 
highest levels were observed in samples 
taken north of Seattle, Washington, and 
reached concentrations that were comparable 
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to fallout levels measured on the east 
coast in October 1976, followinq the 
September 26, 1976 nuclear test: Based on 
the Federal Radiation Council Report No. 5 
(1964) and the factors for radioactive 
uptake and transfer of 131 1, a dose to a 
2-g child's thyroid was calculated (Thomas, 
Soldat, Silker and Perkins 1976). The 
highest potential infant thyroid dose, 
assuming an intake of 1 L of milk per day 
from a cow being fed entirely on pasture 
grass, was 350 mrem based on a sample taken 
at Laurel, Washington. 

The physical and cheltical forms of 131 1 
were measured with a special iodine sampler 
(Ludwick 1964). This sampler contained a 
particle filter followed by a charcoal­
impregnated filter for removal of inorganic 
iodine species and a 10-cm-long compart­
mental charcoal bed for collection of 
organic iodides such as methyl iodide. The 
observed data indicated that 80% of the 
131 1 was associated with particles, and 
that the 20% remaining was in the gaseous 
form and was divided roughly between 
reactive and organic species. 



TABLE 2.8. Concentration of 131 1 on Grass from West Coast of the United States. 

131 I, 131 1, 
dpm/kg dpm/kg 

Location (wet wt) Location (wet wt) 

Blaine, Wash. 6985 Azalea, Ore. 93 
Laurel, Wash. 25132 ,\Jorth Grants Pass, Ore. 57 
Bellingham, Wash. 10474 South Grants Pass, Ore. 247 
Mt. Vernon, Wash. 194 South Medford, Ore. 77 
Everett, Wash. 346 South Henley, Calif. 74 
North Seattle, Wash. 276 Edgewood, Calif. 356 
Seattle. Wash. 199 Delta, Calif. 202 
Mercer Island, Wash. 130 Hooker, Calif. 55 
Ellensburg, Wash. 3616 Corning, Calif. 64 
Sequim, Wash. 263 Astoris, Calif. 73 
Kennewick, Wash. 541 Ourmega, Calif. 49 
Fife, Wash. 119 North Sacramento, Calif. 58 
Maytown, Wash. 320 Stockton, Calif. 81 
Toledo, Wash. 301 Westley, Calif. 44 
Ridgefield, Wash. 143 North Los Bemos, Calif. 58 
Milwaukie, Ore. 156 South Los Bemos, Calif. 31 
Canby, Ore. 178 North Avenal, Calif. 32 
Salem, Ore. 148 North Bakersfield, Calif. 36 
Buena, Vista, Ore. 399 South Bakersfield, Calif. 47 
Walker, Ore. 109 Frazier, Calif. 262 
North Roseburg, Ore. 186 South Newhalb, Calif. 82 
South Roseburg, Ore. 268 
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OIL SHALE 

• MAP3S Modeling Studies 

• DOE/RL Special Studies 

• Air Pollution Dry Deposition 

The primary oil shale regions of the country are in the Rocky Mountain West, 
where any airborne pollutants will be emitted, transported, transformed and 
deposited over very complex terrain under meteorological conditions that are, 
at best, extremely complicated. This complexity dictates the development of a set 
of complex models and innovative field techniques. 

PNl has initiated a modest effort in the development of windfield models 
for complex terrain. Other activities include the development of a tracer technique 
to measure dry deposition of pollutants over complex terrain, insolulation and 
turbidity measurements over rough topography, aerosol and visibility measurements, 
and deposition measurements of ambient airborne soil. 



A DIRECT METHOD OF ADJUSTING WINDFIELDS OVER COMPLEX TERRAIN 

C. H. Huang and R. L. Drake 

In this preliminary study, a generalized, mass-consistent model was developed to study 

the airflow over complex terrain in a conformal space (terrain-following coordinate system). 

The methodology used in this model offers flexibility, because it is not based on potential 
flow approaches or restricted to a particular space. Thus, the nature and physics of the 

airflow over complex terrain can be easily realized through numerical experiments with the 

model. 

In general, two methods have been used 
for computing mass-consistent windfie1ds: 
one is an indirect method based on varia­
tional techniques (Sasaki 1958; Sherman 
1978); the other is a direct method that 
solves the continuity equation in two­
dimensional space (Endlich 1967; Liu and 
Goodin 1976). However in this study, a 
methodology that is a generalization of 
mass-consistent models was developed for 
obtaining windfie1ds over complex terrain. 

In simulating air concentration over 
complex terrain, mass consistent windfie1ds 
are desirable; otherwise, air concentrations 
calculated from a transport and diffusion 
model may be invalid, because when evalu­
ating median- and long-range transport and 
diffusion for air quality, the advection 
term is usually larger than the diffusion 
term. Thus, the mass consistent models and 
their methods of solution have been actively 
pursued in recent years (e.g., see the 
Livermore Region Air Quality models, 
Sherman 1978). 

Sasaki (1958) developed a variational 
technique, which was used in a Lawrence 
Livermore mass-consistent model, ~1ATHEW 
(Sherman, 1978). The technique minimizes 
the variance of the difference between the 
observed and the analyzed values, and 
conserves the mass within the computational 
volume. However, in the indirect method 
the computed windfield at an observational 
station often differs significantly from 
the actual data (Liu and Goodin 1976). 
This result arises from the model being 
strongly dependent on the Lagrangian multi­
pliers, A. As a result, the computed wind­
fields may bear little resemblance to the 
actual wind data. In order to remedy this 
deficiency, Endlich (1967) suggested a 
heuristic direct model to reduce the value 
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of divergence. His model is essentially 
two dimensional and is similar to Liu and 
Goodin's method for computing two-dimen­
sional windfields (1976). This heuristic 
method presents difficulties when applied 
to three-dimensional airflow in a confor­
mal coordinate system over complex terrain. 

In this study three-dimensional mass­
consistent windfields were computed directly 
by emp 1 oyi ng a "modifi ed II Newton method 
(Huang and Ni ckerson 1972 and 1974). Thi s 
model is more flexible than models of the 
MATHEW-type and the physical constraints 
are more easily realized than in other 
models. In the model the convergence makes 
this methodology for computing three­
dimensional windfields over complex terrain 
in a conformal space possible, which dis­
tinguishes it from the existing models in 
current practice. 

If only limited measurements are avail­
able, the observed data need to be interpo­
lated horizontally to the grid points in a 
domain of interest. This interpolation 
combines a surface-fitting method and the 
weighted-averaging method of interpolation, 
according to the distance between actual 
data stations and the grid point (Barnes 
1967). The values of variables at grid 
points are estimated by summing the weighted 
values of the individual data. After 
horizontal wind components have been evalu­
ated at every grid point, wind speed at a 
reference-level is vertically extrapolated 
from one surface to another by using the 
wind profile power law. 

Based on the theoretical analysis of 
convergence, a generalized, direct method 
for adjusting windfields was developed 
(Huang and Nickerson 1972). The mass­
consistent model computes windfields over 



complex terrain in a terrain conformal 
coordinate system, using a "modified" 
Newton's method. This method does not 
involve the iterative solution of the 
Poisson equation, which is time consum­
i ng. Our method is expected to reduce 
the formulation and the effort. 

The continuity equation in a sigma 
system for nondivergent windfields was 
solved by using the modified Newton's 
method of optimum displacement by point. 

In this preliminary investigation, the 
five levels of the sigma system are used to 
illustrate the methodology of the numerical 
scheme. The grid size in the volume of 
interest is 15 x 11 x 5 with the horizontal 
and lateral grid sizes of ~x = ~y = 1 km 
and the height at the top of the boundary 
layer, 1 km. In the first case studied, 
flat terrain was assumed in carrying out 
the numerical integrations. The initial 
windfields at each grid point were interpo­
lated and extrapolated from four observation 
stations. The value of maximum divergence 
was reduced by an order of 10- 14 . 

In the second case, the airflow over a 
Simple Gaussian mountain was studied. The 
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initial wind-field generated for the sigma 
surface at level two in the presence of the 
Gaussian mountain is shown in Figure 3.1. 
The adjusted windfield at level two after 
the 50th iteration is shown in Figure 3.2. 
The results indicate that the wind speed 
increases over the mountaintop. When the 
upstream airflow encounters the mountain, 
it converges and then deflects around the 
mountain. The deflected airflow increases 
in wind speed, as seen by comparing wind 
vectors in Figure 3.2 with those in 
Figure 3.1. After the airflow passes over 
the top of the mountain, it diverges and the 
airflow decelerates on the lee side of the 
mountain. 

In the long-term assessment of air 
quality, solving a set of primitive hydro­
dynamic equations, especially in the data 
sparse areas, is not economical; however, a 
mass-consistent windfield model is practical, 
used in conjunction with a transport and 
diffusion equation. Currently, more case 
studies for various atmospheric and terrain 
conditions are underway, and the diabatic 
effects will be incorporated into the 
model. The analysis of the effectiveness 
of the model is also under investigation. 
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FIGURE 3.1. Initial Windfield at level 2 (a = 0.25) in the Presence of Gaussian 
Mountain (flx = fly = 1 km). 
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FIGURE 3.2. Mass Consistent Windfield at level 2 (0 = 0.25) and at 50th Iteration 
Over Gaussian Mountain. 

AEROSOL AND VISIBILITY MEASUREMENTS IN MOUNTAINOUS TERRAIN 

M. M. Orgill, D. R. Drewes, and S. R. Garcia 

This study is an initial effort to collect information on the relationship between aerosols 

and visibility in mountainous terrain and the occurrence of air pollutants from fossil-fuel 
energy sources. Airborne instruments were used as the primary means of obtaining data. 

Past studies have shown that visibility 
may be reduced downwind of urban or indus­
trial sources using fossil energy (Auer, Jr. 
1977). The Air Quality Act and its amend­
ments (EPA 1977, 1978) have declared the 
maintenance of good visibility as a national 
goal, especially in regions where excellent 
visual quality has been the general rule, 
e.g., Mandatory Class I Areas. Visibility 
or horizontal visual range is generally 
good in the mountainous western states, 
especially in wilderness areas. However, 
with the expected increased use of fossil 
fuel to meet energy demands in the western 
states, background levels of pollutants 
and the transport of pollutants to distant 
regions should be monitored in order to 
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ascertain whether the provisions of the 
Clear Air Act can be met. 

An effort to obtain preliminary data was 
conducted on June 16, 21 and 22, 1978 by 
three aircraft sampling flights in mountain­
ous terrain downwind of Portland, Seattle 
and Spokane. Data were obtained using an 
integrating nephelometer (Charlson et al. 
1967), high-volume filter sampler, and a 
DAS 32 Data Acquisition System. The inte­
grating nephelometer measures the scattering 
extinction coefficient, the sum of molecular 
scattering and particle scattering (bs ). 
This scattering coefficient is a useful 
parameter for estimating visual range and 
fine particle mass loading. The relationship 



of bscat and visual range is 

L =~ v bscat 
(1 ) 

For the experimental flights, the nephelo­
meter was adjusted so that the background 
(molecular scattering) was zero for clear 
air. In this case, the instrument read 
bsp ' or the particle scattering extinction 
coefficient: 

bsp = b - molecular scat scat 
(2) 

b b 0.15 x 10-4m-1(a) sp = scat-

The high-volume filter sampler was used to 
give information on the chemical nature of 
the light scattering particles. IPC filters 
were used in the high volume sampler and 
were analyzed by x-ray flourescence analysis 
for 16 trace elements. 

Figure 3.3 shows a time series plot of 
the particle scattering extinction coeffi­
cient (bsp ), temperature, relative humidity, 
and altitude for two of the seven experi­
mental flights. In these cases as well as 
in the other flights, the prevailing visi­
bility at surrounding National Weather 
Service observation stations was 24 km 
(15 Illi) or more; therefore, the flights 
were conducted during "clean air" atmo­
spheric conditions. Generally, the experi­
mental flights were flown around 300 m 

(a) sea level value 
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(1000 ft) to 457 m (1500 ft) above the 
terrain. 

Table 3.1 shows a breakdown of 16 trace 
elements as obtained from the filter samples 
for the seven experimental flights. At the 
bottom of the table is an estimate of the 
average visual range for the flights as 
calculated from Equation (1). The lowest 
average visual range was calculated for 
June 21. On this day, hazy conditions were 
present in the upper and lower Kittitas 
Valley during the experimental sampling, 
and the second sampling period was concluded 
about two hours before a dust storm was 
observed in the Spokane area. The remainder 
of the sampling flights were made during 
cloudy conditions, but with generally good 
vi s i bi 1 ity. However, the nephelometer data 
showed the presence of an urban plume 
downwind of the Seattle area and local 
sources of light scattering particles in 
the Columbia River Gorge, Willamette Valley 
and the Middle Fork of the Willamette 
River. 

The significance, if any, of these 
results will have to await the collection 
of more data of this nature, but in greater 
detail and under different weather condi­
tions. Future data collection flights are 
planned for the Pacific Northwest area, and 
data obtained from other areas where poten­
tial energy resources are being exploited 
(such as the oil shale tracts in Colorado, 
Utah and Wyoming and the geothermal sites 
in California) would be of interest. 
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FIGURE 3.3. Time-Series Plot of the Particle Scattering Extinction Coefficient 
(bsp), Temperature, Relative Humidity and Altitude for Experimental Flights in 
The Columbia Gorge and Oregon. 
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TABLE 3.1. Trace Elements (ng/m3) and Average Visual Range for Sampling Flights for June 16, 21 and 22, 1978. 

Date June 16 June 21 June 22 

Priest Riv. Lk. 
Hood Canal Upper & Lower Upper Kittitas Coeur d'Alene East 

Sampling E. of Olympic Seattle Kittitas Valley and Sandpoint Columbia Willamette 
Sites Mountains Foothills Valley Wenatchee (Spokane-D.W.) Gorge Valley 

As <2.6 5.6 3.4 4.4 9.9 3.6 2.5 
Sr 6.3 11.1 3.9 5.5 7.4 5.1 6.5 

Ca 299.8 452.0 534.1 1478.4 1673.1 1935.0 477.8 

CI 642.0 643.1 865.9 422.4 222.7 199.3 363.1 

Cr 62.7 33.9 46.3 76.8 116.6 75.1 35.2 
Cu 142.1 57.3 77.3 44.9 57.1 78.9 44.5 

Fe 1017.7 871.4 1077.4 3264.0 4182.7 4489.2 887.2 

K <54.6 <43.8 64.1 823.2 1202.2 1253.9 96.1 

Mn 29.1 12.8 24.8 72.0 110.2 97.5 23.9 
Ni 18.2 13.8 17.7 22.5 31.6 27.2 9.4 
Pb 19.4 30.9 14.8 25.4 45.2 20.6 17.5 
Rb <4.4 <3.4 < 5.1 4.4 6.8 10.4 <2.0 

S 547.8 1034.5 611.4 734.4 440.4 1091.3 608.8 

Ti 92.2 137.0 126.9 384.0 443.2 561.2 88.7 

V <9.6 <7.9 11.5 6.2 10.2 24.9 7.3 
In 25.5 19.6 23.7 21.1 38.2 30.8 16.6 
Sampling 
Time, min 30 43 31 87 74 53 74 

Sample 
Volume, m' 32.3 47.3 33.4 93.6 79.6 57.0 80.7 

Average 
Visual 
Range, mi 77 69 85 44 57 70 60 

INSOLATION AND TURBIDITY MEASUREMENTS AT HANFORD 

N. S. Laulainen, E. W. Kleckner, J. J. Michalsky and J. M. Thorp 

From observations obtained at the Rattlesnake Observatory and the Hanford Meteorological 
Station, the redistribution of solar radiation as a result of aerosols in the lowest 1 km of 

the earth's atmosphere has been examined using several types of solar radiation measuring 

instruments. Large turbidity excursions are observed with high values associated with 
stagnant air masses and low values associated with frontal passage. Turbidities show varia­

tions in color dependence that arise because of changes in particle size distribution. 
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An experiment to examine differential 
turbidity effects on insolation measured at 
the earth's surface was initiated during 
the summer of 1977 and continued through 
the summer of 1978. Several types of 
solar-radiation measuring instruments were 
employed during the study at the Rattlesnake 
Observatory (RSO) at 1090 m MSL and at the 
Hanford Meteorological Station (HMS) at 
220 m MSL. Nearly simultaneous observa­
tions were frequently made at both observing 
sites with occasional instrument comparison 
at the same site. 

The rationale for the experiment was: 
the first kilometer or so of the atmosphere 
above the surface is generally the most 
turbid and aside from clouds, solar radia­
tion is attenuated and diffused largely 
through scattering and absorption by sus­
pended atmospheric particles. Thus, char­
acterizing turbidity and redistribution of 
solar radiation in this portion of the 
atmosphere is an important consideration in 
using solar energy and in evaluating poten­
tial inadvertent climate modification as a 
result of aerosols. 

The Hanford area provides a unique 
opportunity for such characterization 
because of the nearly l-km altitude differ­
ence between RSO and HMS and because of the 
large variability of atmospheric dust, 
smoke and haze in the Central Columbia 
Basin region (Laulainen 1978). 

Total insolation on a horizontal surface 
was measured with pyranometers. A precision 
Eppley (Model PSP) thermopile unit was 
located at HMS and was used to compare the 
portable field units. A silicon-cell 
pyranometer with a rotating shadow band 
provided both total insolation and diffuse 
sky radiation. Direct solar measurements 
were made with a 10-channel sunphotometer, 
a 6-channel active cavity radiometer (ACR), 
and the 7-channe1 mobile automated scanning 
photometer (MASP) unit. The sunphotometer 
used in this study employed a silicon 
photovoltaic cell as a detector, which is 
sensitive to radiation in the spectral 
range 0.4 to 1.2 ~m. The ACR was sensitive 
to radiation over the entire solar spectrum 
(0.3 to ~ ~m). The MASP unit, operating 
in a direct sun-looking mode, also used a 
silicon cell as a detector. 

Calibrations of the portable field 
pyranometers were difficult to maintain. 
Moreover, mechanical failures of a few of 
these instruments occurred. The unit 
assigned to RSO was damaged beyond repair 
during late fall 1977, so that comparative 
insolation data between RSO and HMS are 
only available for July through September 
1977. Direct solar measurements can be 
made only for a cloud free line-of-sight. 
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The ACR and sunphotometer were compared 
at the same site on three separate occasions, 
twice at HMS (14 August 1978 and 14 September 
1978) and once at RSO (6 July 1977). The 
turbidities derived from observations with 
each of these instruments are compared in 
Figure 3.4. 

Turbidities at HMS during 1977 and 1978 
are shown in Figure 3.5. Variations are 
similar to those reported earlier 
(Laulainen 1978). The turbidities show 
large excursions that are related to the 
synoptic meteorology. A stagnant air mass, 
for example, allows smoke and haze to 
accumulate in the basin leading to rather 
high turbidities. Abrupt turbidity decreases 
usually occurred after frontal passage. 

The aerosol layer redistributes the 
direct solar beam primarily through scatter­
ing of radiation. As the turbidity increases, 
so does the diffuse component of insolation. 
The increase in diffuse radiation, however, 
does not compensate entirely for the loss 
from the direct beam, since some of the 
radiation is back-scattered or reflected 
into space while other parts of it are 
absorbed by the particles. The ratio of 
absorption to back-scattering determines 
whether the aerosol layer acts to cool or 
to warm the surface. The redistribution of 
radiation also can have a significant 
effect on solar collector performance. On 
cloud-free days, diffuse radiation accounted 
for 10 to 20% of the total insolation, 
depending upon the turbidity. 

Because light scattering is particle­
size dependent, the spectral quality of 
solar radiation is affected by size distri­
bution of the aerosol layer. Spectral 
turbidities can be approximated by a simple 
power law dependence on wavelength over the 
visible spectrum, i.e., T ~ A-a where T is 
the optical depth or turQidity, A is the 
wavelength and a is the Angstrom wavelength 
exponent. Typical values of a are found in 
the range 0.5 to 2.5 with occasional values 
in the -1 to 0 range at background sites 
(Middleton 1968). 

Fresh aerosols originating from gas-to­
particle conversion or from combustion 
products tend to have a predominance of 
fine particles smaller than 0.1 ~m in 
diameter and consequently have larger 
values of a, e.g. in the range 1.5 to 2.5. 
As the aerosols age the size distribution 
becomes larger, typically in the range of 
0.1 to 1.0 wm, by coagulation and condensa­
tional growth processes. The value of a 
tends to decrease as the aging continues 
and values in the range 0.5 to 1.5 are 
common. Mechanically generated aerosols 
are generally larger than 1 or 2 ~m; these 
particles have essentially neutral optical 
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FIGURE 3.5. Turbidities at Hanford Meteorological Station During 1977 and 1978. 
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properties; i.e., a ~ O. Certain well-aged 
aerosols, which are nearly monodispersed, 
may have a wavelength exponent of a < O. 

An example of changes in the turbidity 
wavelength dependence during a 2-wk period 
in August 1977 is shown in Figure 3.6. A 
hot, stagnant air mass covered eastern 
Washington for most of this period. Smoke 
accumulated in this air mass and accounted 
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for much of the turbidity increase. The 
values of a changed from 0.9 to 1.5 at the 
beginning of this period to 1.6 to 1.9 at 
the time of highest turbidities. With 
passage of a cold front on 23 August, the 
turbidities associated with the clean, cool 
air mass dropped dramatically and a returned 
to a value of ~1.4. Blowing dust occurred 
during part of the day on 4 August; in this 
case, the value of a was near 0.35. 
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FIGURE 3.6. Changes in the Turbidity Wavelength Dependence During a Two-Week Period in August, 1977 

The vertical distribution of the aerosol 
has an important effect on the magnitude of 
the redistribution of solar radiation. To 
examine this effect, nearly simultaneous 
turbidity and insolation observations at 
both HMS and RSO were made on several 
occasions. The results of some of these 
observations obtained with the same sun­
photometer are compared in Figure 3.7. 
Additional comparisons obtained with the 
sunphotometer and ACR are shown in 
Figure 3.5. For very clean, clear days 
differences between RSO and HMS are very 
slight, while for hazy days the difference 
can be quite large, depending upon the 
depth of the mixed layer. Daily total 
insolation differences between RSO and HMS 
are of the order of only a few percentages 
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for clean, clear days (mostly because of 
differences in molecular scattering between 
those two elevations), whereas differences 
of 10 to 20% occur for the hazy days. 
Insolation differences at HMS from day to 
day appear to be related to aerosol optical 
depth (turbidity) at A 600 nm by the 
approximate relation 

Q = Qmax • exp (-a T) (1) 

where Qmax is the maximum probably daily 
insolation, and a is a constant that has a 
value between 1 and 2.5 for cloud-free 
days. 

In summary, the experiment showed that 
turbidity differences between RSO and HMS 



can produce significant insolation differ­
ences between these two stations. It is 
important, however, to have independent 
methods of measuring turbidity and diffuse 
radiation in order to interpret the inso-
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lation measurements properly, expecially 
spectral diffuse-to-direct relationships. 
Future studies should incorporate radiative 
transfer modeling calculations to examine 
these relationships on a theoretical bases. 
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FIGURE 3.7. Results of Turbidity and Insolation Observations 
at Hanford Meteorological Station and Rattlesnake Observatory 

DEVELOPMENT OF A DUAL-TRACER REAL-TIME PARTICLE 
DRY-DEPOSITION MEASUREMENT TECHNIQUE FOR SIMPLE 

AND COMPLEX TERRAIN 

G. A. Sehmel, W. H. Hodgson and J. A. Campbell 

Detectors are being developed and tested for measuring the airborne concentrations of 

lithium particles and SF 6 gas in real time. The airborne lithium detector sill be used for 

real-time measurements of both particle dry-deposition velocities and resuspension rates. 

Both the lithium and SF 6 detectors will be used for measuring dry deposition in field experi­

ments. 
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A dual-tracer real-time experimental 
technique for measuring dry deposition par­
ticles and reactive gases over environmental 
surfaces is being developed (Sehmel 1978). 
This measuring technique uses depositing 
lithium-traced particles and nondeposition 
SF 6 gas and is based upon a concept of real­
time measurement of both particles and gas 
at two or more distances downwind from a 
single dual-tracer release site. Deposition 
removal is calculated from the relatively 
more rapid downwind decrease of airborne 
tracer particle concentration referenced to 
the decrease of the tracer gas concentration. 

Two approaches will be considered for 
measuring dry deposition in future field 
utilization of these detectors. The first 
approach, described by standard meteorologi­
cal transport and diffusion equations, mea­
sures the dual-tracer airborne-concentration 
vertical profiles at two or more distances 
downwind from a source. The amount of par­
ticle deposition can then be inferred from 
the relative change in particle to SF 6 gas 
concentrations from the upwind to downwind 
sampling locations. This modeling approach 
includes measurements of both atmospheric 
stability and wind speed parameters. 

In many practical applications, airborne 
pollutant concentrations are predicted using 
meteorological transport and diffusion 
models developed from data obtained over 
level terrain. Even after a long history of 
model development for level terrain, great 
uncertainty exists in model predictions 
(Crawford et al. 1978). Often, this level­
terrain data base is used for predictions 
over complex terrain, which creates a prob­
lem of validation. Thus, the development of 
validated general models to adequately 
describe transport and diffusion over com­
plex terrain may be in the distant future. 
Consequently, a more pragmatic approach for 
predicting the decrease of airborne concen­
trations at respirable heights may be a most 
useful method for several more years. In 
the second approach downwind changes of par­
ticle concentrations at respirable heights 
will be determined and compared to downwind 
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changes of nondepositing SF 6 tracer gas. 
This more empirical approach may develop a 
useful data set of predicting downwind con­
centrations at respirable height. 

Currently detectors are being tested, 
developed, and evaluated for measuring air­
borne nondepositing SF 6 gas and depositing 
lithium-traced particle concentrations in 
real time. Considerable difficulty with 
both detectors has been experienced. 

For the lithium particle detector, the 
detector airflow system was modified to 
reduce particle deposition within the sam­
pling line between the sample inlet and 
actual sensing volume. Initially, over 90% 
of the particles were lost in the entry 
lines, but with the present modifications, 
over 90% of the material is being sensed. 
Reproducibility and precision between detect­
ors still present difficulties; however, the 
electronics are being modified to adjust 
detector sensitivity. At the present time, 
precision between detectors is within a fac­
tor or two, although increased precision and 
accuracy are desired. 

The lithium particle detector was used in 
initial field experiments to determine if 
lithium-traced particle resuspension could 
be measured with the detector. Although 
detector response is still being improved, 
these initial field experiments showed that 
airborne concentrations from wind resuspen­
sion are measureable. Real-time measurements 
of airborne concentrations will permit evalu­
ation in controlled field experiments of the 
often quoted weathering half-time for resus­
pension. 

The prototype real-time SF 9 detector was 
based upon Lovelock's design ,1975). Consid­
erable difficulties have been experienced 
with both that design and the as-build proto­
type detector. Improvements have been made 
in the detector electronics; however, the 
prototype detector is not responding satis­
factorily. Further improvement and testing 
of both the SF 6 real-time and lithium par­
ticle detectors are in process. 



PARTICLE DRY-DEPOSITION EXPERIMENT USING AMBIENT AIRBORNE SOIL 

G. A. Sehmel 

Airborne solid concentrations were measured si~Jltaneously at sampling towers upwind and 

305-m downwind of a site. When the wind speed and wind direction were identical at each site, 

isokinetic air samplers on the sampling towers were automatically activated. The fraction of 

the airborne solid plume remaining after the 305-m fetch ranged from 0.53 to 1.07. 

An airborne concentration profile is the 
variation of the concentration of airborne 
solids, Wg/m3, as a function of height. 
Concentration profiles depend upon many 
parameters, including deposition and resus­
pension; however, if all other parameters 
are constant, deposition will deplete the 
airborne concentration near the air-surface 
interface. When resuspension occurs, air­
borne concentrations will increase near the 
air-surface interface. For the total wind 
speed range (3 to 17 m/sec) investigated, 
particle dry deposition was expected to 
increase with increasing wind speed. How­
ever, if resuspension occurred, concentra­
tion profiles were confounded because of 
simultaneous deposition and resuspension. 
Resuspension was expected to increase more 
rapidly above wind speeds of 5 to 7 m/sec. 

A field experiment (Sehmel 1978a) was 
completed to directly measure airborne con­
centration profiles along a 305-m fetch. 
The experimental design anticipated a uni­
form airborne plume that would decrease 
along the 305-m fetch. If mainly fallout 
radionuc1ides were measured, the airborne 
radionuclides plume would be uniform in the 
crosswind direction. 

The experiment was conducted just within 
the southwest perimeter of the Hanford area 
near Horn Rapids dam. The vegetation cover 
mainly consisted of cheatgrass and sparse 
sagebrush. Between sampling towers, eleva­
tion changes were within ± 1.6 m. In the 
233 0 direction, the surface elevation was 
nearly constant for 80 m, while the Yakima 
River was approximately 2.4 km upwind and 
34 m below the upwind sampling tower. 

Reasons for selecting this site were: 

• Equipment security, 

• A reasonably uniform fetch near an exist­
ing electrical power line and along the 
prevailing direction for maximum wind 
speeds, 

• A minimal influence on analyzed samples 
from nuclide releases from the Hanford 
area. 
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Air sampling was conducted with both iso­
kinetic air samplers (Sehme1 1978b) and par­
ticle cascade impactor-cowl systems 
(Sehmel 1978a). To date, only the isokinetic 
samples have been analyzed. For these iso­
kinetic samplers, there is a rough separation 
between nonrespirable and respirable parti­
cles. Nonrespirable particles settled by 
gravity within the isokinetic sampler inlet. 
All particles not settling out were collected 
on a 20 x 25-cm glass fiber filter. 

Isokinetic air samplers on upwind and 
downwind air-sampling towers were automat­
ically turned on only if wind speed and dir­
ection were within a pre-selected range at 
both sampling towers. The meteorological 
sensing instrumentation was located at a 
30-m elevation. A wind direction increment 
of 233 ± 45 0 at each tower was selected for 
automatically controlling the air samplers. 

Concentrations profiles were determined 
by isokinetic sampling (1.1 m3/sec) at seven 
heights (0.3, 1, 2, 3, 5, 9 and 20 m) and at 
three wind speed increments (3 to 5, 5 to 7 
and 7 to 11 m/sec). 

Samples were analyzed only for solids 
content. Nonrespirab1e particles were col­
lected by brushing particles from each iso­
kinetic inlet to determine the total inlet 
sample weight. For each 5- to 7-m/sec sam­
ple, brushed samples were subsequently 
sieved into size increments. Before weigh­
ing, filter-collected samples were equili­
brated with laboratory air with relative 
humidity of less that 50%. 

Airborne concentrations (wg/m 3) were cal­
culated for solids collected on the filter 
as well as total solids collected on the 
isokinetic inlet plus filter. In addition, 
for the 3- to 5-m/sec wind speed increment 
isokinetic-in1et samples, airborne solids 
concentrations were calculated for three 
nonrespirable size ranges, i.e., 20 to 37, 
37 to 63 and 63- to 105-wm dia. Only in 
these diameter ranges were there sufficient 
solids collected for calculating the concen­
tration profile for the entire 0.3- to 20-m 
samp 1 i ng hei ght range. The acc uracy for the 
concentrations is estimated to be within 
± 20 lJg/m3. 



Airborne solids concentrations for upwind 
and downwind towers are shown as a function 
of sampling height in Figure 3.8. Upwind 
and downwind concentration profiles are 
shown by solid lines and dashed lines, 
respectively. Airborne solids concentra­
tions determined from only filter collection 
are shown in three sections on the left side 
of the figure. The upper section is for the 
3- to 5-m/sec wind-speed increment, whereas 
the lower section is for the 7- to ll-m/sec 
wind-speed increment. 

For the 3- to 5-m/sec wind-speed increment, 
airborne concentrations are nearly indepen­
dent of either sampling height or upwind and 
downwind locations. These concentrations 
are approximately 100 Wg/m3. Airborne con­
centrations for the 5- to 7-m/sec wind-speed 
increment increased and were between 250 and 
500 wg/m3 • However, at this intermediate 
wind speed, concentration profiles were non­
uniform in relation to both sampling weight 
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and sampling tower. For the highest wind­
speed increment, 7 to 11 m/sec, significant 
differences occurred between upwind and 
downwind vertical concentration profiles. 
With only one exception, airborne concentra­
tions decreased 70 to 120 wg/m3 between sam­
pling towers. This decrease suggests that 
deposition occurred between upwind and down­
wind sampling towers. 

Airborne concentration profiles for total 
collection on both the isokinetic sampler 
inlet plus filter are shown on the right 
side of Figure 3.8. For the 3- to 5-m/sec 
wind-speed increment, total airborne solids 
concentrations ranged (except at the 20-m 
sampling height) from 110 to 230 Wg/m3. For 
the 5- to 7-m/sec wind-speed increment, 
total airborne concentrations ranged from 
420 wg/m 3 to 1.2 Wg/m3. With only one 
exception at the 5-m sampling height, the 
total airborne concentration was greater 
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FIGURE 3.S. Airborne Solids Concentration During Identical Wind Speed Increments and Direction 233 + 45° 
at an Upwind Site and a Sampling Site 305 m Downwind Along 233° 
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downwind than upwind. This increased con­
centration suggests that either resuspension 
occurred along the 305-m fetch or the air­
borne plume was nonuniform in the crosswind 
direction. For the highest wind-speed 
increment, of 7 to 11 m/sec, the total air­
borne solids concentration (except at 3 m) 
ranged from 40 to 190 ~g/m3 less at the 
downwind sampling site. This decrease sug­
gests that deposition occurred along the 
fetch. 

As can be seen, the largest airborne con­
centrations were measured during the 5- to 
7-m/sec wind-speed increment. Although 
prior results have nearly always indicated 
an increased airborne concentration with 
increasing wind speed, the maximum concen­
tration at the intermediate wind speed might 
be attributed to an upwind source occurring 
during different meteorological conditions 
elsewhere than at the sampling towers. 

10 
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For the 3- to 5-m/sec wind-speed incre­
ment, airborne solids concentrations are 
shown in Figure 3.9 for three nonrespirable 
particle diameter sizes. For all three wind­
speed increments, concentration profiles 
were nearly identical, with some deviation, 
at both upwind and downwind sampling heights. 
Airborne solids concentrations are greatest 
for the 20- to 37-m size increment. 

Nonuniform concentrations as a function 
of height are indicated by all of the verti­
cal concentration profiles in Figure 3.9. 
Most profiles show an inconsistent trend 
between upwind and downwind sampling towers. 
In order to quantitate these trends for total 
airborne solids, the vertical concentration 
profiles were integrated; i.e., JXdz up to 
20-m sampling height. To make the integra­
tion, an average wind-speed increment (5- to 
7-m/sec) was assumed constant with height. 
In addition, airborne concentrations were 
assumed to be constant below 0.3 m. 
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FIGURE 3.9. Airborne Solids Concentration for Nonrespirable Particle Diameter During Identical Wind Speed 
Increments and Direction 233 + 45 0 at an Upwind Site and a Sampling Site 305 m Downwind Along 233 0 

2.14 



Chan~es in the total airborne solids 
x' ~g/m , within the lower 20 m are shown 
in Table 3.2. The ratio of the downwind 
integral to the upwind integral, 

20 m 
Ratio = f (Xdownwind/Xupwind) dz, 

o 

ranged from 0.53 to 1.07. 

This experiment is continuing with the 
isokinetic air samplers. In addition, par­
ticle cascade impactor-cowl systems, still 
in operation from the first experiment, will 
be used to determine changes in airborne 
respirable concentrations below 1 m. 

TABLE 3.2. Ratio of Airborne Solids Concentration Profiles 
Integrated to 20-m Height 

Ratio: Downwind/Upwind 

Wind Speed Particle Diameter Range, Jjm 
m/sec Filter Filter + Inlet 20 to 37 37 to 63 63 to 105 

3 to 5 0.60 0.53 

5 to 7 0.96 1.00 1.07 0.87 0.91 

7 to 11 0.63 0.75 
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