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ABSTRACT

In situ recovery methods for many of our hydrocarbon and mineral resources depend on the ability to create or enhance permeability in the resource bed to allow uniform and predictable flow. To meet this need, a new branch of geomechanics devoted to computer prediction of explosive rock breakdown and permeability enhancement has developed. The computer is used to solve the non-linear equations of compressible flow, with the explosive behavior and constitutive properties of the medium providing the initial/boundary conditions and material response. Once the resulting computational tool has been verified and calibrated with appropriate large-scale field tests, it can be used to develop and optimize commercially useful explosive techniques for in situ resource recovery.
NOMENCLATURE

I = internal energy per unit mass, J/kg

P = pressure, GPa

t = time, s

u = velocity, m/s

\( \rho = \) mass density, kg/m\(^3\)

SUPERSCRIPTS

\( \uparrow = \) vector

INTRODUCTION

Explosives have played a role in georesource recovery since at least 1705 in the United States, and since the early 1600's in Europe (1). However, until recently it has not generally been necessary to exercise great control over explosive events in rocks since chemical processing has always been done above ground. With the emergence of in situ processes for extraction of energy and mineral resources, this picture has changed. There is now a need for a more controlled predictive dynamic fragmentation or fracture capability so that the desired permeability and fluid flow through the resource bed can be achieved. Only then can we hope to optimize both technically and economically the preparation of in situ leach or solution mines for copper, uranium, or other materials, and stimulation from a well-bore of oil, gas, or geothermal resources in low-permeability reservoirs.

Although the processing requirements for each of these diverse operations are quite different, the underlying theory and approach for preparation of the resource bed is basically the same. Clearly a generalized approach which accounts for site-specific geology and geometry to predict reactive multi-phase fluid flow in the resource bed as a result of blasting is required. The development of large digital computers over the past few years has made such an approach possible. A new branch of geomechanics, devoted to the computer prediction of fracture patterns, void distributions, particle size distributions, and flow path permeabilities resulting from explosive loading is emerging. The techniques are centered around numerical solutions of the equations of compressible flow using appropriate boundary conditions and material constitutive relations. This approach requires beyond the state-of-the-art laboratory studies to determine the dynamic response of geologic materials for a wide variety of in situ conditions and large-scale field tests to establish confidence in the predictive capabilities developed.

THEORY

The first, most dramatic effect of blasting in rock is the generation of an intense stress wave. The propagation of the stress wave is governed by the principles of the conservation of mass, momentum, and energy. These fundamental principles may be written mathematically in the form of a set of coupled partial differential equations (2). For a fluid, these equations are, respectively:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \]  
(1)

\[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \frac{1}{\rho} \nabla \mathbf{p} = \mathbf{0}, \]  
(2)
For a material with strength, such as rock, the pressure terms in equations (2) and (3) would be replaced with analogous terms involving the general stress tensor.

These equations must be augmented with "constitutive relations," which give the stress and internal energy as functions of the current state and previous strain history of the rock. In general, constitutive relations would include effects such as viscoelasticity, plasticity, and fracture. In practice, plastic/plastic and fracture effects are so different in character that they are usually treated separately. They will be discussed separately in some detail below in view of the critical roles they play in the results of blasting.

Given the constitutive relations, equations (1), (2), and (3) are predictive in the sense that the effects of the blast are uniquely determined by the initial and boundary conditions. In this context, we can consider the energy and momentum input from the explosive itself as a combined initial/boundary condition. The explosive provides the initial impulse that generates the stress wave and then maintains a high residual pressure in the borehole. At late times, the gases produced by the explosive play a somewhat different role as they spread through the broken rock and act to "heave" the rubble. The characterization of explosive behavior will be discussed in more detail below as it plays a central role in the effort to model the effects of blasting.

The behavior of the explosive is complex, and the constitutive relations are highly non-linear. Therefore, we have a set of difficult non-linear partial differential equations to solve. These equations have analytic solutions only for the simplest, most highly idealized situations. The solutions we must seek are therefore numerical ones obtained with sophisticated large-scale computers. Indeed, the complexity of these equations has provided much of the impetus for the development of larger, faster computers by the scientific community over the past several decades.

The basic partial differential equations must be rewritten via one of several approximation schemes before a solution is possible. Once this is done, the solutions to the equations may be obtained in a step-by-step fashion at successively later times after the initial detonation. These solutions are obtained at a large number of discrete mesh points spread throughout the region of interest around the charges. To model a realistic field size blasts may require a mesh with tens of thousands of points and may involve integration over thousands of time steps. Deck-loaded charges with delays between the firing times, the gases produced by the explosive play a central role in the characterization of explosives. Since the explosive provides the initial and boundary conditions for the basic equations, if the rock response characteristics are sufficiently well known, the calculations can provide guidance for tailoring, or chemical modification, of the explosive for optimum breakage efficiency.

An "ideal" explosive is one in which the chemical reactions run to completion or very close to the detonation front. The behavior of an ideal explosive depends very little on the charge diameter, confinement, or booster system. In contrast, a "non-ideal" explosive is one in which there is significant delayed reaction of at least some components. The behavior of a non-ideal explosive as reflected for example in the detonation velocity and peak (C-J) pressure, may depend sensitively on the geometry and method of initiation. The distinction is a technical one; non-ideal explosives may be more suitable for field applications, such as fracturing oil shale or coal, or for well stimulation.

Considerable work has been done at the Los Alamos Scientific Laboratory on ideal explosives, since military explosives are usually of this type. Recently, this work has been extended in an effort to characterize commercial, non-ideal explosives, such as ANFO. To date, the focus has been on studying the early-time behavior of the explosives to determine the detonation velocity, C-J density and pressure, and equation-of-state for the reaction products. Work is in progress to study the late-time gas effects produced by these explosives.

The characterization of an explosive is a three-step process. First, a chemistry code is used to predict the ideal behavior of the explosive from its composition. Then, field tests are conducted, where the explosive is detonated under controlled conditions, so that its actual behavior can be studied. Finally, the partial reaction of the explosive is taken into account in the chemistry code so as to give agreement with the field data. Fig. 1 shows a comparison between the calculated and observed behavior for 0.1 m diameter ANFO. The end products, which are input to the stress wave propagation code, are the detonation velocity, conditions at the C-J point, and the variation of the pressure and energy as the reaction product gases expand and cool. The technical aspects of numerical modeling of explosives are described in a book by Nader (2).

![Fig. 1 Comparison of calculated and observed shock and Plexiglas-water interface positions during detonation of 0.1 m diameter ANFO.](image-url)

The obseved points. The contours are calculated pressure at 0.1 kPa intervals. The non-ideal behavior of the ANFO has been modeled by assuming that 55 percent of the ammonium nitrate undergoes delayed reaction behind the detonation front (see 3).
The ability to characterize explosives is the first step toward the modification of explosives to better meet engineering goals. Such tailoring could include changes in detonation velocity, C-J pressure, total energy, and controls of rise time and pulse duration. Changes could be made to do more than optimize breakage. For example, it might be desirable to tailor the explosive to limit the production of fines near the borehole. Obviously, the coupling of the detonation energy to the rock and the dynamic response of the rock itself are important considerations in explosive tailoring, and the choice of explosive must be specific to the reservoir bed.

CONSTITUTIVE RELATIONS

The constitutive relations important in in-situ processing applications must describe the dynamic response of geologic materials under a wide variety of conditions. Historically, laboratory investigations of rocks have concentrated on measuring a limited number of properties under very restricted conditions. For example, yield strength and some of the elastic moduli have been measured, but usually at ambient temperature, low pressure, and at fixed strain rate. While necessary for a complete material description, these data are not sufficient to describe the response to dynamic loading. The effects of such parameters as loading rate, pore pressure, elevated temperature, and presence of natural joints and fractures must all be included. No geologic material has yet been studied sufficiently to allow an unambiguous calculation of the breakage pattern and permeability distribution resulting from a given explosive loading. There has, however, been a considerable amount of work done on a few materials of interest, including Green River oil shale (5, 6, 7), Antrim shales (8), and Devonian gas shales (9). These measurements have contributed to simplified constitutive relations, thus allowing rudimentary solutions to the stress-wave propagation equations for dynamic fracture applications.

Constitutive relations, in general, express the response of a material to a given driving mechanism. For the geologic materials considered in dynamic fragmentation applications, the response will vary considerably as the loading rate and the material constraints change. Since both effects are important, for an in-situ explosive event, several different experimental techniques are required to determine the applicable constitutive relations.

Experience has shown that many material properties for shales can be correlated with initial density or kerogen content (10). This is particularly valuable for computational purposes. Elastic moduli of oil (11) and gas (12) shales have been determined as a function of density at zero confining pressure. The ultrasonic sound speed data used to determine these moduli for Green River oil shale are shown in Fig. 2. The moduli are obtained from the velocity data using standard theoretical relations, assuming that the material is transversely isotropic. (Actually, there is some evidence that these materials are not strictly transversely isotropic (11).)

In the ultrasonic measurements, porosity was carefully avoided so that a correlation between sound speed and density could be established. The effects that porosity and water saturation can have on the sound speed and the moduli have been demonstrated by measurements on a highly porous (12 per cent), low kerogen content oil shale from the Anvil Points Mine. The sound speeds were determined for samples both dry and saturated with water. The sound speed data are summarized in Table I. The sound speeds given there for the nonporous material were determined from the velocity fits given in Fig. 2 using the densities of the mineral material and kerogen alone.

In Table I show that the 12 per cent porosity appears to have lowered the velocities by 14-23 percent. Filling the pores with water further lowered the longitudinal velocities by 10 per cent and the shear velocities by 20 per cent. The requirement to make accurate assessments of the effects of kerogen content, porosity, and saturation levels is clearly evident from these measurements.

A constitutive relation necessary for fragmentation calculations is the material failure envelope, i.e., the limits to which the material can be loaded before it fails, and the resulting residual material.

![Graph](image)

**Fig. 2 Velocities of five propagation modes versus density for Green River oil shale. The data and solid line fits are labeled according to mode as follows:** $V_1$ (squares), longitudinal (parallel to bedding); $V_2$ (triangles), longitudinal (perpendicular to bedding); $V_3$ (crosses), shear (perpendicular to bedding, particle motion parallel to bedding); $V_4$ (circles), quasi-longitudinal (45° to bedding); $V_5$ (plus signs), shear parallel to bedding, particle motion parallel to bedding.

**TABLE I VELOCITIES OF FIVE PROPAGATION MODES IN OIL SHALE WITH DIFFERENT POROSITY/SATURATION**

<table>
<thead>
<tr>
<th>Node</th>
<th>Velocity, km/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nonporous</td>
</tr>
<tr>
<td>longitudinal (parallel to bedding)</td>
<td>5.60</td>
</tr>
<tr>
<td>longitudinal (perpendicular to bedding)</td>
<td>4.85</td>
</tr>
<tr>
<td>shear (perpendicular to bedding, particle motion parallel to bedding)</td>
<td>2.88</td>
</tr>
<tr>
<td>quasi-longitudinal (45° to bedding)</td>
<td>5.15</td>
</tr>
<tr>
<td>shear (parallel to bedding, particle motion parallel to bedding)</td>
<td>3.61</td>
</tr>
</tbody>
</table>
properties after failure. Yield strengths have been measured as a function of density and mean stress (7). These results, including the shift in the brittle/ductile transition can be seen in Fig. 3. Rate dependence and failure properties based on these data have been incorporated into a scalar damage model (13). Fragmentation calculations based on this model have been moderately successful.

Intermediate and high strain rate experiments are most conveniently done in plane geometry using wave propagation techniques. For strain rates above $10^7$ s$^{-1}$, dynamic properties can be measured using a gas-driven gun or explosive loading device. A schematic drawing of a laboratory-scale gas gun is shown in Fig. 4.

Plate impact devices can be used for a variety of experiments. Much useful information is contained in plots of shock velocity or wave speed versus particle velocity. Such a plot for a Devonian shale, obtained with a standard technique called the "impedance match method" (14), is shown in Fig. 5. Plots like this one have been used to derive the equilibrium Hugoniot equation-of-state for oil and gas shales (5, 12).

An important feature of the example shown in Fig. 5 is the phase transition that occurs in this gas shale at a pressure of approximately 20 GPa at this loading rate. This is deduced from the offset in the plot at a shock velocity of about 6 km/s. The actual physical mechanisms governing the transition are not known, but it is suspected that the behavior is due to the quartz-to-stishovite phase transformation. This is probably the explanation, even though the transition pressure found here is 6-10 GPa larger than the static stishovite transition pressure. Meaningful constitutive relations must include this transition, not only to describe the wave propagation properly, but also because the material could absorb large amounts of energy during the transformation. Understanding this phenomenon becomes particularly important in the design of practical devices such as jet penetrators.

The effect of loading rate on the yield surface can be seen from the results, illustrated in Figs. 6a and 6b, of a second type of high strain rate experiment (6). Here manganin gauges are embedded within a sample of oil shale and the stress-time profile is monitored while the sample is hit with a high-velocity projectile. These profiles, shown in Fig. 6a, are transformed to the more usual stress-strain contours, which are shown in Fig. 6b. From the successive gauge records in Fig. 6a, the dispersion of the shock profiles is evident as the stress rise times increase with distance. This dispersion indicates that the shale yields gradually under compression. This is also evident from the curvature of the stress-strain plot. When compared with Fig. 3, however, the effect of increased loading rate is obvious. Where statically, shale could only support a 0.1 GPa load at zero confining pressure before yielding, the dynamic results show considerably greater strengths. Again, the constitutive relations to be used for numerical calculation of stress wave propagation must account for this behavior.

The most difficult loading regime to deal with is the intermediate strain rate region. Part of the problem of obtaining accurate material behavior and constitutive relations at the $10^3$-$10^4$ s$^{-1}$ rates is the

![Fig. 4 Schematic drawing of a laboratory-scale gas gun. The driver is fired through the barrel toward the sample and transducer assembly at the right.](image)

![Fig. 5 Shock velocity versus particle velocity for Devonian gas shale. The discontinuity in the data at a shock velocity of about 6 km/s is related to a phase transition that occurs in the samples at this stress loading level.](image)
Fig. 6 Stress data obtained from gauges embedded in a sample of 2.08 Mg/m³-density oil shale following impact by a high-velocity projectile. Fig. 6a shows stress versus time as reported by gauges at depths of 2.1, 6.5, and 11.0 mm. Note how the stress rise times lengthen as the shock propagates through the sample. Fig. 6b shows the stress-strain curves for each of the gauge locations. The strain rates are approximately 3 x 10⁵/s loading and -1 x 10⁴/s unloading. Note that the sample is loaded to near 0.6 GPa in this experiment, even though the static yield stress is approximately 0.1 GPa (cf. Fig. 3).

Fig. 7 Schematic drawing of a split-Hopkinson bar. A projectile is fired from the left to impact the incident pressure bar. This generates a stress wave, which propagates down the bar to the right to impact the sample in the confining chamber. The bar acts to disperse the pulse and reduce the strain rate at the sample. Illustrations of the pulse shapes at the left end of the bar and at the sample are shown in plots at the top of the figure. A portion of the pulse is transmitted through the sample to the right into the transmitter pressure bar.

Fig. 8 Results of a computer simulation of the detonation in oil shale of a 1 m charge of ANFO (0.12 m in diameter), with the top of charge 0.4 m below the free surface. The contours show that regions of successively greater "damage," as calculated with the fracture model developed by Johnson (15). The shaded-in area (damage greater than 0.5) shows roughly the volume of the crater to be expected from this blast.
mechanics models are more appropriate for our purposes because they reflect both the microphysics of fracture and the strain history of the rock.

Several theoretical models for fracture under dynamic loading have been developed. One of the simplest is a direct extension of elastic/plastic theory, where the accumulated plastic strain is taken as a measure of fracture (16). This is clearly inadequate since the deformation of geologic materials during fracture is quite unlike ordinary plastic flow. The ductile flow of rock at high pressure may be the only characteristic of rock that closely resembles plasticity.

Johnson (17) has also developed a fracture model based on plasticity, but has built into it several features that more closely describe the behavior of rock. First, he introduces a "damage parameter," which varies from 0 to 1 as the rock is increasingly more heavily broken. The damage parameter is not plastic strain per se, but the damage is assumed to increase whenever the yield surface is crossed. The growth of damage is modeled in a rate-dependent fashion with a suitable time constant, and the growth law allows for the fact that it is harder to increase the level of damage in rock that is already heavily damaged. Effects of dilatancy are also included. Finally, there is some feedback of increase in damage is taken to lower the yield strength of the rock, and thereby its resistance to shear deformation. Results of a stress-wave calculation based using this model are shown in Fig. 8. The most significant drawback of the damage model is that it is a scalar model, while real fracture has a strongly directional character. In addition, the model allows only in the simplest way for the effects of extensive fracture on the response of the material to successive loading. This means that the treatment of stress wave propagation through partially broken rock is not very satisfactory.

A somewhat more sophisticated fracture model has been developed by Grady and Kipp (19). In their model, the damage parameter represents a measure of the fracture-induced void volume in the rock. The rate at which the damage grows is determined by following the growth in void volume as applied stresses cause a statistical distribution of flaws to activate and grow. The incremental stress-strain relation is modified by the presence and the growth of damage. As a result, stress relaxation and energy dissipation associated with fracture effectively reduce the elastic moduli. This model is more satisfactory for treating the propagation of stress waves through broken rock, but it still has the limitation that it is a scalar model. Only a tensor model can properly account for the directional nature of fracture and fracture-induced stress relaxation.

A tensor model, the "NAG/PRAG" ("nucleation and growth--with resulting fragmentation") model, has been developed at SRI International (20). This model has many of the features needed for a comprehensive three-dimensional fracture model. It is based on theoretical fracture mechanics, but it has built into it the experience gained in a series of laboratory explosive tests conducted on oil shale samples at SRI. The NAG/PRAG model has one principal weakness: it is formulated in terms of a number of adjustable free parameters. While the parameters could be determined empirically in principal, in practice it would be difficult to do so with a limited number of experiments.

A new tensor fracture model, the "SCM" ("statistical crack mechanism") model, is being developed by J. K. Diemes and L. G. Margolin (21) at the Los Alamos Scientific Laboratory. This model is based on the analytic solution for the response of a penny-shaped crack to a general state of stress. The bulk response of the material is then obtained by superimposing a statistical distribution of cracks with various sizes and orientations. The distribution of cracks evolves with time as applied tensions and shears cause cracks to grow. It is still a bulk theory in the sense that the collective effect of many cracks is considered, rather than the growth of a single crack. However, it has all the desirable features of a tensor theory. Because it is based on rigorous microscopic theory, the SCM model involves on a small number of physically meaningful parameters, each of which could be determined in the laboratory or in a small number of field tests.

FLOW MODELING

The relation between fluid flow and fracture for a porous geologic material is not at all clear. No complete theoretical analysis exists for flow through a hydraulically- or explosively-produced fracture system. Yet for many applications, permeability, not fracture, is the crucial parameter. This is certainly the case for modeling flow in oil, gas, geothermal steam, and hot dry rock reservoirs, as well as for developing in situ oil shale, tar sands, and coal resource recovery techniques.

Several theories exist linking permeability to fracture. All of them recognize the importance of porosity, whether resulting from dilatation or present before the stimulation treatment, as the controlling factor. These theories are semi-quantitative at best, and much more theoretical and experimental work relating rock deformation and fracture to permeability must be done. The importance of the "stress cage" (the compacted zone surrounding a borehole or fracture that restricts the flow) has been recognized for at least 15 years, but no quantitative data or theories that could mitigate its effects are available. Correlations between field-scale and laboratory data are perhaps more important for this branch of rock physics, since large-scale flow can be completely dominated by natural fractures and joints, which are carefully excluded in laboratory tests.

A promising start toward treating this very complex problem has been made using a new computer program, TRACER (22), recently developed by the Los Alamos Scientific Laboratory. Historically, flow models have been limited to applications in uniform porous media. The new time-dependent models not only describe flow in fractured porous media, but also include the effects of diffusion and dispersion, heat exchange, sources and sinks, spatially varying material properties, and multicomponent and multiphase flow. These models are implemented in several large-scale, versatile computer codes.

One of the codes, TRACER (22), has been used to study the effect of a large, poorly fragmented block of material inside an in situ oil shale retort. Of particular interest is the effect this block has on tracer flow measurements that might be made remotely to diagnose the internal state of the retort. The retort geometry and the locations within it of six tracer gas sampling stations are shown in Fig. 9. The poorly fragmented block is represented as a region of reduced permeability in the upper right hand corner of the retort. The tracer gas (argon in this case) is injected in a short pulse at the top. The calculated tracer gas concentrations at sampling stations...
Fig. 9 Schematic diagram of an in situ oil shale retort. The "partially rubbed region" in the upper right is assumed to have a much lower permeability than the rest of the retort. The tracer gas is introduced at the top of the retort and is sampled at the six labeled "time history stations." Gas is permitted to exit at the bottom of the retort on the right side.

Fig. 10 Time histories of tracer gas (concentration by weight versus time) at four of the sampling stations in the oil shale retort shown in Fig. 9. The curves marked "NH" are for a retort with a partially rubbed region, as in the retort in Fig. 9; the curves marked "H" are for a uniformly rubbed homogeneous retort for comparison. The tracer measurements at station 1 are quite sensitive to the presence of the poorly rubbed region. However, dispersion within the retort causes the measurements at the other stations to be rather insensitive to the state of the retort for the assumed pulse duration and gas flow rate.

1, 3, 4, and 6 are shown as functions of time in Fig. 10. Curves are shown for the inhomogeneous retort with the block (labeled "NH") and for a homogeneous retort with uniform permeability (labeled "H") for comparison.

The curves in Fig. 10 show that the tracer and mass flow through the low permeability block at the top of the retort are inhibited relative to the flow in the homogeneous retort. The calculations also show, however, that significant dispersion occurs in the retort, so that the tracer curves at the bottom of the retort are almost the same for the inhomogeneous and homogeneous retorts. Calculations such as these will be essential for planning tracer sampling strategies for in situ fragmentation diagnostic techniques.

Another code, KRAK (23), has been developed to model the extension of a new or existing fracture being driven by a high pressure gas. The gas may be condensable (e.g., steam) or even reactive (e.g., a slow-burning propellant). The code allows for viscous-inertial flow in the crack and for flow from the crack into a medium of variable porosity, permeability, and saturation level. The common assumption of Darcy's law is not made in the code. Some results obtained with the KRAK code are shown in Fig. 11. There the growth of crack length with time is shown for several assumed permeabilities for the surrounding medium. The rate of crack growth clearly depends sensitively on the rate at which the flow can diffuse away from the crack. This effect can have a pronounced influence on wellbore springing applications.

Fig. 11 Crack length versus time for several assumed permeabilities for the surrounding medium. Note how increased permeability allows diffusion away from the crack and greatly inhibits the rate of crack growth. The actual growth rates depend on the driving force and the material properties of the medium. Conversion factor: (Darcy) = (1.8697 x 10⁻¹³) (m²).

These examples illustrate the progress that has been made toward the description and modeling of fluid flow in geologic materials. Related modeling techniques can be used to describe the dewatering of a coal seam, in situ coal gasification schemes, and gas flow in a reservoir. It is important to emphasize, though, that we have just begun to understand this enormously complex problem.
Preliminary observations of peak stresses for the gauges in this range of the experiment were 0.03, 0.05, and 0.07 MPa ($\sigma_0$), in reasonable agreement with the calculations. The scatter in the data probably reflects the importance of the 'local geology' ($\sigma_0$), presence of pre-existing joints).
measurements can be seen in Fig. 14. In this experiment, the cap and booster were near the bottom of the borehole. The abrupt jump in the data show that the booster was not precisely at the bottom. In fact, the explosive was initiated a small distance away from the bottom of the hole. Without knowledge of exactly how the explosive performed, the stress wave and accelerometer data would have been extremely difficult to interpret.

Post-shot diagnostics are now being performed for this series of experiments, including post-shot coring, acoustic mapping, tracer flow measurements, and excavation of the fragmented region. These measurements will be used to characterize the fragmentation results so that the permeability distribution can be directly connected to the explosive loading. These experiments are difficult and costly. However, the potential payoff of improved permeability enhancement techniques through better blast control and the increase in our understanding of basic explosive processes is so great that this extra effort is fully warranted.

![Figure 14](image)

**Figure 14.** Crush length versus time for a CORRTEX diagnostic cell deployed inside a 150 mm diameter borehole loaded with ANFO. The crush length increases from zero as the detonation front runs up the 6 m long borehole. The detonation velocity can be measured quite accurately from the slope of the length-time data. The abrupt jump from zero shows that the detonator was located a short distance above the bottom of the borehole.
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