CUCLAMER

Do -

P Thr Ut States Gomm 4ot v @ ey IO, 10 sy o P G, e 7y
P e g e

SLAC-PUB-2418
October 1979
(1)

Pt Pt oA @ Y S et IQmTGatn, O 10T Y e
State Gornmect or any 2yarcy Trect, The st A 831107 D3 JTGHY E1EsESw Pati 6
e,

- i -
FXPERLENCE USING THE 168/E MICROPROCESSOR LONw "{0\ bsr‘, I—I
FOR QFF-LINE DATA AMALYSIS*

Paul F, Kunz, Richard N. Fall, Michaei F, Gravina,
John H. Halperin, Loctac J. Levinson, Gerard J. Oxoby,
and Quang H. Traag

/Sunferd Linear Accsiarator Center,
- “Stanford “niunll‘;'“
Stanford, California, 94305

ABSTRACT Eloattng Point
The 168/E 18 a_SLAC developed micrapracessor which The floacin; int srocessor consists of two circuir
. 4 B s K an_exccutfan boards., It 1= p:ntlreiy M5I iogic but wuses :he ‘r'::v"

eruiates the 1BM 360/370  computers wit
speed of about one haif of a fnu 370/168, These pro— KS1 clreuits whiich have be iniroduced to_ support the
cessors are used in parailel for the track finding and LS1 The handies aii lﬂﬂ 360/370
cometry programs of the LASS spectrameter. The system aingle ﬁrecilion houlng goint instructions with ex-
§s contr011e§ actiy the same results, {c fer bir, as the 370/168.
interface which we caii the Bermudas Triangie. But sioce the single precision format of 1ImM esntatns
handiing and downicading is controiied by one of SLAC a oniy a 24 bic manrirsa, some form of extended precision
IBM computers via a L* bulit interface betucen the 1s required to do the LASS production cede. Ear exanm- -
FDP~11 and an IEM channei. Initiaiiy, there wili be a pie, when calculating where twa heifval trajectories
system of 6 168/E’s which should be abie to glve six. representing the path of charged particies in the LASS
times the production capacity than can be attained by magnet jatersect we require o precision better than
running production jobs on the SLAC Trlﬂlex aysteu. the resclution af_:he detecturs, This 1s not possibie
The cost of the system, {ncluding tite chaanel Inter— with the LBM aingiec precision farmat w#hen the radil of
face, Ls $120,000 and ;et it yleids the equivaient cow— curvature are iarge. It has been found experfmentaiiy
puter pover of 3 1BM 370/168°s. Hence, this wystem is that about 3 more bits are required in the manLissa ta
an cxtremeiy cost-effective methcd for off-line daca do the caicuistion with sufticleat precisfon, On the B

Analysis. 360/370, one declares the Smportant variabies doubie
4 precision which adds 32 addl?zional bits to thé pan—
tigsa. On tha 168/E, we have made a compromise hetween

INTRODUCTIGN true emuiation and ctrcuir cost and compiexity. The

—_— fiouting (oint pracessor has pleudo—daugie precision

[n_rceent years. ve have seen the construction of inscrucriona vhieh add 16 bite  to the mantiasa. hus
wany large spectrometers ar High Enecgy Physica iabora- the pracessor can dg efther 32 bit or 48 bit fioating

tories, These spectrometers are capablie of taking data point arithmetic, The cycie time of the processor is
at such_ a rate that the amount of ccoputing tiwe re— either 100 or 150 nsec depending on the instruction,
quired for the data anaiysis has becose a msjor frub- It operates with an ieternai Read=-Oniy-Memory (ROM) to
iem. At SLAC, for exawple, an exg:tlunt on_the Large controi the mteps in a fioating point operation. _ The
Aprriure Soiegoid Spectrometer (LASS) has coliected 50 performance of che frocenor is about a  fector of two
=Ii7'ai£nn triggers on  tape, with about 40 miiiion good alower than the 370/168. Again, oniy muitipiiecation is
events.  An average of 0.5 sec of 370/168 CPU time is 2 neu:ea\s_‘{ siow instruction when conpared to the
requircd for each good event to read the raw data, do A70/168. e cireuit bosrds axe 8 iayer printad cir-
the basie event reconstruction, and output the resuits cuit boards. —The cost of the floating Eoint processor
for each successfui event, he software prcgram for 18 $1200 complete with compouepts and labor.

these spectrometers generally takes sany man—yesrs to

develop om a iarEc computer system, and {8 often Henory

changed as it 1s berter understood, It i3 therefore

not easily removed from the large computer on which it The aemory for the 168/E 15 1n rwo parts, one tor
was developed. the ﬁrnirnAand the other for the data. Both are based
on the Inrei 2147 memory 1,C. The Intei 2147 has be-

The goal of this pro_le:: has been to add to the com— come the induat:zial atandare circult aithcugh oniy la-

yter center inexpensive hardvare that can execute tel has lavge production experfence now, Scverui other

gden:tnauy the same proﬁr .5 get the ssme resuits companies have just announced they are aiso producing
3 s 1

asg the large computer. to the deveicpment of it This cireulc containg 4,096 words by 1 bic with a
the 168/E “microprocessor |1,2], 1t "emuiates) those 70 nsec access and cycie time., It has a unique Leature
IBM 37D instructgons that ste generated by IBM"s FOR- in that when the memory iu not being addressed, it %;m—
TRAN compiler and its speed is _about one haif of an IBM ers down to i/5 of its norzai cperating curcent., hus

370/168. We are attaching 6 of them to one of the cen- a processor with B memory boards draws oniy as much
rai_ IBM computers. This hardwage is suificientiy pow- govzr as ons memory board p.us 7/5 of ooe memory board.
erful that the elapsed time to do all the event tecon ince each memory board draws abour 5 warts, cuasider—
strecrion for am experiment can be phortened by many abie power is saved in  the system, end considerabiy

yeoars. less heat is generated which I8 a major factor in I.u,
coaponent faflure. The curreat iist price is about $25

. each in large quantitics. The memory board is a_4

GENERAL FEATURES OF PROCESSUR layer printed circuit board with ane halfl contatning 32

memory circuita for data and the other haif containing
The 16B/E caoneists of an integer CPU, a floating 24 medory circuits for program. at i3, one memory
&ntzrhce. They are board contains exactiy 16 K bytes of data and 4096 wi-

point processor, memotry, and an 'y
ali buh: on boards measuring about 12 by 16 inches, eroinstructicns which 18 about 8 K bytes of IBM object
which are identical to those used by DEC in their VAX code or about 500 iines of FORTRAN. ~ The cost of the
<oaputers. board is $1600, 4.e. abour $50/K byte for daca and
$75/K byte for program. By co-g:u-iscn minicomputer
Integer CPU add-in -""K is commerciuily availabie for about EJOIK
- byte. Ttg: igher cost ct:f the neacry for the ib8/E is

e Memo aua

The integer CPU circuit 18 bmsed on the 2901, which because - u be fast enough to respend

is a LSL bit siice microprocessor chip introduced by within a pracessor cycie tine.

Advanced Hicro Devices in the sunwer of 1! . ']

board handies the following types of IBM 3€0/370 in- Interface

structions: 16 bit integer. 2 bit lnteﬁu. 32 bit - .

jogical, ail conditlonal branching, and ali wemory ad- The 168/E-1s not capable, currentiy designed, of

dressing. It has a 150 neec cycie time. The through- doing any imput or cutput instructions. It can only

gut on FORTRAN programs has been weasured to be between addre » aemory. e interface allows a real com

+3 to_ 1.8 times siower than a 370/168. The oms no- puter co o i t og;

ticeably siow instruction when compared to the 370/168 and to read cthe f!ﬂCEIIEd rasuits, The Incerface is

is luit{plicat!on. A pr. p P very aimpie. Either the processor or the interfacc

has bosn functioning since the suewer of 19)7. The fi- controla tite nengr{ and never both simuitanecusiy. The

nail board will be an 8 layer printed circuit bostd and interface control iogle cen shut ofi the processor sa

it costs $600 complete with components snd Jjabor for chat it releases the memory busses. Then the interface

asscably. can take the bueses, read or vrite to the memory, and
. atart the processor.

* Work suppcrted by the Department of Energy under contract number DE-~AC03-765F00515.
Presented at the 1979 Muclear Sclence Symposium, San Prancisco, Califormim October 17-19.
GISTRIBUTION OF THIS QUCUMENT 18 UNLIMITED -+



UBJECT CODE TRANSLATOR AMD LINKER

The 168/E microprocessor does not exccute I6M
360/370 instructions directiy. Instead, a Togram
caiied the "transiator” converts IHM instructions Inte
L68/E microinstructions,  The input to the tragsiator
Is elther object code from the IBM FORTRAN complicr or
a_Link-tdiced ioad moduie. ¢ outputs are a rciocata=
bic mirroinstruction object code and a data sct For the
168/E data_ memory, Most  IBM instructions transiate
into ] to 3 microinstructions., We caii this program a
translator because it does mot make any fundamental
hanpe in the original code, If a certain vegister is
used in the I8Y fnstruction, then the same rcﬁister i8
uswl_in the microfnstruction, n memory fetches, the
dispiacement fieid and the index and base registers of
the 1BM instruction wlii be fdentlcal in the microin-
struction, Even the 4 bit wmask in couditional branch
instrurtions is the seme In the_wmicroinstruction and
the orizinal IBM instruction, The data set (or the
[68/E data wemory is a copy of the coustants and varia-
bies -hich are part of the original I[HEM code.

Another propran, we cail the “ifnker" does twa jobs.
FirsL, it docs the job of the 18N Linkage-Editor_by
reading the reloecatable micrainstruction gbject moduies
and linking them together. Second, 1t forms an abso-
jute memory image which can be loaded futa the L6B/E
memories, ~That {s, it pives an_ahsoiute address to aii
the COMMON blocks and also the local memory space. It
resvojves externai veferences from a 11brar¥ of object
modules where, for esample, the FORTRAN Library Func-
tions have been transiated and stored.  Uniike 1ts 1BM
cousin, the iinker has an optionai inpuc with which_the
user can assign the address of the CO¢ his

MON biocks.
feature is used to make the data memory overiays which
are described later.

CAN A HIGROVROCESSOR DO THE BIG JOB?

Having belit at vecy iaw cost a micraprocessor that
can be programaed {n FURTRAN and has a speed which is
no wo than twice as siow as a 370/l6d, 1s a fine
achievement, But duc to the design cholces that have
been made, it is stiil fair to ask the guestion: can it
do the real nuaber crunching job that we have with the
LASS production code?

First of ail, to be useful il must do a lenIEICant
fraction of the time comsunir: . With
the LASS production code, weil tha CPU
time §5 spent 1a the subro.: ‘-2 which finds tracks in
the soienoid derectors. Thu: 1E3/E zust he abie to
execute this subpourine the subroutines it
rakis o be a wseful processor This part of the pro-
gram is sifpghtiy over 32 K bytes uf executabie code and
it transiates te a littic 16 K microinstructiuns
which is_ 5 16B/E memory booids Eliied on the pro§ram
side, In additfon, this gnrt of the progray re1u res
ahout 90 K bytes ol spave for variabies In CONMUN and
neal Lo the program  which is 3/E mevory boards
fiiied on the data side, The 158/E ran_ thus handie
rhis part of the program from  the point of view of the
arouat of space it requires,

s

is whether the subset of 3607370
can emniste 1s sufficlent,
we found the ctwo types o

to 1BM instructions that

The next question
instructions that the 168/E
In Lhis part of the code,
FORTRAN statewencs which lead
can not be wiuiated bg the processor. These statements
are the computed U0 TO = statement [for exampie:
GO TO (10,28), N| and statements usinﬁ one byte iogicai
variabies, lt turas out, however, that thelr eiimina-
tion 1s a_good idca anyway. The computed GO TO state=-
ment 1s iesa efficiept in time than a serles of IF
statepents For a smail number of possibie branch ad-
dresses and use of the one byte variabies is definiteiy
less efficient 1in CPU time’ than secting fiags in a
16 bit intueger 1 .

Thus, the l68/E processor could be used to take the
most time consuaing part of the production code away
from the ceptral computer. However, the event by event
input to this part of the code s very iarge; much
jarger than the original raw fnput tape daca. This is
because the Eirst parct of the code unpacks the raw in-
teger Jdata such as wire numbers, widilis, ete., 1oto
banks of fioating point coordinates appropriately
scaied, and corrected. The output trom the
time_consuming: routines is aiso much larger than the

aal result record, because this part of the code gen—
crates Larpe banks of intermediate data which they pasa
on to subsequent routines. In order tu avoid sending
jarge amounts of data from the host computer to the
processor and back again, 1t was also decided to run
the unpacking vodes on the 168/E,  But with thig addi-
tionai code, the axrount of [68/E nemory requicred wouid
be very iarge, The solution to this probicw. is the
same a8 with all computers when the code {8 lceger chan
the computer’s wemory; one must overlay the program

variablie.

into the rocessor’s memary. Once overiays were
necessary, 1t was 2asy to extend this technique to that
code which is executed after the time consuming parc,
Inciuding the formatting of the resuit tape record.
The cholce was to do overiays or increase memory size.
Since memory is the most expensive componcat of the
168/E, and overiay time wouid be oniy 10% of the exec—
ute time, we chose to do overiays. ¥he net result was
the decision to execute aii of the production program
in the 168/E from raw input data tape to Einai resuit
data tape,

DEFINING THE OVERLAY STRUCTURE

To define an overiay structure for a program takes
knowiedge of the Y!O ram’s structure and fiow. The
overiays for the 168/E were deflncd in the foliowing
way: .

1. E ch overiay shouid be caiied oniy once per_event
te prevent rosing veai time In doing the overiay.

2. The size of the overiay 1is determined by the iarg-
esc plece af cade which satisfies the
striction after ond has tried
intg cthe smailest pieces,
production code, the soienoid track finding men-
tioned above ia the Iargest overiay.

3. The number of overiays 15 determined by fitting the
rest of the code into pleces whose size is deter-
mined by the criteria above.

Defining the overiays for the LASS production code
was reiativeiy simple, Since the code proceeds from un-
packing to resuit farmatcing seriaily in severai logi-
caily separate parts, The overiays for LASS prod-
uetian code are as failows:

1. Unpacking raw coordinntes into cazreu:edhficating
point banks.

2. Counting the number of match poiats (or space
points) in order to kiii the event if there are too
many, and finding bean tracks.

3. Finding tracks in the downstream spectromcter and
following these tracks through the dipoie to the
region becween the dipoie and the soienoid.

4, Following these downstream trarks through the soie-
noid up to the target.

5. Finding tracks in the solennid starulng with points
in the piane and cylindrical chambera, yorats

6. Fitting ali tracks found to a 5 paraneter neiix.

7. Following the tracks found in the solenoid dowi=
stream to the Terenkov and Time-of=-Fiight coucters.

8. Doing the vertex reconstruction on ail found trachks
inciuding the beaa track.

9. Formaring the resuit record, and accumuiatlng sta-
cistics on chamber efficiem’:!es, etc.‘ s

With each overlay, the executabie code is trans
and saved as_a 168/L program overiay., Unifke oviriays
on most reai computers, — subroutines which appeur in
more_than one overiay such as SIN, CO0S, SURT, etc., are
aimpily dupiicated. “Khen an gveriay 15 vxecute =
168/E, ail of _the processer’s program memory wi
overwrltten. The transiation aisy creates 2 data
which contains aii the coastant and vari; data whizh
was inrernai to the subroutines, le this Lne

Locai Meoory’ and {t may be the data
space a _program uses which is CONMOR bliock
The 1local amemory aiso needs to be roaded inrto the LEBSE
data meaory when the grogru:ﬂ meaory 1s  ioaded witih an
overiay. For the LASS pruduction tode, the jucal team
ory is typicaily 10X of the data memory cequired by an
overiay.

With the overiays described above, the 1€8/E can
handle programs much iarger than can fit Info its wer
ary at one time. Still iarger prograas caa be handicd
by further overiayiny the cemaining data memory whizh
contains the program”s COMMON kiucks. In order to do
this, additional knowiedge of the pragraz ie necded.
One wauid iike to know exactiy Ln whicl: overiays 2 CuM-
MON is needed in which overiays data {s stored lanto
the COMMON and 1in which gveriays data is fetched from
the COMMON, 1f for exampie a COMMUN biock is used oniy
in overiays 3 and 5; then this physiral data ce
can be used Lor ather CoMON"s M|lrn are  only usegain
overiays 6, 7, and &,

v

A mettiad has been deveioper o study cthe whoie
pram in thls ievel of deLalfc(BI. Uhcnycach subrkuf§22



http://pro~ra.ii
http://ii.it

and object code ioaded into a load module
iibrary, a data set is created which contains a suamary
uf the COMMUN biock usage. ¥We caii this data set an
“lndex Fiic’ and it contains one iine for each variabie
roferenced in cachk COMMON biock, The iine contains the

is compiied

a [ the suhtroutine, name of the COMMON biock, the
e::?ngle name, Its offset from the start of the CouNoN
biock, jts iength, and the iength of the COMMON. It

aiso contains the Store, Fetch, “and other fiags gener—
ated by the FORTRAN complier. Coiiecting these indi-
viduai data scts into one master index file now com—
ietely detaiis the use of every varfabie in every
EUHMUN biock for the entire program, The master fiie
is easily updated, at the time a subroutine is updated
into the ioad moduie ilbrary, since only the entries o
the woster file pertaining Lo  that ~subroutine are
changed. This master index fiie, aiong with a fiie
states which subroutines are to be used in each
of the overiays, can then be used as the data base for
progrons which analyze the COMMON block structure of
the program.

1t was qulckig reaiized that COMMON biocks could be
put into one of three categories;

These are COMMON biocks in whieh all the
variabies never change in the course of processing
an event, They may be initiaiized in_ the first
tiase of the Traduc!lon program by BLOCK DATA
statements, readlng disk fiies, and/or by caicula-
tion in subroutines cailed once per job.

2. Variasble., These ara COMMON biocks in which aii the

1. Constant.

variables are generzted and used on an eveat by
event basis.
3. Mixed. These are COMMON biocks which contain both

constants and varisbies in the sense defined above.

Since constant COMMONs never change their contents,
they can be easiiy wrirten into the 168/E data memory
as required for a particular overiay. a sense),
they are iogicaily "simiiar to the iotal memory of the
subToutines which is rewrittea into - data memory as re—
guired. We have chosen to do this even for constant
.OMMONs which are used in mgre than one overiay. Ex=—
the large banks of constant COMMONs ~used in
the unpuCkina averiay and the large constant COMMONS
containing the nnanet ¢ fleid wap, the total size of
the constant COMMONs .8 iess rhan the iocai memory.

zept for

The contents of the variabie COMMON biocks is cre-
ated by the 168/E in the course of processing an event.
For practicai reasons once a biock has been created {t
remains in the 163/FE data memory fac as many overiays
as it is needed, then it may be overwritten by other
COMMON blocks, either constant or variabie, in succeed-
ing overlays.

Mixed COMMON blocks couid be handied in another way,
but for simpilcity they were eiiminated, i.e, the com
stants and variables were moved into other ur new COM-
MON biocks which were either gure canstant Oor_ pure var—
iabie, ~ For the LASS productlion code, iess than LOX of
all COMMONs were ‘mixed” when the code was first stud=
ied in this maaner.

OVERLAY NUMBER
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Figure 1l: Duts Hewory Overlay Load Maps



With the master index as a dats base, softwere tools
have been deveioped to generate data memory load mape
for ail the overiaysa. example is given in figure l.
The.left hand vertical scaie 1is data memory iocatfon
expressed in bytes, aand the nine columns are the nine
overiays. Note that one first loads the iocal memory
{LMOL through LH09) faco the low sddresscs of the pro-
cessor, then the constant COMMONa, The boxes that are

al
have two iarge COMMOMs labeled
erizy nunber 3.  Banks of coordinates generated in ov-
eriay 1 are stored in GOMMONs DYKA and WIDTHS; they are
used bx ail the following overiays. Other COMMONs such
as PTBANK are generated at a ister overiay, then saved
untii the end of processing the event.

The net effect of the data wemory overlaying 1is a
cubstantial saviag in memory required by the 168/E pro-
cessor. Since memory 15 the most expensive part of the
processor, enaugh money is saved to add more processcrs
to the system, Lf ali the COMMONs were ioad
meuory at one time, it wouid reguire over 250 K bytes
of data mesory; but with the overiaying oniy 90 K bytes
15 required. On the program side, 1f ail the code was
icaded into_the program memory at one time {t would re=
quire over 120 K microinstruction words, whiie with the
overlays iess than 20 micro instructions are needed.
One pays the cost, however: the processor is {die dur-
ing the_transfer of the data andosrogram into its wem=
ory. For the 1ASS producticn code, we have measured
that the rotal time spent overiaying is 90 wmsec per
his 1s iess than 10X of the average event ex=
ecution time_ on the Ftnceasor which is over 1 Beco!
per event. Thus, we feel the overiaying technique is a
good compromise tor our production code and in the fol-
Jowing sections we wiil describe the echeme for imple—
menting the ovetiays.

BERMUDA TRIANGLE SYSTEM

The Bermuda Trlangle system, shown in figure 2, is

our mcthod of overiaying the 148/E memor{. e Bermuda
Triangle is a threc vag interface wicth 1/0 porte to a
DP-L1 UNIBUS, and a bus to the

ilarge buffer memory, a
168512 processery, Data may be transhrred bidirection~
niiy between any two ports, Tvo Bermuda Triangies are
uScz. one for the program memory and one for the data
nemory.

The Eirst port of the Bermuda Triangie is to_the
buffer memories, The program buffer memory, with 128 K

words by its, is large enough to hold a singie capy

ot ail "the Rro ram to be executed, = The data buffer

memory, with 64 K words bK 32 bits (256 K bytea), 18
e

large” enaugh to hoid ail the iocal memory and” coples of
the conscant COMMON blocks. The data’ buffer memory
also buffers evenls on lnsut and  resuits on output,
The wemory used 1s siower but much less expensive than
the L68/E" memory. The memories are implemented wilth
general purpose memory cards purchased from Hostek Mem—
urg Systema, Theic” MKHOOD memory card offers up ta
128 X wvards of 24 bits, The program amemory is thus a
single card, whiie the data memory is rwo cards depogu-
iated ta 64 K words of 16 bita. “The cycie time is 500
nsue with an access time of 375 nsec. We have used the
banhrinne and  chassis rhat Hostek provides for
POP-11/70 add-on nemory. signal ‘traces on the
backpiane were cut acrosa the mlddie so that both the
gruEran and data nmemories could piug into the same
ackpiane and chasais.

The second port of the Triangie is the bus_ to the
rocessors. It is a 50 iise fiat cable with TTL Tri-
State drivers and veceivers. The tranafer uses a pro—
tocoi which 18 essentiaily identical to the one being
developed by the FASTBUS committce . A 24 bit ad-
dress field and 32 bic data £fieid are used.
tiee muitipiexed on a set of 32 bug iines,
significant blts of the address field are decoded to
gelect one fronessnr with the remaining bics seiectiog
ihe incecpal addressez of the processor’s memory. 8

the bus aiiows direct accesa to any location within any

TOCEBSOL rate of rransfer’ on thin bus is one

n thus the transfer rate on the data

side is neariy 6 M bytes per aecond and on the program

side it 18 equivalent ta neariy 3 H hytes per second of

I8M object code.

The third pore of the Triangie is a PDP-11 UNIBUS,
A PGP-1L/04 with 40 K bytee of memory is used a5 the

P! a system, This port has 6 con~
Erol registers to aliow the PDP-11 to control the data
fiow between the three ports. Care has been taken that
different software taske in the computer have different
registers that thei control, thus oaking the software
tarks caster ko write.

1BM
370168

Chonnel

DEC
P 104
Fo 7 /0 SLAC
! Coatrgl
unt

with
40KB RAM
1 UNIBUS
SLAC Mastek
Garabio| | complerion | [aSASy Memary
Inkereupt 128Kx24

v
0 B
2 interfoce =
« <
i =
S 3
a [
w 4

®|
© ¥
= =
Interface @

Doto { Prog
168/E

Figure 2: The Bermuda Triangie System

The buffer memories are loaded from the UNIBUS, An
8 K byte ;ort!.qn of the buffer memory appears as an 8 K
byte portlon of UNIBUS address. Both these “windows”
have the same UNIBUS address, but anly one is enabied
at a time bg a bit in their page regiater, FEach Trian—
le has a 13 bit paﬁe register which is shifted left 8
ite and added to the offset from the starc of the UNI-
US window to determine the buffer memory address.
Thus, from the URIBUS one cam access up to 8 M bytes of
menory in 8 K h{te .pages, where the pages can he
aiigned on any multipie of 356 bytes,

The processors are normaliy ioaded Erom the buffer
memocy. From the UNIBUS port, the FDP-11 iaads an ad-
dress register for the buffer memory, an address regisw
ter Eor :hersrocenmr bus, and_a word count register.
When the word count reglster is ioaded the Eemu&a Tri-
angie transfers che dats until the word count ia exe
hausted, t then causes an interrupt on the UNIBUS
ron. e resuits from the processor are normaii:

oaded into the buffer umur{ n the same fashion.
bit in the Triangle’s coatrol status register controis
the direction of transfer.

The POP-Ll gets access to the control repisters of
the 168/E processor a | word window of the Bermuda
Triangie from the UNIBUS port to the processor bus. In
this case the processor bus address is taken from the
sase addresc register mentioned above. The double use
of thia address register is not a problew because one
never attempts to“ga_in access to the controi registers
of the p ile ring data to or from it.
One can also gain access to the Sruceuor contcol reg=
iscers via either the program or data Borarda Triasngle.

CHANNEL INTEHFACE

With the 168/E‘s and the Bermuda Triangie, che
EDP-11 only needs & source for the raw data and a atnk
for the resuits, For this purpose, we deaigned an in-
terface between the UNIBUS and an I/0 Channel of the
I8N 360/370 computer, Dats 1s transferred between che
360/370 and the PDP-11 UNIBUS st fuli chapnei speeda
(1,2 M8/sec) with the mininuw aoftware overhead on the
IBM system, We hzve measured the CPIl_overhead on the
360/81 ro be on.lf 3.8 maec per event, IBM calls such a
Unit", and it looks like a ape drive



IBM computer, This means that
ordinary batch jobs can transfer data to and from the
Bernmuda Triangle system. The FORTRAN hrogrgnug: geta
access to the system by a aimpie FORTRAN caliable sub-
routine.

Thus the IBM 360/370 reads the raw data from taEe,
sends it to the PDP~I1 to be processed by the 168/E -
Bermuda Triangle system, receivea the results and
writes the output tape. e IBM system with its 24
hour staff handies ail the gob scheduiing, tape mount-
ing, etc. Production ao s wili be submitt to the
system as is done now, and each job wilii first initiai-
ize the POP-11 and buffer memories.

To synchronize the PUP-11 and 370 software, the 370
always attempts a read from the FDP-1l before a write,
When the 1BN computer reads resuits from che PUP-L1, it
obviousiy frees a buffer tn the FDP-1l system, thus a
vrite can then aiways be done. For nomal event trans-
fers, the control ~unit transfers directly to or from
the data buffer memory through the 8 K byte UNIBUS win-
dow nf the Bermuda Triangie, with the PDP-11 setting u
the appropriate address and page registers. 1f the IB
computer attempts a read when no data is ready in the
L68/E system, the controi unit sends back a “BUSY" re-
sponse, When this signal is received, the IBM channei
ngply queues the reag command without causing an in-
terzupt to the CPU, When the data becomes ready for
transfer, _the PDP-1l ioads the word count register in
the controi unit, and it sends a request for service to
the 1BM chanpei, This request signal wakes up the
channei and the transfcr 1s started, This is_standard
operating procedure for devices on a IBM 360/370 chan-
nei. Tﬁe whole date transfer
the IBM channei, The IBMN CPU is free to work
jobs from the time it {ssues the Start I/0 instruction
until it receives an interrupt that the transfer {se
compiete.

or a disk to the

PDP-11 SOFTWARE

computer has the %ab of contruiilng
, the transfer of event data to_an

and the transfer of data to and from
The job is divided Into a number of

corresponding to the non-shareable
erc_1is a task for each proces-

and 2 task for

The PDE~11/04
e 168/E overia
from the 168/E,
the control unit.
goftware tasks,
hardwate resources, .
sor, a task for the channei interface,

cach of the processor busses. mentioned ear-
ifer, the Bermuda Triangle was deaigned so that the
hardware resources couid easily be assigned ta specific

software tasks. e have chosen a smaii muiti-tasking
exccutive cailed SPEX [5] which ailows ail the tasks to
be resident in memory and hence no disk is required on
the PDP-1]. It _has been used as the dats acquisition
systggkhn several experiments at Fermilab, Brookhaven,
an 8

Each of these tasks is "driven" by a queve of work
to do, The channei interfare tasks receives raw event
data and queues it to the processor work queue, When a
processor becomes avaiisbie, its rask will take an
event. from the work queuve, supervise its transfer to
the processor, its executlon t rough the various over-
1a¥s, and the transfer of the resuits bac into the
butfer memory. The processor task will then queue the
vesult buffer to the channel interface work queue and
start working on another event from the processor work
Meanwhiie, the channei Interface task initiates

ueue,
ghe transfer vf resuits from the buffer memory to the
IBM channel, It then initiates s tranafer of a new
event from the IBM channel to the buffer memory and

queues it to the Ernczssur work queuc.  The Kracessing
cycie is started by a tsek which supcrvises the initial
transfer of the overlays and constant COMMON blocks
into the buffer memory. "1t aiso fiiis the remainder of
the data buffer memory with as many events as it can.
The individual processor tasks wiil asynchronously want
to send events and overiays to Lhe processors over the
two processor busses. Since the busses can only per-
form one operation at a time, the processur tasks queue
their requests to the individual ' tasks which are as-
signed to the busses. The exccutive, SPEX, handies aii
queuling and synchronization of the tasks.

The PDP-11 itseif 14 loaded vig the channel. The
18M computer can send a hardware ‘'Boot” command to the
PDP-11 so_that each job on the IBM computer completeiy
re-iniciaiizes the ole system, The PDP software is
written using a cross—-assembier which is run on the IBM
compaters, thus there is no need for any permanent
atorage devices on the POP-11 such as diske,
etc, This ahsence of any peripherals,
terminal, shouid help make” the systea very rellable and
reduce majntenance., = The D,E,C pragram, OUT-11, ia
loaded into the POP-ll with che executive
ated taska to afd in debugging. The cnmgle:e software
for 10_processara requirea 20 K b{tes of PDA-11 memory.
Abaut 780 wicro-scconds of PDE~11 CPU time
per ovaciay.

is needed

SUMMARY

In October 1979 this system came into operationm with
ane procesaor, It executes all aof the LAES production
program with esaentlul&{ the same resuits as an IBM 370
computer.,  That is denticaily the mame olnts are
found on aii tracks {n everi event; only the fitted he-
1lix parameters showed some differences.” Smaii differ—
ences were expected smince the fitting of tracks to hei-
ices in the soiencid is done eatirely in 1BM doubie
frenlslon. However, the differences we see are in the

east significant hexadecimai digit in che fitted track
parameters except for 2% of the tracks which are very
pooriy defined. .

We feel the jmportance of emuiation can not be over-
emphaaized. The LASS production code ia neariy 20,000
iines of FORIRAN, It would be extremeiy time consuming
to have rve-written this code in assemgl ianguage no
less microcode. fore one couid have f{nlshe such a
project the FORTRAN source wouid have undoubtediy been
changed, With emulation not oniy doesn’t the code neued
to be changed but also verificatfon of the processor
is easily accompiished by comparing its resuits on a
sct of events with the resuits from the same events run
on the 1BY computer, Even the snaliest error in the
sxstem 8 hardware is detectabie. For exampie, wvhen we
flrst tried to rnn the LASS code on the  syStem oniy
three errors were made. Onily one of the errors ied to
resuits which were obviousiy wrong. The effect vf the
other two errors was oniy that a few extra reasonabic
iooking points were added to some of the detector’s co-
ordinate banks, The cause of one of the errors was
forgetting to load one of the constant COMMON biocks.

e cause of the other error was a bad I.C. which oniy
tiad an effect when floating point register 6 was used,
Another important advantage is having oniy one copy of
the source code which is used both for the IBM computer
and the 168/E processor. In fact, the input to the
transiator is the iink-edited icad acduies which are
used to run the pruirau on the 1BY computer, When the
production program is modified, it 1s reiatively easy
to produce a new microprogram for the processor. e
just generates new memory maps for cﬁe overlays and
then re-transiates the IBH ioad moduies.

We are now preparing to run many thousands of events
on the system and on the IBM computer, This wiii check
for pathoiogical events to a leveli of one in ten thou-
sand or better. We are also preparing additionai l&B/E
processors and expect to have
tem by the end of 1979, e wvi
analyzing our 50 miiilon events
equivalent to 3 dedicated IBM
hours a day.

with a system neari
370/168°a running ZX
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