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Fiscal year 1988 has been a signifi
cant, rewarding, and exciting 
period for Lawrence Livermore 

National Laboratory's nuclear testing 
program. It was significant in that the 
Laboratory's new director chose to focus 
strongly on the program's activities and 
to commit to a revitalized emphasis on 
testing and the experimental science that 
underlies it. It was rewarding in that 
revolutionary new measurement tech
niques were fielded on recent important 
and highly complicated underground 
nuclear tests with truly incredible 
results. And it was exciting in that the 
sophisticated and fundamental problems 
of weapons science that are now being 
addressed experimentally are yielding 
new challenges and understanding in 
ways that stimulate and reward the 
brightest and best of scientists. 

During FY88 the program was reor
ganized to emphasize our commitment 
to experimental science. The name of 
the program was changed to reflect this 
commitment, becoming the Nuclear 
Test-Experimental Science (NTES) 
Program. 

The NTES Program is the experi
mental component of nuclear-weapon 
design activities at LLNL. As such, 
NTES has both a programmatic and an 
institutional mission. The programmat
ic mission is to challenge and validate 
theoretical and calculational models of 
the physics phenomena associated with 
nuclear weapons. This mission includes 
responsibility, in the broadest interpreta
tion, to test hypotheses developed in 
designing nuclear weapons and to solve 
the problems that occur in these 
designs. The institutional mission 
addresses broader and longer-term 
issues. It includes the responsibility to 
identify, develop, and apply expertise in 
cutting-edge technologies relevant to 
designing and testing nuclear weapons, 
as well as the responsibility to relate 
synergistically with other LLNL pro
grams and technology needs. 



Figure 1. 
Diagram of NTES 
organization. 

Implicit in these missions is the safe 
and efficient conduct of underground 
nuclear tests (UGTs), the development 
and maintenance of UGT engineering 
technologies, and the establishment of 
new and appropriate world-class facili
ties to support the quality of "cience 
and engineering required to execute 
our programs. 

Our revitalization objective, when 
taken in the context of scarce resources 
and the national, DOE, and Laboratory 
commitments to higher standards of 
quality in environmental, safety, and 
security concerns, manifests itself into 
three components: enhanced science, 
enhanced efficiency, and enhanced 
quality. The first two of these compo
nents, science and efficiency, have been 
addressed in a reorganization and redi
rection of the program responsibilities. 
The third, quality, is being addressed 
through the line management and 
includes all aspects of our activities, par
ticularly safety, security, environmental 
impact, and experimental results. 

The NTES organization is shown in 
Fig. 1. The positions of Deputy 
Associate Director (DAD) for 
Experimental Science and for Test 
Engineering are new and are designed 
to place emphasis on addressing the 
enhanced science and efficiency objec
tives, respectively. 

NTES is divided into four program 
elements that are responsible for the dif
ferent aspects of the program. They are 
Prompt Diagnostics, Field Operations, 
Nuclear Chemistry, and Containment. 

• The Prompt Diagnostics program 
develops methods to measure fast, time-
dependent physics phenomena associated 
with nuclear explosions. The data 
obtained from these measurements are 
usually in the form of electrical or opti
cal signals on cables. 

• The Field Operations program is 
responsible for the engineering aspects 
of fielding and executing underground 
nuclear tests. 
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• The Nuclear Chemistry program 
develops nuclear chemistry techniques to 
measure the physics phenomena associ
ated with nuclear explosions. The data 
obtained are usually in the form of 
radioactive products retrieved from post-
shot drilling. 

• The Containment program is respon
sible for the total underground contain
ment of all products from nuclear explo
sions, particularly radioactive debris. 

In FY88. NTES fielded several new 
measurement techniques with unprece
dented success. The program also con
ducted many related experiments and 
studies both at LLNL and at other labo
ratories with which we collaborate. 
Our experiments have enabled us to 
explore, in considerable detail, areas of 
nuclear-weapons-related physics that, 
heretofore, have been addressed only 
by calculational approximations, 
assumptions, and extrapolations. The 
information obtained is critically 
impacting our calculational models and 
our understanding of nuclear-weapons 
performance. Although much of this 
•nformation is t/assified, we provide 
illuminating examples of our work 
in this unclassified annual report in the 
Prompt Diagnostics and Nuclear 
Chemistry sections. 

Also in this fiscal year, we success
fully conducted several complex UGTs, 
which are our "laboratories" for acquir
ing our experimental data. These tests 
presented many very difficult fielding 

challenges including the need to tightly 
control the underground temperature 
and humidity surrounding critical 
experimental components: to dynami
cally control, in situ, the highly precise 
alignment of sensitive measurement 
systems; to handle, emplace. and bury 
highly delicate and sophisticated instru
mentation packages weighing nearly 
1,000,000 lb into holes up to 2000 ft 
deep; and to successfully contain under
ground all nuclear explosions, which 
are conducted in a variety of engineer
ing and geological circumstances. 
Articles addressing the range of fielding 
challenges and a' ->mplishments appear 
in the Field Operations and Containment 
sections of this report. 

The NTES Program significantly 
broadened its expertise in several 
areas this past year, including atomic 
physics of highly ionized matter, high-
resolution x-ray spectroscopy, imaging 
techniques, electro-optic technology, 
nuclear chemistry techniques, and 
synchrotron radiation. New facilities 
include an automated chemical 
separation and analysis laboratory, syn
chrotron radiation beam lines (at 
Stanford University), electron-beam ion 
trap (EBIT) for atomic physic. studies, 
improved low-energy x-ray source 
(LEXIS) for instrumentation develop
ment and calibration, and an expanded 
control room al NTS to support highly 
complex and computer-controlled exper
iments. Other facilities also have been 

started: a dedicated (research) laser for 
plasma physics experiments, an 
enhanced EBIT, and a new office and 
laboratory facility, the Nuclear Test 
Technology Complex, to house most of 
the program. 

Fiscal year 19X8 has been a signifi
cant, rewarding, and exciting year for 
the NTES Program, with the predomi
nant achievement being renewed 
emphasis and rcvitalizalion. This first-
ever NTES annual report symbolizes 
and documents our efforts in this 
regard. Consequently, the report focus
es predominantly on the science of the 
program, and highlights important 
aspects of our fielding and engineering 
activities. It draws from all program-
matically supported activities in the fol
lowing NTES Divisions: 1, Division, 
Nuclear Chemistry, Nuclear Test 
Engineering, Field Test Systems, and 
the Nuclear Test Operations 
Department, as well as from some 
groups in the Physics and the Earth Sci
ences departments. Other relevant work 
in these divisions that is supported by 
the Laboiatory's Institutional Research 
and Development (IR&D) Program is 
reported annually by thai program. 

This report is somewhat constrained 
to keep it unclassified, but its utility as a 
tool in reaching out !o broaden our inter
faces and collaborations more than com
pensates for the constraint. We look for
ward to building on and further honing 
this tool in future years. 
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T he role of the experimentalist is 
to observe and provide data 
about physical processes in order 

to solidify our theoretical understanding. 
The Prompt Diagnostics Program is one 
of several groups of experimentalists 
who support weapons design and 
research at LLNL. Together with the 
other Nuclear Test-Experimental 
Science (NTES) groups, the Prompt 
Diagnostics Program performs measure
ments on underground nuclear tests. In 
addition, we conduct laboratory research 
on phenomena important to the perfor
mance of nuclear explosives. The spe
cific direction for our experimental effort 
is determined by analysis of our ability 
to model critical phenomena of weapons 
physics. In conjunction with the nuclear 
design programs, we determine the sen
sitivity of an explosive's performance to 
variations of the process in question; 
identify appropriate observables; and 
invent measurement technologies. 

Many of the measurement techniques 
used at the Nevada Test Site (NTS) have 
been standardized during the past 
decades, but new diagnostic inventions 
have been the key to an explosion of data 
in the past few years that has been funda

mentally important io the weapons 
design process. This is particularly true 
in the development of the x-ray laser, 
where detailed x-ray spectral and imag
ing data have proved to be important 
model constraints. The instrumentation 
invented for these applications rivals the 
best quality available in the laboratory in 
spatial, energy, and time resolution. That 
we have been able to apply this instru
mentation successfully in the under
ground environment is remarkable in 
itself; the quality and importance of the 
data returned cannot be overstated. 

Durin, l Y88, our underground experi
ments also pushed the frontiers of high-
bandwidth signal generation and record
ing with the use of small B-dot detectors 
and well-characterized oscilloscope sys
tems to increase our understanding of the 
transient response of electronic circuits 
to pulsed radiation. We developed a 
method for shuttering image cameras 
that allows us to spatially measure the 
evolution of the fusion process in an 
explosive. We used high-resolution x-ray 
spectroscopy to make measurements of 
the emissivity of uranium, providing 
data that have proved provocative to the 
nuclear design and test communities. 

We conducted laboratory experiments 
at the California Institute of Technology 
and on LLNL's electron beam ion trap 
(EBIT) with the goal of duplicating spe
cific weapon-like phenomena on a small 
scale in order to obtain more detailed 
physics interpretations that we could use 
to help develop appropriate nuclear and 
atomic models for weapons applications. 
These experiments have contributed to 
advancements, which, in turn, have dra
matically improved the quality of data 
output over previous measurements. We 
also sought appropriate optical analogs 
to x-ray laser phenomena in order to 
obtain the data necessary for easier eval
uation of the models. 

The objectives of most of the work of 
the Prompt Diagnostics Program are 
classified, as are the results obtained and 
the significance of those data for the 
Laboratory's mission. Where possible 
within the rules of classification, we 
have attempted here to give such techni
cal assessments, but the bulk of this sec
tion deals with the technology of our 
experimental programs. The advances in 
and application of these technologies, as 
well as the data and their meaning, have 
been nothing less than spectacular. 
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Prompt Diagnostics 

Experimental 
Physics in FY88 

Schellbourne X-Ray Spectrometers, Camera Systems, 
and Active Alignment Systems 
J. Wobser, T. Perry, D. Hakala, and R. Quihuis 

Figure 1. Diagram 
oftheMCPACS 
spectrometers used 
on lhe Schellbourne 
Event. 

Gated 
microchannel-plate 

intensifier 

The Schellhourne Event was a multi
purpose underground nuclear test that 
included several investigations of device 
design and physics, all details of which are 
classified. The Schellbourne Event was 
successfully executed on May IX ITOS. 
Prompt diagnostic measurements included 
three reaction-history measurements, Iwo 
fillered-fluorescer (SPECTEX) measure
ments, one Dart measurement, three 
microchannel-plate active crystal spec 
trometer (MCPACS) measurements, and 
two taut-wire alignment gauge iTWAN(i) 
measurements. These experiments were 
arranged in a moderately complex diagnos
tic canister with seven lines of sight plus 
the TWANGs. The MCPACS spectrome
ters, together with their active alignment 
systems, were new and unproven designs, 
and most measurement systems returned 

Touphole 
data link 

data of generally high quality. In this arti
cle, wo present the unclassified version of 
the MC'PACS design and electronic read
out system, current applications of the 
spectroscopy array camera iSI'AC). and 
the design of the acliv e dow nhole align 
menl system. 

Microchannel-Platc Active 
Crystal Spectrometer 

Many physical processes occur during 
a nuclear explosion. While nuclear pro
cesses are responsible for tl. • production 
of energy, we have become increasingly 
interested in the atomic physics that 
takes place in the hot, dense plasmas 
produced by these explosions. To inves
tigate such processes, we have developed 
new, high-resolution x-ray spectrome
ters. For the physics of interest on the 
Schellbourne Even!, we wanted to mea
sure the x-ray spectrum between 1.9 and 
4.0 keV with a spectral resolution of 1 eV. 
This is the largest spectral coverage, 
spanning over a factor of 2 in photon 
energy, of any high-resolution spectrom
eter fielded to date in the downhole 
nuclear test program. 

We built three spectrometers to cover the 
spectral range. Due to budget and geomet
ric constraints, we were unable to obtain 
1 -eV resolution over the entire spectral 
range. Instead, we compromised, with one 
spectrometer having 1 -eV resolution and 
the others having poorer resolution but 
broader spectral coverage to cover the 
complete range. Table I shows the range 
covered by the three spectrometers. 

Figure 1 shows a diagram of the spec
trometers. Each spectrometer contained 
an x-ray mirror, curved diffraction crys
tal, and gated microchannel-plate x-ray 
detector. The detector output was trans
ported through a coherent optical-fiber 
bundle to a downhole electronic camera 
system. This system, called the SPAC 
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system, is described in the next section. 
Components similar to those in our spec
trometers had been tested in earlier 
events, but never in the configuration 
used for the Schellboume Event. Thus, 
the MCPACS instruments were used for 
the first time on this event. 

The purpose of the x-ray mirror was to 
act as a low-pass filter for the spectrome
ter, eliminating any confusion arising 
from possible higher-order reflections 
from the crystal. Mirrors in the different 
spectrometers reflected x-ray energies 
only up to approximately 120% of the 
upper-energy cutoff in Table 1. An x-ray 
mirror works because the index of refrac
tion of materials in the x-ray region is 
slightly less than unity. Thus, x-rays 
striking a flat surface at a sufficient 
glancing angle are externally reflected. 
Unfortunately, the angles necessary to 
reflect kilovolt x-rays are small. The 
mirror angle for MCPACS 3 was only 
0.7 degrees. This shallow angle necessi
tated a mirror IX in. long that was flat 
across its surface to within a few thou
sand angstroms and that had a surface 
roughness of only a few angstroms. The 
x-ray mirrors were composed of a 2500-A 
layer of Ni. vapor deposited on an opti
cally flat glass substrate. The substrates 
were Pyrex glass bonded to Kovar bases. 
The adhesive had to be strong enough to 
withstand field environmental conditions 
but sufficiently flexible to compensate for 
the differential expansion between the 
two materials. An early design used a 
different bonding adhesive and a stain
less-steel base. We discovered during a 
separate experiment that the original 
adhesive released, allowing the Pyrex 
mirrors to fall off. The same failure 
mechanism may have contributed to data 
loss on the Labquark Event. Since using 
a new adhesive and Kovar bases, we have 
experienced no further problems of that 
nature. However, during optical align
ment of the spectrometer bodies with the 
mirrors in place, we have observed dis
tortions in the images. We found that the 
mirror flatness distortion was caused by 
the bonding to the Kovar bases. Because 
our mirrors had been x-ray calibrated 

prior to this bonding, we had to resurface, 
nickel-plate, and calibrate all the mirrors 
after bonding to the bases and before pro
ceeding with optical alignment. Filters in 
front of the mirror were designed to keep 
the temperature of the mirror cool so that 
its reflecting properties did not change 
during the experiment. 

We used different crystals in each of 
the three spectromeiers: mica, quartz, and 
fluorite (CaFi). These crystals were cho
sen according to the energy coverage of 
each spectrometer. All three crystals were 
cylindrically curved, with the spatial direc
tion along the axis of the cylinder and the 
energy diffraction along the radius. 

Mica (002) crystals bvx been success
fully fielded or. .•.pectromelers in Ihe pasl. 
In our design, the approximately 0.004-in.-
thick crystals were elastic-ally bent 
around Ihe crystal holder and attached at 
the edges. A test using a laser-beam 
reflection through the bend focus point 
indicated a uniform bend radius across 
the crystal surface, but the O.OIO-in.-
thick quartz crystal did not remain uni
form when elastically bent. Thus, we 
used a Pyrex mandrel ground to the 
proper radius to support the crystal. 
Although this technique solved the prob
lem of surface uniformity, it added sig
nificantly to the background intensity at 
the detector. 

Our CaF2 (111) crystal presented two 
problems. We had no previous experi
ence with this type of crystal and had 
never attempted to bend a crystal to such 
a tight radius (2.7 cm). One crystal sup
ply company agreed to bend these crys
tals to our specifications. After several 
months without meaningful results, we 
purchased a supply of 10-, 20-, and 40-
mil-thick stock and attempted to bend 

Table 1. MCPACS specifications. 

Energy Energy 
Spectrometer coverage resolution 

number (keV) (eV) 

1 1.9-2.6 2^1 
2 2.5-2.X 1-2 
^ 2.7-4.0 5-y 

some ourselves, but without success. 
Finally, a contractor successfully sup
plied three sets of 0.020-in.-thick crys
tals, which were inelaslically formed by 
placing the crystals in a graphite fixture 
and heating them to KKKfC. One of 
these crystals broke months later over a 
weekend after the spectrometer had 
been x-ray calibrated. However, 
no other crystals have broken once 
installed and calibrated in their respec
tive spectrometers. 

Crystal calibration was done on Ihe 
double-goniometer Henke facility, with 
cross calibration on the ion-accelerator 
(IONAC) and low-energy x-ray (LEX) 
facilities. Crystal heating was a more 
difficult problem than mirror heating. To 
achieve 1-eV resolution, the crystal tem
perature cannot rise by more than a few 
degrees. By proper selection of filters, 
we were able to keep the temperature 
low enough that spectrometer resolution 
was unaffected on MCPACS 1 and 3. 
On MCPACS 2. the resolution was 
degraded by about 50% during the 
experiment. 

Our detector was similar in design to 
those used on the Orkney EDACS, 
Cottage K1LOSPUD, and Delamar 
MCPOD experiments. The distinguish
ing feature of these detectors is the inclu
sion of a microchannel plate to obtain 
high sensitivity in the detector. High 
sensitivity is important because of the 
relatively low efficiency of the x-ray 
diffraction crystal. If a detector does not 
have sufficient sensitivity, the diffraction 
crystal starts to lose resolution due to 
heating before enough diffracted x rays 
reach the detector to produce a measur
able signal. This is especially true in 
high-resolulion experiments because the 

Mirror Crystal Crystal 
angle material radius 

(degrees) (plane) (cm) 

1.(1 mica (002) 17.0 
1.0 quart/. (1010) 17.0 
(1.7 l luorilc ( I I I ) 2.7 
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Prompt Diagnostics 

available energy is divided into many 
spectral bins. 

The detector contained a 40-mm-diam 
microchannel plale. The back side of the 
microchannel plate was uniformly eon-
ducting: the front side was coated with 
seven 3-mm-wide conducting strips sepa
rated by 2-mm gaps placed symmetrically 
on the microchannel plate. The photo-
cathode surface for MCPACS 1 and 2 was 
Ni: for MCPACS 3 it was Au. X rays 
striking the photocathode produce elec
trons that enter the channels in the 
microchannel plate. If voltage is piesenl 
across the microchannel plate, a cascade 
process multiplies the photoelectrons by 
several orders of magnitude. Electrons 
leaving the back of the microchannel plate 
are accelerated across a 0.5-mm gap to 
strike P46 phosphor coated on an optical-
fiber faceplate. We selected P46 phos-

Figure 2. Spectrum 
of a Kr implosion 
taken v. ith the 
MCPAC I device. 
This operation in a 
gated mode was 
done to ensure prop
er calibration. >, 
I Scale on the Aaxis g 
is nonlinear. 1 £ 

at 

2.34 

Figured. Example 
of data obtained by a 
MCPACS spectrom
eter during the 
Sehellnourne Event. 

phor because its short decay (1/c decay 
time = 70 ns) allowed most of the light 
from the detectors to be collected before 
the detectors had to be gated off because 
of neutrons arriving at the spectrometer. 
Light emission from P46 phosphor peaks 
at 530 nm and is easily transmitted 
through the coherent optical-fiber bundle. 

The strips on the microchannel plale 
formed a 25-S2 slripline geometry and 
allowed us to lake several lime snapshots 
of the incident x-ray spectrum. For (he 
experiment, each strip was turned on for 
5 ns. The thickness of the strips is criti
cal. The metal must be thick enough that 
the resistance remains small (aboul I £2). 
High resistance would cause the electri
cal pulse to be attenuated while crossing 
the strip, resulting in nonuniform gain. 
On the other hand, a thick coating sub
stantially reduces detector sensitivity. 

2.18 2.04 1.19 1.79 
X-ray energy (keV) 

Relative photon energy 

One problem that arose during calibra
tion of the detectors was that the P46 
phosphor became charged as it was 
bombarded with electrons from the 
mierochannel plale. The phosphor had 
been bonded to the optical-fiber faceplate 
using lacquer, and the phosphor-lacquer 
combination proved to be highly insulat
ing. Sufficient charge accumulated on 
the phosphor lo turn off the detector com
pletely. The charge persisted unless the 
detector was brought up to air. We elimi
nated this charging problem by switching 
to potassium silicate as a bonding agent. 

Because our detectors were calibrated 
in the dc mode, we wanted to ensure that 
the calibration was valid in a pulsed 
mode. The MCPACS 1 spectrometer 
was connected to the low-energy x-ray 
instrumentation system (LEXIS) 
machine, and the detector was operated 
in the gated mode. Figure 2 shows a 
spectrum obtained from Kr plasma. 

We designed and built three pulsers lo 
gate the microchannel-plale x-ray detec
tors. Our design was similar to that used 
on the EDACS experiment on Orkney 
and included a planar triode vacuum tube 
to produce high-current, high-voltage 
pulses. Each of the three pulsers had 
four 50-12 outputs. Two outputs were 
combined prior to entering the detector 
lo match the 25-£2 impedance of the 
striplines. The amplitude of the pulses 
could be varied between 500 and 10O0 V, 
and the width of the pulses was 5 ns. 

Pulsers were triggered by a signal 
from Ihe device. The RF-19 trigger 
cables from the Compton diodes were 
run in a straight line through the center 
of the diagnostic canister lo minimize 
trigger delay. The pulse from the pulser 
was sequentially sent through the strips 
on the detector. We obtained five time 
snapshots of the spectrum, each 5-ns 
long, with gaps between snapshots. 

Figure 3 shows results from a (>ortion of 
the spectrum from the Schellboume Evenl. 
We obtained good dala for all channels 
on MCPACS 1 and 3, but no dala from 
MCPACS 2. The electromagnetic pulse 
(EMP) enclosure for Ihe camera system 
for MCPACS 2 was located closer lo the 

•Kr XXVII 
•Kr XXVI 

•Kr XXVII 
•Kr XXVI 

Kr XXVII 
Kr XXVI • 

Kr XXVII • 
! 

Kr XXVIII < 
Kr XXVII • 

Kr XXVII • 
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device, and. apparently, the larger EMP 
signal al this location destroyed the elec
tronics. Data from this experiment are still 
being analyzed. We believe this work rep
resents a significant step fore aid in under
standing the atomic physics of plasmas 
produced by nuclear explosions. 

Spectroscopy Array Camera 
Since its inception in llAS4. the SPAC 

system1 has developed into one of our 
most useful tools both in the laboratory 
and at the NTS. Al the NTS. the SPAC 
system is used for calibrations and setup 
prior to an event and for data gathering 
n .'• •: an event. This section details the 
i . *s made since 1985 ami current 

cations for the SPAC system. 
cuiUng the fielding of 24 SPAC cam

eras on the Schellbourne Event. 
The heart of the SPAC system is a 

Relicon HI24SF linear array (see Table 2). 
The si.x* of the complete array is 25 by 
2.5 mm. and the pixel area has a UK): 1 
aspect ratio. The resolution of the system 
has been increased due to a change from 
10- to 12-bit A/D converters, and the typi
cal dynamic range Ipeak signal divided by 
rms noise) is at leasl 4(KK): 1 even al room 
temperature. Because the SPAC typically 
h .., a saturation energy on the order of 
8(X) mergs/cm-. a user can discern energy 
values on the order of 0.2 mergs/cm2. 

The SPAC system is typically connect
ed to a microchannel-plate imensifier 
(MCPI) when light is not optically bright 
enough or else is at a wavelength such 
that the array is not responsive enough. In 
either case, the array has an optical-fiber 
window allowing for attachment of an 
MCPI. This helps increase the sensitivity 
to as low as 8 mergs/cm: at saturation: 
however, addition of the optical-fiber win
dow degrades saturation exposure, quan
tum efficiency, and spectral response 
characteristics. The 12-|im-diam fibers in 
the window allow each pixel in the array 
to see at least two fibers in the narrow 
direction, with no degradation of the theo
retical contrast transfer function (CTF) of 
20 Ip/mm. The component limiting the 
CTF is typically ihe MCPI and its inter
face to the array window. A CTF of 12.5 

Ip/mm al a light level of 2()'< of saturation 
is common. 

Another significant improvement is 
that a new physical layout now allows for 
more versatile use of the array system. 
Individual arrays are now packaged in 
their own modules and can he used in dif
ferent locations within the constraints of 
the 3- to 4-ft cable length. The signals 
from the array modules (cameras) are 
combined in ihe SPAC controller. Thus, 
a SPAC system is comprised of up to 
eight cameras and one controller. We 
typically use seven cameras lor data gath
ering and one as a background reference 
to maintain continuity of ihe calibrations. 

The SPAC system is read out in the 
laboratory by a stand-alone display and 
storage system, called the spectroscopy 
array camera display enhancement sys
tem (SPADES). SPADES is designed 
around an LS1-11/2.1 computer, which 
enables users to obtain a virtually real
time image of counts versus pixel posi
tion in the form of an easily read graph. 
The combined SPAC and SPADE sys
tems enable users to view spectrometer 
data in real time and to correlate the 
number of counts back to an energy level 
that can be traced to a snown quantity. 
This enables a user to determine the pre
viously unknown energy level of x rays, 
for example, emanating from the source. 
The stand-alone capability of SPADES 
enables the system to be used in many 
different laboratories and in the NTS 
tower. An array module can also be used 
independent of the controller, if desired. 

The system is also used to characterize 
optical-fiber arrays that transmit data 
from detectors to receivers. High resolu
tion allows the checkout of these arrays 
in a fraction of the time required by film 
techniques. Storage ar.J ji\.!ii\ e vapui>ii-
ities allow users to maintain a permanent 
file of all calibration data. 

During the Schellbourne Event. 24 
SPAC cameras were fielded in a 
downholc environment looking at a spec
troscopy experiment. Event data were 
retrieved on disk upon the arrival of the 
recovery team. Sixteen of the 24 cam
eras functioned properly, and data were 

successfully gathered and processed. 
The remaining eighl cameras appeared 
to be saturated, an unexpected result. 
The I ft functional cameras were located 
in a specially buill module at the top of 
the diagnostic canister: ihe eighl non
functional units were located in another 
module approximately 15 ft lower in the 
canister. All indications suggest an EMP 
effect; however, we have not yet been 
able to simulate this effect. The linear 
array is a silicon photodiode. which has 
been shown to be radiation resistant: 
thus, we conclude thai the electronics 
were affected in an unknown manner. 
We have since used a tesla coil to gener
ate shield currents and an electrostatic 
discharge gun to generate pulses to inter
rupt the system, but to no avail. Further 
studies should be done with a larger 
HMP generator. 

Our future plans include streamlining 
the display system and developing a 
cam ' based on the Relicon 2048SF 
ana). This array has 2048 pixels, with 
the same physical dimensions as Ihe 
I024SF, allowing a 5-cm-long array to 
be seen in one shot. We expect the pro
totype to be buill by ihe summer of 19X9. 

Schellbourne Active Alignment 
System 

In this section, we discuss alignment 
of the two spectrometer lines of sight 
(LOS 6 and 7) and Ihe active downhole 
alignment system- used to maintain 
alignment of critical components in the 

Table 2. Electrooptical characteristics of 
Ihe Reticon I024SF linear array at 25°C. 

Cenier-to-ccmer spacing (pin) 25 
Aperture width (mmI 2.5 
Responsivity |C/(J/cm:) 

at 750 nm| 2.X x I(H 
Nonunil'onriily of response {'/t) ±10 
Saturation exposure (nJ/cm:l 50 
.Saturation charge (pC) 14 
Average dark current (pA) 5 
Quantum efficiency I'll 75 
Spectral peak response hum 750 
Spectral response ninge Innil 250-1000 

0 
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spectrometer experiments. We also dis
cuss the mini-TWANG system used to 
evaluate canisier bending in the region of 
spectrometer housings during the 
Schellbourne Event. Figure 4 shows 
LOS 6 and 7 and the two TWANG sys
tems. Our primary concern was that, if 
the diagnostic canister dt fleeted during 
the stemming operation, then spectrome
ter data could be compromised. 

From a physics point of view, each 
spectrometer had a field of view at the 
x-ray source, which originated at the 
detector, was geometrically projected 
through the various collimators and pin
holes, and included the effects of crystal 
diffraction and mirror reflection. Each 
projected beam required tight alignment 

tolerances to achieve our objectives. 
Figure S shows the calculated field of 
view of the MCPACS experiments at a 
window 2.00 in. above the source. All 
three projected fields of view fit inside 
a 0.87-in.-diam circle, with only a por
tion of the MCPACS 3 footprint project
ed on the region of undoped material. 
LOS 7 viewed this window vertically, 
while LOS 6 viewed it al a slight angle 
(note the second view at the - 2.00-in. 
elevation). MCPACS 2 and 3 not only 
shared the same pinhole, but the projec
tion of MCPACS 3 had to go through 
the collimator and spectrometer housing 
of MCPACS 2. Alignment of critical 
components within spectrometer hous
ings was done in the laboratory and 

Figure 4. 
Schematic of LOS 6 
and 7 and the 
TWANG system. 
All dimensions are 
in inches. 

Bulkhead 
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TWANG anchor • :n_ 
LOS 6 LOS 7 

MCPACS i» l r M T^A N G JL 
I ,1 \ ,1 I 1 Mf anchor r~ l 

1 (623.3) 

Interlace 
(540.0) 

Upper canister 

T 

Mini-TWANG 
(single wire) 

TC 
I 
rj 

MCPACS 
2 

Lower canister 

TWANG 
anchor 

\ 

Wall-shine 
collimators 

x-y table 
3 (200.0) 
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TWANG 
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camera 
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WP(-30.0) 
TWANG 
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maintained after installation in the diag
nostic canister due to the rigidity of 
these housings. 

We would have preferred total align
ment tolerances of less than ±0.5 mm at 
the source with respect to material inter
face boundaries. Since we could only 
build Ihe source with known boundary 
uncertainties of ±0.015 in., the spec
trometer pointing alignment had to be 
within JAUMO in. to achieve tiie overall 
criteria. The spectrometer bodies were 
to maintain an angular displacement or 
lilt less than 0.05 degrees with respect to 
the reference line established by the pin
hole and entrance collimat'vs to the 
spectrometer housing. 

A two-wire system established Ihe ref
erence line between the working-point 
elevation and the entrance to MCPACS I 
and 3, with a detector station located on 
the same v-v positioning table as the pin
hole collimators. The detector station 
consisted of two Kaman high-resolution 
proximity transducers' and a video cam
era located on the .v-v axes of the diag
nostic canister. The Kaman transducers 
provided relative motion measurements 
with uncertainties of ±0.0025 in.; the 
video camera provided redundancy in the 
event of transducer failure, but with a 
resolution of only ±0.040 in. Linear 
variable-displacement transducers 
(LVDTs) also monitored the translation 
of the x-y table. 

We conducted a deflection test of the 
diagnostic canisier (see Fig. 6) to under
stand the displacement relations between 
the relevant LOS to an applied side 
load. We also measured angular dis
placement of Ihe MCPACS housings due 
to loading of the supporting bulkheads 
(tin-canning effect). 

Our tests revealed a correlation 
between midspan canisier deflection and 
movement measured by the Kaman sen
sors as well as.v-v table translation indi
cated by the LVDT transducers. The 
bend test also allowed us to observe the 
responses of individual components and 
systems and allowed us lo make changes 
t'lal enhanced the field performance of 
'.he alignment system. Wc found that, if 

10 



Experimental Physics in FY88 

the diagnostic canister dellected approxi
mately 0.12 in. at midspan. MCPACS 2 
would interfere with MCPACS 3 and 
affect cntical data associated with spec
trometer experiments. Thus, the 
MCPACS fields of view on LOS 7 were 
changed, as shown in Fig. 7. 

We also established a correlation 
between the v-v table translation and 
angular displacement of the MCPACS 
housings (see Table 3). Any midspan 
deflection greater than approximately 
0.25 in. would exceed the physics crite
ria of 0.05 degrees angular displacement. 
Our tests also showed that, when a 
downward load was applied to bulkhead 
2 of the upper diagnostic canister, the 
alignment and angular displacement of 
MCPACS 1 and 3 remained unchanged. 
Thus, the issue of bulkhead tin-canning 
was put to rest. 

At the NTS. the diagnostic canister 
and device pedestal were placed in a 
free-hanging, stable condition in the 
tower to prevent bending or movement 
of the canister due to forces exerted by 
tie-down restraints. An uninsulated 
tower allows sun-generated, side-to-side 
temperature gradients to distort the can
ister. Vertical temperature gradients 
also create light refraction in the lines 
of sight that can cause the alignment 
targets to wander when viewed through 
the alignment scope. Consequently, we 
monitored the Kaman sensors for se\ er-
al days to determine when the canister 
was thermally stable. We found that the 
best time of day to establish the 
TWANG reference line was from sever
al hours before sunrise until one hour 
after sunrise. 

The mini-TWANG implementation, a 
result of Kernville TWANG data, was 
itdded to quantify any large deflections 
believed to have occurred near the top 
of the Kernville diagnostic canister dur
ing the downhole stemming process. A 
single-wire TWANG system was 
installed in the upper diagnostic canis
ter, consisting of three video stations 
mounted on bulkheads I. 2. and 3. thus 
spanning the region containing all three 
MCPACS housings. 
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Diagnostic and device canisters were 
emplaced in hole U2gf at the NTS and 
positioned in the center of a straight 
section of the hole. From historic data, 
placement in a straight section of hole 

Figure 7. Changes 
made to llie 
MCPACS experi
ments. All dimen
sions are in inches 
unless otherwise 
noted. 

would imply midspan deflections of 
<0.25 in. and. therefore, angular dis
placement of the spectrometer housings 
of <0.05 degrees. We also added Al 
doors and prestemming to stiffen the 
diagnostic canister and placed a foam 
cushion under the device canister to 
decrease compressional loading and to 
minimize deflection of both canisters. 

During the stemming operation, the 
measuring system indicated that the pin
hole collimators had moved from their 
original aligned position. The final 

(a) Before changes at LOS 7 
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Table 3. Correlations among translation, denection, and angular displacement. 

Predicted midspan Predicted angular 
Translation of deflection of displacement 

Direction x-y table diagonal canister o fMCPACS 
(in.) (in.) (degrees) 

1 2 3 

0.016 0.080 0.02 0.02 0.01 
0.031 0.160 0.03 0.03 0.03 

.v direction 0.046 0.240 0.04 0.04 0.04 
0.062 0.320 0.06 0.06 0.06 
0.076 0.400 0.09 0.08 0.08 

0.011 0.080 0.02 0.02 0.02 
0.021 0.160 0.03 0.04 0.03 

v direction 0.031 0.240 0.03 0.05 0.05 
0.041 0.320 0.06 0.07 0.07 
0.053 0.400 0.07 0.08 0.09 

Kaman sensor readouts indicated a dis
placement of i = +0.005 in. and y = 
-0.0.31 in. The A-V table was then trans
lated until (he Kaman sensors reached 
the null position. The LVDT readouts 
indicated that the table was displaced 
0.005 in. in the +.v direction and 0.032 
in. in the -v direction, in agreement 
with the Kanian sensor readings. The 
translation of the table corresponded to 
approximately 0.240 in. of midspan 
deflection of the diagnostic canister and 
an angular displacement of the 
MCPACS experiments of 0.05 degrees. 
The video TWANG station, which was a 
backup lo the proximity transducers, but 
with much less resolution, also recorded 
a deflection of the TWANG wire of the 
same order of magnitude. 

Figure 8 was generated from the 
Kaman sensor readouts as the stem
ming material activated various stem-
ming-switch elevations. These sensors 
indicated the direction the .v-y table had 
to translate, which was the direction 
opposite to the deflection of the diag
nostic canister. No deflection within 
the upper diagnostic canister was 
detected with the mini-TWANG. 
Because of these data and a reevalua-
lion of Kernville data, we now believe 
that the upper canister structures with 
streak-camera modules are sufficiently 
rigid for most spectrometer designs. 

Alignment of the MCPACS experi
ments was achieved and maintained 
despite the small fields of view of the 
MCPACS experiments, stringent align
ment within each spectrometer housing, 
and all the external influences on the 
experiments (e g., bending of the diag
nostic canister and downhole stem
ming). Data from the various 
alignment instruments indicated that 
the TWANG perfonned as expected. 
We found no changes between the first 
and last calibration check. The correla
tion between different transducers was 
also outstanding; there was no apparent 
electrical or mechanical drift in either 
system (LVDTs and Kaman transducers 
versus video camera). The mini-
TWANG also performed as expected. 
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Our conclusion is that canister bending 
was localized just below the lower and 
upper diagnostic canister interface, and 
the remainder of the canister remained 
essentially straight. Overall, we con
clude that diagnostic canister bending 
did not compromise alignment of the 
MCPACS experiments and that our new 
active downhole alignment system was 
highly successful. 
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Figure 8. Plot of x-y table dala points gener
ated from Kaman sensor readouls. 

Electron Beam Ion Trap 
M.B.ScfcacMtr 

The electron beam ion trap (EBIT) 
is a new device designed to study x 
rays produced by highly charged ions 
when they interact with free 
electrons.1-1 The ions are electrostati
cally trapped for minutes to hours in a 
narrow cylindrical region defined by 
biased electrodes in the axial direction 
and by a high-current-density electron 
beam in the radial direction. The ener
gy of the electron beam in EBIT can 
be varied reliably from 2-25 keV, 
which is sufficient to strip elements up 
to Mo of all electrons (Q = +42), to 
make He-like Pb \Q = +80), and to 
make any naturally occurring element 
Ne-like ( G m a x = +82). 

Highly charged ions are ideally studied 
in EBIT or several reasons. First, pro
cesses crucial to understanding high-
temperature plasmas (which are highly 
ionized) can be directly measured. 
These processes include electron-impact 

ionization, excitation, and recombination 
processes. EBIT is a major advance 
because, although a few measurements 
of ionization cross sections for charge 
states up to Q < 50 are available at pres
ent,5 <> direct measurements of electron 
impact excitation (IE), dielectronic 
recombination (DR), and radiative 
recombinalion (RR)cross sections have 
been possible only for Q < 6 with previ
ous techniques, such as crossed or 
merged beams.7-* Second, the physics in 
these ions is of interest. The electrons in 
such highly charged ions experience 
large electromagnetic forces from the 
nucleus; relativistic effects are important. 
In quantum-electrodynamic terms, the 
electron is in the strong field limit. 
These effects are probed by observing x 
rays from the inelastic collisions of 
trapped ions with electrons in the beam 
via a high-resolution, well-calibrated 
spectrometer. 
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Description of EBIT 
As shown in Fig. I, electrons from an 

electron gun are adiabatically com
pressed into a 70-um-diam beam by fol
lowing the magnetic field lines of 3-T 
superconducting Helmholtz coils. The 
beam is accelerated to kiloelectron volt 
energy by the drift tube (DT) assembly, 
and ions are trapped in the center of that 
assembly. The beam is then decelerated, 
spread out. and dumped into the collector 
assembly. The entire machine operates 
at ultrahigh vacuum pressures: however, 
because the magnet assembly and the 
center of EBIT are at liquid He tempera
tures (4 K), a much higher vacuum is 
attained in this region. A liquid N shield 
(77 K) surrounds the 4-K region. A 
5-mil-thick Be window on the vacuum 
enclosure allows the transmission of hard 
x rays to external detectors. Ions are 
usually introduced into the trap axially 
by firing the metal-vapor vacuum-arc 
source (MEVVA)1*-1" thai produces low-
charged ions (Q = +1 to +4). This source 
works much like an automobile spark 
plug and produces ions from the material 
in the electrodes. The advent of lone 

trap lifetimes for highly charged ions 
allows firing the MEVVA less often, so 
that a single unit can last for one month 
before refurbishing. We have also intro
duced ions by evaporation from the elec
tron gun (Ba) and in a neutral beam 
through a side port (see Fig. 2). Table 1 
lists the EBIT paramelers. 

Figure 2 shows the ion-trapping region. 
Three tubes make up the DT assembly. 
The central tube consists of four quad
rants making up a Cu cylinder 10 mm in 
diameter; the two end tubes are Cu cylin
ders, which narrow to a 3-mm diameter 
1.5 cm from the center of EBIT. X rays 
are observed at 90 degrees to the electron 
beam through the 2.5-mm-wide spaces 
between the quadrants of the central DT. 
The electron-ion interaction energy is 
determined by the output voltage of a 
precision high-voltage regulator that bias
es the DTs. An optical fiber controller 
allows biasing the end DTs with respect 
to the central tube by up to ±300 V. thus 
changing the axial trap voltage. 
Beryllium windows can be placed on the 
4-K or 77-K shields (Fig. 1), and they can 
be removed for soft-x-ray or vacuum 
ultraviolet (VUV) spectroscopy. 

5 cm 

77-K surface 

4-K surface 

Superconducting 
Helmholtz coils 

Figure I. Diagram 
of EBIT. 
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Figure 3(a) shows a typical spectrum 
obtained from a solid-slate detector with 
high detection efficiency but only mod
erate energy resolution. The spectrum 
is of near-Ne-like Au (Au 6' 1*. A u M + . 
A u , l 7 + . . . .) at a beam energy £ c. of 
IS keV. An inelastic collision of an ion 
with an electron in the beam can excite 
one of the ion \s bound electrons to a 
higher energy level (IE). X rays are 
often emitted as the electron falls back to 
the ground stule in = 2). The transition 
lines for n = 3 —> 2. n = 4 -» 2. » = 5 —> 
2 . . . . are shown, up to the series limit. 

When an electron from the beam is cap-
lured (recombines) with an ion. an x ray 
with energy equal to the beam energy plus 
the binding energy of the shell that con
tains the captured electron is often emit
ted. These RR lines are the second 
typical feature of the spectrum. The lines 
for RR to n = 3, n = 4 up to the 
series limit at £ r are shown. The RR 
cross section for electron capture into the 
ground state of an ion can be accurately 
calculated." We use these calculations 
to fit the RR ponion of the spectrum for 
the ionization balance among the various 
charge states. Measuring absolute 
electron-ion cross sections in EBIT is dif
ficult because of the uncertainty in elec
tron current density, solid angle of the 
detector, and number of ions trapped in 

Table 1. Summary of operating parame-, 
ters for EBIT. • ! 

Electron beam energy range 
(experimental) (keV) 2-25 

Electron energy resolution 
(FWHM)leV) -Ml 

Accessible ion-charge stales iQ) < +82 
Peak magnetic field (T) 3 
Electron current (mA) <150 
Effective electron current 

densily (A/orf) r2()(X) 
Electron beam diameler(um) -70 
Central vacuum (Torr) 10'-
Dril'l lube lemperalure IK) 4 
length of ion trapping 

region (cm) -2 
Electron gun voliage (kV) 3^1 
Eleclron densily (i e = 100 mA) 

lem ') 2x I01-
Ion densily (cm ') 4-10x10' 
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the beam. Relative cross sections are 
obtained from the x-ray spectra alone. 
The cross sections are made absolute 
using RR spectra taken at the same time." 

Evaporative Cooling 
EBIT was designed to operate at a cen

tral vacuum of 1(H- Torr to prevent neu
tral background gases from donating 
electrons to the ions and, thus, deioniz-
ing them (charge exchange). It soon 
became obvious that if the vacuum was 
loo pure, the lifetime of highly charged 
ions in the trap was reduced.'•'-

Elastic collisions between ions and the 
electron beam primarily increase the 
kinetic energy of the ions. This kinetic 
energy is partitioned in all directions and 
among all ions by ion-ion elastic colli
sions. The energy gain for ions is large 
enough that some begin to spend signifi
cant time outside the electron beam and 
eventually escape the trap, often before 
reaching the maximum ionization sate 
possible for the energy of the electron 
beam. In evaporative cooling, a second 
species of lower-charged ions (LCIs) 
with a lower charge state q is continu
ously added to the trap containing the 
desired highly charged ions (HCIs). The 
LCIs are heated through ion-ion colli
sions with the HCIs until both species 
have approximately the same tempera
ture or average kinetic energy. The LCIs 
with a lower charge need less enprgy per 
ion to escape the trap: thus, they evapo
rate, removing their kinetic energy from 
the trap. The continuous evaporation of 
LCIs cools the HCIs. 

We modified one x-ray port to allow a 
steady flow of atoms or molecules into 
the center of EBIT for cooling. The LCIs 
are formed by ionization of neutrals as 
they pass through the electron beam. We 
have used both Ti from a hot Ti v. ire and 
N gas from a gas injector successfully. 
Figure 3 shows the dramatic success of 
evaporative cooling. Ions with Q = 69 
have remained in the trap for hours. 

Measurements of Impact 
Excitation 

The IE cross section has been mea
sured for five H = 2 —» 3 transitions in 

Ne-like Ba*+ (Refs. 2 and 3). Figure 
4(a) shows a high-resolution spectrum of 
Ba 4 ( , + obtained with a Bragg diffraction 
spectrometer; Fig. 4(b) is an energy-level 
diagram of the relevant levels. The spec
trometer contained a Hal crystal for 
broad spectral coverage and a position-
sensitive proportional counter. For a 
given line, the observed x-tay intensity is 
proportional to the IE cross section for 
exciting that energy level directly and the 
branching ratio for the level to decay 
radialively to the ground state: it is 
inversely proportional to the feeding 
ratio of the level being directly excited to 
all other ways of populating that level. 
The feeding ratios in Fig. 4(b) are almost 
100% for the five levels studied, and the 

branching ratio for two of the levels is 
100%. The remaining three levels are 
forbidden lo decay directly to ground 
state, but they are responsible for essen
tially all of the lowest-energy, strong 
x-ray line (at 4.568 keV) through their 
AH = 0 decay to the level. We deduced 
absolute IE cross sections from the rele
vant line intensities using theoretical col
lision strengths,1' radiative decay rates, 
and branching ratios shown in the figure, 
normalizing the line intensity to the RR 
line intensir. and using the calculated 
RR cross section.11 The measured IE 
cross sections, which are the first for 
highly charged ions, support existing the
oretical calculations.'J-14 
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Figure 2. Schematic of the trapping region in EBIT. 

IS 



Prompt Diagnostics 

Figure 3. (a) 
Typical spectrum 
obtained with a 
solid-state detector. 
The spectrum is of 
near-Ne-like Au: 
the detector is an 
intrinsic-Ge detector. 
The excitation line 
series and the radia
tive recombination 
line series are also 
shown. Spectrum 
(a) is taken with 
evaporative cooling 
(Ti ions). The cool
ing is turned off by 
quickly (25 ms) 
placing a shutter in 
the path of the atom
ic beam. Spectrum 
(b) is taken for the 
same length of time 
(I min). The count 
rate decreases when 
there is no evapora
tive cooling. 

Measurements of Dielectronic 
Recombination 

In the DR process, an electron from 
the beam is captured by the ion of charge 
Q and excites one of the ion's electrons. 

800 

600 

400 

200 

200 

(a) Spectrum of Ne-like Au 
with evaporative cooling 

n=3->2 

E, = 18keV 

Rfi 

* A A W k A 

65 4 n=3 

_£i_ 

(b) No evaporative cooling 

i A A — J 
10 15 20 

X-ray energy (keV) 
25 30 

Subsequent decay of the excited ion of 
charge Q - l via an x ray makes the pro
cess measurable in EBIT. This process is 
resonant, occurring when the energy of 
the eleclrc.i from the beam plus the bind
ing energy lo the shell captured equals 
the e; citation energy of the core elec
tron. The DR process is important in hot 
or highly ionized plasmas whose x-ray 
emission spectra contain satellite lines 
characteristic of DR. However, until 
EBIT, there were no detailed measure
ments of DR cross sections for the high 
ionization stages (such as He-like Fe 2 4 h 

or Ni 2 6 +), which are produced in toka-
maks 1 5"' and solar flares,17 Because of 
the i,.ecise control of the electron beam 
energy in EBIT and the fine energy reso
lution, EBIT is a powerful tool for mea
suring a resonant process, such as DR. 
We have performed DR measurements 
for He-like ions (Ni 2 ( , + and Fe- 4 +) and 
Ne-like ions (Ba 4 6 + and Au 6 9 + ) . 

In practice, the DR cross sections mea
sured are quite large, and setting the 
electron beam energy on a DR resonance 
soon desiroys the charge state being 
treasured. We overcome this problem 
by rapidly switching the electron energy 
between the resonant energy and a higher 
nonresonant energy, which restores the 
ionization balance. At most, only 10% 

Figure 4. (a) High-
resolution spectrum 
of Ne-like Ba46* and 
(b) energy-level dia
gram. The decay 
branching ratios and 
feeding ratios shown 
for excited levels are 
derived from theo
retical rates for elec
trons at 5.69 keV. 
Upward arrows indi
cate electron IE 
from the ground 
state. Downward 
arrows indicate cas
cade feeding and 
decay, which some
times involve levels 
not shown. The 
electron beam energy 
wav <et to 5.69 keV 
to avoid resonances. 
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of the time is spent on resonance. 
Successive data runs are taken in which 
the lower electron energy (DR energy) is 
changed h\ .1 small amount. 

For lie-like Ni-'' • target ions. Fig. 5 
shows x-ra> spectra taken at clear in 
beam energies above the threshold for 
directly exciting the excitation lines, on a 
DR resonance, and at a nearby energy 
(but ntf resonance i. The x-ray intensity 
in the line is plotted versus fc to give the 
excitation spectra, shown in Fig. 6 for 
three different x ra\s. 

The excitation spectra are lit using the 
theoretical positions and line strengths 
for resonances from a miilticonfiguration 
Dirac lock calculation."1 An absolute 
cross section is obtained by normalizing 
the \-ra\ counts in a resonant peak to a 
radiative recombination spectrum taken 
at a nearby energy but off resonance, and 
using calculated radiative recombination 
cross sections.11 (Data analysis is com
plicated by correcting for the initial ion
ization balance and the change in the 
ionization balance during the DR process 
itselfj The Ni 2 6 + results were in excel
lent agreement with theory. 

Figure 7 shows an excitation spectrum 
for near-Ne-like Au. The system is 
more complex than a He-like system 
because there are many more resonant 
states. In EB1T, the ratio of Ne-like Au 
to all Au was, at best, 50%, far from the 
greater-than-90% ionization balance for 
He-like Ni. 

Measurements of Precision 
Wavelength 

The small diameter of the electron beam 
(60 nm) as it passes through the trapped 
ions in EPIT produces an ideal source for 
high-resr i jti- ..n-wavelength measurements 
using Bragg-diffraction crystals. We have 
constructed a Johann spectrometer, which 
enables measurement of soft x rays (-700 
eV) and hard x rays (~8 keV). We are 
using this instrument to perform two dif
ferent sets of measurements. 

Lamb Shift in H-like High-Z l<ms. 
Relativistic quantum mechanics predicts 
a splitting in a H-like system of the 2all2 

and 2p l / 2 levels from the 2p 1 / 2 level. 
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Figure 5. X-ray 
spcclra from He-
likc-Ni'1'* target ions 
al three different 
electron beam ener
gies, (a) Above Ihe 
n = 1 -»2 direct-
excitation threshold, 
(b) On resonance, 
(e) Off resonance. 

Figure 6. Measured 
DR electron excita
tion with He-like-
Ni2''* target ions for 
three x-ray energy 
bunds. Peaks above 
the direct-excitation 
threshold for n = 
2 —> I x rays are due 
to resonant excita
tion (the electron 
from the beam is 
captured and excites 
a bound electron; it 
then autoionizes, 
and the remaining 
excited ion has the 
same charge as the 
original target ion). 
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Figure 7. Measured DR electron excitation function for all n = 3 -» 2 x rays with near-Ne-
like-Au target ions. The theoretical fit suggests contributions from 50% Ne-like, 34% Na-liki 
and 16% Mg-like Au (not shown). 

Figure 8. Lamb 
shift measurement 
from the Johann 
spectrometer. The 
2p3c—» ls 1 / 2 line 
from H-likeNi2'* in 
EB1T is superim
posed on the calibra
tion lines. The x-ray 
energy range shown 
is approximately 
8000-8170 eV. 
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400 420 
Channel number 

Quantum electrodynamics has a "radia
tive correction" term, which further 
splits the levels and removes the remain
ing degeneracy (the Lamb shift); this 
term is large for high-Z ions. Any mea
surement of an exact energy level would 
test the theory. We b;tve performed a 
preliminary experiment in EBIT by mea
suring the exact energy of the 2p 3 / 2 —» 
ls , / 2 transition in H-like Ni 2 7 + (Fig. 8). 
Our preliminary measurements are in 
agreement with theory and promise pre
cision much better than that previously 
obtained for fast, high-Z ion beams pro
duced at accelerators. 

M-Shcll Spectroscopy in High-Z Ions. 
The maximum beam energy obtainable 
with EBIT allows the production of Ne-
like ions of any element in the periodic 
table. To measure the splitting of energy 
levels directly, we have begun a series of 
measurements of intrashell transition 
spectra of configurations close to the 
Ne like core for some of the heaviest ele
ments. Figure 9 shows inner-shell transi
tions of Na-like and Mg-like Au. In 
addition to analogous effects (such as 
Lamb shifts) to the simple H-like ion, 
screening is important. Our theoretical 
understanding of these spectra is much 
less well founded than for the H-like or 
He-like charge states. 

Conclusions 
EBIT is now established as a unique 

tool for studying highly charged ions. 
The ionization stages available for x-ray 
spectroscopy with EBiT exceed those 
observed in the most advanced tokamaks 
and essentially match the highest charge 
states studied in beam-foil spectroscopy. 
Planned upgrades of the electron beam 
energy in EBIT will allow our x-ray mea
surements to be extended to H-like U. 
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Fusion Gamma-Ray Experiments at the California 
Institute of Technology 
J. E. Kmmeraad, J. M. Hall, awl K. E. Sale 

We are conducting un experiment al 
the California Institute of Technology 
(CIT) to study the reaction T(d.Y) sHe. 
which is the radiative capture of a 
deuteron by a tritium nucleus, produc
ing a 16.7-MeV gamma ray. This reac
tion has a small cross section compared 

to the well-known fusion reaction 
T(d.oc)n. We are measuring the so-
called "branching ratio" (the ratio of 
cross sections) for the radiative capture 
reaction relative to the fusion reaction. 
An accurate knowledge of the branch
ing ratio would provide us with an 
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important diagnostic tool for studying 
hot deuterium-tritium (DT) plasmas, 
such as those found in fusion reactors 
and certain nuclear weapons. 

With accurate values for the branching 
ratio of T(d.y) 5He relative to T(d.cc)n, we 
could study the burn rate of DT plasmas 
by analyzing the emitted 16.7-MeV 
gamma rays instead of the 14-MeV neu
trons. In certain situations, such as in 
underground weapons tests at the NTS. 
energy dispersion makes neutron data 
ambiguous by broadening the time histo
ry of the event (high-energy neutrons 
travel faster than low-energy neutrons). 
All gamma rays travel al the same speed, 
regardless of energy; thus, measurement 
of the 16.7-MeV gamma rays as a func
tion of time would provide unambiguous 
data on how long the fusion reaction 
lasts and its development over time. 

Figure 1 is a summary of measure
ments of the branching ratio reported by 
various investigators over the past three 
decades. The deuteron energy range of 
10-120 keV is of particular interest 
because this range corresponds to DT 
plasma temperatures of 0.2-20 keV. In 
this region, the T(d,oOi reaction exhibits 
a single-level resonance: therefore, the 
branching ratio is expected to be inde
pendent of energy. The various measure
ments of the branching ratio in this 
region differ from each other by up to 
one order of magnitude. The most recent 
measurements from Morgan et al.. 1 Cecil 
and Wilkinson.- and our preliminary 
experiment are statistically consistent 
with each other and give a branching 
ratio between 5 x K H and H x l()--<. 

In our experiment at CIT. a Iritiated Ti 
target was bombarded with a deuteron 

beam. Alpha particles from T(d.oc)n 
were detected in a surface-barrier detec
tor located at ISO degrees relative to the 
beam direction. The 16.7-MeV ga/nma 
rays from Tld.ypHe were detected in a 
special detector located at 0 degrees rela
tive to the beam direction (see Fig. 2). 

Because the reaction produces more 
than 10,000 neutrons for each 16.7-MeV 
gamma ray. the challenge in our experi
ment was to measure gamma rays while 
ignoring the large background of 14-MeV 
neutrons. To do so. we use an array of 
seven hexagonal Nal detectors arranged 
in a honeycomb pattern (six around one). 
A lead collimator allows gamma rays 
from the target to reach the central detec
tor but not the six outer detectors. The 
detector assembly was used as a pair 
spectrometer; that is. it was set to respond 
preferentially to any gamma ray that pro
duced a positron-electron pair in the cen
tral detector. When the positron 
annihilates, two 0.511 -MeV photons are 
created and may be detected in the outer 
detectors. The signature of a high-energy 
gamma ray is a triple coincidence in three 
detectors (the central detector plus two 
outer detectors) in which the two outer 
detectors each measure a 0.511 -MeV pho
ton. This system provided good discrimi
nation between incident gamma rays and 
neutrons because neutrons do not undergo 
pair production, and it is highly unlikely 
that three neutrons would arrive simulta
neously and deposit the correct energies 
to simulate a pair-production event. 

For our experiment, the most impor
tant source of background is high-energy 
gamma rays from (n,y) reactions (14-
MeV neutron capture) produced in the 
target or detector. To reduce background 
gamma rays produced by the target, the 
structure was made of minimum-thickness 
(4-mg/cm-) Ti evaporated onto 0.010-in.-
thick Be. which was mounted on a 
O.OlO-in.-thick Al vacuum barrier. To 
reduce the background gamma rays pro
duced in the detector, 56 cm of polyethy
lene was interposed between target and 
detector. This material reduces incident 
neutron flux by a factor of about 500 
while reducing incident gamma-ray flux 
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by about a factor of 3. The entire detec
tor assembly was shielded by al least 2 in. 
of Pb and 4 in. of B-loaded polyethylene. 
Three sheets of plastic scintillator were 
placed al the top and along two sides of 
the detector to reject cosmic rays. 

We tested the response of the detector 
to high-energy gamma rays using 
6.1-MeV gammu rays from l<>F(p,a y), 
19.8-MeV gamma rays from T(p.y). 
.ind 16.7-MeV gamma rays from 
D('He.y). The first two reactions pro
duce monochromatic gamma rays, allow
ing us to measure detector resolution and 
efficiency. The third reaction is the mir
ror reaction of T(d.y). which is especially 
useful. A mirror reaction is one in which 
each panicle is replaced by its mirror 
particle. (The mirror particle for a pro
ton is a neutron and vice versa; thus, the 
mirror nucleus of the deuteron is itself, 
and the mirror nucleus for the triton is 
the 'He nucleus.) Because the nuclear 
force is essentially charge-independent, 
the two reactions are expected to pro
duce the same gamma-ray spectrum. 
The spectrum from Df'He.y). which has 
been extensively studied by Buss et al..1 

displays two overlapping peaks, one at 
16.7 MeV and a broad peak at about 
11 MeV. The second peak results from a 
transition to the first excited state of 5Li. 
Using this reaction, we can measure the 
detector response to the proper spectrum 
of gamma rays. 

Figure 3 shows our results. The spec
tra obtained from T(p.y) in Fig. 3(a) 
and '""Ftp.a y) (not shown) are well 
described by Monte Carlo calculations of 
the response of the detector to mono
chromatic gamma rays |see the solid 
curve in Fig. 3(a)]. Similar calculations 
for the D(3He,y) spectrum are in 
progress. To obtain a preliminary mea
surement of the branching ratio, we esti
mated the spectral shape and fit the 
spectrum for DCHe.y) with this shape 
plus an exponential background and a 
Hat background [see Fig. 3(b)]. 

Figure 3(c) shows the spectrum 
obtained for T(d.y) in a 33-hour run with 
a deuteron energy of 100 keV and beam 
current of 1.6 uA. With this small beam 

current, the total count rate in the detec
tor was about 1 kHz, and pulse pile-up 
was negligible. We fit the spectrum for 
T(d.y) with the estimated spectral shape 
for D('He.y) plus an exponential lo rep-

12 

10 

8 

6 

4 

2 

0 

zu (a)T(p,y) 

15 

10 

5 

n • ^ i i n r Ti P i i X »linn 

resent low-energy gamma rays, mainly 
from (n.n'y) reactions, and a Hat back
ground to represent cosmic rays. 

Because the branching ratio R is 
known for the D('He.y) reaction, we can 

Figure 3. Measured 
gamma-ray speclru 
obtained with the 
pair speclromeier for 
three reactions, (a) 
T(p.y) spectrum and 
Monte Carlo predic
tion. (b)D('He,y) 
spectrum and til to 
peak and back
ground, (e) T(d.y) 
spectrum and fit to 
peak using DCHe.y). 

8 10 12 14 16 18 20 22 

(b)D(3He,y) 

il TT f4!-j.. IILIILIIIUI 
8 10 12 14 16 18 20 

10 12 14 16 18 20 
Gamma energy (MeV) 

2I 

ftp://Ftp.a


Prompt Diagnostics 

directly calculate the branching ratio for 
T(d,y) as follows: 

R D T - R D 3 H e Kr 
(1) 

In this equation. /VY is the number of 
gamma-ray counts, with background sub
tracted, in the energy region from 14 to 
16.9 MeV. and Na is the number of alpha 
particles detected. Given that /?D'He = 
(2.5 ± 0.5) x 10~s (the branching ratio for 
decay to the ground state in 5Li), we 
obtain Rm = (5.8 + I.9) x lO* for the 

branching ratio for decay to the ground 
state in 5He. The uncertainty in this mea
surement is due mainly to uncertainty in 
the background-subtracted gamma-ray 
counts for the T(d.y) reaction. 

Using the technique of comparing mea
sured gamma-ray spectra from T(d,y) to 
that from D('He,v), we plan to obtain 
more data at 100-keV deuteron energy as 
well as at several other energies (probably 
250. 350.450. and 600 keV). We are cur
rently analyzing data obtained at 175 keV. 
We hope to measure the branching ratio to 
an accuracy of 10-20%. 
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Experimental Studies of Amplified Spontaneous 
Emission 
H.N^M,J.C.Garri»««,«rtIl.W.Mtakfc 

The amplified spontaneous emission 
(ASE) laboratory was established to study 
fundamental phenomena associated with 
bright quasi-coherent light sources pro
duced by the stimulated-emission process 
and also to provide a diversified data base 
covering all aspects of ASE. All x-ray 
lasers to date are ASE sources rather than 
conventional lasers that make use of cavi
ty optics (lenses and mirrors) and that 
give longitudinal and spatial coherence as 
a result of their spectral- and spatial-mode 
selection abilities. Because x-ray laser 
cavity-optical component technology is 
still in its infancy, we are pursuing experi
ments concerning fundamental character
istics of ASE, or mirrorless. lasers, to 
expand our knowledge of ASE physics. 

On the basis of a quantum theory of 
amplified spontaneous emission.1 we per
formed a scaling analysis to demonstrate 
that a dye-laser medium could be used as 
an experimental analog for x-ray lasers. 
We formulated a second quantized theory 

of propagation in laser-active media and 
applied it to the description of quantum 
noise amplification for the case of a three-
level (truncated from four levels) emitter 
in a rod-like geometry with an arbitrary 
Fresnel number. The characteristic fields 
and geometries resulting from the scaling 
analysis demonstrated that because the 
dye-laser medium could obtain very large 
gains (implying a high degree of satura
tion), use various geometries (implying 
varying Fresnel numbers), and had rapid 
dephasing times, it was, therefore, an 
appropriate x-ray laser analog. 

We also chose a conventional dye-laser 
medium, operating at optical wavelength, 
because it was an accessible "tabletop" 
analog for modeling the x-ray laser. This 
means that we can produce experiments 
and data at a rapid rale, which we in turn 
use to verify computer codes to help us 
design and analyze x-ray laser experi
ments. Code verification is only one 
important aspect of the ASE project: we 
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are also testing new amplifier designs and 
architectures. Most important, we are 
investigating new physical phenomena 
associated with noise-amplifier physics 
that operate in regimes important to x-ray 
lasers (large degree of saturation, various 
Fresnel numbers). We must better under
stand all these phenomena, which can 
either promote or hinder x-ray laser oper
ations, before x-ray laser experiments 
with their high cost and low data return 
take place. Understanding these phenom
ena, which are associated with spatial 
coherence and propagation issues, is the 
major pursuit of our laboratory. 

ASE Laboratory 
We are using instrumentation that 

measures spectral, spatial, energy, and 
coherence characteristics of ASE 
sources. To date, most experiments 
have been time integrated. However, in 
the near future, we will be using time-
resolving diagnostics to measure the 
dynamic evolution of ASE characteris
tics as well as transient phenomena asso
ciated with ASE propagation. 

A schematic of the ASE laboratory 
experimental setup is shown in Fig. 1. 
The 10-ns, 1064-nm output of a Q-
switched, injection-seeded. Nd3+:YAG 
laser-amplifier system is frequency dou
bled using second harmonic generation 
in a KD*P crystal. We use the resulting 
532-nm pump-laser light to excite dye 
samples in a configuration that promotes 
light amplification of spontaneous emis
sion. We use cylindrical input optics and 
adjustable slits to shape the 532-nm 
pump light to excite small aspect-ratio 
samples. The amplification proceeds via 
stimulated emission only along the longi
tudinal axis of the dye sample. 

Use of transverse pumping to excite 
the dye samples results in counterprop-
agating ASE fields and allows us to 
take measurements on either output 
end, or both simultaneously, to diag
nose the ASE output. The flexibility of 
the cells that hold our dye samples 
allows us to measure longitudinal-gain 
profiles by monitoring the transverse 

fluorescence along the amplifier (dye 
sample) axis. 

Optics Experiments 
To successfully use an ASE source, we 

must deliver the output radiation effi
ciently to a target. For ASE sources with 
Fresnel numbers {Kr-fkL) greater than I, 
the geometric divergence is determined 
by the geometric aspect ratio (d/L). For 
systems with Fresnel numbers less than 
or equal to I, the divergence is limited 
by diffraction (X/m). X-ray lasers incor
porate geometries that result in Fresnel 
numbers greater than I. As a result of 
the geometric divergence, propagation of 
the output radiation causes a severe loss 
in light intensity. We, therefore, had to 
determine the best position to place the 
focus of a lens along the longitudinal 
axis of an amplifier to most effectively 
collimate its output radiation, which is 
difficult to determine because an amplifi
er cannot be considered a point source. 
Not only is this light source extended in 
the transverse dimension (for larger 
Fresnel number) but it is also distributed 
along the longitudinal axis. 

The "placement" question was open 
when we started our studies of ASE. One 
idea was to place the focus of the lens at 
the point of origin of the intensity of the 
output radiation, which meant determin
ing a "source function." The source func

tion is a function of longitudinal position 
along the amplifier and is defined by: 

Source function = Az 
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where the first three terms define a spon
taneous-emission noise source, the fourth 
term is a solid-angle fraction, and the 
fifth term is the integrated amplification 
that the noise term sees. In this equation. 
/ s ASE intensity, / s a, = ASE saturation 
intensity, S0 = AluoN*. £2(z) = solid 
angle, and #„ = unsaturated gain coeffi
cient. A is the spontaneous-emission rate 
(Einstein A coefficient) and N* is the 
excited-state density. 

Figure 2 shows the source function for 
various gain-length (#„£) products 
(determining the degree of saturation) 
from our laboratory studies. These plots 
show that the output radiation appears to 
originate from an extended region 
toward the back end of the amplifier. 
Thus, some thought that the focus of the 
lens should be placed there. 

Figure I. Schematic 
diagram of the ASE 
laboratory experi
mental setup. 
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However, when we conducted the 
experiment to determine optimum lens 
placement for the collimation of an ASE 
source with a Fresnel number of approxi
mately 200 (see Fig. 3), we obtained dis
parate results. A 10-cm focal-length lens 
was translated so that we could position 
the focal point at various positions along 
the lonaitudinal axis. The lmht collected 

Figure 2. Plots 
showing the source 
function for various 
gain-length products 
studied in the labo
ratory . The output 
radiation appears to 
originate from an 
extended region 
tow ard the back end 
of the amplifier. 

by the l()-cm lens was imaged onto a 
two-dimensional, solid-state TV camera 
through a C-mounted zoom lens focused 
at infinity. The image was viewed in real 
time, stored on a MAC II computer, and 
analyzed with LABVIEW software. We 
analyzed the intensity profile in two 
ways to determine the optimum collima
tion of the output radiation as a function 
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Figure 3. Experimcnlal setup lo dclenninc optimum lens placement for 
colJimation of output radiation from a Jajge-Fresnel-numbcr ASK source. 
A ID-cm focal length lens was translated so that we could position the 
focal point at various positions along Ihe longitudinal axis. I.ighi collect
ed bv the lens was imaged onto a two-dimensional, solid-slate TV cam
era Ihroueli a C-mounled zoom lens focused at inllnilv 

of lens focus position along the longitu
dinal axis of the amplifier. We deter
mined the maximum of Ihe intensity 
distribution (derated Max) and the width 
of the intensity distribution (denoted S). 
A maximum in S corresponds to a mini
mum in positional uncertainly of the 
intensity profile at the detector. 
D termination of where both figures of 
merit are maximum as a function of lon
gitudinal amplifier position corresponds 
to optimum collimuii'in of the amplifier 
output radiation. 

The experimental results for gain-
length products of K. 12. 16. and 20 are 
shown in Fig. 4. Saturation of the ASE 
source sets in at approximately ,<;,/. = 12. 
Optimum collimation for all ,s;„/.s occurs 
when we place the focal point of the lens 
at the center of the amplifier. To recon
cile this result with the preconceived 
notion that the maximum in the source 
function was the point of origin for the 
output radiation, we conducted the fol
lowing experiment |see Fig. 5(a)). We 
created an "incoherent" light source by 
placing an aperture with a diffuser in 
front of a light bulb. Using similar-
criteria to discover optimum lens posi
tioning for collimalion. we determined 
that the lens focus should be placed 
exactly at the source position for opti
mum collimation of the emitted light 
| Fig. 5(a)). However, when we placed 
another aperture, equal in size to the 
first aperture, downline from the source 
|Fig. 5(b)|. the lens focal position moved 
to the center of the two apertures for 
optimum collimation. 

We can understand these results in 
terms of ray tracing or geometrical 
optics. For a source that is extended in 
the transverse dimension, the effective 
point source corresponds to the point 
along the longitudinal axis where the 
rays for the entire system have a maxi
mum crossing rate. The notion that the 
effective point source for such a system 
is at the maximum ray-crossing position 
is demonstrated by the results shown in 
Fig. 5(b). (c). and (d). where we moved 
ihe maximum ray-crossing position by 
manipulating the si/e of the apertures. 
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For the symmetrical case [Fig. nib)), the 
effective point source was in the middle 
of the two apertures. For the asymmetri
cal case |Figs. 5(c) and (d||. the effective 
point source moved to (rack the maxi
mum ray-crossing points. The aperture 
systems serve as geometric analogs for 
the gain medium. 

The resulls of our oplical-collimation 
experiments on ASE sources imply 
geometrical divergence. The indepen
dence of the resulls on gain-length prod
ucts indicates that geometry dictates 
the divergence for all systems we 
investigated. 

Transverse-Fluorescence 
Experiments 

Measuring the spatial distribution of 
the fluorescence (spontaneous emission) 
that is transverse to the ASE propagation 
direction (longitudinal axis) probes the 
excited-state distribution as a function of 
axial amplifier position.- J In this way. 
we can measure the longitudinal-gain 
distribution, which is directly propoiiion-
al lo the excited-state distribution. We 
must fully understand the interaction of 
the pump field with the gain medium as 
well as ihe buildup of the ASE field from 
noise and its interaction w iih the gain 
medium for proper numerical modeling 
of this type of experiment. Agreement 
between experiment and simulation indi
cates complete comprehension of the 
microscopic physics of these systems. 

A schematic representation of the 
transverse-fluorescence experiments is 
shown in Fig. 6. The dye concentration 
was fixed, and the gain was varied by 
adiusling Ihe excitation rale (pump-laser 
intensity). The transmitted pump beam 
was filtered (blocked) from our detector 
by an OGS70 filler. The fluorescence 
emission was collected by a C-mounted 
zoom lens and imaged onto a solid-stale 
TV camera. We used the same equip
ment for data collection, storage, and 
analysis that we used in the optic 
experiments. 

Resulls of the experiments are shown 
in Fig. 7. Increasing the incident pump 
inlensilv (from 1.07 x I If lo 4.65 x !()'• 

W/cm :) resulted in effective gain-length 
products ranging from 4.6 lo 31.5 (going 
down each column). As the gain of the 
system is increased, the ASE intensities 
near both ends of the amplifier increase. 
Rapid depopulation of the excited state 
caused by higher stimulated-emission 
rates at the ends of the amplifier sup
presses occupation of the excited state 
relative to the center of the amplifier. 
Therefore, the excited-state distribution 
peaks in the middle of the amplifier as 
the gain of the system increases. 

We modeled this behavior using a 
homogeneously broadened, four-level 
description of the dye molecules.1 The 
amplifier (dye sample) has a rod-like 
geometry. We calculated the gain as a 

function of pump intensity using a mea
sured, stimulated-emission cross section 
of rhodamine 6G in DN4SO solvent. 
Because we transversely pumped the dye 
sample from one side, we took into 
account the exponential decay in pump 
intensity across its radial dimension. 

Figure 4. Experimental resulls lor deter
mining optimum 1'ocal-pninl positioning lor 
collimatioti of ihc output i adiation from u 
large-FreNiiel-nuinber ASH source. Saturation 
seisin at approximately e,/. = 12. Optimum 
collimalion occurs when focal point of lens is 
al center of amplifier. Max = maximum of the 
intensity distribution. S = width of the inlensi-
lv distribution. 
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Figure 5. Results of luminous-disk imaging experiments, (a) Well-defined source along longi
tudinal axis, lb) Results of luminous disk with tube-like structure, (c) and (d) Imaging experi
ments and results of luminous disk with cone-like structures. Max = maximum of the intensity 
distribution. S = width of the intensity distribution. 

Figure 6. Schematic 
of transverse-
fluorescence experi
ments. Dye 
concentration was 
fixed: gain was var
ied by adjusting the 
excitation rate. 
Transmitted pump 
beam was blocked 
from detector by 
OG570 filter 

Dye(R6G) 

Pump beam 
(532 nm) 

* d < - (fixed) 
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Intensity 
distribution 

Averaging the pump dependence of the 
gain across three absorption depths gave 
us excellent agreement with experiments. 
The ASE saturation intensity in our 
model is linearly dependent on the pump 
intensity. We fed results of the model 
into a photon-transport, ray-tracing code 
in the forms of a spontaneous-emission 
source term, a small signal-gain coeffi
cient, and an ASE saturation intensity. 
The time-dependent code generated 
spontaneous emission from each 
longitudinal zone into flux tubes in 
straight lines. The ASE intensity was 
updated at each time step using the 
saturated gain. 

The results of the simulation are over
laid on the experimental data in Fig. 7. 
The model and experiment are in excel
lent agreement except at very high pump 
intensity (high gain) where the experi
mental profiles appear slightly narrower 
than the simulations. Two possible 
explanations for the discrepancies are 
that our detection technique registers 
time-integrated values and that the 
homogeneously excited cylindrical 
geometry assumed in the model has not 
been realized experimentally. The 
raggedness in the experimental profiles 
compared to the simulated profiles 
results from imperfections in our pump 
profiles. It is also important to note that 
calculated ASE output intensities agree 
within the experimental uncertainties 
with the measured ASE output intensi
ties. Improvements to the experiment 
and modeling, which are underway, con
sist of time-resolving the imaged fluores
cence with a streak camera and including 
radial dependencies to source and gain 
terms, respectively. 

By removing the OG570 filter and 
monitoring the spatial distribution of the 
transmitted pump beam, we observe a 
new optical phenomenon. When we 
overlay the transmitted pump-beam data 
on the fluorescence data and simulation, 
we see qualitative agreement in the 
shape of the transmitted pump beam and 
other quantities. The transmitted pump 
beam probes the ground-state population 
and. therefore, provides complementary 
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information to the transverse fluores
cence. Absorption of the pump beam is 
enhanced by higher stimulaled-emission 
rales (and. therefore, larger ground-slate 
populations) near the ends of the amplifi
er. We effectively have a spatially depen
dent absorption depth along the amplifier 
axis because of the increased recycling of 
the dye molecules. When we ignore the 
occupation of the states, other than the 
upper-lasing stale and ground stale (due 
to rapid intramolecular vibrational-
relaxalion rales), the enhancement of the 
absorption of the pump is virtually non
saturable, and the proliles of the fluores
cence and the transmitted pump beam 
become identical. 

References: 
1. J. C. Garrison. H. Nalhel. and R. Y. 

Chiao. "Quantum Theory of Amplitied 
Spontaneous Emission: Scaling 
Properties."./. Opt. Sot: Am. B5. 1528 
(lyxsi). 

2. J. W. KlUver. "Laser Amplifier Noise at 
3.5 Microns in Helium-Xenon."./. 
Appl. Phys. 37. 29X7 (1966). 

3. I. Kelskemety. Z. S. Bor. B. Rac/.. and L. 
Ko/mu. "Spatially Inhomogeneous 
Saturation of Gain in Organic Solutions 
Caused by Amplified Spontaneous 
Emission." Opt. Comm. 21. 25 (1977). 

4. A. A. Hntlo. O. E. Martinez., and E. J. 
Quel. "Stored Energy in Pulsed Dye 
Laser Amplifiers." WEE J. Qiiannim 
Elm-iron. QE-22. 20 (19X6). 

0.5 1.5 
Longitudinal cell position (cm) 

2.5 -0.5 0.5 1.5 
Longitudinal cell position (cm) 

Figure 7. Results and simulation of the transverse-fluorescence experiments. Increasing the 
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Magnetically and Vacuum Insulated Transmission Line 
Experiments 
L.G.Wiky,S.AraoM,MdD.A.Goerz 

High-voltage transmission lines that 
carry electrical pulses to remotely located 
diagnostic equipment may attenuate volt
age peaks and distort rise times. 
Therefore, transmission line behavior 
must be accurately characterized if exper
imenters are to make meaningful use of 
the data transmitted. The main advantage 
of vacuum-insulated transmission lines 
(VITLs) is that they are high-impedance 
devices that do not load down voltage 
sources. However, because of their high-
impedance, VITLs may perform poorly 

Vacuum pump 

Radial view 
port 

Figure 1. 
Laboratory selup for 
the MITL and VITL 
experiments. 

in high-radiation environments with copi
ous supplies of scattered free electrons 
that can distort or completely short out 
the transmitted pulse. Their impedance 
can be lowered by bringing the electrode 
surfaces closer together, but the smaller 
vacuum area that results may lower the 
line's peak voltage-handling capability. 

With very fast, high-voltage pulses, the 
line will undergo a process known as self-
magnetic insulation. Strong electric fields 
cause electrons to be field emitted and cre
ate plasmas on the surfaces of the elec
trodes. Cathode surface plasmas become 
excellent sources of additional electrons, 
and the electron currents give rise to self-
magnetic fields that can prevent these 
electrons from reaching the anode.'-1 

Lines that take advantage of self-magnetic 
insulation are called magnetically insulat
ed transmission lines (MITLs). In some 
cases, however, a MITL may unacceptably 
load down a voltage source. Therefore, 
the specific experimental application will 
dictate which type of line is better. 

Our overall experimental objectives 
were to characterize the propagation of 
high-voltage, fast-rise-time pulses through 
MITLs and VITLs more accurately than 
has been done in the past and to compare 
experimental results with computer pre
dictions. Although MITLs have been 
studied as power transmission devices,s 

most recent research has focused on the 
terminating diodes used to absorb the 
power and to couple it efficiently into an 
intense electron or light-ion beam. 
Previous efforts to predict MITL perfor
mance have often relied on one-dimen
sional analyses and limited computer 
simulations at the injection and diode 
ends of the transmission lines. Although 
the concept of magnetic insulation is easi
ly understood, experimental results have 
been difficult to predict with simple mod
els. For example, current losses in uni
form-geometry coaxial transmission lines 
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have not been accurately calculated. 
Lumped circuit analysis is very' useful if 
empirical conductance information is 
available, but truly predictive capability is 
limited. Also, much evidence supports 
the notion that substantial nonuniform 
electron-current How exists even in sim
ple, uniform geometries. 

The pulse propagation characteristics we 
studied were sharpening of the pulse rise 
time, erosion of the leading edge, voltage 
attenuation, and onset of magnetic insula
tion tas measured by the difference 
between the anode and cathode currents). 
For MITLs. we compared our experimen
tal results with those of CONDOR, a two-
dimensional electromagnetic, fully 
relativistic. charged-particle computer 
code. (CONDOR predictions for the VITL 
were not made because the code assumes 
full space-charge-limited field emission 
from metal surfaces.) The experiments 
helped us determine when electron field 
emission from tne cathode surface was suf
ficient to alter properties of the transmitted 
pulse. For MITLs. field emission deter
mines the onset of magnetic insulation: for 
VlTLs. it must be minimized. Field emis
sion is a difficult process to control effec
tively ,uid is dependent on the amplitude 
and tciporal characteristics of the voltage 
pulse as well as on the properties of the 
cathode surface itself. 

MITL Experiments 
We used a pulse generator to produce a 

positive-polarity. 60-ns pulse of up to 1.2 
MV into 2- and 3-m coaxial MITLs. A 
variable-impedance, annular electron 
diode dissipated most of the power from 
the pulse generator. A 20-cm-long coax
ial line connected the anode to a resistive 
voltage probe. The movable cathode 
allowed us to vary the diode gap. 
Differential B-dot probes were placed at 
60-cm intervals along the inner and outer 
conductors to measure the rate of change 
in the magnetic field at the conductor 
walls. A simplified diagram of the 
experiment in shown in Fig. I. 

The inner conductor (anode) probes 
measured field changes caused by total 
MITL current, while the outer conductor 

(cathode) probes measured a fraction of 
that field because of the free-electron 
current that flowed in the vacuum gap 
between the conductors. By integrating 
and comparing the time-dependenl probe 
signals at each location, we could deter
mine the fraction of total current carried 
by the free electrons as a function of dis
tance along the MITL. This comparison 
provided us with evidence of the onset of 
magnetic insulation. Probe voltages 
were sent to oscilloscopes and digitized 
for measurement. 

Figure 2(a) shows the rise time of the 
leading edge of the voltage p'llse for 
both the 2- and 3-m MITLs. These rise-
lime measurements indicate the degree 
of pulse sharpening that occurs. The 
3-m MITL produced lO-'JO'/r rise times 
of 2.6 ± 0.3 ns. compared with 10-80% 
rise times of 4-5 ns for the 2-ni MITL. 

From these data, we can also determine 
[he degree of pulse erosion by comparing 

the output voltage with an input voltage 
that we infer by multiplying injected cur
rent by <S £2, the measured MITL 
impedance. For both output voltages in 
Fig. 2(a). a small prepulse is discernible 
at about 65 ns. This prepulse arrives 
before the magnetic insulation process 

Kijjure 2. MITL experimental results. 
(:0 Reduced voltage rise lime for the 2- and 
3-m MITLs compared with that of the input 
pulse, (b) Diode impedance was matched by 
varying the diude gap. le) The velvet cathode 
produced a more uniform cathode emission, 
but the bare aluminum cathode gave a faster 
voltage rise lime, (cl) Di> dc voltages versus 
lime for three injected voltage levels reveal 
lhal magnetic insulation was obtained even 
with the lowest charging voltage (25 kV). 
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has become fully established. The gap 
between the prepulse and main pulse rep
resents erosion at the pulse front, which 
occurs when energy in the initial part of a 
fast-transient pulse is absorbed during the 
onset of magnetic insulation. Once mag
netic insulation has been established, the 
remainder of the pulse propagates with 
little further attenuation. 

Figure 2(b) through (d) shows our 
remaining MITL results. Again, we used 
the measured voltage across the voltage 
probe to infer the characteristics of the 
propagated pulse. Figure 2(b) shows 
how diode voltage is affected by varia
tions in diode impedance caused by 
changes in the spacing of the anode-to-
cathode gap. These impedance changes 
affect the p'>im at which the diode volt
age decays. The B-dot probes see cur
rent reflections as the MITL attempts to 
increase current to the diode. Cathode 
current is quite sensitive to any mis
match because the vacuum electrons see 
larger magnetic fields with the increase 
in total anode current. Improving mag
netic insulation increases the MITL cath
ode current so that it more closely 
follows the total anode current. The 
dynamics of this process severely test 
our modeling capabilities. 

In Fig. 2(c). vif: see how changing the 
surface material in the cathode from bare 
aluminum to velvet affects terminating 
diode voltage. Proper choice of surface 
material can enhance or delay plasma 

Figure 3. CONDOR 
calculations of MITL 
perfonnance. (ui 
CONDOR predicted 
pulse erosion and 
reduced peak ampli
tude as a function of 
distance along the 
MITL. (b) For the 
2-m MITL. CON
DOR failed to predict 
the prepulse of diode 
voltage and caleu-
lales a faster rise lime 
and higher peak vou-
a^e lhan measured. 

production and. hence, the onset ol mag
netic insulation. A bare metal surface 
delays the formation of uniform electron 
emission, while a velvet surface opti
mizes emission and reduces the electric-
field necessary to form a plasma. Our 
results showed that diode voltage and 
impedance were reduced with the velvet 
surface; indeed, impedance was reduced 
so much that we were unable to match to 
the MITL impedance simply by widen
ing the diode gap. Also, the diode volt
age was lower front the very outset of 
the pulse, indicating a more rapidly ris
ing cathode current The more uniform 
damage to the anode surface with the 
velvet cathode indicated a more uniform 
plasma formation on the call *de. 
However, the bare aluminum cathode 
gave the faster rise time and was the one 
we used for the remaining experiments. 

Finally, Fig. 2(d) shows diod.~ voltage 
versus time for three initial charging volt
ages (25. 32.5. and 37.5 kV). The wave
form of the voltage pulses changes little 
as the amplitude increases. Magnetic 
insulation was observed even with the 
lowest injected voltage. Machine parame
ters did not allow us to reduce the injected 
voltage to the point where we could deter
mine the magnetic insulation threshold. 

CONDOR Modeling 
Results from our CONDOR modeling 

showed some agreement with measured 
data: however, substantial differences 

were also apparent. We broke the model
ing problem down into two parts. To 
simulate pulse propagation and determine 
pulse shape over the entire line, we first 
modeled a 4-m-long MITL terminated in 
an impedance-matched, coarsely zoned 
electron diode (4 zones across the gap). 
These long-MITL calculations were then 
used as input to a 1 -m model termina'ed 
with a more finely zoned diode (l()-20 
zones). The finer zoning more accurately 
calculated diode impedance. Because 
propagation results obtained with the I -m 
model were nearly identical to those with 
the 4-m model for a matched-impedance 
diode geometry, we fell justified in our 
Iwo-step modeling approach. 

CONDOR predicted that erosion of the 
pulse's leading edge would sharpen it. 
Figure 3(a) shows the calculated vollage 
pulse at various locations along the MITL. 
Leading-edge sharpening is quite appar
ent, as is a reduction in peak amplitude. 
The CONDOR model failed to calculate 
the prepulse, however, as shown in Fig. 
3(b). Also, the rise time of the eroded 
pulse is faster in the calculations than in 
the measurement, and peak voltage leve's 
differ. In both calculations and measure
ment, however, nearly all of the original 
pulse energy reaches the diode after its 
leading edge is eroded [see Fig. 2(a)|. 

Figure 4, a comparison of calculated 
and measured magnetic fields from the 
anode (total) and cathode currents, points 
up another important discrepancy 
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75 65 
Time (ns) 

95 

30 



Experimental Physics in FY88 

between the CONDOR model and our 
measurements. CONDOR predicts a 
cathode current that is about 50% of the 
anode current. (Free electrons drifting in 
the vacuum gap account for the remain
der.) However, our measurements indi
cate that nearly 80% of the current 
remains in the cathode, leaving only 20% 
to be carried by the free-electron current. 
These findings indicate that CONDOR 
by itself cannot adequately predict the 
onset of magnetic insulation, at least not 
until the "ssumplion of space-charge-
limited emission from cathode walls is 
modified. These discrepancies also sug
gest that models of more complex geome
tries should be viewed with caution. 

VITL Experiments 
Accurately characterizing the behavior 

of a VITL requires a pulse with a rise 
time on the order of 2-3 ns (faster than 
the 12-IS ns produced by our pulse gen
erator). We. therefore, capitalized on the 
pulse-sharpening capabilities of the 3-m 
MITL to provide a voltage pulse with a 
2.6 ± 0.3-ns rise time and a peak ampli-
tuoe of 0.8-1.08 MV. In addition to dis
sipating power, the electron diode at the 
end of the MITL provided a low-
impedance voltage source to the VITL. 

Experiments were done on three 2.9-m-
long coaxial aluminum VITLs, each of 
which was terminated with a resistive 
vacuum voltage divider to r .easure the 
voltage propagated to its end. The three 
VITL designs differed in the diameters of 
their inner conductors. This allowed us 
to vary the peak electric field applied to 
the anodized aluminum cathode; fields of 
180. 250. and 320 kV/cm were applied. 
Current-viewing resistors (CVRs) at 5, 
96. and 280 cm along the VITLs allowed 
us to determine current iosses. 

We wanted to determine the point at 
which electron field-emission effects 
became apparent and to measure the 
degree of rise-time and/or amplitude dis
tortion from electron leakage currents. 
From our measurements, we conclude 
that no distinct electric-field threshold 
exists above which current loss is unac
ceptable. However, the degree of 

transmitted-pulse distortion caused by 
electron leakage currents varied from 
shot to shot for essentially identical ini
tial conditions of VITL injected voltage. 
The minimum measured pulse voltage 
loss was 4.8%, and the maximum 
reached 40-50%. This variability makes 
predicting the outcome of such a mea
surement very difficult, as shown by the 
examples of Figs. 5 and 6. 

Figure 5(a), in which diode voltage 
and VITL-transmitted voltage ;re plotted 
versus time, shows marginally accept
able voltage distortion. In this shot, the 
pulse rise time (measured at the 10% and 
90% points) is degraded slightly f.om 

2.6 ns at the input to 3.1 ns at the end of 
the VITL. Likewise, the peak amplitude 
is attenuated from 1.13 MV (250 kV/cm) 
to approximately 1.02 MV. for about a 
10% voltage loss. The +8% uncertainty 
in the voltage divider calibration may 
account for some of the apparent loss, 
while the remainder can be attributed to 
current loss. Figure 5(b) shows current 
measurements taken by the three CVRs. 
The total current loss indicated by CVR 
1 (nearest the diode) is approximately 
8 kA. or about 2% of full space-charge-
liiuiled field emission. Like the voltage 
loss, this current loss is marginally 
acceptable in a VITL nieasuremen'. 
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Figure 4. 
Comparison of mea
sured and calculated 
magnetic fields at 
190 cm indicates that 
CONDOR cannot 
adequately predict 
magnetic insulation. 
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Figure 5. VITL experimental rcsull showing (a) marginally acceptable voltage distortion and 
(b) current measurements at 5.96. and 2X0 cm (CVR I. 2. and 31 that indicate some current loss. 
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Figure 6(a). on the other hand, shows 
unacceptably large voltage distortion at 
the end of the VITL. Peak voltage is 
attenuated from 1.1 MV (320 kV/cm) to 
approximately 0.7 MV. or about 
35-40%. Pulse rise time at the end of 
the VITL is little changed. The CVR 
current measurements of Fig. 6(b) indi
cate large, monotonically increasing cur
rents in the VITL that bear little 
resemblance to the voltage waveform. 
Electron-current losses in the line create 
a lossy transmission line; associated 
magnetic fields are insufficient for mag
netic insulation to occur. The remaining 
data we obtained show a trend toward 
larger losses at higher field strengths. 
However, no one-to-one correspondence 
exists between the current loss and the 
amplitude of the injected voltage. 

Conclusions 
Our experiments showed, first, that we 

could generate a 2.6-ns, l-MV pulse using 

Figure 6. VITL expeiimemal results show
ing (a) unacceplably high voltage distortion 
and (b) monotonically increasing currents 
that indicate significant current losses along 
the VITL. 
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a 3-m M1TL. We then used the MITL to 
study the propagation characteristics of the 
high-voltage pulse. In particular, we 
observed an initial voltage prepulse fol
lowed by the main pulse, whose leading 
edge was progressively eroded as the pulse 
propagated through the MITL. Onset of 
magnetic insulation was observed as the 
total current diverged from the cathode 
return current. The remaining current was 
carried by magnetically insulated electrons 
flowing in the vacuum gap. 

CONDOR models of MITL behavior 
showed qualitative agreement with 
measured values of pulse sharpening, 
leading-edge erosion, peak amplitude 
attenuation, total current, and MITL oper
ating impedance. Differences between 
the model results and the experiment 
were also apparent. The code does not 
predict the voltage prepulse and predicts 
significantly less cathode current than 
was measured. Both deficiencies reflect 
the CONDOR assumption of space-
charge-limited field emission and the lack 
of an electric-field threshold for electron 
emission to start. To achieve a quantita
tive predictive capability, we must devel
op a physical model of electron emission 
that takes into account time- and electric-
field-dependent emission. 
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The VITL experiments demonstrated 
that high-voltage pulses can be propagated 
over 2.9 m with small distortions in rise 
time and 10-15% distortion in peak ampli
tude. However, the results also showed 
significant shot-to-shot fluctuations in the 
amount of current loss along the VITL. 
Also, no distinct electron-emission thresh
old was observed even for electric-field 
strengths of 180-200 kV/cm. These 
results are consistent with a low level of 
electron emission even at low electric 
fields. For better reproducibility of results, 
we will need to belter control the prepara
tion of the cathode surface. 

CONDOR could nol simulate VITL 
behavior because it imposes the assump
tion of fully space-charge-limited field 
emission from metal surfaces. Although 
we could have arbitrarily limited field 
emission in the code to match our experi
mental results, the experimental condi
tions could not be controlled well enough 
to ensure that this CONDOR model could 
successfully predict the outcome of sub
sequent experiments. For both MITLs 
and VITLs, significantly belter modeling 
capability than that now available will be 
needed if we are to use computer codes to 
predict transmission line behavior. 
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Ejquatim at State ct Low-DeMity Materials 

Low-density, expanded materials are 
used for a variety of applications. In the 
environment of a nuclear device, intense 
radiation heats these materials to high 
temperatures: high internal pressures 
result. Simulations of the hydrodynamic 
effects of this require accurate models of 
the equations of state (EOS) of these 
materials. While u number of theoretical 
EOS models exisl, there is no experimen
tal data to confirm the accuracy of these 
models. It is the goal of this project to 
determine the EOS of important low-
density materials and to improve tabular 
equations of state for use in simulations. 

We use the impact of high-velocity pro
jectiles fired by LLNL's two-stage light-
gas gun to generate strong shock waves in 
low-density materials. A series of such 
experiments at varying projectile veloci
ties determines the principal Hugoniot of 
a particular material. The Hugoniot is not 
a thermodynamic path; it is the locus of 
final slates achieved in shock-wave exper
iments of varying strength. The states, 
both before and after the shock passes 
in a material, are characterized by the 
Rankine-Hugoniot relations,1 which 
express conservation of momentum, 
mass, and energy. For a sample initially 
at rest and with initial pressure Pi} and 
energy E0, these equations are 

P-P„ = pf)usup. (1) 

p = p„(l -»,//(,)-' .and (2) 

E-E., -=(/> + />, )(!'„-I i/2. (3) 

where p„ <p„ s l/l„) is the initial density. 
up is the mass velocity behind the shock 
front, u, is the shock velocity, and P. p. 
E are the final pressure, density, and 
energy behind the shock front. In the 
experiments described here. P„ and E„ 
are negligible. The mass velocity «, is 
derived from the projectile velocity u, 
and the known EOS of the AI impactor 

plate mounted on the face of the projec
tile. ' Thus, we need only to measure p(„ 
«„ and «, to determine a point on the 
Hugoniot of a particular sample material. 

Shock-wave techniques have several 
importanl advantages: the measurements 
are very precise, the shock wave generat
ed is steady, and the shock is uniform 
and nearly planar over large dimensions. 

The Hugoniot we measure is only a 
part of the overall EOS. To further con
strain the EOS, we also will measure the 
shock temperature. This helps to deter
mine the partition of the energy in the 
sample material. Furthermore, it will 
improve confidence when the EOS 
model is extrapolated over wide ranges 
of thermodynamic variables. 

These experiments will characterize 
the following three materials: silica 
aerogel, which is a low-density, open-
cell Si0 2 with very small cells (=10 nm); 
TPX, which is a low-density CH2 poly
mer foam; and CH (polystyrene) foam. 
Since the development of our technology 
base has accounted for most of our work 
so far, we are presenting data for aerogel 
samples only. To provide data that is 
most easily modeled to verify theoretical 
models, we have used very pure aerogel. 
Details of the preparation of the samples 
are described in detail below. 

Experimental Methods 
As noted above, we needed to measure 

p„. it,, and ii, to determine the Hugoniot 
point. The samples are simple stepped 
cylinders as depicted in Fig. I. We deter
mine shock velocity by measuring the 
transit lime of the shock across the known 
height of the step. We use the light emit
ted by the shock front as it reaches the thin 
Au layer on the sample. The Au layer 
blocks the light until the shock arrives al 
the layer; otherwise, the brightness would 
reduce the contrast at arrival time. The Au 
layer also improves our ability to deter
mine the sample dimensions. 
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An autofocus infrared-backscatter tech
nique measures the overall sample thick
ness and step height and provides 
numerous measurements of the sample 
thickness over a grid pattern on the stepped 
surface of the target. To correct for any tilt 
of the target during the measurement, we 
use a least-squares fitting method to find 
the step height. The targets are measured 
across three diameters 120 degrees apart. 
We use the smoothest diameter for the cal
culation and the experiment; the deviation 
of the data from the fit serves as a measure 
of sample roughness. We weigh the sam
ple prior to coating with Au so that the 
density is easily found. 

Short-pulse x radiography of the pro
jectile in tlight measures the impactor 
velocity just prior to its impact with the 
sample.- This provides a typical accura
cy of 0.1%. 

The most challenging task is the mea
surement of the shock-transit time. We 
have developed an optical method of 
unprecedented accuracy for this purpose. 

In this technique, we use an electronic 
image-converter streak camera to record 
the arrival of the shock front along a diam
eter at the stepped surface of the sample 
and an achromatic lens system to form an 
image of the surface on the slit of the 
streak camera. We use electronic shorting 
pins mounted through holes in the sample 
to trigger the streak camera just prior to 
the arrival of the shock at the surface. 

While electronic streak cameras have 
very high time resolution (about 0.1 ns 
for the camera we use), they all suffer 
from nonuniform streak rates; that is, the 
sweep rate (distance/time) varies across 
the length of the sweep. This variance 
can lead to large errors in shock-transit 
time measurements if uncorrected. We 
use a mode-locked Ar-ion laser to record 
a series of time markers on the streak 
record simultaneously with the shock-
arrival signals. These time markers have 
a pulse width of about 150 ps and pro
vide very precise marks at roughly 12 ns 
intervals. With this system, we can mea-

. Hole for 
trigger pin 

0.8 cm 
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3-mmbase 

2.5 cm 
Figure 1. A cross-section view of a sample for a shock-velocity exper
iment. The overall diameter of the sample is 2.5 cm, and the diameter 
of the stepped section is 0.8 cm. The Au coating is used to prevent 
shock-front emission from being detected until the shock reaches the 
surface of the sample. Elecironic shorting pins are used to trigger the 
streak camera. 

sure shock-transit times from about 0.1 
to about 0.3%. Details of its use in the 
data analysis are given in the following 
sections. We use a multiple-shutter 
method to control the total time that the 
mode-locked pulse train is applied to the 
streak camera. This is necessary to limit 
the effects of secondary emission at the 
photoanode of the streak tube. 

Sample Preparation 
We baked silica aerogel samples in air 

at 5(X)°C for 5 hours to oxidize hydrocar
bon impurities and desorb H 20. Unbaked 
samples can contain as much as 5% C by 
weight; this amount is reduced to below 
\% by the baking process. The goal of 
this step is to produce samples that are 
pure SiO :. After bakeoul, we weigh the 
samples with a sensitive balance. Then. 
we evaporatively coat the rear-stepped 
surface with Au to about a 200-nm thick
ness. We next measure the samples using 
the autofocus infrared-backscatter method 
and mount them into target bodies and 
evacuate them to about lO-iTorr. The 
target bodies feature a remote-controlled 
front-gate valve. After we mount the tar
gets in the two-stage gun-target chamber, 
we pump the chamber to roughly 10-fim 
Hg pressure. Just before we fire the gun, 
a pulse actuates the gate valve, exposing 
the aerogel surface for projectile impact. 

Experimental Results 
We performed six EOS experiments on 

silica aerogel: five on baked samples 
and one on an unbaked sample of similar 

Table 1. EOS data for shock-compressed silica aerogel. 

Experiment 
name 

I'll III
 

Shock 
velocity 
(km/s) 

Mass 
velocity 
(km/s) 

Pressure 
(kbar) 

Density 
(g/cmJ) 

Foam 11 5.160 0.1265 5.326 1 (J.038 4.944 ± 0.006 33.3 ± 0.24 1.7610.177 
Foam 12 5.858 0.1289 6.036 ± 0.039 5.580 ± 0.007 43.4 ± 0.29 1.71 +0.148 
Foam 13 6.757 0.1254 6.91 X ±0.026 6.407 + 0.008 55.6 1 0.23 1.70 ±0.092 
Foam 14 7.879 0.1289 8.1X6+0.037 7.401 +0.010 78.) ±0.38 1.34 + 0.066 
Foam 15 4.153 0.1283 4.198±0.016 4.010 + 0.005 21.6 ±0.09 2.87 10.267 
Foam 16" 5.944 0.1307 6.226 ± 0.023 5.651 +0.007 46.0 ±0.19 1.41 ±0.060 

J Unbaked sample 
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initial density. The results are tabulated 
in Table 1. Uncertainties are shown at 
the 2a, or the 95% confidence level. 

The analysis of the shock-velocity data 
requires additional explanation. The 
projectiles fired by the gun typically 
exhibit a small amount of parabolic dis
tortion as a result of their rapid accelera
tion and also may be tilted slightly at 
impact. We must correct for these 
effects to achieve high accuracy so we 
use the time markers on the streak record 
for this purpose. 

Figure 2(a) is the reproduction of a 
typical record. We measure the position 
of the shock-arrival signals at several 
points along the base of the step and 
again at several points on the step break
out signal. Using the time marks, we 
calculate the time at each point using 
either cubic spline or local quadratic 
interpolation between the time marks. 
We then use a four-parameter, least-
squares calculation to find three parame
ters to account for the tilt and distortion 
and find the shock-transit time as the 
fourth parameter. We compare the 
results of such a fit to the experimental 
data in Fig. 2(b). In this fit, the shock-
transit time is about 354 ns and the root-

mean-square deviation of the points from 
the fit is only 0.25 ns, less than 0.1 %. 

We typically report the uncertainly in 
EOS data al 2c, or the 95% confidence 
level. If the root-mean-square deviation 
of the step-dimension measurements is 
8// and the scatter of the time measure
ments is 5t. for a shock-transit time At, 
then the overall uncertainty in the shock 
velocity is given by 

Siiju, = 2 \(5t/M)2 + 2 (8 / I / / I ) 2 I " 2 . (4) 

where h is the height of the step and H, 
= h/Ai. To find the total uncertainty in 
the pressure, density, and energy, we use 
the method previously described by 
Mitchell and Nellis,1 which takes into 
account the uncertainty in initial density, 
impactor velocity, and the EOS of the Al 
impactor. 

The shock-velocity data for pure, 
baked aerogel fit the relation w, = C + 
Suf, for C = -0.046 ± 0.011 and S = 1.163 
± 0.021. This kind of linear relationship 
is common to most materials. The fit 
and the data are shown in Fig. 3, which 
also includes data for three unbaked 
samples. We can use this fit to display 
the data in the pressure-volume plane 

1 2 3 4 S 6 
Position (mm) 

Figure 2. (a) Streak-camera record. Time is increasing to the right in the figure, and the distance 
from top to botlom is proportional to the distance along a target diameter. The line of dots al the 
top of the streak record is the mode-locked, laser-timing marks. The bright area just below the 
sireak near the left edge results from phoioanode seatlering from the time-mark pulse lrain before 
Ihe camera is triggered, (b) Results of a four-parameler fit to the shock-arrival-time dala for this 
record. The circles arc Ihe shock -arrival times for Ihe base of the target: the solid squares are Ihe 
arrival-lime dala for ihe lop of the step and have been corrected to Ihe curve by subtracting the 
calculated sh<x-k-irunsit time. For this record, the shock-transit lime is 354 ns. and the standard 
deviation of the scalier aboul ihe 111 is 0.27 ns. 

shown in Fig. 4. The relatively large 
uncertainties in the final densities are a 
direct result of the large compressions 
achieved. For shock-wave experiments, 
the uncertainty in the final density varies 
as (r| - 1 )5HJ/MJ, where ri is the compres
sion (r| = p/p„). Since the samples have 
a distribulion of initial densities, the 
shaded band indicates the spread of final 
densities using the linear til shown in 
Fig. 3. The results are compared in Fig. 
4 with the best tabular EOS for pure 
SiOi. The unbaked samples lie consis
tently to the left of the shaded band and 
demonstrate Ihe importance that impuri
ties, especially H 2 0, can have on the 
compression properties. 

Future Work 
We plan lo perform similar experi

ments on pure TPX and CH. Since we 
carry out many NTS applications in an 
N/Ar/H20 atmosphere, we will also test 
these samples in this atmosphere. We 
expect the addition of HiO vapor to sili
ca aerogel lo have a significant effect. 
To do this, we must enclose the samples 
within a vacuum-tight sample holder 
filled with N/Ar/H20. Now, the aerogel 
will be in contact with an Al plate to seal 
the impact side of the target body. When 
the shock passes from the Al into the 
low-density samples, the shock pressure 

4 5 6 7 8 9 
Mass velocity (km/s) 

Figure 3. The solid line is a linear leasl-
squares lit to ihe data for baked silica aerogel 
(open circles). The unbaked samples are 
shown by squares: the open square is Foam 16 
(see Table I), and the solid squares indicate 
data from previously reported experiments. 

35 



Prompt Diagnostics 

will decrease as the Al plate undergoes 
an isentropic release into the foam sam
ples. The release properties of Al have 
not been measured. We will characterize 
this process using the shock pressure 
generated in aerogel. 

A new, fast, fiber-optic-coupled optical 
pyrometer is now nearing completion. 
We will use it to measure the shock tem
perature in silica aerogel (baked and 
unbaked) as well as in TPX and CH. 

Figure 4. Summary 
of pressure-volume 
data for shock-
compressed silica 
aerogel. The open 
circles are for baked 
aerogel, and the 
squares indicate 
poinls for unbaked 
samples. The shad
ed band is derived 
from the linear fit 
shown in Fig. 3 for 
the range of initial 
densities of the sam
ples. The blue curve 
is calculated from 
the best tabular EOS 
for silica with p(] = 
0.128g/cm\ 

This system uses six time-resolved, nar-
row-wavelenglh-band optical channels as 
well as a spectrograph to record the 
emission spectrum of the shocked sam
ples. We will fit the data from the time-
resolved channels to a grey-body 
spectrum. Since the system will be abso
lutely calibrated against the National 
Institute of Standards and Technology's 
traceable standard, we can find both tem
perature and emissivity in such experi-

1.0 1.5 2.0 
Density (g/cc) 

3.0 

nients. This is a relatively straightfor
ward measurement in a transparent medi
um such as aerogel.' However, TPX and 
CH are translucent because the pore size 
is much larger than optical wavelengths. 
Initial experiments show that we can 
detect the shock-front emission when the 
shock front moves to within about 1.5-2 
mm from the rear surface. Since it is 
possible to measure the absorption anti 
scattering response of the samples, we 
are confident that the measurements will 
determine the true shock temperature. 
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Material Behavior Calculations in Support of NTES 
C.E.FrerUBg 

During the past decade, NTES has 
become increasingly interested in per
forming device diagnostics using the low-
energy x-ray region (<1—20 keV) of the 
photon spectrum. In the past, most mea
surements used high-energy gamma rays 
or neutrons, both of which are deeply pen
etrating and neither of which is affected 
by small amounts of material obstructing 
a line of sight (LOS). In the case of low-
energy x rays, however, a measurement 
can be seriously impaired, or even ren
dered meaningless, if even a small bit of 
ablated or vaporized material moves into 

an LOS. Our ability to perform low-
energy x-ray experiments in the field has 
required that we find new techniques to 
model material behavior that can affect 
the viability of an experiment. Using the 
LLNL hydrodynamics codes to model 
such behavior, we have recently been able 
to design more-reliable experiments and 
to understand problems where possible 
material effects are displayed. 

Typically, x-ray measurements use 
either a small pinhole (<0.5 cm diam) 
or a slit that isolates a spatial region of 
an emitting source. The behavior of 
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material that has been heated to between 
a few electron volts and a few hundred 
electron volts ('"warm material") leads to 
a class of phenomena that can cause 
problems to device diagnostics measure
ments. Those effects include the blow-in 
of debris on x rays being viewed through 
an LOS. changes in scattering and trans
mission properties through x-ray filters 
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and scatterers. changes in the reflective 
properties of x-ray mirrors as heating 
occurs, and effects on the degree of 
heating of LOS components from the 
reradiation of hot elements in the LOS. 
During the past year, experiments that 
viewed various forms of low-energy 
x rays on the Schellbourne and 
Comstock events demonstrated the 

Comslock collimator 

importance of being able to model warm-
material behavior, both to predict that an 
experiment is safe and to verify that such 
behavior has affected a measurement. 

On Schellbourne. we modeled warm-
material behavior using the LLNL 
hydrodynamics code LASNEX to deter
mine whether the pinhole would survive 
on low-energy x-ray experiments (Fig. 1). 

Figure 1. (a) LASNHX calculation showing 
the temperature of the inner zone of a 
Schellbourne pinhole as the material heals and 
ablates. During the time of interest, lhe male-
rial heats to about 45 cV. (b) The same calcu
lation also show's the amount of movement 
that can be expected for the same healed mate
rial. Given the narrow aperture (1.1 mm), this 
movement represents a closure of about 5tWc 
during the time of interest, (c) The closure-
versus-time streak calculation of the slit using 
a postprocessor with LASNEX. The original 
one-dimensional cold slab starts at the 0.2-cm 
position at zero lime. Material ablates to the 
left as lime progresses, obstructing the slit. 

0 0.04 0.08 0.12 0.16 0.20 
Distance along streaking slit (cm) 

0 0.5 1.0 1.5 2.0 
Distance along streaking slit (cm) 

Figure 2. la) l.ASNEX calculation for the 
I'ronl zone of the Comstock collimator shows a 
much higher degree of heating and more sub
stantial ablation rale lhan shown in Fig. 1(a). 
<b) Position of the front surface demonstrates 
Ihc high probability that closure was indeed 
seen on event measurement, ic) A streak cal
culation of the collimator closvuv usinii a post 
processor with I.ASNHX. The mitiinal 
one-dimensional colli slab stalls al llu- ^ i m 
position at zero time. With illununaiiiMi hor.i 
the left, material ablates lo the left as tunc pin 
jircsscs. obstruction the collimator \ k ^ 
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The pinhole we used was a 2.5- x 1.1-
mm rectangular aperture, smaller than 
the pinholes customarily used in other 
x-ray experiments. The pinhole material 
consisted of 1 mil of Cu sandwiched 
between 1-mil layers of Be. The pinhole 
was also filled with Be to provide a tam
per to impede closure. Farther up the 
LOS was a filter, consisting of 62 mil 
of Ca backed with 1 mil of Be. that 
provided a spectral window to a spec
trometer. After this had been run as a 
two-dimensional problem for several 
shakes, the accrued velocities and 
motion showed that the material behav
ior was marginally safe but could easily 
introduce the need to make corrections to 
closure during the later times of interest. 
This result was verified with a one-

dimensional problem that modeled the 
pinhole materials as a slab that is 
exposed to the source directly from the 
front. After reviewing these results, we 
initiated another LASNEX problem to 
determine whether the pinhole would 
remain cooler if the Ca filter, initially 
located above the pinhole, were moved 
below. Results showed that the Ca-Be 
filter would stop a significant fraction of 
the flux heating the pinhole, removing all 
doubt regarding the viability of the pin
hole. Further calculations using LASNEX 
and the HOPE opacity code allowed us to 
check the transmissive properties of Ca 
at the elevated temperatures to ensure 
that the filter would not change ils CIMI-
acteristics during the measurement in the 
x-ray energy range of interest. 

During FYX8. we were also able to ver
ify that material closure was an observed 
effect on an x-ray experiment on the 
Comstock Event. Canister prints revealed 
that, within an LOS that included several 
collimated beams, the beam arrangement 
passed relatively close to the pipe wall. 
This experiment was somewhat unusual 
because the amount of energy entering the 
LOS was much larger than normal, and 
the pipe walls at the bottom of the LOS 
could directly view a portion of the 
source, causing reradiation higher into the 
LOS. A one-dimensional LASNEX prob
lem that modeled the pipe material and 
the source (Fig. 2) verified that material 
could easily have intruded into the LOS 
fast enough to affect the measurement. 
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Optical Streak Cameras and Their Test Program 
Applications 
j . j . 

*-*-w 
The increasing amount of high-

bandwidth data generated during field 
tests has spurred the development of opti
cal streak-camera systems with multiple 
channels. Multichannel systems can be 
much smaller than conventional systems 
based on wideband oscilloscopes and 
have made it possible to measure down-
hole phenomena thai would not otherwise 
be feasible. Because our experiments are 
done underground, we rely primarily on 
downhole systems, although we have 
fielded uphole systems for specialized 
diagnostics measurements. 

Downhole Systems 
We have developed a 6-ft' downhole 

streak-camera system that can gather data 
from more than 100 individual channels 
over a period of 30 ns with; temporal 
resolution of less than 1 ns ^.id an inten
sity range of 100:1. Because of the 
prooi5ious number of channels required, 
data acquisition with other techniques 
would be severely limited by the large 
number of signal cables required. The 
smaller streak-camera system readily 
lends itself to downhole use and permits 
the acquisition of an enormous amount of 
time-dependent data. In a recent field 
test, we obtained streak-camera data from 
approximately 1450 channels. 

Figure 1 shows the major components 
of a typical downhole streak-camera sys
tem such as those used on low- and high-
energy spectrometers to view time 
histories of spectral outputs and. on 
imaging experiments, to view time histo
ries of one-dimensional images. 

The nuclear phenomena lo be investi
gated are first converted into light by 
means of a scintillating material mounted 
at the delector within the vacuum of the 
tine-of-sile pipe. Two different methods 
art used for this conversion. The first 
converts the radiation directly when it 
strikes a scintillating material. The sec

ond, more sensitive, method involves an 
active detector that converts the radiation 
to photoelectrons, which are then 
focused (and in some case* intensified) 
and accelerated before striking the scintil
lating material. In both cases, the emiti ,d 
light is coupled out of the vacuum ..:ea 
by means of a fiber-optic faceplate and 
transniiitej via a bundle of optical fibers 
directly to the streak camera's pholocath-
ode. This bundle contains approximately 
100 individual 50- lo 300-|im-diam 
fibers that are laid by hand in a predeter
mined matrix. Each end of this fiber link 
can have a different style array head or 
heads, and individual fibers can be in 
differenl positions at the two ends. This 
type of optical fiber bundle can be pro
duced in any reasonable length and has 
relatively low light loss. 

Figure 1. Typical 
downhole streak-
camera system. 

Receiving and 
recording equipment 

_ J > • Trigger detector 
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The streak-camera system itself is 
enclosed within an electromagnetic inter
ference (EMI) proof module located 
from 15-60 ft above the detectors at the 
top of the downhole canister. This posi
tion is necessary because it allows time 
for the streak-camera systems to accu
mulate and read out their data before the 
shock wave arrives and destroys both the 
module and the enclosed equipment. We 
can measure, transmit, and record the 
data uphole in less than 3 ms. 

Within the streak camera, t le streak 
tube detects, amplifies, and folds the sig
nals into a two-dimensional image. The 
microchannel-plate image inlensifier fur
ther amplifies the outputs from the streak 
tube. A fiber-optics reducer is needed to 
reduce the image size from the intensifi-
er to match a solid-stale two-dimensional 
imager. The system components are 
packaged with precise, contiguous cou
pling by means of fiber-optic faceplates 
to minimize transmission losses and 
image degradation between components. 
The solid-state imager contains a CCD 
image sensor with an array of 122 by 
380 pixels and converts the image into 
digital information, which is serialized 
and transmitted uphole at a 180-mHz 
rate through a single optical-fiber cable 
driven by a laser diode transmitter. 
Uphole is a receiving and recording 
apparatus for these digital light signals. 
The serial data are detected by a photodi-
ode. then captured and stored in solid-
state nonvolatile memory. The data are 
later transferred by hand to a removable 
hard disk for analysis. 

We developed a downhole streak cam
era capable of activating in response to 
the triggering signal in only a few 
nanoseconds. This system has served 
well in a variety of downhole applica
tions, all requiring especially fast and 
precise triggering and liming control. 
However, the trend of moving the instru
mentation as close as possible to the sig
nal source (i.e.. the nuclear device) to 
enhance measurement sensitivity and 
minimize signal distortion further reduces 
the time available for the streak-camera 
system to accept data and process and 
transmit them uphole. Therefore, an 
ongoing research goal is to improve the 
speed and precision of the system and the 
amount of data it can collect. 

Figure 2 depicts a new mode of streak-
camera operation, which has been suc
cessfully applied on two field tests. This 
system incorporates and builds on our 
earlier advances in the control of the 
photoelectronic signal (a stream of 
photocathode-generated electrons) as it 
passes through the streak tube. The cir
cuitry controlling the gating electrode 
and the deflection plates (which, in syn
chronization, control the rate and direc
tion of the electron beam) had already 
been developed but had to be improved 
to allow for fast, time-stable gating and 
good sweep ramp linearity. This 
improved control and an innovative idea 
made it possible to increase the number 
of input arrays to two or more, with a 
corresponding increase in the number of 
image areas at the output end of the lube. 
The advantage of this arrangement, 

called spatial multiplexing, is that it mul
tiplies the input signal population. With 
this technique, we obtain more data chan
nels per streak camera and thereby reduce 
both the cost per data channel and the 
physical size of the downhole instrument. 

There is an inherent timing difficulty 
in triggering very-high-bandwidth sys
tems, such as oscilloscopes and streak 
cameras, that have limited temporal 
viewing windows within which the sig
nal of interest must occur. The window 
for streak-camera systems is deter
mined by a combination of the streak 
camera's gale and sweep timing. The 
signals we wish to record are on the 
order of 5 ns wide and require a tempo
ral resolution of less than 1 ns. This 
limits, for resolution reasons, the maxi
mum streak-camera sweep time for 
each array to about 60 ns (30 ns when 
spatially multiplexed by two). Thus, 
any data to be acquired must fall within 
this small time window. 

The signals that we wish to study are 
created by the interactions of the radiation 
emitted from the device's secondary. 
Triggering of the primary and the radiation 
output of the secondary can have ±25 ns of 
liming uncertainty or jitter, which may 
move the desired data out of the preselect
ed time window. It is, therefore, necessary 
to trigger the streak cameras from a detec
tor whose output is related to the timing of 
the device's secondary. The timing prob
lem occurs because all of the reactions 
after the secondary trigger occur very 
rapidly, and the signals to be viewed travel 
at the speed of light in vacuum while the 
trigger signal, which was transmitted by 
means of coaxial cable, travels at a slightly 
slower speed. Also, the circuitry internal 
to the streak camera requires time to start 
and become stable. This late-triggering 
dilemma is solved by using any or all of 
three different techniques. 

• Air coax can be used in our trigger
ing path since its velocity of propagation 
is close to that of the speed of light in 
vacuum. 

• The bundle of optical fibers is made 
longer, which delays the signal we wish 
to view with respect to the trigger. 

Figure 2. Spatial 
multiplexing, a new 
mode of streak -
camera operation. 
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• The thiixt technique is used only with 
spatial multiplexing. In this case, the start 
of the time window is determined by the 
start of the sweep while the end of the 
w indow is determined by the end of the 
streak-camera gate pulse. We can. thus, 
use a hi-stable gate circuit that opens earl) 
w ilh a trigger from the device's primary 
and closes w ith a slightly delayed trigger 
from the fast secondary. The undelayed 
secondary signal also triggers the sweep 
circuitry, which responds very quickly. 

We use streak lubes that were designed 
with a computer simulation code. These 
tubes gi\e heller resolution than was pre
viously available. The fabricator of the 
tube is able to create the photocaihodes 
by a deposition process outside of the 
lube, allow ing the photocathode face
plate to be mounted cleanly inside the 
lube. Formerly, this deposition was done 
in sim w ilh some resultant contamination 
of other elements of the tube from the 
photocathode material being deposited 
on them. This change in manufacturing 
process has improved the tube's signal-
to-noise ratio. 

The new tube also incorporates a near-
ultraviolet transmissive faceplate as the 
entrance window. At a wavelength of 3X0 
nm. ihe new tube's sensitivity is compara
ble to that of a glass-w indow tube, but the 
advantage of a liber faceplate is retained. 
It has in the past been necessary, when 
viewing near-ultraviolet light Mgnals. to 
use a glass entrance w indow and .1 fore-
optic- system of various lens to lot us ihe 
array image on the photocatliode. I his 
new faceplate eliminates the bulky lore-
optics previously required to view the 
color of our present fast-response scintil
lators and allow s a tunher reduction in the 
si/e of the streak-camera system. 

The new streak lubes are also more 
resistant to damage Irom v ibralion during 

transportation and handling, from extreme 
temperatures, from high altilude at the 
NTS. and from voltage breakdown from 
the high voltages (up to \5 kVl in use. 
The 23.5-em-long by lO.S-cm-diam glass 
lubes are now polled with a rubber mate
rial inside a solid fiberglass housing and 
have ridged mounting flanges on both 
ends for easier mounting. These are sim
ple steps, but because of the unique appli
cation and exceptionally hostile physical 
environment, they are very important. 

Uphule Systems 
Dphole .streak-camera systems for the 

Prompt Diagnostics Program differ from 
Ihe downhole systems because of the dis
similar operating environments and the 
different measurement requirements. 

We presently have two uphole streak-
camera designs. Uphole cameras are 
designed and packaged with "ease-of-
use" features such as dial-adjustable pho
tonic system gain and sweep speed. 
They also usually require improved per
formance in one particular parameter 
while another parameter may be relaxed. 
Some experiments require very wide 
bandwidths and. thus, the temporal reso
lution becomes very important: others 
require wide dynamic range. 

Since the uphole system is not imme
diately destroyed after acquiring data as 
is the dovvnhole system, the data can be 
read out much slower or recovered 
directly. The fast downhole solid-state 
imager and the associated fiber-optic 
reducer are. therefore, replaced with 
either .1 film pack or a commercial high-
resolulion imaging system. Hither alter
native possesses higher spatial resolution 
(in both the temporal and spatial direc
tions of the streak camera output imagei 
and a wider dynamic range than does the 
(low nhole imaiter. 

The light signals we are interested in 
uphole are predominantly at the red end 
of the optical spectrum (as opposed to 
the very blue signals, which are of inter
est downhole). and uphole cameras are 
not spatially multiplexed because of the 
difficulty in bringing each individual 
data channel uphole on a separate optical 
fiber. This fact also keeps the signal 
population on the photoealhode low. 
which is beneficial when trying to opti
mize other streak-camera parameters. 

One of our uphole cameras, which uses 
a streak tube similar to the dow nhole lube, 
differs mostly in its spectral sensitivity 
and pholocalhode layout. This camera 
also contains a feature that places a digital 
image on film for the labeling of data. 
The other uphole camera contains a streak 
lube developed by EG&G thai is capable 
of slightly improved spatial and dramati
cally improved temporal resolution. This 
tube is also available wilh either the bluc-
or red-sensitive photoealhode. We have 
obtained an imp ilse response of less than 
50 ps with this camera. 

Summarj 
Prompt Diagnostics Program is suc

cessfully fielding exceedingly complex 
slalc-of-the-arl streak-camera systems 
downhole. The vital physics data are 
obtained in a magnitude that would be 
impossible to obtain wilh more conven
tional data-acquisition techniques. 

We are also fielding uphole systems 
that have proven to be very effective for 
specialized diagnostics measurements. 
Both uphole and downhole systems have 
been miniaturized with substantial bene
fits for dala recording. We are continu
ing our efforts to improve data quality, 
dala quantity, and (because of the finan
cial impact J dala population for our 
streak-camera systems. 
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High-fidelity measurements of single-
transient events are one of the most chal
lenging measurement problems. An 
important aspect of these measurements is 
temporal fidelity. Single-shot or single-
transient events—such as nuclear 
weapons tests, high-power laser-produced 
plasmas, or chaotic behavior in photonic 
devices—cannot be usefully studied by 
repetition. Sampling or correlation tech
niques provide very high temporal resolu
tion. However, these techniques generally 
can measure only those phenomena that 
are identically repeatable, and many sin
gle-transient events are not. 

Our high-fidelity instrumentation must 
be single transient; that is, it must gather 
a large amount of information per unit of 
"real" time. Ideally, the instrumentation 
produces a series of snapshots that pro
vide a "movie'" of the relevant physical 
observables. This movie must have good 
resolution temporally, spatially, and often 
spectrally. Thus, very-high-bandwidth 
time-resolved imaging is required. 

In general, a figure of merit for such a 
system can be given by: 

M = (\IAt)NdL(sln), (1) 

where At is the temporal impulse response, 
N is the number of independent channels, 
d is the dynamic range. L is the usable 
record length (measured in units of At). 
and sin is the signal-to-noise ratio aver
aged over the dynamic range. The figure 
of merit reflects that, in general, we 
value the overall fidelity—how well the 
record of the event corresponds to the 
event—rather than one factor of Eq. (I) 
over another. 

To date, the recording tool that best 
serves as our high-bandwidth single-
transient movie camera is the imaging-
tube streak camera. Accordingly, we 
have concentrated our research on 

developing large-format (many channel) 
streak-camera systems with high dynam
ic range and good temporal response. 
The streak camera differs from more 
conventional oscilloscope recording 
techniques in that an incoming optical 
signal modulates the intensity (z-axis) 
rather than the deflection (v-axis) of the 
electron beam. Electrons in the image 
tube are swept across a screen that sens
es the intensity of the electron-beam sig
nal as a function of position on the 
screen. Then by precisely knowing the 
sweep velocity, we can translate the 
screen position into time. 

Streak-Camera System 
The physical concepts of an imaging-

tube streak camera are straightforward. 
Photons strike the tube"s photocathode 
(Fig. 1), and the "footprint" of the inci
dent photons is translated into a photo-
electron footprint. The photoelectrons, 
which are accelerated away from the 
photocathode by the fields produced by 
the electron-imaging electrodes, are 
imaged on the phosphor screen of the 
tube. With a streak tube that has been 
properly designed and set up, this image 
at the phosphor screen accurately repre
sents the input photon footprint. The 
phosphor screen lights up in proportion 
to the local electron-beam intensity. 
Then, by applying complementary volt
age ramps to the internal deflection 
plates, we can sweep or "streak" the 
image across the phosphor screen. Thus. 
the temporal evolution of the input pho
ton footprint appears as a slreak of light 
at the phosphor; variations in the intensi
ty of the streak along the streak direction 
reflect any changes with time of the 
input photon-footprint intensity. This 
phosphor streak decays quickly, typically 
in a few hundreds of microseconds, but 
the optical output is sufficient to be 
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recorded on film or. more important, 
with an electronic focal plane array 
(FPA). To boost the sensitivity, we often 
use a microchannel-plate image-inlensi-
fier (MCPll) tube at the output of the 
streak lube's phosphor screen to amplify 
the streaked image. 

The temporal response is composed of 
two portions: that due to the imaging 
point-spread function (PSF) of the lubes 
and that due to dynamic effects. The 
PSF is the spatial impulse response of 
the imaging system measured full width 
at half maximum (FWHM). This 
response is determined by measuring the 
image transfer quality of the tube, or of 
the cascaded imaging lubes when an 
MCP11 is used. The PSF not only affects 
the temporal response, but. because it is 
the spatial resolution of the camera, it 
also affects A. the number of channels 
that the camera can record. The PSF 
also may be a function of optical intensi
ty, particularly at high intensities as a 
result of the space charge effects in the 
streak lube and the saturation effects in 
the MCPll. 

The principal dynamic temporal 
broadening is caused by transit-time 
broadening of the pholoelectron pulse. 
This contribution to the time response is 
aiven bv:1 

A, = 3.37 x I f f 
-. Ae 

(2) 

where Ae is the photoelectron energy-
spread in eV. and F. is the electrical field 
in the region of the photocathode in 
V/cm. Thus, by applying a large acceler
ating voltage to the photoeleetrons. we 
can dramatically improve the time 
response. Operation of the streak tube in 
this mode is sometimes called "extrac
tion" mode. Nevertheless, even with 
extraction mode operation, the time 
response is limited when input photon 
densities are sufficiently high to produce 
dense pholoelectron packets thai screen 
the applied field and decrease the effec
tive /.. thus increasing the lime response. 

For many years, the streak camera was 
successfully employed using film as the 
recording medium. However, the addi
tion of an electronic FPA in the form of a 
charge-coupled device (CCDl to the out
put of the streak-camera phosphor (or 
MCPll) is probably the most significant 
streak-camera development since the 
invention of the electronic streak tube. 
In NTES. we use a CCD camera as the 
readout of a streak-camera system in 
both downhole and uphole recording sys
tems (Fig. 2). In downhole applications, 
the readout of the camera must occur in a 
relatively short time. A major factor in 
the fidelity of the system with current 
CCD technology is the time available to 
read out the CCD chip. The fast-readout 
CCD chips of the downhole streak-cam
era system, in general, yield much less 
fidelity than the slow-readout CCD cam
eras^ However, using the downhole 
CCD readout, we can field multichannel 
experiments of unprecedented complex
ity and high data return that cannot 
presently be done otherwise. With the 

improved fidelity of the slow-readout 
(low-noise) CCD system used on our 
uphole and laboratory streak cameras, 
we have made significant advances in 
our understanding of the streak camera 
itself and have begun developing very-
high-fidelity instrumentation systems. 

Our CCD/compuler readout systems 
can generate comparatively high-fidelity 
data at such a high rale that it has put a 
commensurate burden on the data analy
sis effort. Software development has 
proceeded syncrgislically with improved 
laboratory characterizations.1 Thus, 
characterizations of streak cameras are 
much more thorough than was possible 
with the laborious and imprecise film 
recording methods. 

Streak Camera R&D Facilities 
NTES has expanded and improved the 

LLNL Streak Camera Research and 
Development (R&D) Laboratory, where 
we perform many of the calibrations, 
characterizations, and evaluations of streak 
cameras both for field and laboratory 
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Figure 1. Pit)! ol selected trajectories, equipolential lines, ami electrode profiles in ilk- uplnni/cd 
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applications. This facility has several 
optical sources, including flash-lamp-
pumped mode-locked dye laser systems. 
Ni-pumped dye laser systems, opto-liner 
imagers. Xe Hash-lamp flat-field instru
ments, various optical components, and 
numerous types of modulated laser 
diodes. We use high-fidelity CCD cam
era systems and compulers to process the 
data gathered in each streaked record. 
We also environmentallv lest camera 

designs at the R&D Laboratory to 
ensere field compatibility. We also 
have expanded the NTIiS Photonics 
Laboratory to develop extremely well-
characterized and sophisticated optical 
sources and to improve our characteriza
tion techniques. We work in these labo
ratories to advance current camera 
designs and. thus, find more efficient 
methods to record and analyze single-
transient experiments. 

Mtcrochcnnel-plate 
image intensifier « 

< Photocathode 
Phosphor 

Compuier 

Figure 2. Sircak-cainera/CCD readout system. For uphole and labo
ratory applications, the computer is located near the CCD camera. In 
downhole applications, the CCD camera is conneclcd to the computer 
by a digital data link Soul I km long. 

Recent Performance Advances 
and Characterization 
Techniques 

As noted, a revolutionary improve
ment over previous streak-camera sys
tems is the addition of the high-fidelity 
CCD camera to read out the streak cam
era. Using ihe CCD camera and a very 
stable laser source (developed in NTES 
for the integrated-oplical modulator pro
ject4), we demonstrated a nearly tenfold 
increase in the signal-to-noise ratio of 
the .s!reak-canter;i system. 

We found lb '. much of Ihe "noise" in the 
streak-camera record was apparently repro
ducible.1' but this fixed structure had been 
masked by film noise in previous systems. 
With our stabilized laser sources, by sin
gle-shot triggering the optical source and 
recording this nominally constant optical 
carrier several limes using the streak-cam
era system of Fig. 2 (wilh high-fidelity 
CCD readout), we explored the repro
ducibility of the measurement system. 
Figure 3 summarizes such a measurement.'' 
The top ice is the average of four individ
ual single-shot streaks; the reproducible 
structure in the readout is evident. The low 
spatial frequency shading is mostly due to 

Figure 3. Results of streak-camera repro
ducibility studies using a very stable laser 
source. The top trace is a normalized a\ eragc 
of four single-shot streaks. The boltom is thi 
rms deviation about ihe uverace. 
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coupling-lens \ ignoring, while the higher-
frequency structure is attributed to several 
causes: spatially dependent sensitivities of 
the streak lube phosphor, spatially depen-
deni gain in the MCPI1. and streak velocity 
variations. However, by calculating the 
root-mean-square (rmsl deviation of each 
of the individual streaks about the average. 
we can quantity the level of precision for 
the system. This mis deviation is plotted in 
the lower trace of Fig. 3. Note thai these 
values have been multiplied by 10 lor ease 
of viewing. Thus, the mis deviation of the 
stabilized laser streak-camera system for 
mid-level intensities is 2.2''i, averaged 
over all pixels of the record. 

With this precision, we began lo notice 
new details of streak-camera performance. 
For example, earlier sweep circuit 
designs—for slower streak speeds than 
those in Fig. 3—using avalanche transistor 
strings yielded unacceptably high streak 
velocity variations. This characteristic is 
revealed by illuminating the photocathode 
with temporally constant (on the timescale 
of the streak) light from a flash-lamp 
source. When the streak velocity slows, 
the electron beam spends more time on a 
given pixel, causing an erroneously large 
intensity signal in that region. These 
apparent intensity deviations can be as 
large as a factor of 2. By redesigning the 
sweep circuitry to incorporate field-effect 
transistors, we greatly minimized this 
problem for the slower sweep speeds typi
cally used in downhole experiments. 

To increase the efficiency and cost 
effectiveness of downhole streak-camera 
experiments, we increased the number 
of channels per streak camera by streak 
multiplexing. The technique exploits the 
fact that the streak lube is. first, a two-
dimensional imaging tube (it has two 
spatial dimensions and one intensity 
dimension). Two tiers of input optical 
channels are stacked in what is normally 
considered the temporal direction." Thus, 
by applying the sweep ramps, we can 
streak both tiers of input simultaneously. 
The spatial offset between the tiers effec
tively creates two slreak records where 
previously there had been only one. This 

twofold increase in hannel density 
reduces the temporal impulse response to 
slightly less than half of the nonniulli-
plexed configuration: thus. M of Eq. (I) is 
slightly diminished. However, in sophis
ticated downhole imaging applications, 
we value channel density more highly 
than other sneak-camera characteristics. 

This conceptually simple solution for 
doubling the number of streak-camera 
channels created some significant tech
nical hurdles. Chief among them was 
the need to quickly gale the streak tube 
on and off. for which the tube was not 
designed. We solved this problem by 
creating a gating circuit that can be 
turned on relatively quickly while driv
ing a highly reactive load. After being 
turned on. the circuit must hold ihe pho
tocathode '. .as at a stable tube-open 
voltage, and the gate must close quickly 
so the first tier of channels does not 
write over the second tier. The new gat
ing circuitry successfully accomplishes 
this. Also, with the streak camera 
downhole. the sweep circuits must 
deflect the imaged electrons with very 
little liming delay. Therefore, we 
designed the sweep circuit to have an 
extremely short turn-on delay and lo 
operate in a linear mode a few nanosec
onds after being triggered. 

Slreak multiplexing creates interesting 
challenges for system characterization, as 
well. In normal slreak-camera applica
tions, the electron beam is initially held 
off the phosphor window until the sweep 
velocity reaches a nearly constant value. 
However, when characterizing the sweep 
flat field wi'.h a multiplexed configura
tion, we cannot turn on the optical source 
and allow it to stabilize ahead of the 
streak sweep. If the optical source is on 
during the sweep start-up phase, photo-
electrons pile up at one point on the phos
phor screen, causing the streak image to 
bloom intensely at zero time. This causes 
serious loss of Hal-field information in 
that region of the sweep. We solved this 
problem by creating two high-quality 
optical Heaviside-futKtion (step-function) 
inputs. One source quickly turns on a 

laser diode. The second source, which 
uses a long-lifetime phosphor pumped 
with a short-pulse N : laser, allows us lo 
make //; situ fiat-field calibrations as well 
as calibrations of many downhole streak-
camera experiments. The first source is 
used primarily as a timing mark genera
tor, while the second is used as a system 
flat-field calibration source. 

In FYX8. we also extended the useful
ness of our streak tube by successfully 
operating it far beyond its original design 
voltages in the extraction mode. In 
extraction mode operation, a very large 
extraction field is created at lhe output 
surface of ihe pholocathode. This field 
quickly accelerates the pholoeleclron 
packet, minimizing transit-time spread 
|Eq. (2)| and space charge effects. The 
streak tube has a demonstrated temporal 
response of 10 ps over the lower signal 
intensities and a temporal rcspcu.se no 
worse than about 30 ps over a signal 
range of about 1000. Previous large-
format streak cameras had a temporal 
response of 90 ps at best. This markedly 
improved temporal response has no sig
nificant deleterious effect on other 
important system characteristics—e.g., 
there is no significant degradation in 
spatial resolution. 

Some of our new characterization facil
ities were brought to bear on the problem 
of understanding the multichannel perfor
mance of these new extraction-mode 
slreak cameras. A new capability in the 
Prompt Diagnostics photonics lab is the 
mode-locked yttrium-aluminum-garnet 
(YAG) laser characterization facility 
(Fig. 4). The 1.06-|.im YAG output is 
frequency doubled and used lo syn
chronously pump the dye laser. This dye 
laser output consists of a mode-locked 
train of pulses at about 600 ran. 5-10 ps 
I-'WHM separated by 12 ns. We also 
added a 1 .<)6-(.tm pulse compressor (not 
shown in Fig. 4): with this element in Ihe 
system, the dye laser pulse width can be 
as short as 500 Is. The pulse train is 
passed through an eialon to create an 
exponentially decaying series of pulses, 
typically covering a factor of 1000 or 
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greater in dynamic range and temporally 
spaced a known amount. The beam is 
symmetrically expanded and collapsed to 
a line focus with a cylindrical lens. This 
line focus is manipulated onto a mask 
affixed to the streak-camera photocath-
ode. The mask, which has precisely 
defined openings, simulates a string of 
evenly spaced optical inputs that would 
be optical fibers in typical applications. 
Figure 5 shows the data density we 
achieve with this system. In each single 
shot, we have information about the tem
poral impulse response, the dynamic 
range, and the spatial resolution of the 

Figure 4. 
Multichannel streak-
camera characteriza
tion system. 

camera. We collected the dala in Fig. 5 
with the new zero-lemporal-magnification 
streak camera developed by EG&G 
(Pleasanton. Calif.). 

We further exercised our characteriza
tion facilities by comparing the NTES 
extraction mode lube with the EG&G 
camera. The new EG&G tube appears to 
have temporal response characteristics 
that are as good as those of our tube with 
slightly better dynamic range: however. 
the spatial resolution is somewhat 
reduced. Figure 6 shows a temporal pro
file of one input channel from the EG&G 
tube, using data similar to those shown in 

Fig. 5. The dala for Figs. 5 and 6 were 
taken with the system shown in Fig. 4. 

We also measured ihe electromagnetic 
interference characteristics of downhole 
streak cameras, in agreement with com
puter modeling predictions.1* 

Current Agenda 
In FY89. we plan to improve our streak-

camera diagnostic systems. A projecl is 
under way lo further characterize this new 
generation of streak cameras. We are 
experimenting with a low-noise image-
reducing tube that may be used to couple a 
streak tube lo a CCD camera. We also are 
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developing an advanced time-based gener
ator and new data analysis techniques, and 
we are evaluating a new streak tube design. 
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Figure 5. 
Multichannel streak-
camera data from 
the system shown in 
Fig. 4. 

Figure 6. Temporal 
profile of one input 
char.iel using data 
similar to those 
shown in Fig. 5. 

100 200 
CCD pixels 

Temporal axis (200 ps between peaks) 

300 

Streak-Camera Data 

In our current x-ray imaging experi
ments with streak cameras, optical mixers 
are used between a uniform linear imaging 
detector and a fiber array that is intended 
to sample the detector output in a nonuni
form manner. Mixers are optical elements 
that consist of 30-100 rectangular slivers 
of glass, with varying widths, stacked 
together in a row. Each sliver tat.es light 
from a detector incident on one end. prop
agates that light down its length, and 
homogenizes it over the area at the other 

end where it enters one or more fibers. 
For a uniformly illuminated detector, the 
fibers transmit different light intensity 
because the mixers have a varying size in 
the imaging direction and. therefore, sam
ple varying areas of the detector. We put 
the best resolution, the most fibers, and the 
smallest mixer elements in the center of 
the streak camera. We put the fewest 
fibers and the largest mixer elements at the 
edges of the field of view. Because we 
place a premium on the streak-camera 
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photocalhode area, the technique of vary
ing mixer-element size is important, as is 
the ability to separate and define signals 
coming from individual fibers. 

We determined two problems in defin
ing the light intensity from each liber. 
The first was that the charge-coupled 
device (CCD) camera used to image the 
streak camera output imposes digitation 
on the data. This camera uses a CCD chip 
with 3X0 pixels in the spatial direction and 
122 pixels in the temporal direction. We 
needed to distinguish the streak record for 
each fiber in the spatial direction. Cur
rently, the fibers have a core/clad diameter 
of 200/240 urn. The dow nhole streak 
camera/CCD systems give only 2.5 sam
ples over the core diameter of each fiber, 
which is adequate to avoid aliasing1 but 
makes it difficult to follow a signal that 
varies greatly in intensity from fiber lo 
fiber. We needed to find a means to over
come this digitization and to return as 
closely as possible lo llie initial analog 
signal seen by lhe CCD camera. 

The second problem was that we had 
to eliminate the cross talk between adja
cent sweeps on the output phosphor of 
the streak tube. The streak-camera sys
tem's relatively poor spatial-frequency 
response combined with the small dis
tance between each fiber is the cause of 
this smearing. A! the photocathode of 
the streak camera, the fibers lie side by 
side with only 40 um separating each 

fiber from its neighbor. In one attempt-" 
to calculate the spot size or spatial-
impulse response of the streak-camera 
system, we found that the stieak width 
for a point input was about 140 urn. 
Thus, the 4(1 Jim that separated each fiber 
was not sufficient to prevent light from 
neighboring fibers from affecting and 
adding to the light produced and mea
sured by an individual fiber. In our 
experiments, we learned to quantify ami 
eliminate this cross lalk and lo isolate the 
signal from each single fiber. 

Digitization 
Figure I shows six square-wave inpuls 

that simulate the light distribution from 
six optical fibers onto the phoioealhode. 
Superimposed is the spatial variation in 
intensity at the phosphor in which the 
sharp input has been smeared by the 
camera's spatial frequency response. 
The effect of digitization caused by Ihe 
finite sampling pixels of the CCD imag
ing camera is shown in Fig. 2. Our chal
lenge was to return to the analog signal 
shown in Fig. I before the digitization 
took place in order lo identify the indi
vidual fibers and their peak signals. We 
used a technique outlined for the con
struction of a two-dimensional image:' 
an interpolating function, which turned 
out to be a sine function. We found ihe 
value of a point /(.v) at a position .v by 
performing the following: 

/ l i ) '(/A) 

x sin!it(.v- ;A)/A!/I7I(A - /AI/Al.U) 

where /,(/A) was the sampled data for the 
ith point, n was the number of samples, 
ami A was the sample step size. In Fig. 3. 
we show the result of using litis algo
rithm on the mock data in Fig. 2. We 
also show ihc original, presampled 
slreak-syslem data in the Fig. 3 graph 
where ihe two curves overlay quite well. 

Cross Talk 
The plot in Fig. 4 illustrates the cross

talk problem. This plot shows measured 
light intensities from a calibration array 
made from polymicro fibers that have a 
200/240-n.m core/clad ratio. The array 
consists of a rectangular block of fibers 
bunched together on one end (not coher
ently arranged I and laid side by side on 
the streak-camera end. We used Ihe lab-
sphere as ihe source light to illuminate 
the rectangular end. Because of the ran
dom nature of the fibers at the rectangu
lar end. individual random fibers could 
be illuminated by masking a portion of 
that array with tape. We took one streak 
using this masked array and arbitrarily 
selected row 60 of ihe recorded streak 
image for analysis, which produced the 
bottom set of individual and clumped 

Distance on photocathode (mm) 

Figure 1. A square-wave input simulating 
optical-liher signals shown with the streak-
system response. Response effect is to smear 
signals. 

Photocathode distance (mm) 
Figure 2. An c\ent showing the effect ol a 
digiti/eil signal on the uniting signal. In this 
example, the return to the square-wa\e ana-
lo>j signal wascasih achieved. 

Photocathode distance (mm) 

Figure 3. Results of reconstructed data using 
l;q. I on the mock data in Fig. 2 along with 
the oiiyinal. presampled. slivuk-s\stcni data. 
The two curves o\crlu> quite well. 

4X 



Streak Camera Data Systems 

fiber signals. We then took one streak 
with the array unmasked and again 
selected row 60 from the resulting 
ima^.e. which produced the top curve in 
the Fig. 4 plot. The labsphere produced 
light that was within 4% for the two 
shots. Without cross talk, the peaks of 
the masked-array data should have 
matched the level of the unmasked data. 
However, they did not. except for the 
peak from the clump of fibers around 
the pixel value of 200. We sent the 
same amount of light into both arrays. 
However, the number of signal counts 
was lower in the fibers that we taped and 
isolated. Without correction, one would 
deduce that the amount of light sent into 

200 | 

the masked fiber array was lower when 
actually it was the same as thai for the 
unmasked array. 

We used the following equation to cor
rect the problem, assuming that a fixed 
percentage of the peak signal would spill 
over to adjacent fibers: 

/(«) = /„<«)-/>/<«- !)-/>/<« + 1). (2) 

In this equation. An) is the actual peak 
light out of the »th fiber into the streak 
system before it is contaminated by its 
neighbors. I(l{n) is the peak signal record
ed by the streak system with the addition
al light, and p is the fraction of the peak 
signal that spills over to the adjacent 

fiber. When we iterate Eq. (2). the results 
converge to the contaminated signal. 

Conclusions 
We corrected the data from our cur

rent fiber-optic streak systems by first 
running il through Eq. (1) to produce 
clearly discernable peak-intensity values 
for individual fibers. We then took the 
resulting peak fiber signals and correct
ed them for cross talk, using Eq. (2). 
The value for/) had been previously 
determined from calibration data. We 
completed these experiments by using 
an array of some 50-70 fibers placed 
next to one another on the streak-camera 
end and separated by 0.1 cm from each 
other on the rectangular end. In addi
tion, we used a mask that blocked out 
every other fiber or every two fibers. 
The masking created additional distance 
between fibers conducting light and 
made it possible to isolate the signal 
recorded by the streak-camera system 
for an individual fiber and to produce 
a peak value of that signal, uncontami-
nated by signals from adjacent fibers. 
We determined the appropriate values of 
p for the streak camera by using this 
array and mask. 
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Figure 4. Calibration arrays from polymicro fibers that have a 200/240-um core/clad ratio. 
Array consists of a rectangular block of fibers bunched together on one end and laid side by 
side on the streak-camera end. Figure shows results of streaks taken of both masked and 
unmasked arrays. 
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Kernville Spectrometers: IBEX, VJACS, EODIX, and 
XPOLY 
D. dark, R. Heialt, K. Stewart, D. Price, P. Spriager, aad G. Sfcjakaveg 

Figure 1. Schematic 
drawing of the IBEX 
spectrometer. 

During FY88. we conducted several 
programmutically important x-ray spec
troscopic measurements at NTS. 
Spectrometers on tne Kernville Event 
returned almost overwhelming amounts 
of high-resolution data. These data give 

Data tent upholt 
on Nbir-optic link 

Sample pad* 

us a better understanding of the ioniza
tion processes and atomic kinetics of sys
tems of interest to the test program. The 
four instruments discussed here are sec
ond-generation spectrometers whose per
formances were enhanced by significant 
evolutionary improvements in design. 

Each crystal x-ray spectrometer was 
designed to cover one part of a spectral 
region with different energy resolution. 
These spectrometers operate according to 
the same general principle. Background 
ultraviolet (UV) excitation is avoided on 
the spectrometers by two UV filters locat
ed before the phosphor. X rays diffracted 
by the crystal strike a WL1198 phosphor 
(CdS:ln), which emits green light (520 nm) 
when excited. Light at this frequency is 
easily transmitted through fiber optics. 
The light from the phosphor carries the 
x-ray spectral data as a linear image of 
varying intensity. The light is optically 
coupled to a coherent aiTay of fiber optics. 
The fiber-optic array "pipes" the light to 
the photocathode of one or more streak 
cameras, where the time-dependent (and 
energy-dispersed) x-ray spectral data are 
recorded using standard streak-camera 
technology. The signal from the streak 
camera is recorded on a solid-state cam
era, and the picture is digitized and trans
mitted to the recording station. 

IBEX 
The IBEX spectrometer (Fig. 1), field

ed for the second time on the Kernville 
Event, was designed to look at a moder
ate intensity of multikilovolt x rays with 
3-eV resolution over a 2000-eV range. 
IBEX achieved a resolving power of 
about 104 by using a spherically curved 
crystal in the x-ray line of sight (LOS). 
The spherical geometry gives focusing in 
the direction normal to the dispersion of 
the crystal, concentrating the desired 
x rays through a collimator and, thus, 
increasing the signal about three orders of 
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magnitude over the background scattered 
signal from the crystal. Tins geometry 
also allows focusing in one direction by 
using the astigmatism present in spherical 
cp'.ics to separate the tar.gential (energy-
dispersing direction) focus from the sagit
tal (intensity-direction) focus. The 
crystal (5 x 10 cm and 0.025 cm thick) 
was shaped by being pressed between 
precise convex and concave mold halves 
that were formed by optical grinding 
technology. It was then glued to the con
cave mold as a substrate to maintain its 
final shape. The crystal figure was main-. 
lained to a precision of four fringes of 
sodium light per inch, or about IO-|im 
variation over the entire crystal surface. 

Installed alignment of the spectrometer 
was verified by substituting a light 
source for the x-ray source and observ 
ing where the optical pattern focused. 
(The optical pattern mirrors the x-ray 
signal when the crystal surface and the 
correct crystal plane are aligned.) This 

optical signal is reflected out of the 
spectrometer by an Al-coated pellicle 
mounted at 45 degrees behind the crystal 
but before the two UV fillers. The 
spectrometer-focused optical image 
strikes a one-dimensional Relicon detec
tor array (1 x 1024 elements) that allows 
verification of the location of the spec
trometer focus after the stemming process 
has distorted the spectrometer's LOS. 
With this downhole oplical verification, 
the calibration of the spectrometer can be 
adjusted to account for alignment 
changes after stemming downholc. 

The energy calibration and resolution 
of the IBEX spectrometer was verified 
using an intense x-ray source emitting 
characteristic monoenergetic "lines" from 
several x-ray cathodes. We verified these 
calibrations in the field by placing the 
x-ray machine at the botl'im of the LOS 
and taking long exposures using film at 
ihe detector plane in lieu of the phosphor. 
By indexing the film to the phosphor, the 

exact location of each x-ray line could be 
transferred to a corresponding point on 
the phosphor and. hence, to its streak-
camera signal location. 

VJACS 
The VJAC'S spectrometer (Fig. 2) was 

fielded for the first time on Kernville. 
Based on a successful prototype spec
trometer (MCPOD) that incorporated 
many of the same principles. VJACS 

Figure 2. Side view 
of a VJACS spec
trometer, showing 
the relationships 
among hydrogen-
scallering volume, 
crystal, active detec
tors, and fiber optics. 
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UV filler 1 
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was designed to measure the spectral 
content of several bright sources. For 
Kernville, each VJACS spectrometer 
was designed to analyze two sources 
using a single crystal. 

The VJACS spectrometer design 
places the diffraction crystal outside the 
LOS. X rays are scattered from hydro
gen gas in the LOS onto the crystal. 
VJACS is a Johann-geometry spectrome
ter using a cylindrically curved crystal 
(5 x 10 cm) that "views" the scattering 
volume of hydrogen gas. Collimators in 
front of the crvstal confine the scattered 

Figure 3. Isometric 
viewoftheEODIX 
spectrometer, show
ing the Be scatterer 
in the line of sight 
and the crystal look
ing at low-intensity 
scattered signals. 

x rays to the center of the crystal. 
Keeping the crystal out of the direct 
x-ray flux in the LOS avoids crystal 
heating due to excessive irradiation, 
which can change (during the measure
ment) the crystal layer spacing and, 
hence, the crystal diffraction properties. 
Hydrogen is an ideal scatterer because it 
emits no secondary radiation in the x-ray 
region of interest. The effective energy 
resolution of the VJACS is about 2.0 eV, 
its total energy coverage is about 110 eV, 
and its resolving power is about 640. 

Unlike the other spectrometers, x rays 
Bragg-reflected off the VJACS spec
trometer crystal strike an active detector 
that amplifies the x-ray signal.1 The 
detector uses a 40-mm microchannel 
plate (MCP) coated w ith four 3-mm-
wide strips of a layered Cu, Au, and Csl 
photocathode. These strips run along the 
energy-dispersive direction of the spec
trometer. X rays incident on the photo
cathode release electrons that are 
accelerated into the pores of the MCP. 

Clean-up 
collimators 

Spherical crystal 

• Collimator 

Phosphor 

Rowland circle 

Detector gain is realized as secondary 
electrons are released from the walls of 
the microchannels. This gain can be var
ied to meet different signal-strength 
requirements by varying the bias across 
the MCP. Electrons exiting the back of 
the MCP are electrostatically focused in 
the nondispersive direction of the detec
tor and are accelerated to a higher ener
gy. This energetic, concentrated electron 
beam, carrying x-ray spectral informa
tion in its spatial intensity profile, is then 
directed onto a phosphor. The subse
quent light is transported by fiber an ay 
for streak-camera recording. Energy 
calibration of the VJACS spectrometer 
was performed in the laboratory and the 
field by putting an x-ray source in the 
hydrogen-scattering location and verify
ing where the location of each x-ray line 
corresponded to the streak-camera signal. 

EODIX 
The EODIX spectrometer (Fig. 3) is a 

prototype spectrometer first used on 
Kernville to measure sources in high res
olution. The EODIX spectrometer uses a 
spherically bent crystal ( 2x2 cm), 
mounted on the Rowland circle, to obtain 
a total energy coverage of about 160 "V 
and a resolution of about 1.5 eV. A Be 
scatterer located in the LOS coherently 
scatters x rays into the spectrometer. As 
it does for VJACS, keeping the crystal 
out of the direct x-ray flux in the LOS 
avoids crystal heating due to excessive 
irradiation and subsequent change in the 
two-dimensional spacing of the crystal. 
Energy calibration was performed in the 
laboratory and the Held by putting an 
x-ray source at the bottom of the LOS 
and verifying where the location of 
selected x-ray lines corresponded to the 
location of streak-camera signals. 

XPOLY 
The XPOLY spectrometer (Fig. 4) is a 

second-generation spectrometer modified 
for even higher resolution. Designed to 
record the time history of a single line, it 
uses a doubly curved crystal (5 x 10 cm) in 
toroidal (modified unfocused Von Hamos) 
geometry, with a crystal mounted in the 
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LOS. Two nearly identical spectrometer 
channels were built in the same housing, 
each with slightly different coverage and 
directed toward different sources. Instead 
of using a substrate, the doubly bent, free
standing crystals were shaped by a special 
crystal-holding fixture that "torqued" the 

crystal into the requisite shape. The total 
energy coverage of this spectrometer is 
very small, only 30-35 eV. A special slit. 
located 15 m below the instrument, serves 
as the defining aperture for the instru
ment's field of view. In the XPOLY spec
trometer, x rays are focused sagitlally 

through background rejection slits and are 
allowed to diverge slightly before the 
x rays hit the WL1198 phosphor. 

To verify downhole alignment and 
recalibrate the instrument, we used an 
optical alignment system much like that 
used on IBEX. However, because of the 
narrow energy coverage of the XPOLY 
spectrometer, the crystal mount was 
designed to remotely rock the dispersing 
crystal's Bragg angle to allow downhole 
recalibration of the spectrometer after can
ister bending. This recalibralion allowed 
the instrument to maintain its correct ener
gy coverage. In addition, because the field 
of view of the crystal as projected to the 
source is so critical, we designed the slit so 
it can be adjusted downhole—that is, the 
slit can be repositioned after the canister is 
stemmed downhole. For source-intensity 
adjustment and UV background rejection, 
an additional filter was required above the 
slit that was opaque to visible light; hence, 
we remotely inserted this filter in the LOS 
after the optical alignment was complete. 
Energy calibration of XPOLY was per
formed in the laboratory and the field by 
putting an x-ray source at the bottom of 
the LOS and verifying where the location 
of a selected x-ray line corresponded to the 
location of a streak-camera signal. 
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Electron Optics Modeling of Radiation-Induced Voltage 
Fluctuations on Streak Cameras 
M.W. 

Figure 1. (a) 
Normal streaks and 
(b) distorted streaks. 

On the Kemville Event at NTS, four 
streak cameras used for the IBEX experi
ment were affected by electromagnetic-
radiation. A streak camera incorporates a 
photocathode to emit electrons when 
excited by light: electrodes that accelerate, 
focus, and sweep the electrons; and an out
put phosphor to convert the electron ener
gy back to light. The output from a streak 
camera has a spatial line that is swept in 
time to produce an image of a fast, tran
sient event. On the Kernville Event, radia
tion produced an electric field near the 
photocathodes of the four streak cameras, 
which distorted the sweep trace. Normal 
streaks would have been straight and uni
form, as shown in Fig. 1(a). However, on 
photographs from the Kemville Event, the 
streaks were distorted in the spatial direc
tion, as shown in Fig. 1 (b), with the distor
tion becoming worse as the camera moved 
farther from the center of the tube. When 
we inspected the temporal comb—a fast 
light marker used for timing on streak 
cameras—we found that the timing of the 
sweep had been distorted as well. 
Spatially multiplexed cameras have pro
duced streaks that deviate in the spatial 
direction as the photocathode potential 
was gated off: therefore, we believed a 
transient variation in the photocathode 
potential may have caused a similar varia
tion in the sweeps obtained on the 
Kemville Event. To obtain reliable data 
for this event, we needed to straighten the 
bends and correct for temporal deviations. 

(a) 

(b) I ' ' 

Theoretical Modeling 
To understand the electrical character

istics of the streak tube, we used an elec
tromagnetic modeling code called EBQ. 
The streak tube was modeled in its nor
mal operating condition to test the validi
ty of the code. Then voltage on the 
photocathode and other electrodes in the 
lube were varied to determine how they 
affect electron trajectories. 

To find the type of voltage variation 
that occurred on the Kernville Event, we 
simulated the spatial deviation thai 
appeared on the streaks. This variation 
was measured as a function of distance 
from the center of the tube, which ranged 
from 0 mm at the center to 7 mm at the 
edges. A current deviation on the photo
cathode of +25 V out of 15,000 V caused 
a spatial deviation of 2.5 mm on the 
streak tube phosphor, 15 mm off-center. 
Figure 2 shows an electron trajectory 
model of a tube with a 25-V variation on 
the photocathode of the streak tube. The 
model shows a 180-degree phase shift on 
each side of the center of the tube. The 
deviation from normal operation varied 
linearly from the center of the tube 
toward its edges. Therefore, a sinusoidal-
ly varying voltage of+25 V at a frequen
cy of about 100 MHz produced the same 
spatial deviations that appeared on the 
streaks obtained for the Kernville Event. 

Having determined the voltage varia
tion on the photocathode of the streak 
tubes, we modeled the temporal fluctua
tions in the sweep speed. We again used a 
25-V variation on the photocathode volt
age, with electrons exiting from several 
positions on the surface. We positioned 
the gating grid slit—a small aperture in 
the first electrode of the streak 
camera—off-center to simulate the con
figuration of the spatially multiplexed 
camera. As shown in Fig. 3, the voltage 
on the electron trajectories varies in the 
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temporal direction. When this deviation 
is swept, a temporal deviation becomes 
apparent. More electron modeling 
showed that the temporal deviations in the 
electron path were dependent not only on 
the variation in voltage but also on the 
position of the electrons in relation to the 
gating electrode slit and the slit position in 
the tube. Figure 3 shows the electron 
paths when the gating grid slit is above 
the center of the tube axis. The upper 
electrons are deflected higher with a 25-V 
potential drift than with the normal photo-
cathode voltage. The lower electrons are 
deflected downward. When they are 
swept, the upper electrons appear to slow 
down as the voltage is increased, while 
the lower electrons speed up. At a point 
between the lower edge of the slit and the 
center of the slit, the electrons do not 
deviate with these fluctuations in the volt
age. II the slit were positioned on the 
lower side of the camera, the reverac 
would be true—the lower electrons would 
slow down and the upper electrons would 
speed up. Therefore, to deduce the proper 
timing for each channel, we must know 
where all channels are input to the streak 
camera. Also, we cannot determine the 
correct timing information only from the 
spatial deviations or from the fluctuations 
in voltage on the photocathode. 

Experimental Verification 
Four streak cameras Were used on the 

Kernville Event1, one Kenteeh camera 
and three LLNL-designed cameras, two 
containing RCA tubes and the third an 
ITT tube. We performed laboratory tests 
on these cameras to verify the spatial and 
temporal variations observed on field 
data and predicted by the electron mod
eling code. The photocathode voltage 
was varied by capacitively coupling a 
radiofrequency (rf) or pulse signal to the 
photocathode. 

Capacitive coupling to the photocath
ode was achieved by using a 2-in.-diam 
copper plate terminated in 50 fl and 
placed 1.5 in. from the photocathode. A 
Delrin spacer, inserted between the plate 
and the pholocathode. held the fiber-optic 

inputs and prevented high-voltage break
down. The capacitance between the plate 
and the pholocathode was approximately 
3 pF. A grid dipmeter was used to deter
mine any resonance conditions for the 
four cameras. Figure 4 shows some 
results from this experimental procedure. 

Streaks produced with the ITT tube, 
which had a spatial multiplexing gating 

board, showed a strong resonance al about 
77 MHz. Streaks from the other lubes 
showed no strong resonances. Data from 
all four camera lubes showed spatial and 
temporal deviations that matched well with 
the theory. Each camera tube had a differ
ent coupling coefficient and. therefore, a 
different amplitude of spatial and temporal 
deviations. The RCA tube with the special 
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Fipure 2. Internal structure of a typical streak camera that incorpo
rates a gating grid structure. The operating voltages arc photocathode, 
-15 kV; gating grid.-I4.X54 kV: focusing electrode,-13.310 kV; and 
anode. 0 V. The cross section is shown in the spatial direction of the 
tube. Vertical lines are equipolential lines. Solid horizontal lines are 
electron trajectories with a pholocathode voltage of-15 kV: dashed 
lines are trajectories with a photocathode voltage of-14.975 kV. 
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Figure 3. Internal 
structure of a typical 
streak camera where 
the temporal slit is 
off-axis. The devia
tion of the electron 
orbits is nonsym-
metric about the 
center of the slit in 
the gating grid. 
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Figure 4. Streak distortions resulting from 
external voltage modulation, (a) ITT tube, 
50-V peak, 100-MHz voltage modulation; 
(b) Kentech tube, 50-V peak. 120-MHz voltage 
modulation; (c) RCA tube, 32-V peak, 63-MHz 
voltage modulation; (d) RCA tube, 48-V peak, 
100-MHz voltage modulation. All sweeps are 
30 ns, shown in the vertical direction. 

gating board for spatial multiplexing had 
the largest coupling coefficient; therefore, 
its spatial variation had the largest ampli
tude. All of the tubes were frequency sen
sitive in their coupling coefficients. 

Pulsed input induced ringing at a fixed 
rate for each cameras. The ringing period 
and duration did not seem to be a func
tion of the input pulse dutation. They 
remained nearly constant on all cameras 
for about 7-8 ns, regardless of the input 
pulse amplitude or duration. 

The streak camera incorporating the 
spatial multiplexing gating board exhibit
ed several other problems that were not 
seen on records from the Kernville Event, 
nor could they be modeled with the elec
tron trajectory code. A sweep speed 
deviation of a factor of 2, sweep start 
time variations, and an inhibited sweep 
trigger all occurred over certain rf ranges 
and amplitudes. We determined that trig
ger grounds picked up the rf signal, thus 
causing the sweeps to trigger improperly. 
By shortening the trigger leads and loop
ing them through ferrite beads, we elimi
nated these irregularities. The other tubes 
tested were not affected by this problem. 

Nuclear Test Program experimenters 
use x-ray detector-spectrometer systems 
in underground tests to measure time-
and energy-resolved x-ray fluxes. 
Calibrating such a system is a multistep 
process because, between the x-ray detec
tor and the system output (at the charge-
coupled device, or CCD, camera), the 
system may include three photocathodes, 
two microchannel plates, three phospho
rs, three electronic imagers, six fiber
optic faceplates, six optical interfaces, a 

Solution 
Although we do not know how radia

tion entered the streak camera module, 
we believe it caused the distortions on 
the four streak cameras used in the IBEX 
experiment on the Kemville Event. To 
obtain reliable data from these images, 
we needed to straighten the bends and 
correct for temporal deviations. The 
electron modeling showed that the spa
tial direction couid be fixed with a linear 
rescaling for each horizontal scan line. 
The temporal deviations were not linear, 
nor were they the same for v.ach input 
channel. In addition, we lost many of 
the reference points from the timing 
comb off the edge of the picture. 
Therefore, accurate timing could not be 
made for these images. 

On future events, the comb markers 
will be moved away from the edges to 
reduce the risk of losing them. If we can 
keep both left and right comb signals, a 
linear timing algorithm between the two 
could restore the correct timing informa
tion, assuming the array location is accu
rately known in reference to the slit on 
the gating electrode. 

set of optical mixers, a coherent linear 
fiber-optic array, a fiber-optic reducer, 
and a CCD imager—all in a single series 
path! We characterize each discrete ele
ment of this system individually, then 
characterize appropriate subsystems. 

The precision and accuracy of any 
measurement or diagnostic device can be 
ascertained only after individual compo
nents and the overall system are checked, 
characterized, and calibrated against 
standard measurements. Because NTES 
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increasingly relies on liber optics for 
transmitting dala signals from detectors 
to electronic analysis equipment, we are 
developing new instrumentation and 
optical techniques to calibrate complex 
and precise fiber-optic systems. Here ue 
report on calibration techniques devel
oped lor upcoming evenls. 

Calibration Traceability 
In the last ten years, we have increas

ingly used fiber-optic arrays to transmit 
data signals from radiation detectors to 
sophisticated electro-optical devices 
such as electronic streak cameras, spec
trophotometers, and silicon detectors, 
all of which are calibrated by radiomet
ric and photometric measurements. 
Only if each component calibration is 
traceable to primary standards can we 
assume that the data gathered during an 
experiment or nuclear test accurately 
represent physical phenomena. Our 
group is responsible for calibrating elec
tro-optic equipment efficiently and eco
nomically, with demonstrated 
traceability to primary standards. 

The foundation of a traceable measure
ment is a simple quantity measured at the 
National Institute of Standards and 
Technology (NIST. formerly the National 
Bureau of Standards) or at DOE's primary 
standards facility at Sandia National 
Laboratory. Albuquerque. The Opto
electronic Calibration Facility (OCR at 
LLNL serves as a secondary standards 
laboratory and can calibrate measurement 
devices with traceability to NIST or 
Sandia. OCF devices can. in turn, he used 
to calibrate other devices or systems. 
Establishing OCF as a single point of sec
ondary standards has provided better 
coordination of measurement and calibra
tion between LLNL and our subcontrac
tor. EG&G. and has assured traceability 
for calibration devices. 

For example, for the Contact Event. 
OCF calibrated a Cares 2390 dual-beam 
spectrophotometer for wavelength and 
transmittance measurements w ith NIST-
calibrated bandpass, 'icutral density, and 

holmium-oxide glass filters. The inslru-
ment measured the set of NIST primary-
standards several times, and statistically 
compared OCF and NIST measurements 
for transmission or wavelength accuracies 
and for the repeatability of OCF measure
ments. These comparisons are performed 
periodically to ensure proper instrument 
operation. Il is then possible to use the 
Carey 2390 to calibrate other bandpass or 
neutral-density fillers, provided the filters 
are used consistently with respect to tem
perature, spectral band shape or size, 
beam size, and beam collimation. 

Through this chain of comparisons, we 
calibrated new diagnostic systems for the 
Contact Event, which will have six sepa
rate experiments using 27 liber bundles (a 
total of 4X52 libers) for calibration, timing, 
and data transmission. Although the 
longest fiber is only 22.8 m, a total of 
76.597 m of quartz fiber will be used on 
this event. The fibers are contained in 123 
separate input and output arrays with 
seven different types of fiber configuration 
to match the specific experimental require
ments. Noncoherent (not in a specific 
orderi fiber bundles with a round configu
ration will be used for timing, and square-
contlgured fiber bundles will be used for 
simultaneity measurements. Dala will be 
transmitted between detectors and analysis 
equipment by coherent fiber arrays of var
ied spatial arrangements. 

Streak Cameras 
A major path of dala transmission is 

from radiation deteciors to streak cameras. 
A streak camera has two input arrays, each 
of which may have 118 abulted libers in a 
coherent linear pattern coming from sever
al detector heads. Detector heads have 
many different fiber configurations includ
ing 219 double-row close-packed fibers 
used for the HYJACS (HYdrogen Johann 
Active Crystal Spectrometer) spectrome
ters, and single- and double-row spaced 
fibers apart from one another. By using 
fibers in pairs, we can double-sample each 
location in the detector recording plane 
and conned separate libers to low- and 

high-gain streak cameras, thus extending 
the dynamic range of the system. 

Between the detector and these paired 
libers is a mixer made up of square-
quartz rods with widuYlength ratio of at 
least 1:10. This optical device has Iwo 
functions: 

• Define the sampling region at the 
detector. 

• Distribute light coming from any 
point in this defined region uniformly over 
the output area sampled by the fiber pair. 

We are currently preparing for the 
Contact Event, which requires 28 fiber-
array-mixer assemblies with elements 
ranging from 0.5-127 mm in length. 
Some mixer assemblies have 58 elements 
of three different sizes. To keep the 
fibers mated to the small elements 
(0.2-mm core fiber and 0.5-mm mixer 
elements), mechanical tolerances must be 
kept within 0.05-mm (nonaccumulating) 
error on both the fiber array and mixer. 
The fiber arrays and mixer arrays are 
located within their housings to 0.05 mm. 

We developed instrumentation and 
techniques to optically calibrate the bun
dles and mixers. When the bundles 
arrived, Ihcy were given a general inspec
tion followed by specific tests, including 
measuring the physical length, localing 
the various detector groups in the streak-
camera heads, establishing that the fibers 
were located in the correct sequence and 
were all transmitting, measuring the 

' width of the streak-camera array, measur
ing transmission variation, and making 
photomicrographs where necessary. 

The mixers were mechanically 
inspected before the following optical 
measurements were made: numerical 
aperture of the elements, transmission 
versus input angle, transmission varia
tion Irom element to element, spectral 
transmission, output variation across the 
output face of a single element, and 
cross-talk from an clement to its neigh
bors. Photomicrographs were made 
where necessary to document anomalies. 

Figure I shows the instrumentation for 
calibrating the combination of bundle. 
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mixer, and fiber-optic faceplate. The 
integrating sphere is a uniform radiator 
used to simulate a fluor, and the bun
dle/mixer/faceplate combination is con
figured as it will be for the experiment. 
First, the optical radiation coming from 
the port of the integrating sphere is mea
sured using a calibrated radioi. eter in 
W/cm-/sr. Then the fiber-optic compo
nents are inserted, and the power out of 
each fiber is simultaneously measured 
with a calibrated solid-slate-array cam
era. This allows us to relate measured 
signal to absolute input intensity. 

With accurately known pulsed and 
steady-state light sources available, the 
detector system shown in Figure 1 is 
temporarily disconnected in appropriate 
places to determine its response. 
Initially, most components are character
ized separately, and then built up section 
by section and tested for subsystem 
integrity and response. A final end-to-
end check will be done with low-level 
steady-state x rays used at the detector 
input. Both the streak camera and the 
CCD camera will be operated in continu
ous mode. The CCD image array will 
integrate its input signal for approxi
mately 5 ms and then transfer the result
ing image to a special image processor 
designed to repetitively sum the digitized 
image in a summing image plane. The 

Figure 1. Fiber-optic 
calibration set up. 

technique is esscn'ially a signal-averag
ing scheme that can recover a low-level 
signal buried in noise. The current sys
tem, called a Z-box. is an improved vei -
sion of one used only once before for a 
similar purpose. It is expected that this 
approach will further improve the accu
racy of the spectrometric measurements. 

Silicon Photodetectors 
Using a similar chain of comparisons, 

the OCF uses other NJST secondary 
standards to calibrate radiometers, 
photomulliplier tubes, and silicon pho
todetectors by a substitution method. 
For example, scanning and filter 
monochrometers are calibrated with 
NIST-lraceable spectral line sources, 
neutral density and bandpass filled, and 
electrometers. The flux per unit wave
length for a particular monochrometer 
experimental configuration is measured 
by a silicon photodetector secondary 
standard and then the silicon photodetec
tor to be calibrated. The current from the 
device to be calibrated is measured and. 
because the flux as measured by the stan
dard detector is known, a simple equa
tion gives the spectral response for the 
instrument under test. When using 
NIST-supplied radiometers for error 
analysis of the OCF calibration system, 
we found errors of 2% or less. 

These calibrated devices had several 
important functions. Calibrated silicon 
detectors were provided to EG&G for 
acceptance and characterization testing of 
all streak cameras, MCPIs (microchannel 
plate intensifier), fiber-optic reducers, and 
CCD cameras. A second set of calibrated 
silicon detectors was provided to LLNL 
and EG&G Atlas for the calibration and 
characterization of the optoliner and inte
gration-sphere calibration light sources. 
These calibration light sources, as previ
ously discussed, have significant impact 
on the new electro-optic diagnostic sys
tems because of their use in streak-cam
era, SPAC (Spectroscopy Array Camera), 
and CCD camera calibrations. Finally, a 
radiometer and calibrated SPAC camera 
were used to calibrate coherent fiber-optic 
bundles and mixers. 

We will soon be able to verify our com
ponent calibrations by coupling the com
plete system and performing a single 
calibration from the x-ray input to digital 
bit-stream output. This single calibration 
has been impossible because appropriate
ly strong pulsed x-ray sources were 
unavailable in the laboratory. We are now 
testing a special time-integration scheme 
that should circumvent this problem. The 
technique requires a light source with a 
specified spectral bandwidth and an accu
rately known and controllable output so 
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that the detector components are calibrat
ed by what is essentially a signal-averag
ing scheme that can recover a low-level 
signal buried in noise. Two types of 
instrument are used. 

The first type is a collimated source 
called an oploliner. A removable hemi
spherical diffused surface is illuminated 
either with a shrouded annular-pulsed 
xenon light source or a series of incandes
cent lamps spaced in a similar annular 
shroud. Reflected light from the hemi
sphere passes through a bandpass (liter, 
one or two neutral density filters, and. if 
required, a precision transparency slide 
with an appropriate resolution chart or 
other image-forming pattern. A flat-field 
lens assembly collimates the light and 

forms an image of the slide at a focal plane 
a short distance beyond the front of the 
lens barrel assembly. The lens has adjust
ments for both focus and focal length. 
The complete unit is designed to have a 
flat-field illumination coverage within 
±\%. Calibration involves placing a sili
con photodiode detector with known 
response in the output image plane of the 
oploliner with only the bandpass filter in 
place. (The pholodiode calibration trace-
ability is established and maintained by 
the OCF.) Once the maximum light out
put of the oploliner is determined, it can be 
reduced in precise amounts by insertion of 
OCF-calibrated neutral-density filters. 

The second type of light source is an 
integrating sphere with similarly inter

changeable pulsed or steady-slate light 
sources. Because this source is not colli
mated, only bandpass and neutral density 
filters are in the path from the light 
source to the sphere. At the plane of the 
integrating sphere exit port, light exits 
uniformly throughout virtually the com
plete 2it solid angle. This instrument is 
calibrated in a similar fashion, except 
that a cnllirruted field radiometer (also 
calibrated by OCF) measures the light 
flux at the sphere exit port. 

In summary, our efforts to streamline 
the calibration of an electro-optic system 
are making it more efficient and econom
ical to produce reliable data i om under
ground nuclear tests. 
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Time-Resolving Intensified Detectors for Low-Level 
X-Ray Detection 
K. E. Stewart, M. W. Rowers, M. K. Carter, and D. F. Price 

Figure 1. Schematic of an MCP-intensified 
x-ray delector with an x-ray photocathode to 
convert incident x rays to photoelectrons; an 
MCP to amplify a photoelectron; a fast phosphor 
to convert the electron's kinetic energy to light, 
and a fiber-optic faceplate to transmit the light 
out of the vacuum system. The electrostatic-
focusing electrodes compress the electron cur
rent oui of the MCP in one dimension while 
preserving spacial resolution in the other. 
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In recent years, increasing sophistication 
of high-density plasma experiments at 
NTS required the development of new 
low-energy x-ray detectors capable of 
sensing low-level signals in a hostile envi
ronment while simultaneously maintaining 
high-imaging fidelity and subnanosecond 
time resolution. In response, we have 
developed a new generation of fast x-ray 
detectors specifically designed to meet the 
challenges of underground test applica
tions. The detectors are based on 
microchannel-plate(MCP)-inlensified 
detectors previously developed at LLNL 
for lime-resolved measurements of x-ray 
emission from electrical gas-discharge 
plasmas and laser-produced plasmas.1 We 
built and successfully fielded a detector 
with a continuous time resolution of about 
400 ps. The detector converts x-ray flux 
into an optical signal 1000 times brighter 
than the incident x-ray signal. This 
conversion efficiency is nearly a million 
times greater than that of the passive phos
phors and scintillators used previously for 
x-ray detection in this energy range. By 
electrically gating the MCP, this detector 
achieves time resolutions of 100 ps for 
specialized applications. The use of effi
cient fast phosphors, such as In-doped 
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CdS WL1198 or Ga-doped ZnO WL1201 
(described elsewhere in this report), make 
the detector sensitive enough to detect sin
gle photons while maintaining sub-
nanosecond time resolution. 

Detector Description 
We use x-ray detectors for field appli

cations to convert incident x-ray signals 
into optical signals, which we then record 
and digitize by conventional, visible elec
tro-optical devices such us optical streak 
cameras and charge-eoupled-device cam
eras. Since electro-optical devices are 
fairly sensitive to the kinds of electro
magnetic pulses and nuclear radiation 
backgrounds that commonly exist in our 
experiments, they are located in heavily 
shielded and electrically isolated enclo
sures as far away from the experiment as 
possible. Coherent fiber-optic arrays link 
the x-ray detectors and convert the sig
nals to optical light at the site of the 
experiment to the streak cameras. These 
fiber-optic links are inefficient compared 
to typical laboratory apparatus because of 
large optical-insertion losses at interfaces 
and bulk-glass transmission losses. Thus, 
the field detector must provide more opti
cal signal per x-ray photon in order to 
transfer the signal to the streak cameras 
without more loss of information than a 
lelector built for laboratory applications. 

A schematic diagram of the basic 
detector that we have developed is shown 
in Fig. 1. The detector consists of an 
x-ray photocathode to convert incident 
x rays to photoelectrons, an MCP to 
amplify a phoMelectron incident on its 
input surface into as many as 10,000 
electrons on its back surface, electrostat
ic-focusing electrodes, a fast phosphor to 
convert the electron's kinetic energy to 
light, and a fiber-optic faceplate to trans
mit the light out of the vacuum system. 
The electrostatic-focusing electrodes 
shown in Fig. 1 compress the electron 
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current out of the MCP in one dimension 
(the integrating direction) while preserv
ing spatial resolution in the other (the 
imaging direction). The electrons are typ
ically compressed to strike the phosphor 
on a narrow strip corresponding to the 
entrance slit of an optical streak camera. 
The compression direction is the direction 
of the time sweep in the camera, and the 
si/e of the compressed image in this 
direction determines the ultimate time-
revolution element in the streaked image. 

We achieve imaging in the unswept 
direction by accelerating the electrons 
emitted by the MCP al the site of an inci
dent photoelectron. We accelerate them 
so rapidly that they cross the gap to the 
anode-phosphor surface before the)1 can 
move laterally across the imaging direc
tion (proximity focusing). We use a static 
accelerating field of 60-70 kV/cm gener
ated by applying 20 kV between the 
MCP and the anode. This voltage is 
much larger than the 2-3 kV used in con-
\enlional. laboratory x-ray detectors and 
helps to increase the optical gain of the 
detector by increasing the kinetic energy 
of the electrons hitting the phosphor. 
The large field strength employed in the 
detector and the MCP (20 kV/cm) make 
this system quite insensitive to stray field 
effects and electromagnetic pulses. We 
can operate the detector with reduced 
sensitivity as a two-dimensional imaging 
device by removing the focusing elec
trode. The phosphor is overcoated with 
a thin layer of Al (about 1000 A), which 
allows us to apply voltage to the phos
phor and to block background light. 

We have developed several other ver
sions of this detector, including a detector 
without the electron-focusing electrodes 
and one without an MOP. Many variations 
of this generic detecto* ire possible, 
depending on the incident x-ray flux levels 
and the particular application. The detec
tor shown in Fig. I was successfully oper
ated in an underground test environment. 

To make the MCP an efficient x-ray 
detector, we first coat it with an electrical 
conductor so we can apply bias voltage to 
the plate. We then vapor-deposit 0.2 |Jm 
of Au on both the front and back surfaces 

of the MCP--on the front surface al a 
grazing angle of 15 degrees to prevent the 
Au from traveling down the microchan-
nels and on the back surface al a 45 degree 
angle. We use an x-ray photocathode to 
convert the incident photons to electrons. 
We vapor-deposit the photocathode direct
ly on the Au on the from surface of the 
MCP by using the technique developed for 
Csl by Whiteley et al.- We have tried sev
eral x-ray pholocalhodes. including Au. 
Cul. and Csl. A typical thicknesses for 
both Cul and Csl is about 1000 A. We 
deposit ihe photocathode on the from of 
the MCP at a 45-degree angle. 

We also tested a version of this detector 
without the MCP. In this lest, we deposited 
0.1 urn of Al on a 0.5-|im polypropylene 
substrate. We then vapor-deposited 0.1 (Am 
of either Csl or Cul over the Al. Incident 
x rays passed through the polypropylene 
and the Al and interacted with the photo
cathode. A photoelectron was emitted and 
accelerated directly into the phosphor. 

Back-surface quantum yields for Csl 
are quite similar to the front-surface 
yields used in the MCP-based detector. 
We must take into consideration the 
x-ray transmission of the polypropylene 
and the Al when we determine the effec
tive quantum yield. In the transmission-
photocathode version, the electrons can 
be accelerated into the phosphor either 
by biasing the photoeathode to a nega
tive potential and grounding the phos
phor or by biasing the phosphor positive 
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and grounding the phoiocalhode. We 
can reduce efficiencies of the transmis-
sion-photocathode version from the 
MCP version hy approximately the gain 
of the MCP. 

Electron Focusing and Spatial 
Resolution 

The focusing electrode shown in Fig. 1 
enhances the the sensitivity of the detec
tor by compressing the electron current 
from the back of the MCP in one dimen
sion. We modeled the electron trajecto
ries between the MCP and the phosphor 
for various electrode geometries. Figure 2 
shows a typical set of electron orbits 
between the MCP and the phosphor-
coated fiber faceplate. In this case, we 
grounded the back of the MCP and the 
focusing electrodes and we biased the 
faceplate to +20 kV. The electric field 
between the focusing electrode and the 
faceplate is about 65.000 V/cm. We 
assumed the electrons were emitted from 
the MCP normal to the surface with ener
gy of 75 eV. For this geometry, we found 
that we could collect electrons from a 
4.7-mm-wide area of the MCP onto the 
500-|im-wide area on the faceplate, 
which corresponded to a compression 
ratio of 9.4. We also studied the electron 
trajectories for more realistic initial con
ditions, including variations in initial 
energy and angle We found these effects 
to be relatively small over typical ranges 
expected for the output of the MCP. 

Figure 2. A typical 
set of electron orbits 
between the MCP 
and Ihe phosphor-
coated faceplate. 
Back of the MCP 
and focusing elec
trodes are grounded. 
Phosphor-coated 
faceplate is biased to 
+20 kV. The electric 
field between face
plate and focusing 
electrode is about 
65.IXK) V/cm. 

0.58 0:70 
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We can estimate the loss of spatial reso
lution in the direction perpendicular to the 
compression direction by calculating the 
transit time of the electrons from the MCP 
to the phosphor, assuming an initial direc
tion and velocity, and by calculating how 
far the electron travels in the resolution 
direction from the time it leaves the MCP 
until it strikes the phosphor. Typical ini
tial angles are less than or equal to 10 
degrees, and initial energies are typically 
less than 100 eV. which corresponds to a 
displacement of about '• 00 p.m. The spatial 
resolution of the detector full width at half 
maximum, shown in Fig. 2. should be on 
the order of 200 jim. In general, the spatial 
resolution depends on the compression 
ratio of the detector because the MCP 
anode spacing and the electron flight time 
increase with increasing compression. Our 
present applications require detector spa
tial resolution ranging from 100-500 |im 
and electron-compression factors of 5-10. 

Spatial resolution in electro-optic 
devices typically degrades in pulsed opera
tion because of distortions in the focusing 
optics and space-charge repulsion of the 
electrons in the output signal. We mea
sured the pulsed spatial resolution of one of 
our detectors with a compression ratio of 
about 5 by placing a 50-|im-wide slit just 
in front of the MCP. A pulsed 300-ps elec
tron source illuminated the detector 

Figure 3. Detector time response calculated 
by the streak camera from data in the figure. 
The response time (5(H) ps) calculated by sub
tracting the modal dispersion in the libers and 
the finite-incident pulse width in quadrature. 
The measured time response thought to be a 
function of phosphor decay lime. 

62 

through the slit, which was oriented per
pendicular to the imaging direction. We 
recorded the spatial profile of the output 
light with photographic film. The detector 
was illuminated with electrons of sufficient 
intensity to totally saturate the detector 
MCP by depleting the stored charge in 
channel walls of the MCP. The spatial pro
file of the detector output under these con
ditions, which represent the most severe 
space-charge degradation possible of the 
detector's spatial resolution under normal 
operating conditions, was about 1.10 |im. 

Time Response 
We measured the time response of our 

detector using a WL1 I9X phosphor screen 
at the Janus laser facility at LLNL. The 
Janus laser is a frequency-doubled YAG 
laser with output energies in the range of 
0.01-10 J at 532 nm and focused to a spot 
70 |im in diameter to create a intense burst 
of x rays. We measured the x-ray pulse at 
215 ps full width at half maximum with a 
125-ps optical pulse from the laser. In our 
measurement, the output of the detector 
resulting from the x-ray pulse was sent to 
a streak camera through a 10-ft-long 
quartz-fiber array. The modal dispersion 
in the quartz-fiber array degraded the sys-

500 550 600 650 700 750 800 
Wavelength (nm) 

Figure 4. Spectral output of small grain-sized. 
In-doped CdS. The output spectrum in the red 
(about 700-800 nm) agreed well with previous 
measurements of this phosphor. Green com
ponent showed at 520 nm. Work done with 
the smallest particles (diameters less than 
lOum) in a batch of In-doped CdS. Significant 
red emissions resulted because particles not 
properly doped with In. By selecting only 
CdS particles larger than 10 um. we were able 
to eliminate Ihe red emission, which is slow 
compared to the green at 520 nm. 

tern lime resolution, it was measured at 
250 ps. The streak camera has a time res
olution of 9 ps. The detector response 
time measured by the streak camera is 
shown in Fig. 3. The measured rise time 
(10-90%) was about 230 ps. The full 
width at half maximum was 5(H) ps. We 
calculated the response lime from this 
dala by subtracting the modal dispersion 
in the fibers and the finite-incident pulse-
width in quadrature, yielding a detector 
response time of about 500 ps. The mea
sured time response is thought to be large
ly a function of the phosphor-decay time. 

We used two subnanosecond phosphors 
developed by W. Lehman' with this detec
tor when continuous lime resolution was 
required. One is ZnO (WLI20I). which 
emits at 390 nm (blue). The other is In-
doped CdS (WL1198). which has a char
acteristic fast emission at 520 nm (green). 
Single-crystal CdS has been shown to emit 
in the red with a characteristic time of 
about 5 pis. but the red emission is sup
pressed for properly-prepared In-doped 
CdS. By selecting only the smallest parti
cles (diameters less than 10 urn) ' n a batch 
of In-doped CdS, we created a phosphor 
with a fast green component (5(X) ps, 520 
nm) and a slow red component (5 (is, 700 
nm). Figure 4 shows the spectral output of 
small grain-sized. In-doped CdS. The out
put spectrum in the red agreed well with 
that measured in previous work with this 
phosphor.4 In addition to the red emission, 
we saw the green component at 520 nm. 
By selecting only CdS particles larger than 
10 p.m, we found that we could eliminate 
the red emission. The resulting phosphor 
had a time response of about 500 ps. Our 
speculation is that the smaller particles 
were not properly doped with In, which 
resulted in significant red emission . 

Efficiency 
We defined the efficiency of the detector 

as the ratio of the output flucnce of the phos
phor (into 4ir) to the input x-ray lluence: 

e = li{Ji:m. (I) 

where t'„u, = output lluence into An and 
Eln = incidence lluence. 
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We also measured the efficiency of the 
same detector used in the time-resolution 
measurement at Janus. For this measure
ment, the x rays emitted by the laser 
plasma were reflected from a carbon 
mirror (1.9 degree incident angle) and 
passed through a filter set containing 
either Be. Fe. or Al filters. Transmitted 
x rays with energies of 750cV (+ 50 eV) 
were incident on the detector. The inci
dent x-ray fluence is measured just in 
front of the detector with a solid-state 
p-i-n diode calibrated to 0.29 A/W/cm-
for 700-eV x rays. Since the solid-state 
p-i-n diode does not have sufficient time 
response to follow the incident x-ray 
pulse, we had to integrate the total cur
rent output from it to determine the total 
x-ray fluence incident on the detector. 
We could then calculate the input x-ray 
flux (in W/cm:) by dividing the total 
energy deposited by the x-ray pulse as 
measured by a fast x-ray diode or x-ray 
streak camera. We measured the output 
of the detector with an MCP-intensified 
optical streak camera. The output light 
of the phosphor was collected by a 
coherent fiber-optic faceplate (NA = 
0.66). The light out of the faceplate was 
transferred to the streak camera through 
a 200-p.m-core quartz fiber (NA = 0.27). 

We calculated the output energy of the 
phosphor from energy collected by the 
streak using the following expression: 

= EM (4;i) x 1.145 x 10-5. (2) 

where E^ is the energy (in ergs) recorded 
by the streak camera. £,„, is the output flu
ence (in erg/cm2). NA is the numerical 
aperture of the quartz fiber (0.27), and 
Afth., is the active area of the fiber (3.14 x 
KHcm2). In Eq. (2). we neglected any 

losses in the optical chain and assumed the 
output of the phosphor was Lambertian. 

Figure 5 shows the measured detector 
efficiency, as defined in Eqs. (1) and (2). 
at various MCP voltages for both Cul 
and Csl photocathodes. For this data set. 
the phosphor voltage was held constant 
at 17 kV. We found that the detector effi
ciency increased by about a (actor of 2 
for every 50-V increase in the MCP volt
age. We attained peak efficiencies of 
1000 with the Csl photocathode. Since 
the x-ray scintillators previously used to 
convert x rays of this energy to optical 
light have conversion efficiencies of 
about 0.001, this increase represents a 
potential million fold effective increase 
in conversion and detection efficiency, 
which is so large an increase in bright
ness that excitation of the channelplate 
by a single photoelectron can be record
ed on a remote streak camera through the 
fiber-optic link. The sensitivity of the 
detector is thus limited by the quantum 
photo-conversion efficiency of the pho
tocathode, which can be of the order of 

1000 

* 10 r 

-500 -600 -700 -600 -900 -1000 
MCP voltage (V) 

Figure 5. Measured detector efficiency with 
pulsed 750-cV x-ray excitation for Csl and 
Cul photocathodes vs MCP voltage. For this 
data set, the phosphor voltage was held al 
17 kV. Detector efficiency increased by 
about a factor of 2 for every 50-V increase 
in the MCP voltage. 

M)'/r for low-energy x rays of interest in 
our experiments. 

We also measured the variation of 
detector efficiency with phosphor volt
age. We found that the efficiency varies 
linearly with phosphor voltage above a 
threshold of about 9 kV. This threshold 
was caused by electron-energy deposition 
in the Al layer overcoating the phosphor. 

Conclusions 
We have developed an imaging x-ray 

detector with subnanosecond time 
response, high efficiency, and gixxl spatial 
resolution. The detector is rugged, resis
tant to electromagnetic-pulse effects, and 
creates sufficiently high-intensity fast sig
nals to drive remote electro-optical instru
mentation through long-length fiber-optic 
links with single-photon sensitivity. 
These characteristics have made a critical 
improvement in our ability to diagnose 
high-energy density experiments. 
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Neutron-Treated, Ultrafast Photoconductor Detectors 
C. L. Waag and R T. Springer 

It has been observed that the resolving 
time of photoconductive detectors 
decreases dramatically after irradiation 
with reactor neutrons.' However, not 
much is known about the mechanism of 
this phenomenon. This effect is intrigu
ing because irradiation with gamma rays 
and even with high-energy Ar ions does 
not reduce the resolving time drastically. 

Since the energy and fluence of the 
reactor neutrons used in our earlier 
photoconductive-detector experi
ments 1- were not well characterized, we 
decided to study the effect of 14-MeV 
neutrons on Cr-doped and undoped 
GaAs and Fe-doped InP as a first step to 
understanding the mechanism of neu
tron irradiation. This paper presents the 
temporal response and sensitivity of 
photoconductive detectors to electrons, 
x rays, and a laser as functions of neu
tron fluence. We show that the detector 
resolution is reduced to less than 30 ps 
after irradiation with approximately I x 
10i'n/cm2(Ref. 3). 

Photoconductor Chips and 
Neutron Irradiation 

We fabricated GaAs, GaAs:Cr, and 
lnP:Fe detector chips with homogeneous, 
photoconductive semiconductors. Each 
chip was 1 mm long, 2.5 mm wide, and 
0.4 mm thick. We deposited thin elec
trodes with ohmic contact on both ends 
of the lop surface, leaving an active area 
1 x 2.5 mm at the center. We placed the 
chips for irradiation 10-200 cm from the 
rotating-target neutron source at LLNL 
and accumulated fluences from 1 x 10 1 2 

to 5 x I0 I S n/cm2. After the irradiation, 
we cooled the chips for about 2 weeks. 
We then inserted them into a 50-12 
stripline with coaxial cables connected to 
both ends and took the signal from one 
end while applying the bias voltage at 
the other. 

Measurement of Detector 
Response 

We measured the temporal response 
and sensitivity of the photoconductors to 
electrons and x rays using EG&G's 
17-MeV linear accelerator (linac) at Santa 
Barbara. The shortest pulse one can 
obtain from this linac occurs at a low-
electron current (approximately 100 mA). 
In earlier experiments with a Cerenkov 
detector coupled to a streak camera, the 
linac staff estimated that the length of the 
electron pulse was greater than 30 ps. 

We recorded the signals from our pho-
toconductors with a sampling oscillo
scope that averaged 20 linac pulses. 
Figure 1 (a) and (b) shows the response 
of'GaAsiCr to electron pulses. Figure 1(a) 
shows the detector response with and 
without 1.8 x 10 1 2 n/cm2 irradiations. 
We observed no significant change at 
this fluence. Note that the response has a 
rather long tail, which negates the useful
ness of the detector for high-bandwidth 
application. In Fig. 1(b) through (f), we 
see a dramatic improvement of the detec
tor response as the fluence is increased 
from 1.6 x 10 1 1 to 3.4 x 10is n/cm2. The 
long tail is entirely eliminated at approx
imately 1 x lO1 5 n/cm2 irradiation. The 
shortest pulses ranged from 41-48 ps. 
Taking the electron pulse to be 30 ps and 
the sampling-scope response to be 25 ps, 
we estimated the detector resolution to 
be 12-28 ps (i.e., less than 30 ps). 

Figure 2(a) restates the information of 
Fig. 1(a) and (b) in graphic form. Since 
the pulse width and amplitude are propor
tional to the charge-carrier lifetime and 
mobility, respectively, both lifetime and 
mobility decrease rapidly for fluences 
over 1 x I0 1 4 n/cm2. Figure 2(b) is a sim
ilar plot for undoped-GaAs detectors. 
The bias voltages on GaAs:C'r and GaAs 
detectors were 300 and 150 V. respective
ly. Hence, to compare the amplitudes 
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with and without doping, we multiplied 
the scale of Fig. 2(b) by a factor of 2. We 
observed that Cr doping reduced the 
amplitude as well as the pulse width. 

We obtained similar data with 
bremsstrahlung x rays generated by stop
ping 17-MeV electrons. In these experi
ments, however, the electron current had 
to be high (approximately 100 A), which 
made the pulse length longer (approxi
mately 100 ps). The detector quickly 
reached the system response, limiting the 
usefulness of the time-resolution mea
surement below 100 ps. 

Carrier Mobility 
We measured the carrier mobility of 

these photoconductors using a YAG laser 
with a pulse compressor and a KDP fre
quency doubler that provided 3- to 6-ps 
pulses at 532 nm. We focused the beam 
down to fill the active area of the detec
tor (1 x 2.5 mm) so that we could mea
sure the incident power accurately. A 
sampling oscilloscope recorded the 
detector output. 

The effective carrier mobility, account
ing for both free-electron and hole conduc
tion, is given in Eq. (1). from Ref. 4, as 

L' hv I 
eE(\ -y) V 

where L = 1 mm is the detector length, 
hv is the photon energy, e is the electron 
chaige. £ is the incident optica) energy, 
y = 0.34 is the surface reflectance, / is 
the observed peak current, and V is the 
bias voltage. 

Figure 3 shows the result of the mea
sured carrier mobility for Cr-doped and 
undoped GaAs as a function of the neutron 
fluence. As expected, the effective mobil
ity decreased monotonically as the tluence 
increased. The Cr doping reduced the 
effective mobility because photogenerated 
carriers were scattered with Cr impurities. 

Detector Characterization with 
Low-Energy X Rays 

We will use an array of discrete photo-
conductor detectors, similar to those 
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described earlier in the paper, as a last 
and reliable readout of an x-ray spec
trometer. We now use a spherically 
curved crystal to Bragg-rellecl and 
image x rays from several different 
sources simultaneously. On the spec
trometer-output plane, the spectra from 
the different sources are spaced by only 
0.2 cm. requiring the use of small, sensi
tive, and finely positioned readout detec
tors. Although we do the primary 
spectrometer readout with a fast phos
phor and an optical streak camera, we 
will use the pholoconductive detectors 
as a redundant diagnostic. 

The OaAs pieces with ohmic contacts 
were neutron damaged in the Omega West 
Reactor of Los Alamos. We surrounded 
the pieces with B 4 C and In foil to capture 
thennal neutrons and placed them in close 
proximity to the reactor core for a sul'fi-

Figure 2. Pulse 
widths and ampli
tudes of (u) GaAs:Cr 
and (b) GaAs detec
tors us a function of 
neutron-irradiation 
flucncc. 

Figure 3. Effective 
carrier mobility of 
free electrons in Cr-
doped and undoped 
GaAs as a function 
of neutron-irradia
tion fluence. 

cienl duration to give response times of 
about 150 ps. With higher neutron doses, 
the detectors will have faster response 
times but lower sensitivities. Heavy neu
tron damaging was not desirable for the 
x-ray spectrometer application, since a 
1 50-ps response time is adequate and the 
highest sensitivity is desired. We cooled 
the chips until they were safe to handle, 
then polished the x-ray entrance side. 

We mounted the I- x I- x 0.5-mm. neu
tron-damaged GaAs detectors in an end 
cap that fits at the end of a 5-cm piece of 
0.141-in.-diam Cu-eoaxial cable. We 
made connections to the GaAs crystal 
using Ag epoxy. Spring bellows connect
ed one side of the crystal to the center 
conductor of the coaxial cable, and a pro
tecting end cap connected the other side 
of the crystal to ground. An SMA con
nector terminated the 0.141 -in. Cu jack. 
When assembled, we could bias the delec-
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tors to about I kV. which we applied 
through a high-bandwidth coupling can. 

As ;i check to verify that the detectors 
functioned and had adequate time 
response, they were biased to I kV and 
excited with 55-ps pulses of 800-nm light 
from a GaAs laser diode. The detectors 
showed a time response of approximately 
150-ps full width at half maximum and 
exhibited no long-lived tail. 

We calibrated the detectors for sensitiv
ity using two different techniques. The 
first technique used pulsed x rays from a 
laser-produced plasma. The second tech
nique used direct-current x-ray sources. 
The pulsed calibration used x rays with a 
mean energy of 2 keV. a pulse duration of 
about 2(X) ps, and peak intensity of 1.1 x 
KH W/cm : . We performed the direct-
current calibrations to obtain the correct 
range of x-ray energies of interest in the 
spectrometer application. 

We used the Janus laser facility at 
LLNL to produce a 200-ps pulse of 
x rays. We frequency doubled the doped-
glass laser and operated it with a pulse 
duration of 100 ps. We focused the laser 
to a spot size of about 30 Jim onto a Ti 
foil, placed a filter of 1.27 Jim Be filter 
on a 50-ps, 8201 x-ray diode, and record
ed the x-ray puis.; using a 50-ps 
Tektronics 7250 oscilloscope. The 
observed x-ray pulse had a full width at 
half maximum of 225 ps. The pulsed 
x rays excited the pholoconduclive 
detector, and the energy deposition of the 
x-ray pulse was determined using two 
calibrated Si />-/-w-diode detectors. One 
p-i-n diode had a filter identical to the 
pholoconduclive detector and measured 
the x-ray intensity behind 1.27 Jim of Be. 
The other p-i-n diode had an x-ray filter 
of 5.08 jim of Be. which we used to 
determine the mean energy of the x rays, 
approximately 2 keV. The photoeonduc-
tive signal, shown in Fig. 4. has a full 
width at half maximum of 475 ps. close 
to the bandwidth limit of the Teklronics 
7104 oscilloscope used to record the sig
nal. The oscilloscope was used to record 
a 60-ps pulse from the pulse generator, 
and the full width at half maximum of 
the observed trace was approximately 
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400 ps. The 475-ps width of the 
observed photoconductive signal was a 
combination of the photoconductive 
response time, the 225-ps time duration 
of the x-ray pulse, and the 400-ps oscil
loscope response time. The observed 
trace was consistent with a photoconduc
tive time response of about 150 ps. as it 
was with the GaAs laser diode. 

Because the p-i-n diodes and photocon
ductive detectors both have similar, flat, 
x-ray spectral responses in the 1 - to 3-keV 
x-ray region, we can relate the sensitivi
ties of the photoconductive detector 
to those of the p-i-n diodes without a 
detailed knowledge of the incident x-ray 
spectrum. The p-/-H-diode signals imply 
a total of 294 uj/sr of x rays behind the 
1.27-um Be filter and a total of 648 uj/sr 
behind the 5.08-jim Be filter for the laser 
shot of 2.64 J. The total charge collected 
from the photoconductive response to the 
measured x-ray energy deposition implies 
a sensitivity of 7.1 mC/J. 

The theoretical efficiency of the photo
conductive detector is given by 

Tlptd = f VT /w£ c h 
(2) 

Here, e is the electron charge, v is the 
carrier drift velocity. T is the carrier 
recombination time, iv = 0.05 cm is the 
gap width, and EA = 5 eV is the energy 
per electron-hole pair in GaAs. The 
measured efficiency implies a value of 
1.78 urn for the product vt. The detector 
has only 3.6% of the intrinsic efficiency 
because of the neutron damaging. With 
an estimated Me recombination time of 
120 ps. based on the pulsed-laser excita
tion data, the drift velocity is about 
1.48 x I0 7 cm/s. This value is below that 
of intrinsic GaAs biased at 2 x 104 V/crn. 
The carrier mobility u is 741 cm :/Vs at 
this bias level. 

The second technique for calibrating 
the detectors is to use x rays from stan
dard x-ray lubes. When we bias ;he GaAs 
detectors, they have a leakage current of 
about 1 U.A caused by the resistance of 
GaAs. This leakage current far exceeds 
the typical currents (100 pA) induced by 
laboratory x-ray tubes. To extract the 

small x-ray-induced detector current, we 
chop the x-ray beam at a 1 -kHz rate and 
use a phase-lock amplifier to extract the 
x-ray-induced detector current. We can 
extract a current as low as I pA using this 
method. Preliminary calibrations show 
that the detectors have a reduced sensitivi
ty of 2.4 mC/J to 25-keV x rays. The 
large difference in penetration depth may 
cause the observed difference in sensitivi
ty to 700 eV- ;:nd 25-keV x rays. We will 
perform a similar measurement using 
low-energy x rays, and we will investigate 
the pulsed versus direct -current response 
using optical excitation. 

Discussion 
Ultrafast GaAs and GaAs:Cr semicon

ductor detectors can be produced with 
14-MeV neutron irradiation. We also 
obtained InP:Fe detectors of similar 
speed using the same process. However. 
InP detectors often exhibit a substantial 
increase in dark current, which indicates 
that more delicate control of the InP is 
required. For this reason. GaAs is usual
ly preferred to InP. 

As mentioned earlier, irradiations with 
gamma rays and high-energy Ar ions 
(1.1 GeV/nucleon) did not change the 
carrier lifetime substantially. Since the 
main energy-loss mechanism of these 
particles in matter is ionization, electro
magnetic interaction appears ineffective 
in controlling the carrier lifetime. On the 
other hand, the interaction for neutrons is 
virtually all caused by strong interaction. 
In 14-MeV n-Ga or «-As interactions, 
although the elastic cross section is 
somewhat larger than the nonelastic 
cross section, the elastic scattering plays 
only a minor role in the energy transfer 
from neutrons to atoms. This is because. 

in these two-body collisions, the neutron 
is much lighter than the target atom, and 
the differential cross section is peaked 
forward. The dominant energy transfer 
is through nonelastic channels, and the 
resulting large number of atomic dis
placements is responsible for changing 
the carrier lifetimes and mobilities. 
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We now know how to make fast radia
tion detectors by radiation treatment of 
photoconductors.1 The treatment consists 
of generating crystal defects, which serve 
as charge-carrier traps and fast recombina
tion centers, by shortening the carrier life
time. Thus, the fast response is obtained 
by quickly eliminating the charge or at the 
expense of detector sensitivity. 

Fast photoconductive detectors are 
sensitive enough for many applications, 
such as x-ray, gamma-ray, neutron-, 
proton-, and electron-flux measure
ments. They are, however, not sensi
tive enough for certain x-ray 
measurements requiring <300-ps reso
lution. We therefore undertook to 
develop fast positive-intrinsic-negative 
(p-i-n) diodes that are much more sen
sitive than photoconductor detectors. 
In general, p-i-n diodes consist of a Si 
wafer with a p layer and an n layer 
sandwiching an intrinsic layer, the / 
region. P-type conductivity is associat
ed with holes in the semiconductor, 
which are equivalent to positive 
charges. N-type conductivity is associ
ated with electrons in a semiconductor. 

Sensitivities of p-i-n Diodes and 
Photoconductor Detectors 

Both p-i-n diode and photoconductor 
detectors operate under the same princi
ple. They collect charge carriers gener
ated in the solid by incident radiation to 
the electrodes connected to an external 
circuit. The sensitivity S of both detec
tors is given by 

c E „ 

where E is the energy of the radiation 
absorbed, w is the average energy 
required to generate an electron-hole 
pair, and r\ is the collection efficiency 
defined as the fraction of the generated 

carriers collected by the electrodes 
before recombination. 

For Si p-i-n diodes, w = 3.67 eV and 
q = 1. The 2.5-ms carrier lifetime is 
much longer than the collection time so 
that all charges are collected. Consider 
a flux of low-energy x rays totally 
absorbed in the depletion region. The 
dead layer at the entrance window can 
be made quite thin (-0.1 urn) so that the 
attenuation can be neglected. The cal
culated sensitivity is S = 4.4 x 1(H7 

C/keV = 270 mA/W. 
For a photoconductor, we adjust the 

carrier lifetime T by radiation damage to 
match the desired detector speed. To cal
culate the charge-collection efficiency, 
consider an electron generated at a dis
tance .v from the anode. The probability 
for the electron to reach the anode is e-"T, 
where / = Lx/\iV is the transit time of the 
electron, L is the gap between the elec
trodes, u. is the electron mobility, and V 
is the applied bias. The collection effi
ciency is then given by 

I f — 
n = ± euVx x d x 

L J,, 
r 

= ^ ( l - e " " 0 - ^ f c r x « r , (2) 

where T = L2foV is the transit time for an 
electron to cross the gap. For T = 200 ps, 
L = 1 mm, and V = 500 V, the value of T 
is 16.7 ns assuming u. = 1200 cm2/V-s for 
neutron-damaged GaAs (Ref. 1). The 
collection efficiency is only 1.2%. and 
the calculated sensitivity is S - 4.8 x 
10-1^ C/keV = 3 mA/W assuming w = 
4 eV. Thus, a 200-ps neutron-damaged 
GaAs detector is about 100 times less 
sensitive than a Si p-i-n diode. 

It is instructive to visualize the insen-
sitivity of the fast-photoconductor 
detector by calculating the distance .v 
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the election moves during the 200-ps 
lifetime. Thus. 

. , £ . . 12 urn . (3) 

Only electrons generated within 12 urn 
of the anode are collected. The effective 
length of the detector shrinks from I mm 
to 12 (im. 

Resolving Time of the p-Un 
Diode 

It is clear from the above analysis 
that a p-i-n diode is indispensable 
when the radiation flux is low. 
Unfortunately, it is not easy to make 
p-i-n diodes fast. In fact, if fast p-i-n 
diodes of reasonable size had been 
available in the past, development of 
the fast photoconductor may not have 
been necessary. 

The response of the p-i-n diode is con
trolled by the rise and decay time. To 
make the rise time fast, carriers need to 
be collected quickly. We can reduce the 
transit time by making the depletion 
depth thin. A depletion layer that is too 
thin, on the other hand, is detrimental to 
the decay time, which is determined by 
the RC constant of the circuit. The load 
impedance R is usually 50 CI. The term 
C is the capacitance of the p-i-n diode, 
which is effectively a capacitor with the 
depletion layer as the dielectric. Clearly, 
it is necessary to optimize the rise and 
decay times. 

Another consideration for low-energy 
x-ray detection is that the entrance win
dow should be of p-type Si. Because 
x rays are absorbed near the entrance 
window, slow holes with one-third the 
mobility of electrons need not travel far 
before reaching the anode. We let the 
fast electrons cross the depletion layer to 
reach the cathode. Note that the p-i-n 
diode is reverse-biased. By convention, 
the anode collects the holes and the cath
ode collects the electrons, contrary to the 
vacuum-tube diode in which electrons 
are collected by the anode. 

For a 20-u.m depletion depth d, the 
electron transit time is 200 ps. Here, we 
apply a sufficiently high bias voltage 
and use the scattering-limited velocity 
107 cm/s as the saturation velocity. For a 
diode with an area A of 1 mm2, the capac
itance C is given by EEo Aid = 5.2 pF, 
where £ = 11.7 is the dielectric constant 
of Si, and e,, = 8.854 x 1(HJ F/cm is the 
permittivity of free space. The decay 
time is then 260 ps. 

Experiments 
Three p-i-n diodes with a 1-mrn- sensi

tive area, 0.6-|im entrance dead layer, 
18-nm depletion depth, and 30-nm exit 
layer were fabricated by Quuntrad 
Corporation. Their standard technique 
provided an »-type, rather than p-type, 
entrance window that is desirable for 
low-energy x-ray detection, as men
tioned earlier. We measured the 
response of these p-i-n diodes at a 200-V 
bias with a 100-ps pulse of 820-nm laser 
light. As shown in Fig. 1, the best rise 
time tr was 195 ps, and the FWHM was 
450 ps. Il appears that the diode size 
needs to be reduced to attain a 300-ps 
resolution with this type of construction. 

L 
ImV r 200 mV 

r f = 194.9 ps 
FWHM = 450.5 ps 

500 ps 

20 mV 

fr = 142ps 
FWHM = 300 ps 

SmV 

/ r = 110.3 ps 
FWHM = 239.8 ps 

In our search for a commercially avail
able diode with a p-type entrance window, 
we found a planar diffused p-i-n fabricat
ed by United Detector Technology with 
an area of 1.27 x 2.54 mm2 and a deple
tion depth of 10 |im. The p-i-n structure 
is isolated from the polysilicon substrate 
by a SiOi insulator. Although this p-i-n 
diode was not intended for high-speed 
applications, such a dielectric insulation 
may prevent carriers from slowly diffus
ing into the sensitive volume from sur
roundings; therefore, it can be helpful for 
fast detector response. We tested some 
samples provided by the manufacturer. 
To our surprise, the detector response was 
quite fast. The diode was biased at 40 V 
and placed in a 80-ps, 532-nm laser beam. 
Because the penetration depth of 532-nm 
light in Si is 1 |im. this was an excellent 
simulation for low-energy x rays. P-i-n 
diodes with the p-type entrance layer 
should yield the best results. When the 
beam was collimated to 1 x 2.1 mm2 and 
a I -mm diameter to avoid illuminating the 
electrode wire bond, we obtained a 
FWHM of 300 and 240 ps, as shown in 
Fig. 2(a) and (b), respectively. Rise times 

Figure 1. 
Response of a 
Quantrad 1-mm-
p-i-n diode to a 
100-ps, 820-nm 
light pulse. 

Figure 2. Response 
of a United Detector 
Technology 1.27- x 
2.54-mm2 p-i-n 
diode to an 80-ps, 
532-nm laser beam 
collimated lo (a) I x 
2.1 mm? and (b) 1-
mm diameter. 

200 ps 
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were fast as well, with values of 142 and 
110 ps, respectively. 

It is not easy to understand why such 
good-sized p i-n diodes are so fast. The 
calculated capacitance of 33 pF is in 
agreement with the measured value of 
32 pF at. a 40-V bias. The RC decay 
time is then 1.6 ns. That the decay time 
does not adhere to the RC constant and is 
not independent of the beam size clearly 

defies the conventional wisdom that a 
p-i-n diode is effectively a capacitor in the 
circuit analysis. We will attempt to solve 
this mystery in the future. Meanwhile, 
new p-i-n diodes of 0.25, 1, and 4 mm2 

and of 1 cm2 are being fabricated using 
the dielectric insulation lechnique. 
These diodes will be mounted on high-
bandwidth connectors and may be biased 
to a higher voltage of up to 300 V. We 

are hopeful that fast (<300-ps) and sensi
tive (300-mA/W) x-ray p-i-n diodes of 
reasonable size may become available in 
the near future. 

Reference: 
1. C. L. Wang, M. D. Pocha, J. D. Morse, 

and M. S. Singh. Appl. P/i.v.v. Leu. 54. 
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A considerable effort has been made at 
LLNL, Los Alamos, and EG&G to find 
and produce fast, bright phosphors and 
scintillators for use as radiation-to-light 
converters for the Nuclear Test Program. 
We are constantly looking for improved 
converters and striving to improve our 

Figure 1. Emission 
spectra of WLII98 
andWL1201. 
Amplitudes are nor
malized for compari
son: WL 1198 is 
about 25% as effi
cient as WL 1201. 

500 
Wavelength (nm) 

understanding of the properties of the 
materials we now have. In the past few 
years, we have discovered two new 
phosphors with subnanosecond time 
response, WL 1201 and WL 1198.> In 
FY88, we continued our investigations 
with two major activities: We built a 
facility for synthesizing fast phosphors, 
and we characterized the temporal 
response of several plastic scintillators. 

Phosphor Synthesis 
Phosphors WLl 201 (ZnO doped with 

gallium) and WLl 198 (CdS doped with 
indium) were developed for Westinghouse 
Corporation by W. Lehman. Because they 
were not commercially available, we hired 
Lehman in 1987 as a consultant to help us 
fabricate enough of these phosphors for 
immediate test program needs. To ensure a 
continuing supply, we began construction 
of a fabrication facility at the EG&G labo
ratories in Santa Barbara, where the first 
batches of WL 1201 have been produced 
during the past year under the direction of 
D. Turley. These batches were found to 
have a sensitivity and time response identi
cal to those of the WL 1201 produced at 
LLNL under Lehman's direction. 
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The facilities for producing these 
phosphors consist essentially of a 
chemistry laboratory, a high-temperature 
furnace, and a gas-handi vg system. The 
phosphors are manufacture.! in two 
steps. First, the appropriate chemicals 
are combined, and the resulting mixture 
is heated to 900-1 IOO°C for about an 
hour. Next, after the mixture is cooled 
and broken down to form a fine powder, 
it is heated to 600-800"C under a reduc
ing atmosphere. For WL1201. this 
atmosphere consists of slowly flowing 
hydrogen gas: for WL119X. hydrogen 
sulfide gas is used. Safety is of obvious 
concern at this stage, as both gases are 
extremely flammable, and hydrogen sul
fide is toxic. Therefore, great care is 
taken to ensure that the facilities for fab
ricating these phosphors are safe. Alter 
the second firing, the phosphor is cooled 
(still in the reducing atmosphere) and 
then tested for appropriate luminescence 
spectrum. Figure I shows the emission 
spectrum for the two phosphors. 

Since having our own production facili
ty, we have been able tp tailor the charac
teristics of the phosphors we produced to 
suit individual experiments. For example, 
we compared the light outputs that result
ed from varying the rough firing tempera
ture (see Table 1) and discovered that a 
firing temperature of 8S0-950°C is neces
sary for maximum light output. We next 
plan to measure the light output and time 
response as a function of dopant level. 

Table 1. Luminescence properties of 
ZnO:Ga samples. 

Rough firing Peak 
temperature position Luminescence 

(°C) Inml amplitude" 

X0O 3X5 17 
850 390 44 
900 3X9 34 
950 390 45 
100(1 .390 2 

We are currently expanding the 
EG&G facility for the manufacture of 
WL! 198. which is faster than any other 
, .losphor or scintillator we have used for 
Nuclear Test Program measurements. 
Having our own production facility will 
again allow us to vary the properties of 
the phosphor in the hope of making 
WLI198 still brighter and/or faster. 

Temporal Response of Plastic 
Scintillators 

Plastic scintillators have been routinely 
used in the Nuclear Test Program to mea
sure short bursts of x rays, and the tempo
ral response and saturation properties of 
the detectors that use them have been 
well studied. In a standard detector con
figuration, a plastic scintillator in front of 
a fast photodiode is connected to an oscil
loscope via a coaxial cable. These plastic 
scintillators are relatively thick, about 
1/8-in. thick in the thinnest direction. We 
have recently begun to use plastic scintil
lators in the form of thin films, often only 
a few microns thick, for increasing the 
resolution in high-resolution imaging 
experiments and (because they dis

criminate against higher-energy back
grounds) for measuring subkilovolt x rays. 
We contracted with the Applied Physics 
Laboratory at the Lockheed Research and 
Development Division in Palo Alto to 
investigate the temporal response of thin-
film scintillators. Lockheed also investi
gated whether the heal generated during 
the process of evaporating a thin coating 
of aluminum on the front of some of the 
scintillators to increase light collection 
may also affect the characteristics of the 
scintillator. Time-response measure
ments were made using their pulsed 
Nd:glass laser facility. 

Figure 2 shows the experimental con
figuration we used for measuring the 
prompt-to-total fluorescence ratio. A 
3-ns pulse from the Nd:glass laser was 
focused onto a copper target, and the 
resulting x rays were passed through a 
Be filter onto the scinnilai >r being 
measured. The x-ray spectrum peaked 
at about I2(X) eV. with a full width at 
half maximum of a few hundred electron 

Figure 2. A .schematic representation of the 
experimental configuration. 
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volts. Light from the scintillator was 
collected by a pholodiode (ITT F4014, 
with an S-20 photocathode). The signal 
from the photodiode was collected by 
two recording systems. One was a fast 
oscilloscope (Tektronix 7912 digital) that 
recorded the prompt signal from the 
scintillator, the other an electrometer that 
integrated the total charge out to several 
seconds. Because of the blocking capac
itor in front of the oscilloscope, the elec
trometer collects all the charge emitted 
by the photodiode. This arrangement is 
particularly ingenious in view of the dif
ferent time scales involved. The oscillo
scope measures the time behavior on a 
nanosecond time scale, while the time 
scale of the electrometer is in sec
onds—a factor of a billion difference. 
Moreover, this information is recorded 
simultaneously for both the short-term 
and the long-term fluorescence on every 
laser shot. 

An x-ray diode (XRD) detector was also 
mounted on the laser chamber to monitor 
the x-ray output on each shot so that abso
lute sensitivities of the different scintilla

tors we investigated could be compared. 
Data collection was controlled by a 
PDP-11 computer. All cables were coaxi
al cables of high quality, and the entire 
system was closely matched to 50 Q. 
Care was taken to prevent leakage from 
the photodiode power supply into the elec
trometer and the escape of charge stored in 
the electrometer. We tested the system by 
replacing the scintillator photodiode with 
an XRD. This measurement gave a 
prompt-to-total ratio of unity, an expected 
result given that an XRD is known to have 
no long-term fluorescence. 

The several scintillators we studied 
included plastic scintillators from Bicron 
Corporation (BC-418, BC-422, and BC-
430), plastic scintillators from Nuclear 
Enterprises (NE-111, NE-111 A, and 
Pilot-U), and inorganic phosphors 
(WL1198andWL1201). The results of 
the measurements on the majority of the 
thin plastic scintillators were very close 
to those on the thicker plastic scintilla
tors used in the past. For instance, previ
ous measurements on BC-422 had 
indicated a ratio of the prompt to total 

For high-speed x-ray spectroscopy or 
imaging with <200-ps resolution that 
requires sending analog signals to a dis
tant fast recorder, development of an array 
of radiation-to-coherent-light conveners 
(RCLCs) appears necessary. Converting 
radiation to coherent light allows one to 
take advantage of optical fibers" high 
transmission bandwidth. Optical signals 
can be transmitted over long fibers (on the 
order of kilometers) with a multigigahertz 
bandwidth; this is virtually impossible 
with a conventional electric pulse via 

fluorescence yield of 68%. The ratios 
of four of the seven thin film samples 
tested were within 2% of this value. 
Unfortunately, the ratios of the other 
three were significantly lower—59%, 
55%, and 32%. Had we calibrated the 
sample that tested at 32% on a dc x-ray 
source only and then applied the stan
dard correction factor to obtain a prompt 
sensitivity, its calibration would have 
been off by a factor of 2. This implies 
that a pulsed calibration will be neces
sary whenever we use thin plastic scintil
lators. The results of the measurements 
on the inorganic phosphors WL1198 and 
WL1201 were more encouraging. Their 
prompt-lo-total fluorescence ratio of 
unity indicates that these phosphors can 
be calibrated equally well on dc and 
pulsed machines. 

Reference: 
I. "Fast Green Phosphor for 

Spectroscopy," Energy and Technology 
Review, Lawrence Livermore National 
Laboratory. Livermore. Calif., UCRL-
52000-88-7.8 (1988). 25. 

coaxial cables As a first step toward 
developing such an array, we designed, 
built, and tested a single RCL" 

RCLC Design 
The feasibility of making an RCLC 

became clear after our recent develop
ment of ultrafast, GaAs, photoconduc-
tive radiation detectors.1 By using 
radiation damage to generate crystal 
defects that shorten the carrier life
times, we have made GaAs detectors 
with 30-ps resolution. With chromium 

lUdiation4o-Coherent-Ligbt Converter 
C.L.Waac,J.E.F1atk;,aMlP.H.StCTrart 
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doping, these detectors have 200-ps 
resolution. Because semi-insulating 
GaAs is routinely used as a substrate 
for high-speed GaAlAs laser diodes.-
building a monolithically integrated 
RCLC is thus possible. 

Our RCLC consists of a chromium-
doped GaAs (Cr.GaAs) detector and a 
GaAlAs laser diode inte^iated on a sin
gle semiconductor chip.' Part of the 
CnGaAs photoconductor has two gold 
electrodes and functions as a high-speed 
radiation detector: the other part serves 
as the substrate for a GaAlAs laser 
diode. The detector and diode are con
nected in series, as shown in Fig. I. 

The laser is biased by an injection 
current beyond the lasing threshold in 
the linear region. When irradiated, the 
photoconductor becomes a variable 
resistor, allowing extra current to be 
injected into the laser cavity, thus mod
ulating the optical output. The photo-
conductor is operated in a lir ar region 
in which the induced current is propor
tional to the energy of the absorbed 
radiation. In other words, the modulat
ed optical signal is proportional to the 
radiation pulse. Our RCLC is. thus, a 
two-step device that converts a radiation 
pulse to an electric pulse and then to a 
light pulse. 

Figure I also shows a schematic of our 
integrated detector-laser and a photo
graph of the fabricated RCLC mounted 
on a copper block. Wire bonds at points 
1, 2. and 3 on the electrodes connect to 
the power supplies and to ground. The 
device is 750 (im long and 250 \im wide. 
The area between electrodes 1 and 2 is 
sensitive to radiation. The connection 
between electrode 2 and the p-side of the 
laser is done at the wafer level (i.e.. with
out a wire bond). The laser diode is 
25 jtm wide with a 2-um-wide cavity. 

The CnGaAs detector is simply a bulk 
photoconductive crystal with two ohmic 
contact electrodes. Electrons and holes 
created by the incident radiation are col
lected by the electrodes, which generate 
an electric pulse. This detector has a 

stripline geometry to assure a fast rise 
time. Its decay time depends on the car
rier lifetimes, which can be controlled by 
radiation treatment or, to some extent, by 
impurity doping.1 

The high-speed GaAlAs laser is a 
state-of-the-art "buried heterostructure 
window laser." so named because 
numerous helerojunctions (junctions of 
different material compositions) bury 
one another. These heterojunctions 

Figure I. Integrated detector-laser chip ai an 
RCLC: faj circuit d'agram. lb] schematic, 
and Ic photograph. The chip is 750 um long. 
250 um wide, and 70 um thick. Points 1. 2. 
and .t are wire bonds on the gold electrodes. 
The p-sidc of the laser is connected to elec
trode 2 at the wafer level (no wire bond). The 
RCLC is mounted on a copper block in the 
photograph. 

Not to scale •n-GaAs 
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confine electrons and light to certain 
regions, where they can interact effi
ciently for maximum conversion of 
electrons to light. The window refers to 
the narrow transparent layer of 
unpumped GaAIAs at the end region 
near the crystal facets. This layer pro
tects the laser mirror and allows a high 
optical-power capability. The modula
tion speed of this laser can reach 10 
GHz (see Ref. 2 for more details on the 
fast laser diode). 

After the RCLC chip was fabricated, 
we tested the photoconductor detector and 
the laser separately—the detector with a 
short optical pulse to confirm its function, 
and the laser by measuring its light output 
as a function of injection current. The 
diode's low lasing threshold (<20 mA) 
alleviates the heat-sink problem usually 
associated with these devices. The pure, 
single, longitudinal mode of the optical 
spectrum is important for fiber-optic 
transmission because it eliminates materi-

t _W 
I 

200 mV V 
f - \fH 

t _ ( • » ) 

10 mV i 

t w 
I I I I I I I I I 
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Figure 2. Comparison of (a) the x-ray pulse 
observed with the CnGaAs detector and (b) the 
laser pulse detected by a p-i-n diode. Their 
fidelity is remarkably good. 

al dispersion, thereby allowing high-band
width and long-distance transmission. 

Experiment 
We tested our RCLC with 16-MeV 

electrons from a linear accelerator and 
low-energy (keV) x rays from a ;-pinch 
plasma source. We mounted the chip 
inside an rf shield to reduce the rf noise 
in the accelerator environment and the 
electromagnetic-pulse background near 
the plasma source. For the 16-MeV 
electrons, the RCLC was tested in air. 
To detect a low-energy x-ray pulse 
from the r-pinch plasma, the RCLC 
was tested in vacuum. We placed an 
x-ray filter in front of the radiation-
entrance hole to block the visible light 
from the plasma source. 

The RCLC laser emits at 90 degrees to 
the incident radiation; this light output is 
collimated with an aspheric lens with a 
4.6-mm focal length and a numeric aper
ture of 0.55 and is then focused onto a 
50-um fiber with another lens. The detec
tor and laser biases are supplied through 
semirigid coaxial cables, which are 
brought to within about 3 mm of the chip 
to minimize the impedance mismatch. 

We determined that the impulse 
response of our RCLC to a 50-ps elec
tron beam was 170 ps. The laser output 
pulse was transmitted with an optical 
fiber to a fast positive-intrinsic-negative 
(p-i-n) diode and analyzed with a sam
pling scope. We also used a coupling 
capacitor to monitor the impulse 
response of the CrrGaAs detector to iW 
electron beam. This turned out to be 
200 ps FWHM, somewhat longer than 
the laser pulse. Preliminary investigation 
indicates that a possible low-impedance 
reflection may exist in the laser bias 
lead, shortening the laser pulse. 

Figure 2(a) shows the x-ray pulse 
observed with the Cr:GaAs detector; 
Fig. 2(b) shows the laser pulse detected 
by the p-i-n diode. The fidelity of the 
two pulses is remarkable. A little more 
noise appears in the coaxial-cable than 
in the fiber-optic transmission. 

Discussion 
We are aware of concern regarding 

radiation damage to the laser diode in 
the integrated RCLC. For highly pene
trating radiations like gamma rays or 
high-energy electrons, the energy loss in 
the thin laser cavity is so small that no 
damage is expected. No radiation dam
age was observed throughout our experi
ment with the 16-MeV electron beam. 
For low-energy x rays, the electrode can 
be made thick enough to keep x rays 
from reaching the laser cavity, thus pre
venting radiation damage. No radiation 
damage was observed during our experi
ment with keV x rays either. 

Our RCLC functioned reasonably well 
for a first attempt. In the absence of a sin
gle-step, x-ray-pumped laser, it appears to 
be the first integrated device that can effi
ciently convert x rays or other radiations 
into coherent light. It opens up the possi
bilities of one- or two-dimensional RCLC 
arrays and large-scale integration. 
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Optical Guided-Wave Devices for Single-Transient 
LirtniMentation 
M.L«wry 

In FY88. we developed a single-channel 
integrated-optical (10) modulator/streak-
camera system (Fig. 1). The electrical 
input to the IO modulator is supplied by a 
"conventional" fast radiation-to-electrical 
detector through a short run of high-
bandwidth coaxial electrical cable, and the 
optical carrier is supplied by a laser diode 
pigtailed with polarization maintaining 
optical fiber. 

For nuclear weapons testing, the highest 
fidelity recordings an: obtained when the 
streak camera is remotely located from the 
phenomena under study. However, the 
optical information must then travel a sig
nificant distance from the event to the 
recording streak camera (typically about 
1 km). Thus, single-mode optical fiber is 
required for the fiber link from the modu
lator to the streak camera, to preserve sig
nal bandwidth. 

External Modulator (EXMOD) 
System 

Spectral instabilities and large-signal fre
quency bandwidth limitations result from 
directly encoding an electrical signal by 
modulating the laser diode injection cur
rent.1- These instabilities lead to unaccept
able signal distortion through the chromatic 
material dispersion of silica-based optical 
fiber. At 800 nm, the material dispersion is 
approximately 100 ps/nm-km. Thus, for a 
spectral instability of !0 nm for a 1-km 
fiber run, the signal could suffer a temporal 
distortion of 1 ns. Externally modulating 
the laser light does lead to significant 
advantages in spectral stability and large-
signal frequency bandwidth; however, 
injection current modulation is not the only 
cause of spectral instabilities in laser diode 
output. Reflections as slight as 1CH to I0-6 

of the output optical power that are coupled 
back into the laser diode cavity may cause 
significant spectral instability. 

These optical reflections can arise from 
any discontinuity in the index of refraction 

along the optical path of the signal. 
Typically, fiber-fiber junctions and device-
fiber pigtails are the biggest offenders. 
Optical reflections also create significant 
intensity instabilities in laser diodes—in 
some cases, the relaxation oscillation reso
nance of the laser can be so effectively 
excited that the depth of modulation of the 
intensity instability may approach 100%. 
Thus, to optimize the system performance, 
we must take extraordinary care in evalu
ating the components used. 

A significant complication in this eval
uation process is that both the intensity 
and spectral instabilites are not identical
ly reproducible; rather, they are chaotic. 
Therefore, single-transient techniques 
must be used even in evaluating our 
crir-ponents—no sampling or time-
integrated techniques are valid. A sim
ple solution to the problem is shown in 
Fig. 2, where a high-resolution spectrom
eter is coupled to an NTES extraction-
mode streak camera.3 The spectrometer 
spectrally disperses the output of the 
component or subsystem under test along 
the spatial direction of the streak-tube 
photocathode. With this single-transient 
spectrometer, we can monitor the real
time power and spectral characteristics 
of the optical carrier. By making these 
unique single-transient measurements, 

Optical 
streaker 

Ouasi-cortinuous 
wave laser diode 

- 830 nm 

External electro-
optic modulator 

EXMOD 

Figure 1. Single-
~1kmo» channel integrated 
tingle mode optic streak camera 
optical fiber data link. 

High-bandwidth 
coax 

Radiation to 
electrical 
detector 

Ionizing 
radiation event 
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1200-groove/mm grating 
blazed at 750 nm • 

TN detector head 
1024 element with 

HCPIgatableto5ns 

Instruments SA 
0.65-m Czerny-Turner 
spectrometer (f/5.6) 

' Concave mirrors 
Focal length: 0.65 m 

Tracor-
Northern 
TN-6500 

multichannel 
analyzer 

> Linear dispersion = 1.2 nm/mm 

Photometries 
384 x 576 CCD 

LS111/23 
computer 

ETHERNET 

Micro-VAX II 
computer 

Figure 2. Single-transient spectrometer. 

we also become significant contributors 
to the strategically important photonic 
device technologies. 

Figure 3(a) illustrates the type of spec
tral instabilities that can occur if excessive 
optical feedback couples to the laser iliode 
cavity: several laser spectral modes are 
evident, Fortunately, by using special 
slant-polished connectors (available from 
Radiall. Inc.) for fiber junctions, slant-
polished device-fiber pigtail interfaces, 
anil carefully engineered laser iliode pig
tail interfaces, these spectral instabilities 
can he effectively eliminated. In Fig. 3(bl. 
we see that the laser is multimode at the 
turn-on time and stabilizes to a single 
mode relatively quickly. Also, these 
antirellection measures usually increase the 
laser iliode power stability significantly. 

Thus far. we have not always succeeded 
in stabilizing the optical power output with
out using a Faraday rotation isolator—a 
component that is not readily available in 
fieldable form at X(X) nm. However, an IO 
modulator with dual, complementary opti
cal outputs, such as the directional coupler 
modulator (DCM). has two signal oitputs 
that, when summed, serve as a monitor of 
the optical carrier. We use this carrier mon
itor to normalize the raw modulated signal 
and extract a closer approximation to the 
true modulated signal. Our early work with 

Figur'j 3. Single-
transient laser diode 
time-resolved spec
tra. VVavelength of 
emission is 820 nm. 
lai Sueep length is 
I (HI us. and spectral 
co\erage is 26 nm. 
ih> Sweep length is 
211 ps. and spectral 
coverage is 2ft nm. 

7ft 

Increasing wavelength — • 



Detector Development 

DCMs allowed us to demonstrate this tech
nique effectively on the first lO/slreak-
camera system like that of Fig. I. This 
system was fielded on the Phoenix Laser 
as an x-ray diagnostic.4 

The x-cut 2 x 2 modulator (Fig. 4(a)| 
also has dual complementary signal out
puts. In addition, the 2 x 2 has greater 
dynamic range than the conventional 
DCM but has lower bandwidth than the 
z-cut traveling-wave DCM.J The 2 x 2 
modulator comprises three basic compo
nents: (Da tunable directional coupler. 
(2) a Mach-Zehnder (MZ) interferomel-
ric electro-optic modulator, and (3) a sec
ond tunable directional coupler. 

The operation of the 2 x 2 can lie qualita
tively understood by considering an optical 
beam of power Pu that is perfectly coupled 
into the single-mode optical waveguide 
|Fig. 4(a)]. As this beam propagates down 
the first directional coupler, a fraction of its 
power couples into the lower waveguide 
through evanescent coupling. The direc
tional coupler is designed so that, as the two 
beams emerge from the directional coupler, 
their powers are approximately equal: any 
as-fabricated inequality can be tuned out by 
adjusting the bias voltage. I b. As these 
equal beams propagate into the MZ region, 
their relative phases are determined by the 
voltages applied to the signal electrodes. I '„. 
The phase changes are created by opposing 
changes in the indices of refraction of the 
waveguides through the electro-optic effect. 
These relative phases at the exit directional 
coupler then determine the power distribu
tion in the two output waveguides. For a 
top launch, the output waveguide on top is 
called the straight-through or bar leg. and 
the bottom waveguide is called the cross 
leg. The two outputs, for a 2 x 2 that has 
been perfectly tuned, are described by: 

^ ,s in" | y +( 

r^P*,™2 
JtV, 
2V. ( I ) 

where V„ is the voltage required to mod
ulate from a fringe minimum to the next 
maximum, and 0 is a phase constant. 

Equation (1) describes the way in which 
the electrical signal transfers information 
to the optical domain: thus, it is called 
the transfer function (TF) of the device. 

Examples of the 2 x 2 measured TF are 
shown in Fig. 4. Figure 4(b) shows both 
legs of the Crystal Technology. Inc. (CTI) 
2 x 2 device, serial number (s/n) 4. from 
-20 to 20 V of applied modulation signal. 
1 he complementary sinusoidal behavior 
is evident. Figure 4(c) demonstrates the 
very hign optical extinction obtained near 
0 V for the bar ouput of the CTI device, 
s/n 2. We arbitrarily shifted the voltage 
scale by a small constant to facilitate this 
log-log plot. The data were obtained 
with an automated TF measurement sys
tem developed at NTES.S With the TF 
system, we can measure 11)24 points of a 
device TF in approximately I min. This 
level of automation and convenience has 
proved essential in understanding the 
modulator responses to a variety of 
parameters, including temperature and 
photorefractive damage.5-6 As we move 
into multichannel applications, these 
automated characterization facilities are 
critically important. 

In general, for the CTI 2 x 2s that we 
measured, the attainable extinction ratios 
for the bar leg were about 30 dB 
(power). Oiven the current state of the 
art in streak-camera recording,' we esti
mate that the single-fringe dynamic 
range of this modulator used with streak-
camera recording would be about SO. 
If the modulator is driven over many 
fringes as well, the dynamic range could 
be 2000-4000 for a single modulator. 

We evaluated the \0 modulator/streak-
camera combination by pulsing the 
IO modulator with a known well-
characterized electrical pulse within 
the 3-GHz frequency response of the 
device.7 The optical response was 
recorded on the streak camera. Then we 
corrected for the streak-camera fiat-field 
response, following the techniques dis
cussed elsewhere in this report.1 

Figure 5(a) demonstrates the comple
mentary modulation action of the two 
outputs from 2 x 2 . s/n 2. A consider
able liming offset occurs between the 

output of the two legs. To lake advan
tage of the built-in optical carrier moni
tor of this system, we corrected the 
timing discrepancy by adjusting the data 
in lime by a discrete number of lime ele
ments without interpolation. 

Figure 5(b) demonstrates typical results 
of performing the timing shift to obtain 
the carrier monitor signal, and compen
sating the data for fluctuations in the opti
cal carrier. We did not filter the data—all 

figure4. (aI 2x2 
imcgnitcd-oplical 
modulator, lb) 2 x : 
modulator transfer 
function, (e) 2x2 
modulator, bar leg 
dynamic range. 

(a) ^ t <5> 
=. "tar 

"^J 3 © Pc« 

1.5 • ( b ) • Bar output 
° Cross output 

-10 0 10 
Modulation voltage 

0.001 
0.001 0.01 0.1 1 10 

Modulation voltage, zero shifted (V) 
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frequency components are still present. 
The upper trace shows the response of the 
cross leg of 2x2 . s/n 2. to an 18-V. 270-ps 
electrical pulse. The 1X-V pulser drives 
the 2 x 2 through several fringes of the 
TF. The bottom trace is the same data 
after division by the carrier monitor sig
nal. Thus, the utility of the two comple
mentary outputs is clear: it affords us the 
capability of readily compensating for the 
optical intensity fluctuations that often 
appear with present fieldable 800-nm 
laser diode source technolog'es. 

I'sing the data analysis techniques pre
viously described, we accumulated signal 
traces of three independent shots using the 
IS-V. 270-ps pulser. To compensate for 
the significant timing jitter, we compared 
the two lagging signals to the leading sig-
Kigure 5. 2 x 2 mod
ulator impulse re
sponse: (a)raw 
data and ibl time 
shifted and carrier 
normalized. 

nal on the computer as the relative timing 
was artificially adjusted. The differences 
were observed and minimized as a func
tion of the timing delay. After the timing 
was adjusted, we examined the root-
mean-square (nns) deviation of the three 
signals relative to their average value. 
The top trace of Fig. 6 shows the average 
of the three signals shifted up by 6(KX) 
counts for clarity. The bottom trace 
shows the fractional mis deviation of the 
three independent shots with respect to 
the average. Note that the fractional mis 
deviation has been multiplied by 10 for 
clarity. Thus, the nils deviation of the 
three signals is less than 5'/< and is usually 
about ¥ less. 

Figure „ hows that the largest nns 
errors occur where the streak-camera 

2.0 
Time (ns) 

15,000 

U 

(b) 
Raw signal 
+ 6000 counts 

record has its highest frequency signal 
components: this observation is consis
tent with a streak sweep velocity that 
fluctuates slightly at high frequency. 
Since our current method of compensating 
for streak nonlinearity uses an optical-
comb pulse train with only 3 data 
points/ns. we cannot compensate accu
rately for these nonlinearities. Work in 
progress on using the modulators to 
generate liming fiducials that are tempo
rally very dense shows much promise of 
correcting even these small deviations. 
With the appropriate time corrections, we 
expect the precision of the system to be 
limited by the streak-camera recording 
system at approximately 1'/< at the 
midlevel intensities. 

Also, our analysis of the system repro
ducibility necessarily includes the pulse-
to-pulsc variability of the electrical 
pulser. This pulser output was not mea
sured single-shot, so the reproducibility 
is unknown. Therefore, the lO/streak-
camera system error may be overestimat
ed by an amount equal to the deviations 
of the pulser added in quadrature, 
although we expect that error to be small. 

The commercially available external 
modulators have a somewhat limited fre
quency response—from dc to 3 GHz. 
NTES is developing extended frequency 
response modulators using traveling-wave 
electrode structures developed here (see 
cover photo). Preliminary measurements 
indicate the frequency response will 
extend past 10 GHz. These new designs 
will be measured extensively in FYX9. 

3.0 

| 5 U > 

II ,0 

Average of three 
independent shots +10 

I rmsdeviation x i o 

1.0 2.0 
Time (ns) 

3.0 

2.0 
Time (ns) 

Figure ti. T"ia! IO modulator/streak -camera 
sNsiem rcpriKlucibihlv 
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Radiation-Pumped Integrated 
Optics 

The conventional integraled-oplics 
EX MOD approach relies on translating 
the ionizing radiation information into an 
electrical signal before the signal can be 
transformed into the optical domain. 
We have done some preliminary work 
on the direct conversion from ionizing 
radiation to an optical signal that is opti
mized for single-mode fiber transmission 
over long distances. 

Direct-bandgap semiconductors can be 
used to fabricate semiconductor laser 
diodes. They are recognized as perhaps 
the next material class for integrated-optic 
device development. At NTES. single-
mode waveguides have been fabricated in 
GaAs. In FY88. we performed initial 
experiments to study the interaction of 
single-mode waveguide structures with 
ionizing radiation, using a GaAs single-
mode waveguide package that was pig-
tailed with single-mode optical fiber on 
both the input and output. A wavelength 
tunable optical carrier signal was launched 
into the input fiber, while the GaAs 
waveguide was irradiated with ionizing 
radiation from a Febetron 706 electron 
beam. The resulting optical signal was 
recorded on an optical streak camera/ 

A remarkable feature of the output sig
nal from the device was the intensity of 
the signal from the single-mode fiber out
put pigtail (Fig. 7). Other radiation-to-
light schemes that use the fluorescence of 
materials fail to couple significant optical 
power into a single-mode fiber. In this 

X-ray pulse 

I I I 
•750-nm 

bwdpMS 
filter 

GaAs 
intograted-

optical 
device 

Optkai 
fiber 

Streak 
camera 

case, because of the waveguide and stim
ulated emission within ike GaAs. large 
amounts of optical power can be coupled 
into single-mode optical liber. Before 
these devices can be used as remote radia
tion detectors, however, much work must 
be done to understand the spectral charac
teristics of the emission and the linearity 
of the optical output with respect to the 
input radiation signal. 

Conclusion 
The communications industry has spent 

billions of dollars developing single-mode 
fiber communications systems. Our work 
on single-mode optical guided-wave 
devices lias allowed us to leverage this 
huge investment and efficiently develop 
new technologies lor application to our 
single-transient measurement problems. 

We developed the necessary characteri
zation techniques to thoroughly understand 
the components of these new sophisticated 
instrumentation systems. We can now 
evaluate the single-transient laser carrier 
spectrally and temporally and understand 
the effects that other system components 
have on the laser diode outpi- We also 
can precisely measure the relationship 
between the electrical signal input and the 
optical output. On-going work to extend 
the bandwidth of these modulators shows 
early promise for increasing the usefulness 
of this generation of guided-wave devices. 
Our initial radiation-pumped integrated-
optics developments show promise for the 
next generation of optical guided-wave 
measurement systems. 

Time (ns; 

Figure 7. GaAs imegrated-oplical radiation detector. 
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, * • i A 
Characterization of Layered Synthetic Microstructures 
F. Wtttanyer, K. En* , J. Hughe*, ami P. Wiide 

F'.gure I. 
G miomeler geome
tric used on the 
(a) .ieiike and 
(b) Rigaku x-ray 
systems. 

Early in 1988, we recognized the need 
for improving our x-ray-characterization 
capabilities for layered synthetic micro-
structures (LSMs). An LSM is a multi
layer thin-film structure that acts as an 
efficient Bragg diffractor for x rays. To 
meet the calibration demands for current 
experiments, we required new x-ray-
measuring techniques along with reference 
standards for LSMs. Our supplier of multi
layers was Ovonyx Synthelic Materials Co. 
(Troy. Michigan). 

Four x-ray systems within our facili
ties are capable of making the necessary 
x-ray diffraction measurements. Each is 
equipped with a theta, two-theta x-ray 
goniometer. These facilities are: 

(a) Henke double-crystal facility 

Specimen 

• The ion-accelerator (lONAC)subkilo-
volt x-ray facility, with seven selectable tar
gets providing energies of 100-KXX) eV. 

• The Henke spectrometer facility, 
with interchangeable anodes and ener
gies of 500 eV to lOkeV. 

• The low-energy x-ray (LEX) facility, 
with selectable targets and energies from 
1.5-8.0 keV. 

• The Rigaku rolaling-anode x-ray 
unit, with three anodes providing ener
gies of 5.41. 8.04, and 17.48 keV. 

The IONAC, LEX, and Henke x-ray 
systems all operate in a vacuum and use 
Siemens goniometers. The Rigaku x-ray 
generator operates in air and is equipped 
with a Rigaku x-ray diffractometer and a 

6-26 stage 
Proportional 
counter 

Monochromator 

Vacuum chamber 

(b) Rigaku rotating-anode 
x-ray unit 

Rotating anode 
x-ray source 

Nal 26 
detector 

Monochromator 

Blake double-
crystal goniometer 

Rigaku 
diffractometer 
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Experiment Components 

Blake double-crystal goniometer. The 
primary x-ray facilities for our measure
ments were the Henke facility at 704 eV 
and the Rigaku unit at 8 keV. We per
formed some cross-calibration checks on 
the lONAC at 932 eV. Figure I shows the 
goniometer geometries used on the Henke 
and Rigaku x-ray systems. 

Characterization Standards 
Three tungsten/silicon (W/Si) LSMs 

from Ovonyx became our standards. 
Ovonyx measured 2d spacings at 704 and 
932 eV and supplied us with the results 
of their x-ray measurements. Because 
one W/Si LSM measured by Ovonyx 
showed a d spacing a few percent larger 
than the other two. this multilayer 
became helpful in determining our ability 
in measure small differences in d spacing. 
We measured the structures on the Henke 
(704-eV) and lONAC (932-eV) systems 
and compared our results with the 
Ovonyx measurements (Table 11. These 
three LSMs. along with single crystals of 
potassium acid phlhalate (KAP) (001) 
and rubidium acid phthalate (RAP) (001) 
with 2d spacings of 26.63 and 26.12 A. 
respectively, became our controls. For 
quality assurance, we remeasured LSMs 
from previous shipments when new ship
ments were received. 

Using the Rigaku system, we mapped 
entire LSMs in terms of 2d spacing and 
reflectivity values, using as many as 25 
different points on a given multilayer. 
The purpose of this work was to estab
lish 2d variation so that we could select 
like areas of a given LSM and then cut 
out and assemble up to three tiles togeth
er on a substrate that would meet a 

Table 1. Ovonyx, lONAC (932-eV), and 
Henke (704-eV) measurements of 2d spac
ing in three multilayer W/Si structures used 
as standards. 

Sample Ovonyx IONAC Henke 
number (A) (A) (A) 

1 45.93 45.99 45.55 
2 45.96 46.46 46.04 
3 47/2 47.27 47.10 

d-spacing tolerance of ±1 c/r. Figure 2 
shows examples of various mounts for 
LSMs. and Fig. 3(a) shows the mapping 
pattern for a 25-point scan. 

Some multilayer assemblies consisted 
of three 1.5- x 1 -in. tiles epoxied on a sin
gle mount [Fig. 2(a)). A ±1% tolerance 
in d spacing over the total length of the 
assembly was necessary because the 
device was to be used in an imaging sys
tem. These assemblies were to be mea
sured for peak reflectivity, absolute-angle, 
full width at half maximum (FWHM). and 
uniformity of d spacing, all to better than 
±\c/t (see Fig. 4). Thus, it became neces-

Figure 2. Three sample mounts for multilayer 
tile assemblies accommodated on various 
x-ray machines, (a) A tile device including 
KAP crystals on both ends, tb) Large-format 
assembly containing three 1.5- x 1 -in. tiles 
epoxied on a single mount. (L> Single tile 
mounted on a single, larger substrate. 

sary to develop procedures and to design 
the hardware to complete measurements 
that would meet these specifications. The 
tile assemblies consisted of a substrate 
made from 4-in.-diam, 0.030-in.-thick Si 
wafers that were selected by the manufac
turer (Monsanto) for flatness (2-fim rms 
or better). Tungsten/carbon (W/C) multi
layers (usually 20-layer pairs) were then 
fabricated onto the Si wafers. Each 
1 .S-in. x 1 -in. tile was cut from the best 
portion of the 4-in.-diam wafer. Although 
Ovonyx was pessimistic about meeting 
our tolerance of ±1 %. the final d spacing 
was acceptable. We then measured the 
FWHM and scanned the devices for 
uniformity. 

4.0 in. 

24.5 26.0 24.3 

2o.3 25.1 

24.7 26.0 23.9 
• • • • • 

26.3 24.9 

24.7 26.5 24.5 
• • • • • 

26.8 25.1 
24.1 26.5 24.7 
• • • • • 

24.7 23.9 

23.0 24.5 23.0 
• • • • • 

24.7 23.9 

2.0 in. 

(b)9-pointscan 

t 54.5 55.2 54.4 t • • • 
54.9 55.?. 54.3 

1.5 In. • • • 

1 • • • 
• 55.0 55.5 54.2 

1.5 in. 1.5 in. 

Figure 3. Mapping pattern for (a) a 25-point 
scan (W/C multilayer measuring 2.0 x 4.0 in.) 
and (b) a 9-poini scan (W/C multilayer mea
suring 1.5 x 1.5 in.). Values shown are in A. 
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Rigaku 2d Mapping 
We used the Rigaku 8-keV source pri

marily for quality control of multilayer 
uniformity. This source was equipped with 
a Blake double-crystal goniometer, which 
contains a quartz mnnochromator on the 
primary goniometer, with a horizontal stage 
mounted on the thela axis of the secondary 
goniometer. After sampling multilayers 
from each shipment and performing the 
first 2d mappings, we discovered nonuni-
'brnn'ty problems across many of the 
vendor-fabricated multilayers. A 2d 
variation of 2</f over a 1.5-in. sample was 
typical. We mapped larger samples to 
determine which sections had the smallest 
2d variation so that a smaller sample sub
sequently could be removed from 
that area. 

In the Blake double-crystal goniometer, 
the stage provides linear motion across 
the face of an LSM and enough move
ment to map samples as large as 4 in. in 
diameter. We obtained vertical motion 
through manual repositioning. The beam 
spot on the face of an LSM was 0.25 x 
0.50 in. to cover as much area as possible 
in each scan. We made our initial align
ment with a KAP crystal, and we periodi
cally reinstalled both the KAP crystal and 
a standard multilayer to verify alignment. 

The number of points required lor map
ping varied from three to 25. depending 
on the size of a given LSM (see Fig. 3). 
We ran a rocking curve at each point to 
calculate peak reflectivity and the cor
rected 2d spacing. After characterizing 
several samples, we sent them lo ihe 
Henke facility to be scanned at 704 eV. 

Henkc Facility Calibrations 
Our calibrations at 705 eV on the Henkc 

facility included measuring d-spacing uni
formity. To map d-spacing uniformity and 
integrated reflectivity across the surface 
of our multilayers, we built a remole-
translation system tor Ihe Henke double-
crystal facility. The system consisted of 
two Klinger translation stages assembled 
in an x-z configuration. This assembly 
was mounted on the theta stage of the sec
ondary goniometer. Chamber size and 
beam placement limited our scan area lo 
6 x 0.75 in. 

Operation of the stages was done by 
one 4-axis controller. Given a 0.75-in. 
vertical scan range and vertical x-ray 
collimation of 0.5 in., we were able to 
sample Ihe entire surface of most LSMs 
without any repositioning. We had to 
reposition some of the larger pieces once 
for a complete scan. We selected a beam 

cross section of 0.050 x 0.500 in. lo 
simulate ihe pixel resolution on the 
MIRREX experiment. 

Integrated reflectivity can be deter
mined by measuring peak reflectivity 
and width of the rocking curve. Our 
early measurements showed that the 
rocking-curve width of a given multi
layer was fairly constant over the entire 
surface. For each sample, we measured 
lhe rocking curve u; the center of the 
sample and at two points near its 
perimeter. Measurement of peak reflec
tivity was complicated by a drop in d 
spacing from a maximum near the cen
ter. By making linear scans across a 
sample at several different angles, we 
were able to build a composite profile of 
the uniformity in peak reflectivity. 

We have found good agreement among 
the measurements obtained at the Henke, 
Ovonyx. and Rigaku facilities. The 
Blake facility can quickly and accurately 
determine 2d uniformity for any given 
size of multilayer. The close agreement 
between the results obtained by Ovonyx 
and our two machines (see Table 2) gives 
us added confidence in our data and will 
allow us to proceed in this our first major 
use of multilayers as a diagnostic tool. 

Figure 4. Measured 
2d spacing across 
three sample tiles as 
a function of multi
layer position. 

1 2 3 
Tile position (in.) 

Table 2. Comparison of Ovonyx, Rigaku, 
and Henke 2d-spacing measurements on ten 
20-layer multilayers. The batch-to-batch 
tolerance is acceptable. 

Multilayer 
number 

Ovonyx 
(A) 

Rigaku 
(A) 

Henke 
(A) 

1 4X.2 4X.1 48.1 
2 4X.7 4X.5 4X.0 
3 4X.4 4X.I 48.3 
4 48.2 48.5 4">.y 
5 48.0 48.2 48.0 
ft 4X.4 48.5 48.0 
7 4X.2 4X.6 48.1 
X 4X.0 48.2 48.0 
y 4X.4 48.5 48.0 
10 4X.0 4X.3 47.9 
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Tkia Vitreous Carbon/Silicon Carbide X-Ray Mirrors 
K. BwaHa, G. awikqm, mi ft. Jcc*y 

Al LLNL. we use x-ray mirrors for 
spectral and spatial diagnosis of pulsed 
x rays with energies below a few kilo-
volts. 1- 2 X rays are totally reflected when 
they cross from one medium to another at 
less than the critical angle. However, the 
refraction index for x rays is less than one, 
so the reflection occurs external to the 
denser medium—in this case, the mirror 
material. X rays that strike the mirror at 
more glancing angles than the critical 
angle are totally reflected. If the absorp
tion of x rays in the mirror material is low. 
the change in reflectivity across the criti
cal cutoff energy at a particular mirror 
angle is quite sharp (about 0.1 keV) and 
can be used to resolve x-ray spectra. 
Consequently, mirrors have the uncom
mon but useful characteristic of behaving 
as efficient low-pass filters. The mirror 
also redirects x rays below the cutoff 
energy out of regions of high background, 
thus improving the signal-to-background 
ratio of the measurement. 

We fabricated a grazing incidence x-
ray mirror (Fig. 1) with low surface dis
tortions and roughness. The mirror has a 
surface figure of less than 2 waves (mea
sured with a Zygo interferometer) and a 
surface roughness of less than 5 A rms 
(measured with a Sommargren pro-
filometer). Both measuring systems used 
He-Ne light al a 6328-A wavelength. 
The mirror's reflective area is 5.5 x 8.0 
in., and its maximum thickness is 0.355 
in. The reflectivity of the mirror matches 
theoretical predictions (Fig. 2), and the 
spatial distortion of the reflected x rays is 
less than 0.005 degrees (Fig. 3). 

In our application, we use numerous x-
ray beams in the detector area, so we 
needed a mirror with a relatively ihin 
cross section and a large reflective area. 
Previous x-ray mirrors relied on thicker 
substrates, typically 1.625-in. Pyrex. and 
a hard, high-strength bonding adhesive 
to achieve an equivalent surface figure. 
Our approach overcomes warpage and 

distortion by using the high strength of 
the thick base material to dictate the fig
ure and form to the weaker and thinner 
reflective surface. 

Because the figure of a mirror surface 
improves as the mirror stiffness is 
increased, we tried to make the mirror as 
stiff as possible within the system space 
constraints. The deflection of a mirror 
on kinematic three-point mounting is 
proportional to the inverse of the product 
of Young's modulus of elasticity and the 
cube of the thickness (from the moment 
of inertia): 

Deflection < 
I (1) 

where £ = modulus of elasticity and t = 
thickness. 

(a) 

VC 

L0WX"Wy MMMQ 

Mtchlwubl^oMihttli 

SIC -

Vtry stiff 
Murtutui of ihrtdjif 

VC .3.77x10* 
SIC « M x 1 0 7 
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Q O M fhttiMM oxptntton 
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Figure 1. 
Schematic of our 
ihin vitreous-
carbon/silicon-
carbidc (VC/SiC) 
x-ray mirror: (a) lop 
view and (b) end 
view. Plus signs 
show where the 
spring, ball-type 
plungers contact 
the mirror. 

(b) 
SiC substrate 

VC 0.3SS in. 

S.S in. + - I 



Prompt Diagnostics 

Additionally, the stiff base material must 
be compatible with the reflective surface 
and bonding material at the interface 
because stresses and loads by and through 
the bond—mainly from thermal expansion 

1-0 I q — 

differences—could affect the final figure 
of the mirror. We wanted to use the maxi
mum allowed thickness of the stiff base 
material to increase stiffness, which is 
related to surface flatness, and minimize 

the reflective layer thickness to its mini
mum safe value for x-ray source interac
tion. Therefore, the stiff base material 
dictates surface figure to the less stiff reflec
tive area. Our final design (Fig. 1) is a 
9-mm-thick mirror consisting of a 0.040-in. 
reflective layer of vitreous carbon (VC) 
bonded to a SiC substrate using an adhe
sive that cures at room temperature. 

Vitreous carbon, the reflective surface 
on our x-ray mirror, is a highly pure, non
toxic material with a high degree of sur
face chemical inertness, including low 
porosity and gas permeability, and a high 
specific heal and sublimation tempe.ature. 
It can be ground and polished like optical 
glass and is available in large sizes at low 
cost. It also has a low x-ray absorption 
cross section, which sharpens the reflec
tion cutoff and minimizes x-ray heating, 
and it has a very-low-cnergy K-absorption 
edge, which permits low-energy x-ray 
reflection above 0.300 keV. Vitreous car
bon is obtained from pyrolysis of an 
organic polymer (a phenolic resin), which 
produces random glass-like bonding 
between the carbon atoms. For the x-ray 
mirror, we used Sigradur-K. a VC that we 
purchase in 3-mm-thick sheets. 

We chose SiC for the substrate material 
because its thermal expansion is compati
ble with the reflective surface layer of VC. 
SiC is a stiff material (modulus of elastici
ty = 5.9 x 107) with high strength and 
hardness. It can be used in a vacuum and 
resists chemical attack. For the x-ray mir
ror, we used Hexoloy SA—a pressureless 
sintered alpha crystal, single-phase silicon 
carbide with no free silicon. 

Mirror Fabrication 
Before bonding the VC plate to the SiC 

plate, we used a blanchard-grinding process 
to smooth the joint surfaces to a flatness of 
less than 0.001 in. Wc grind the sheets on 
both sides in an iterative process—grinding 
one side and then the other. To reduce ther
mal expansion distortions, we chose a soft 
bond adhesive (TRA-CON 2135D) that 
cures at room temperature. A tensile test of 
I -in. samples showed that the adhesive 
strength of the bond was >450 psi and that 
the VC is possibly weaker than the bond. 

Figure 3. (a) Direct 
(blue rule) and 
reflected (solid rule) 
shadow-screen x-ray 
images of a mesh 
mounted in front of 
the mirror. Images 
were densitometered 
and superposed lo 
compare sharpness, 
(b) Schematic of the 
experiment. X rays 
were generated by a 
point source far 
from the mirror. 

1.0 
X-ray energy (keV) 

Figure 2. The measured reflectivity curve of the mirror as a function 
of x-ray energy with the mirror angle at 2 degrees. The theoretical 
curve is superposed for comparison. The x rays (continuum radiation 
from a tantalum anode in a Henke source) were delecled in a propor
tional counter, and the curve was generated by dividing the reflected 
spectrum by the direct spectrum. 

0.2 0.3 
Relative position on film plane (mm) 

(b) 

* 
X-ray Mesh Mirror Film 
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To bond the materials, we applied a 
drop of adhesive in the center of each 
plate and slowly pressed the plates 
together, allowing the adhesive to spread 
toward the edges of the plates without 
forming air bubbles. Then we uniformly 
added 1 -psi loading over the entire bond
ing area, which produced a bond line of 
slightly less than I mil. This load was 
removed after 16 hours, and the bond 
was allowed to cure for three days. Then 
the bond material was continuously 
cycled in an oven for two days, with 
temperature cycles of 20-15()°F chang
ing I07hour. Temperature cycling at the 
maximum temperature excursions to 
which the mirror may be exposed is very 
important to hold the surface figure and 
must be done before the mirror is pol
ished. Our studies showed that surface 
distortions occurred mainly during the 
first temperature cycle, but no additional 
distortions occurred in subsequent cycles 

After the temperature cycles, we pol
ished the mirrors. The polishing process 
required precise materials and methods 
to obtain the desired results. First, the 
VC thickness was reduced by blanchard 
grinding from 3 mm to about 1.02 in. 
For the final grinding, we used 30-u.m 
AI1O3 followed by 9-jim AUO^ to 
remove the subsurface damage done 
by the blanchard grinding process. The 
VC was polished in two steps—first with 
6-u.m diamond powder on pitch, then 
with 0.25-u.m powder. 

The pitch lap was 12 in. in diameter, 
and the method in which the diamond 
was applied to the lap was of critical 
importance to the quality of the surface 
finish. The polishing was done with a 
Strasbaugh over-arm oscillating machine, 
and the mirror extended slightly over the 
edge of the lap w ilh each stroke to 
remove its convex shape. The mirror was 
polished on the machine's slowest speed, 
and the speed of the eccentric was set to 
keep the parts rotating at the same speed 
as the lap. Throughout the polishing pro
cess, we periodically checked the figure 
of the mirror and did not cut the mirror 
significantly until we obtained a good fit 
between the mirror and lap. The surface 

figure and surface roughness affected 
each other in that acceptable surface 
finish (<5 A) was only obtained when a 
surface figure near the requirement 
(<2 waves) was maintained. 

The mirrors were very stable during 
polishing and seemed to be more stable 
than VC/Pyrex mirrors, perhaps because 
SiC and VC are a better thermal match 
(thermal expansion coefficients = 8.8 and 
9.1 x 10-1. respectively) than are Pyrex 
(thermal expansion coefficient = 1.24 x 
10-<') and VC. Prototype mirrors tested 
over a temperature range of 70-1I0°F 
showed surface distortion of 0.75 waves, 
which is acceptable for our purposes. 
The peak to valley distortion over the full 
surface of the finished mirrors ranged 
from 0.5 to 1.2 waves (He-Ne laser with 
M28-A wavelength), and the average rms 
surface roughness was 2.2-3.9 A for the 
eight mirrors we fabricated. 

We also designed a compact kinematic 
mirror holder (Fig. 4) to maintain align
ment despite vibration and rough handling. 
The holder minimizes the distortion of the 
mirror surface and allows us to position the 
mirror precisely each time we use it. To 
hold the mirror in place, we put three 
spring ball-type plungers into ultrasonical-
ly machined slots in the SiC substrate 
(Fig. 1). Each plunger is sufficiently com
pressed with a 10-lb load, so the mirror is 
precisely positioned against the stops. The 
mirror is free to move under force and can 
be mounted in any orientation. The kine
matic features of the mirror mount are 
placed directly into the SiC substrate with
out an interfacing material or part, thus 
making the assembly extremely compact. 
The mirror surface was distorted only 0.04 
waves by mounting, and angular move
ment during a rough-handling and vibra
tion test was less than 1 arc-s. 

One month after the final mirror fabri
cation, we conducted a long-term temper
ature test. The two-week test consisted 
of a continuous temperature cycle of 
20-150°F changing 10°F/hour. The 
resulting shift in the surface of the mirror 
was measured at 0.095 waves, but we 
may be approaching the repeatability lim
its of the interferometer. 

We also performed a standard out-
gassing test for high vacuum compatibil
ity on the mirror. After 1.9 hours, the 
gas load was 8 x 10 5 Torr-L/s, a- ' Jter 
189 hours, 4 x I ( F Torr-L/s. Water 
vapor accounted for most of the gas 
evolved. This gas load is typical for the 
materials used, and we found no unac
countable gas species. 

To measure the spatial distortion of 
x rays reflected by the mirror, we trans
mitted a broad parallel beam of subkilo-
volt x rays through a mesh mounted in 
front of the mirror, so thai part of the 
beam was reflected by the mirror and 
part passed directly onto x-ray film 
(Fig. 3). The direct and reflected beams 
were recorded side by side on the same 
piece of film so any distortion in the 
reflected image is apparent. Figure 3 
shows a section of the densitometered 
reflected image (the smaller-amplitude 
signals) superposed on a section of the 
direct images. Equivalent sharpness can 
be observed (to about I mi! in Fig. 3) to 
the reflected and direct images of the 
edges of the mesh, demonstrating that 
the mirror is not distorting the x-ray 
image within the resolution of the mea
surement (0.9 mil or 0.005 degrees). 

Figure 4. 
Photograph of the 
VC/SiC x-ray mirror 
in the kinematic mir
ror holder assembly. 
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The mirrors have been calibrated in 
our x-ray system and have matched pre
dicted calculations, indicating that the 
mirror is functioning properly at our 
energy levels. 
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Figure 1. 
Comparison of (a) 
new quartz finger 
mixer with (b) con
ventional quartz 
mixer. In (a), the 
incident x rays strike 
the side (Ln) with its 
larger area of fluor 
and create a magni
tude of gain in signal 
output light. In (b), 
the incident x rays 
strike the smaller 
area (dw) and pro
duce less signal out
put light. 

(a) 

We are working to improve the sensi
tivity of spatial-pattern measurements in 
our experiments. Our principal effort is 
in developing microchannel-plate detec
tors. These detectors have several orders 
of magnitude gain in signal output light 
over conventional passive fluor detec
tors. However, because the microchan
nel-plate detectors are expensive and 
complicated compared to fluor detectors, 
we created a new fluor geometry and 

Individual quartz fingers 

Fluor cover 

Output end 

(b) 

•d (0.006 in.) 

Fluor cover 

Output end 

;»rt (0.006 in.) 

achieved an order of magnitude gain in 
their signal output light. 

Description of Geometry 
Figure 1 illustrates how we achieved 

the gain for the fluor detector. First, we 
constructed a test quartz finger mixer 
[Fig. 1(a)] using 50-70,0.03-cm-wide 
quartz fingers that we bonded together with 
epoxy. This bonding created new detector 
dimensions—length 4.5 in., width 2 in., 
and depth 0.006 in. The original fluor 
detector [Fig. 1(b)] measured only 2 in. 
long, 2 in. wide, and 0.01 in. deep. As 
with the original fluor detector, we attached 
an optical fiber to the opposite c >d of x-ray 
incidence on each finger. But instead of 
attaching the thin, 3.5-p.m sheet of fluor 
over the end of the detector, we attached it 
over the entire side area. Next, instead of 
having the x rays strike the end piece (only 
0.01 x 2 in. in the conventional fluor detec
tor), we had the x rays strike the larger side 
area, now 4.5 x 2 in. 

In the end-entry geometry of the conven
tional fluor detector, the x rays excited only 
a small area of fluor giviin by dw in Fig. 1. 
The quartz bounced the light created by the 
interaction between the x rays and the fluor 
and homogenized it at the fiber location on 
the other end of the detector. Each optical 
fiber sampled the light over the area (ro-) 
at its face. Thus, for an x-ray flux given by 
d£/d/4, or enetgy per area, the fiber saw a 
light signal proportional to 

(dE/dAMivMrWw), 
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where d is the depth and w is the width 
of an individual quartz finger within the 
detector. On the other hand, wilh the 
improved side-entry geometry and 
long»r and thinner quartz fingers of the 
ne\ it i. ctor. we could generate light 
o\ •. i .. rger exposed area of fluor, 
wr...l.... shown in Fig. 1 as Lw. The 
quartz homogenized the light over the 
output area of dw so that the fiber saw a 
light signal proportional to 

(d£/d4 )(/.»!•)( JD-AAr). 

The gain over (he end-entry geometry 
was Lid. In other words, we got ten 
times as much light emission from the 
optical fibers with the new side-entry, 
quartz-finger-mixer geometry as we did 
with the end-entry geometry in the con
ventional fluor detector. 

Fluor-Quartz Coupling 
Problems still exist that prevent us 

from achieving the full gain of Lid when 
we couple the fluor with the quartz fin
gers because fluor and quartz have dif
ferent indices of light refraction. Each 
medium creates a different distribution 
of light with respect to solid angle. Light 
generated in the fluor alone is distributed 
uniformly in all angles; however, light 
coupled to quartz is not. 

Using Snell's lav the distribution of 
light in the quartz is proportional to 

cos6/ | l - |H q /fl |psin2e| '«, 

where 6 is the angle between the normal to 
the face of the fluor-quartz interface and 
the incident ray of light. The angles that 
are collected by the fiber are close lo 90 
degrees. Unfortunately, the fraction of 
light available is low. around 90 degrees, 
and is in fact zero at 90 degrees because of 

the cosine factor. The gain is reduced by a 
factor of 0.154 for the value of 1.58 for the 
index of refraction for the fluor (//,), 1.46 
for the index of refraction for the quartz 
(Hq), and 0.2 for the numerical aperture of 
the optic fiber typically used. This reduc
tion is derived by integrating the angular 
distribution over the ansle accepted by the 
fiber. The numerical aperture of the fiber 
determines the limits on such an integral. 
Thus, in coupling light from the fluor to 
the quartz, almost an order of magnitude 
gain is lost. 

Experimental Results 
We tested the new quartz-finger-mixer 

design using the side-entry configura
tion. The individual quartz elements had 
the following dimensions: L = 0.73 in; 
d = 0.08 in; and w = 0.059 in. The indi
vidual quartz fingers were both bonded 
and isolated from one another with a spe
cial epoxy used in cladding optical 
fibers. Thif epoxy has a refraction index 
of 1.42 for light. Since the refraction 
index for quartz is greater than this, total 
internal reflection takes place and pre
vents the light from escaping and reach
ing neighboring quartz fingers. 

We next used a 3.5-p.m-thick piece of 
BC422 fluor, which has a peak emission 
at 370 nm. This piece was hand laid on 
the side of the quartz finger mixer and 
then smoothed flat to ensure surface con
tact. We measured this assembly at the 
Low-Energy X-Ray Facility and pro
duced Al k a radiation at 1.487 keV. We 
placed a fiber on one element of the 
quartz-finger-mixer array and ran it to a 
cooled photomultiplier tube wilh a GaAs 
photocathode. We operated the detector 
in the counting mode so we could detect 
single photons emitting from the fiber. 

In addition, we measured for several 
end-entry cases using the new quartz-

finger-m ay. In the first experi
ment, we amoved the fluor from the 
side and placed it over the end of the 
array. This placement produced an end-
entry geometry with the same mixer 
assembly and allowed us to compare the 
gain. In the second experiment, we 
placed Al foil over the end of the quartz 
finger mixer. In earlier calculations, we 
only included the angular spaces pro
ducing light rays that propagated in the 
direction of the fiber. In this test, we 
found that a simple factor of 2 can be 
had from the rays propagating in the 
angular space away from the fiber. 
We set up a third experiment with a 
mirror on the end of the quartz finger 
mixer. We predicted that the rays thai 
shot in the opposite direction from 
those that reached the fiber could be 
collected once they hit the mirror and 
reversed their direction. With i'lis con
cept, the predicted gain for the mirror 
assembly was 

2(0.154)(L/</) = 2.8. 

The actual gain factor, however, was 
3.05, showing that the concept worked. 

Conclusions 
The quartz-finger-mixer concept has 

been tested on four spatial measure
ments. The value for L for this field 
unit was 10 cm, while the value for d 
was 60 mil. These values produced a 
gain of 10 over the previous end-entry 
geometry. In recent tests at the ion-
accelerator facility, we measured and 
confirmed this factor. Thus, by creating 
a side-entry geometry * ith increased 
dimensions, we have produced an order 
of magnitude improvement in sensitivi
ty for the pas ,ive fluor detector. 
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A New Geaeratifla of Array Camera 
N.C.LM •-

Our current downhole imaging system 
forPINEX (Fig. 1) is the Reticon 100 x 
100 array camera. This device uses a 
metallic cable that is capable of carrying 
an image at a rate of 45 Mbit/s to the 

Figure 1. PINEX 
module. The camera 
Pits inside this unit. 

Figure 2. (a)and(b) 
The 100 x 100 array (•) 
camera, (c) Our new 
128x 128 camera is 
far more compact (b) 
and is housed in a 
single module. \mi • < * 

\m\ • < 9 
•^H z c * > '•' "•' X \ 

*F/ 

W 

uphole Image Data Acquisition (IDA) 
system. A four-row add system of the 
Fairchild 380 x 488 charge-coupled device 
(CCD) array camera is periodically fielded 
with the streak camera. An image of 
380 x 122 pixels is transmitted uphole to 
the IDA system. As the prompt diagnostic 
becomes more sophisticated, the array 
camera system must collect more data 
with greater accuracy in less lime. During 
this fiscal year, we completed the design 
of the Reticon 128 x 128 camera system, 
redesigned the Fairchild 380 x 488 cam
era, investigated speeding the readout of 
the Fairchild 380 x 488 array sensor at 40 
instead of 20 MHz, and signed a develop
ment contract with Kodak for a high-
performance 512x512 CCD array sensor. 

Reticon 128 x 128 Camera 
The new Reticon 128 x 128 solid-state 

image sensor array (Fig. 2) is similar to 
that of the Reticon 100 x 100 sensor 
except that over 60% more photodiodes 
are arranged into 128 x 128 matrixes. 
The camera design uses programmable 
read-only memory (PROM) and surface-
mount technologies so that the overall 
size is small and the camera is easy to 
field. As a result of multilayer printed 
circuit (PC) technology, the noise level 
of the camera is low, and the dynamic 
range is greater than 500 at 760 nm and 
greater than 300 at 520 nm. 

Data from the camera are transmitted 
uphole through a coaxial cable with a 
transmission rate of 72 Mbit/s. The 
frame readout time is less than 2.4 ms. 
We have modified the Fairchild (180-
MHz) bit-sync module for use in the 
Reticon 128 x 128 camera IDA system. 
We are also developing common bit-sync 
and frame-sync modules for the Reticon 
100 x 100, Reticon 128 x 128, and 
Fairchild II cameras. The Re'.icon 100 x 
100 sensor will operate in the Reticon 
128 x 128 camera with a frame readout 
time of about 1.5 ms. 
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Fairchild II Camera 
The Fairchild II camera is a redesign of 

the previous Fairchild 380 x 488 camera. 
The Fairchild II design uses PROMs. a 
slim dual line-in package (DIP), and mul
tilayer PC technologies to -educe the over
all size, to eliminate most adjustments, to 
recover more data columns, and to reduce 
electronic noise to the floor level. The 
resultant dynamic range is about 150 of x4 
from blooming (or 200 of x3 from bloom
ing). We improved the contrast transfer 
function (CTF) to an average of 75% by 
adding a video peak-stretching circuit so 
that the timing of the A/D convening 
pulse is not critical. 

Data for the Fairchild II camera are 
transmitted uphole through an 820-nm 
fiber cable with a data transmission rate 
of 180 Mbit/s. The frame readout time is 
about 2.5 ms for a four-row add system. 
The data transmission system remains 
the same, except that we will replace the 

current optical transmitter with a 
MA/COM. Inc.. transmitter module. 

Fairchild III Camera 
The design for a Fairchild 111 camera is 

currently in the research phase. We can
not yet project how much performance 
we can obtain from the Fairchild CCD 
222 by clocking at a video rate of 40 MHz. 
The video rate of the Fairchild II is 
20 MHz although the specification is 
7.16 MHz. Dala will be transmitted 
uphole through a 1300-nm fiber cable 
with a data transmission rate of 
360 Mbit/s. The frame readout time 
is about 1.3 ms for a four-row add and 
2.5 ms for a two-row add system 

While designing the data-link system 
for the Fairchild III camera, we intend to 
look at two similar links. The first link 
will operate at up to 360 Mbit/s for the 
Reticon 100 x 100 and 128 x 128 cameras 
and the Fairchild II and II! cameras. The 

optical transmitter, receiver, and clock-
recovery circuit must be inexpensive 
(<SKKX)). The second link will operate at 
up to I Gbit/s for the Kodak camera. 

Kodak 512 x 512 Camera 
We have signed a contract with Kodak 

to develop a solid-state. 512x512 array 
sensor with a dynamic range of not less 
than 1000 to 1. This device will have 
over 70* CTF ai 1() line pair/mm and 
blooming supprc^ on well in excess of 
8x. The sensor wn be segmented into 16 
outputs to meet our specification of a 
2.5 ms readout time. If two optical-fiber 
links are used to carrv the image uphole 
with eight outputs multiplexing into one, 
then we will require a data link of greater 
than 700 Mbit/s. By multiplexing four 
outputs into one, the 360-Mbit/s data link 
may be used. If, on the o'.iier hand, all 16 
outputs are multiplexed in:o one data link, 
then a 1.4-Gbit/s data link \ ill be required. 

Improving PINEX Shutters 
S.W. 

lmage-intensifier tubes o.e electro-
optical devices used to detect, intensify, 
and shutter optical images from the 
near-ultraviolet to the near-infrared 
regions of the electromagnetic spec
trum. They are used to intensify weak 
images for night vision, astronomy, 
electron microscopy, medical research, 
and radiology, and as highspeed light 
shutters. In our PINEX work, they are 
used to intensify an image <uid as an 
active light shutter, permitting very 
short exposure times. 

We have been working to improve the 
shuttering time of the image-intensifier 
tubes used in our PINEX cameras. 
Several approaches were investigated in 
FY88. Of these, nickel-plating the 
cladding glass of the cathode substrate 
has resulted in subnanosecond shuttering 

times, a ten fold improvement over cur
rent shutter times. 

Shuttering an Intensifier 
Our intensifier tube consists of an 

image sensor (a photocathode) that con
verts an incident radiant image to a low-
energy electron image, a proximity 
focusing lens that focuses the electron 
image, a microchannel plate (MCP) that 
amplifies the electron image current, 
and, finally, a second proximity focusing 
lens and a phosphor screen that convert 
the electron image to a light image. 
When the cathode is forward biased, the 
intensifier tube is gated on and amplifies 
light. Reverse-biasing the cathode with 
respect to the MCP input repels the elec
trons emitted from the pholocathode and 
shuts the tube off. 
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The cathode is formed on a condui. live 
substrate, usually nickel or some other 
metal with low resistance. The gating 
voltage is applied at the edges of the 
cathode and MCP and propagates 
inward. Thus, the outside edge of the 
tube turns on first, and this "on" state 
propagates inward to the tube's center. 
The period from application of the gating 
voltage until the tube reaches its normal 
operating condition is called the irising 
time. Figure 1 shows the intensity distri
bution from the output of an 18-mm 
image tube after the gating voltage has 
been applied for 1 ns. The irising effect 
is seen in the tube's edges coming on 
before its center. 

We measure irising time at EG&G's 
Amador Valley Office (AVO) facility, 
using a frequency-doubled. 30-ps-FWHM 
YAG laser. A small portion of the laser 
pulse is tapped off to trigger an electrical 
gating-pulse generator. The main part of 
the laser pulse is passed through an 
adjustable delay and then introduced to 
the cathode of the tube under test. 
Changing the arrival times of a sequence 
of laser pulses allows us to make a record 
of the intensifier tube's output rise time on 
film or with a CCD array camera. The 
computer-generated representation of 

Figure 1. Isotrace of the output intensity dis
tribution from an 18-tnm intensifier tube 1 ns 
after the gate-on voltage was applied. The 
irising effect is shown by the greater bright
ness at the edge as compared to the center. 

intensity, shown in Fig. 1. is based on data 
from a CCD array camera. 

Irising time, which ranges from several 
microseconds to <1 ns. is controlled by 
the electrical time constant of the cathode 
substrate's distributed resistance and by 
the distributed capacitance of the gap 
between the cathode and MCP surfaces. 
Capacitance is fixed by tube geometry 
and impacts other tube parameters if 
changed. It ranges from 20 to 30 pF for 
the 18-mm tubes used in our P1NEX 
cameras. Our efforts to shorten irising 
time have thus centered on reducing the 
cathode substrate's resistance. We have 
investigated several approaches. 

Heavy Underlay 
Substrate resistance can be lowered by 

applying a conductive coating to the 
cathode faceplate before forming the 
cathode. A 50-A-thick coat of nickel 
will produce an irising time of 1 ns. but 
the input light will be attenuated by 
about 50% because of absorption by the 
nickel. A 5-ns irising time can be 
achieved with about 20% absorption. 
In' ensifiers using this approach are avail
able commercially from ITT and Varo, 
but their reduced light transmission is a 
serious drawback. 

i i 
6 urn 

Figure 2. Electron microscope photograph 
of a fiber-optic faceplate with 1.2 urn of nick
el deposited on the webbing. The active fiber 
diameter is about 5 urn. w ith a center-to-
center spacing of about 6 urn 

Wire Mesh 
A wire mesh of ab lul XO'/r transmis

sion can be cemented to the outside of 
the cathode surface. A pulse of about 
1500 V is then applied between this 
mesh and the screen electrode. 
Capacitive voltage division of the pulse 
occurs among all of the lube's elements 
so that the required 200-V pulse is pro
duced between the cathode and MCP 
input. The remainder of the pulse is 
shared among the MCP. the MCP-to-
screen gap, and the input fiber-optic 
faceplate, with most of the voltage being 
dropped across the latter. Irisini: times 
of 120 ps have been achieved with this 
wire-mesh approach. Inten.sifier lubes 
with the mesh are commercially avail
able from Grant Applied Physics, Inc.. 
but they are very expensive. 

Strip-Line Structure 
We also investigated the feasibility of 

building the calhode-to-MCP input into a 
strip-line structure of constant 
impedance. Combined with a low cath
ode substrate resistance (like that possi
ble with the plated webbing described 
below), this approach would allow sub-
nanosecond gating, limited only by the 
ability to generate the electrical gating 
p' !se. The width of the active area to be 
gated would determine the structure 
impedance, which would be about 6 Q 
for a 12-mm width. 

The most difficult part of this approach 
is to maintain uniform impedance from 
the input leads or tabs, through the tube 
body walls, to the cathode-MCP gap. 
Both dielectric constants and electrode 
spacing change during this transition. 
Because of the difficulty of implement
ing this approach, we .(included that its 
pursuit is not warranted at this time. 

Plated Webbing 
Theoretically, the cladding glass in a 

fiber-optic plate transmits no light and can 
be metalized to lower effective substrate 
resistance without reducing the plate's 
transmission. The process involves sev
eral steps. First, a 336-A nickel layer is 
evaporated over the inside surface of the 
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cathode's liber-optic faceplate. Next, 
positive photoresist is applied over this 
layer and then exposed through the lace-
plate and nickel, using the plate as a self-
aligning mask for the active fiber area. 
Only the core glass area is exposed, leav
ing the photoresist over the cladding, or 
webbing, unexposed. Next, the photore
sist is developed and washed off. expos
ing the nickel that covers the core fibers. 
This exposed nickel is removed in a 
dilute nitric acid or ferric chloi ide bath. 
The remaining photoresist, which covers 
the webbing, is then removed, leaving 
only the nickel covering the webbing. 
The final step is lo electroplate this nickel 
seed layer lo a thickness of aboul I p.m. 

Figure 2 shows an electron microscope 
photograph of a fiber-optic faceplate 
with a 1.2-p.m layer of nickel plated over 
the webbing. We have just concluded a 
joint project with ITT to develop this 
process. LLNL applied the nickel to the 
webbing of several faceplates, and ITT 
incorporated them into intensifier tubes. 
RCA and Varo have also shown interest 
in the process. 

Electroplating the nickel seed layer to 
increase ils thickness and lower its resis
tivity has presented challenges. As yet. 
we have been unsuccessful in producing 
consistently good results; however, three 
tubes with just the evaporated 336-A 
nickel layer have been constructed and 
are being tested. The irising lime mea-

Tum on 267 ps 

467 ps 533 ps 

;ured for these tubes is so much shorter 
than the rise time of the electrical gating 
pulse that an accurate measurement is 
not possible. Our gale-pulse generator 
has an outpu: impedance of 50 £2, which 
limits the theoretical electrical rise time 
to aboul 2.2 ns because of the tube's 
20-pF input capacitance. However, since 
the tube is initially reverse biased by 
about 50 V and comes on before the gat
ing pulse has reached ils peak, the effec
tive gating rise lime is significantly less 
than 2 ns. 

Figure 3 shows the output intensity of 
one of these tubes as a function of lime. 
The lube output is dark when turned on 
(0 ps). starts lo be discernible al 207 ps. 
and is nearly fully on at 467-533 ps. 
This turn-on lime is mostly di .- lo ihe 
pulser's 5-ns rise time. Because the iris
ing period is shorter than the test sys
tem's resolution, it is barely discernible 
in these photographs. However, we esti
mate it to be in the 250- lo 300-ps range. 

We have just received a Grant Applied 
Physics pulser with a 200-ps rise time and 
have built a matching transformer that will 
reduce the gating pulse-source impedance 
lo 1.6 Q. These additions to our lesl sta
tion at AVO will allow us lo measure iris
ing times of 100 ps accurately. 

Mesh Underlay 
For quartz calhode faceplates, the plat

ed webbing process obviously cannot be 

333 ps 400 ps 

600 ps 667 ps 

applied, since there is no webbing. 
However, a mesh or grid can be applied 
lo produce the same effect, using many 
of the same steps as for plaled webbing. 
In the process we have chosen. 0.5 p:m of 
nickel is evaporated on the cathode side 
of the faceplate. Next, photoresist is 
applied and exposed through a pho
tolithographic mask with 3-pm-wide 
lines separated by 98 pm. The exposed 
photoresist is developed and washed off. 
and the exposed nickel is removed by 
etching, leaving a 100-n.m grid ol'2-(lm-
wide wires, half a micrometer thick. 

We are currently fabricating two 
mesh-underlay lubes (we are forming 
the mesh on vendor-supplied face
plates) and will compare them with two 
similar heavy underlay tubes being pro
duced by Hamamalsu. This testing will 
be done in FYS0-. 

Summary 
We have explored several ways to 

shorten irising time and have demon
strated thai subnanosecond shuttering 
can be economically achieved using a 
plaled webbing technique. In FY89, we 
will compare the heavy underlay tech
nique with that of a mesh underlay for 
use with quartz windows, as needed for 
infrared response. We will also improve 
our ability to measure irising lime. 

Figure 3. Turn-on 
characteristics of an 
18-nim inlensificr 
tube wilh a .1.10-A-
Ihick plated webbing 
underlay. The tube 
is just starting to 
turn on al 267 ps and 
is fully on by 5.1.3 ps. 
Irising lime, dis
played as amplitude 
shading from center 
to edge, is a fraction 
of the turn-on lime. 
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High-Speed Digital Recorders 
P.N. Hurt 

The oscilloscope is our standard 
instrument for recording fast analog sig
nals at the NTS. A camera is placed on 
the face of the scope, and the signal from 
the experiment is recorded on film. This 
film is later developed, digitized, and 
analyzed with software tools available on 
our computer systems. We have used 
this methodology for the past 30 years, 
and it is well understood by operational 
personnel, data analysts, and experimen
tal physicists. The results produced are 
trusted and agree with computer models 
of the devices tested. 

Two concerns have arisen with our 
standard system. The fielding of the cur
rent system is labor-intensive. In addi
tion, we have a space problem due to the 
limited number of recording instruments 
that can fit in an equipment rack. With 
the camera on the face of the oscillo
scope, the usual number of recording 
instruments in a 6-ft rack is four and the 
maximum number is five. Both prob
lems can be addressed through the use of 
digital recorders. Two to six times the 
number of digitizers can be fielded in the 
space occupied by oscilloscopes. If all 
oscilloscopes on applicable signals were 
replaced with digital recorders, it would 
be possible to eliminate one trailer on 
some shots and thereby generate substan
tial savings. As computer-based tools 

used to control digital recorders improve, 
increasing support for automated opera-
lion of such equipment will emerge. 
Automation will decrease the labor 
required for setup and trial runs. 

High-Speed Digital Recorders 
Digital recorders sample an analog sig

nal at fixed time intervals. Each sample 
is presented to an analog-to-digital con
verter (ADC), which produces a binary 
value proportional to the amplitude of 
the original signal. This binary number 
is stored in digital memory, and the next 
sample is processed. Digitizers of inter
est include those with sample frequen
cies of from 100 megasamples/s 
(Msamples/s) to 2 gigasamples/s 
(Gsamples/s). Digitizers with a sample 
rate much higher than 2 Gsamples/s are 
of great interest; however, such devices 
are currently unavailable commercially. 

No ADCs are available that sample at a 
2-Gsample/s rate and that also produce 8 
to 12 bits of resolution. One technique is 
to demultiplex the analog signal into sev
eral slower sample streams that are then 
presented to an ADC running at a slower 
rate. Data from each ADC are stored in 
memory. Separate data streams are 
recombined as they are read from digital 
memory. Another technique is to demul
tiplex the analog signal into several banks 

'1fm4fom&jmMp 
LeCroy8818 100 Msamples/s 8 2M 7.2 
LeCroy 8828 200 Msamples/s 8 2M 6.3 
LeCroy 6880 1.35 Gsamples/s 8 o r l l 10 k 6.1 
HP54111D 1 Gsamples/s 6 8k 5.5 
Tektronix 11602 2 Gsamples/s 8 32 k 6.9 
Sequence 3100 1 Gsamples/s 10 Ik 6.2 
DSP 2301 200 Msamples/s 8 1 M — 
Analytek An2000 2 Gsamples/s 11 8k — 
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of analog storage at the sample rate of the 
recorder. Once the recorder has gathered 
all samples for which it has storage, the 
analog samples are multiplexed back into 
a signal stream. This stream is fed to a 
single, high-resolution ADC at a slower 
rate and then to digital storage. 

Matching the data from the multiple 
data streams can be a problem. Data 
from each of the multiple ADCs. sample-
and-holds, and analog storage cells must 
be matched to the data from all other 
streams. The most common method for 
matching data streams is to characterize 
each one with known analog signals. 
The known signal is passed into the digi
tal recorder being characterized. Actual 
values recorded in memory are compared 
to each other, and several parameters are 
calculated from the results. Passing the 
acquired data through compensation 
algorithms using the calculated parame
ters produces results that match the data 
from the multiple data streams. These 
parameters are stored in memory in the 
digital recorder. Upon acquisition of 
experimental data, the stored parameters 
are used with the compensation algo
rithms on the recorded raw data to pro
duce processed data. 

Table I shows eight of the more appli
cable digital recorders and their specifi
cations. A reasonable selection in 
sample rate, memory length, and resolu
tion is available. Nonvolatile memory is 
one of our major requirements because 
we have no guarantee that the main 
power to recording trailers will continue 
to operate after ground shock from an 
event. We also require digitizer sample 
rates in the range from 100 to 300 
Msample/s as well as rates in the 
Gsample/s range. Our user community 
is also interested in rates 1 to 2 orders of 
magnitude higher. 

In addition to the advantages already 
discussed, digital recorders have a long 
record, a convenient data format, and 
reasonably low cost per channel. The 
long record length and constant time res
olution are both useful. (On an oscillo
scope, as sweep length increases, time 
resolution drops.) The digital format of 

data saves steps in the data-reduction 
process. The low cost per channel, com
pared to an oscilloscope, addresses one 
of our most important issues, that of cost 
effectiveness. Digital recorders that have 
the best channel-to-space ratio also have 
the lowest cost per channel. 

Equipment Evaluation 
Our primary goal is to select a set of 

standard units. The units of interest will 
be evaluated both in the laboratory envi
ronment and in the field. Laboratory eval
uation is performed first against signals 
produced by a signal generator. Resultant 
data are compared against the ideal wave
form. The differences measured between 
the recorded and ideal signal are used to 
calculate such characteristics as differen
tial nonlinearity, missing codes, aperture 
uncertainty, and effective bits. 

A second set of laboratory tests con
sists of checking the response of digital 
recorders against the response of our 
standard oscilloscope/film recording sys
tem. The signals used in these tests are 
more representative of signals expected 
in the field environment. Such tests pro
vide a better measure of how a digital 
recorder will perform on actual experi
ments at NTS. We are working with per
sonnel from Los Alamos and EG&G on 
these tests. 

Once a recorder performs well in the 
laboratory, we conduct tests in a field 
setting. The goal of field tests is to mea
sure the unit's response to actual experi
mental signals and to determine its 
fieldworthiness. Most digital recorders 
can be controlled via the IEEE standard 
general-purpose interface bus (GP1B). 
In addition, most vendors provide IBM 
PC-based tools for control. The first 
fieldings of a recorder make use of these 
tools and operate the digital recorder in a 
configuration similar to that shown in 
Fig. 1. The bunker PC is used for dry-
run support, equipment setup, and data 
archiving. The PC at the control point is 
used to calibrate, set up, and arm units 
before the start of automated countdown. 

Two of our four digitizers operate in 
the 1-Gsample/s range: the LeCroy 6880 
series gathers 10,016 eight- or eleven-bil 
samples at 1.3 Gsamples/s; the Sequence 
3100 collects 1000 ten-bit samples at 
1 Gsample/s. The other two units are 
the LeCroy 8828, a 200-Msample/s, 
eight-bit recorder that can gather up to 
2 Msamples, and the LeCroy 8818, a 
100-Msample/s version of the 8828. 
Three units have been fielded on several 

Figure 1. Digital recorder configuration for 
initial field trials. 

Ewntrite Contra! Point 
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tests. The 8828 has been used to record 
slower signals related to the HE portion 
of the device under test. These units 
have performed quite well in this appli
cation. VVe have u.sed the Sequence 31(K) 
and the LeCroy 6880 to measure various 
portions of the alpha curve. While these 
units have proved to be somewhat useful 
in the low-frequency portions of this 
curve, they are useless in high-frequency 
portions. We have also used the LeCroy 
6880 to measure Nuex and Captain data. 
In this application, the digital recorders 
have proved quite useful. The da;a are a 
reasonable match for oscilloscope data, 
and the long record length has helped 
analysis to measure and compensate for 
unexpected system responses. We are 
continuing to evaluate the applicability 
of these units. 

We have begun to integrate the 6880s 
and 8828s into the standard data acquisi
tion system, called the Integrated Data 
Acquisition (IDA) system. IDA is built 
around LS1-11 microcomputers housed 

in computer automated measurement 
and contK.I (CAMAC) crates. This sys
tem is hierarchical, with the user inter
face at the highest level, a ROM-based 
computer controller at the next level, 
and data acquisition equipment at the 
lowest level. 

Figure 2 shows the configuration 
planned for the digital recording system. 
The master system provides the user 
interface and the majority of application 
software. The user interface is built 
around a VT-100 terminal equipped with 
a Carrol touch panel. The master pro
vides support for equipment setup, 
archiving of data, and display and simple 
reduction of data. The slave computer is 
a ROM-based controller optimized for 
reliable acquisition of data. The ROM in 
the slave is constructed to control data 
acquisition under the command of the 
automated countdown system. The slave 
is capable of data acquisition without the 
master and can support the downloading 
of diagnostic software from the master. 

LeCroy 
6860 

digitizers 

Diagnostics support troubleshooting, spe
cial setup routines, and system checkout. 

The digital recorders represent the 
lowest level of the support hierarchy. In 
the case of the 6S80. a single slave sys
tem will support up to four CAMAC 
crates of 6880s. Each crate is capable of 
supporting six 6880s; however, our stan
dard crates can support only four. The 
software system to support the fielding 
of the 6880 recorders has been in devel
opment since the spring of 1988. This 
system is (tearing completion, and should 
be tested in a field environment in the 
second quarter of FYS9. 

Future Plans 
Next year, we will perform additional 

evaluations, make I'urther additions to 
the IDA acquisition suite, and do addi
tional work in integrating data from 
digital recorders into the normal data-
reduction process. We are expecting 
several new digital recorders this year. 

Our goal in the IDA environment for 
next year is field test the 6880 system 
and to use it for prime data acquisition. 
We will then add the LeCroy 8828 and 
8818 recorders to the IDA suite. As we 
complete evaluations of other applicable 
recorders, we will add them to the IDA 
system, as well. One of our major needs 
is the integration of digitizer data into the 
standard data reduction and analysis pro
cess. While data paths for moving data 
from the test site to the data-reduction 
sites are well defined, methods for pass
ing digitizer data into the data-reduction 
process require additional development. 
Unlike the relatively smooth data pro
duced by the film-reading system, digi
tizer data are relatively noisy and have 
comparatively fewer samples pel unit 
time. Work is thus needed on the analy
sis tools required to efficiently process 
these data. 

Figure 2. Planned 
configuration for the 
digital recording 
system. 
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Fiber-Optfc Fiducial System 
D. A. SrlinHi 

Experiment Components 

The Diagnostics Instrumentation 
Group of the Field Test Systems 
Division has designed and field certi
fied a fiber-optic fiducial pulse system 
for use at NTS. Six systems are now 
operational, representing a three-year 
joint development and lest project with 
Sandia National Laboratory. 

The fiducial pulse is a high-voltage 
(3- to 6-kV) pulse from a fire set, called 
the X unit, that initiates detonation. It is 
used as a time mark and trigger for 
many systems that collect data from a 
nuclear lest. The fiducial system used in 
the past was simply a step-down isola
tion transformer connected directly to 
the X unit's load ring, with a secondary 
winding connected to a coaxial cable 
that ran to the front-end diagnostics 
trailer. From this trailer, the signal was 
then distributed to the experiments. 
This electrical system was simple, reli
able, and allowed detailed analysis of 
the X unit's waveform to characterize 
the detonation devices. 

Several years ago, however, a safety 
study at NTS determined that a lightning 
strike to the fiducial cable could carry 
large amounts of electrical energy direct
ly to the high-explosive system. To 
eliminate this hazard, the Laboratory 
decided to replace the coaxial cables 
with fiber-optic ones. Because of the 
fiducial signal's importance and the 
potential complexity of a linear optical 
transmitter and receiver system, we spent 
several years designing and field testing 
the new system. 

The system consists of a downhole 
transmitter and dry-run test pulser, an 
uphole receiver that includes the test 
pulser control circuits, and the fiber-optic 
cable (see Fig. 1). The electro-optic con
verter or fiducjal transmitter (TC 995) 
was designed by LLNL and Sandia. 
Sandia is responsible for this unit and 
has, ontracted with General Electric in 

Florida to build and lest it. The fiducial 
receiver chassis (LEA-87-1702) was 
designed and is being built by LLNL. 
We have installed six uphole receiver 
chassis in trailers at NTS; five more 
chassis are being built. 

Both the uphole and downhole sys
tems have two independent channels 
for redundancy; a total failure of one 
channel will not cause a loss of the 
fiducial pulse. Only one channel is 
shown in the schematic of Fig. I, but 
both channels can be seen in the photo
graph of the transmitter. 

The transmitter is very simple, consist
ing of a resistor divider driving an 
820-nm light-emitting diode (LED). The 
transmitter is driven by a step-down iso
lation transformer similar to the original 
transmitter. The peak current into the 
LED is calibrated to be about 250 mA, 
and the transfer characteristic is about 
0.5 |iW of light coupled to the fiber optic 
per milliamp of input. 

To calibrate, test, and routinely verify 
the integrity of the fiducial system and 
its fiber-optic cables, we developed a test 
pulser. A laser diode in the uphole chas
sis transmits 820-nm, 25-mW, square-
wave light pulses downhole, where they 
are received by a photovoltaic p-i-n 
diode. The output voltage of this diode 
is stepped up about 40:1, rectified, and 
regulated to 5.5 V dc. This current then 
charges a small pulse storage capacitor. 
When a test pulse is desired, a trigger 
laser in the uphole chassis transmits a 
very narrow, high-power pulse to acti
vate the downhole pulser "switch." This 
switch dumps all the pulse capacitor's 
stored energy into the transmitter's LED. 
The resulting current is very similar to 
the actual fiducial pulse, allowing accu
rate calibrations and diagnostic tests. 

The uphole receiver has three separate 
amplifier stages to convert the received 
optical pulse into an 80-V output. The 
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first stage consists of a high-speed p-i-n 
diode as a receiver and a wide-bandwidlh 
amplifier to convert the low optical 
power (~30 |iW) into a 100-mV signal. 
The amplifier's gain is set electronically 

Figure 1. New fiber-optic fiducial pulse sys
tem at NTS. (a) Schematic of downhole 
transmitter unit with test pulser and uphole 
receiver chassis; (b) Fiducial pulse produced: 
and (c) photograph of receiver chassis (nole 
dual channels for redundancy). 

using an external potentiometer on the 
front panel of the chassis. The second 
amplifier stage is simply a wideband 
amplifier with a fixed gain to bring the 
output up to the 3- to 5-V level required 
to drive the output amplifier. This last 
amplifier uses a field-effect transistor 
(FET) output circuit to amplify the signal 
to 80 V into 50 fi. 

The system's fiber-optic cable (desig
nated FOS) was designed for the NTS 
program. It consists of three 100/140 
(i.e., 100-|im-diam core and I40-|j.m-
diam cladding) multimode. graded-
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index fibers in an armored and gas-
blocked jacket. Two of these fibers are 
for the lest pulser; the third is for the 
fiducial signal. 

This new fiber-optic fiducial system is 
now the only one used downhole at NTS 
by LLNL. The signal from it looks just 
like the old one [see Fig. 1(b)], and no 
changes to any other experimental or 
diagnostic systems have been required to 
accommodate it. Setup time in the field 
i.. minimal (1-2 hours), and now that the 
system has been fielded several times, 
minimal monitoring is required. 
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COG Monte Carlo Transport Code 
T. P. Wilcox and E. M. Lent 

We ha\e expended several man-years 
of effort over ihe lasl five years on devel
oping a computer code to accurately cal
culate neutron and photon fields in the 
regions around nuclear tests. This work 
was substantially completed in 19S7. 
Our efforts in 1°XS have heen directed 
tow aid educating pnysieisls and engi
neers in the proper use of the new tech
niques thai are now available. 

The COG Transport Code 
0 » r code, called COG. solves the 

Bolt/mann transport equation using 
the Monte Carlo method. Unlike other 
LLNL codes that use this method. COG 
embodies special techniques thai are 
applicable when the points at which 
answers are required have low probabili
ties of encountering a source-generated 
particle. For codes used in weapon 
design, approximately one-half of the 
source particles may be tallied at any 
given point. Within a typical tesi pro
gram problem, on the other hand, only 
one particle in 100.000 may reach points 
of interest. The normal Monte Carlo 
code achieves optimal operation by using 
sophisticated pro t amming techniques, 
such as veclori/alion. to reduce comput
ing times. The deep-penetration (or 
shielding) code must use biasing tech
niques adapted to each problem hy the 
user. A user must therefore be adequate
ly instructed regarding COG both 
through interaction with those who 
understand such techniques and by 
prompts from the code itself. 

COG was designed to he state of the 
art both as to the methods employed in 
radiation transport and in its interaction 
w ilh users. We also fell thai the tech
niques employ ed should nol include 
methods that limit the accuracy of calcu
lations. A common fallacy is |o replace 
the correct physics of a code with alter

nate methods thai run faster and produce 
acceptable results for problems currently 
being considered. Later, when approxi
mations have been forgotten and differ
ent problems are run. incorrect results 
are often obtained without users being 
aware of ihe inherent inaccuracies. COG 
uses poinlwise cross sections, both in 
energy and scattering angle, with the 
same interpolation scheme as that 
employed by the evulualor of physical 
data. Errors associated with group-
averaged cross-sectional data are. theie-
fore. not evident in COG calculations. 

Within ihe lest program, problems in 
radiation transport are rarely simple with 
respect to the geometrical definitions that 
must be used to describe an entire canis
ter, a single line of sight, or even one 
experiment. Past experience suggests 
that a researcher attempting to use one of 
the older calculalional tools spends most 
of the available time in defining Ihe 
geometry in terms that the code can 
understand. We used special techniques 
in COG to eliminate many of these prob
lems. Surfaces are now defined in a 
consistent manner and without the 
requirement that a user understand ana
lytic geometry. Many surface descrip
tions in the code embody several analytic 
surfaces in their definition without the 
necessity for a user to he aware of Ihe 
multiple surfaces involved. For exam
ple, a six-sided box can be treated as eas
ily as a single sphere. Hnlire units, such 
as a single linc-of-sighi pipe, can be 
defined along their own axes, rotated, 
and translated into proper position w ilh a 
single input statement. Figure I shows 
one example of a complex geometry 
Heated by COG. 

To be useful, a code of this magnitude 
must facilitate interactions with users. 
Most users run few COG pi.ihlems and 
then onl\ in connection with their work 
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Figure 1. A small 
pari of a complex 
geometry treated by 
COr.. The shielding 
pieces shown here 
were added lo a 
complex experiment 
inoi visible in this 
chawing! lo protect 
detector:, and cables. 
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on a given nuclear test, in the interven
ing months, many users may forget itow 
to employ the code. We have provided 
many checks of input data through 
extensive use of graphic output and by 
incorporating such output into printed 
text so that the two must be looked at 
together. For example, the source 
description in energy is plotted for the 
user. Thus, a misplaced point heroines 
immediately evident, and many pictures 
of the geometry can be drawn so that 
errors are obvious. 

Developers of codes for radiation 
transport have long sought the ultimate 
code—one that would learn from experi
ence with a given problem and automati
cally reset biasing parameters to achieve 
optimum performance. This ideal has 
only been achieved for very simple prob
lems and with codes developed for only 
one type of problem. The size of a gen
eral code usirg such techniques and the 
complexity of equations that would 
require solution to achieve such an end 
preclude development until larger and 
faster computers are available. Even 
then, it may not be possible ever to reach 
the ideal code. In COG. we have taken a 
different approach. COG provides a user 
with information about the transport of 
particles in a problem that has been run. 
It then allows this information to be 
entered into a subsequent problem to 
achieve a more optimal solution. In this 
way. the expertise of a user is exploited, 
and a better understanding of the prob
lem and its solution is obtained. 

Both COG developers and users have 
now gained extensive experience. W'_ 
have analyzed many experiments within 

the Corsair program and have developed 
shielding criteria lo protect cables within 
experimental containers as well as 
shielding requirements external to such 
containers. This work involved calcula
tions with geometries in complicated 
arrangements and mock-ups of several 
experimental lines of sight in tunnel con
figurations. Our work for R Program 
included calculations for many different 
shots to determine background signals. 
One such calculation included signals on 
cables running parallel to a line-of-sight 
pipe and established the feasibility of 
performing a desired experiment. We 
also performed a benchmark calculation 
that compared favorably to experimental 
results. Several detectors in different 
shots have been calculated to increase 
our understanding of how these devices 
work and to explain obsei-ved signals. 
Electron-generation terms added to the 
code to improve our understanding of 
these detectors have found additional use 
in providing source terms to other divi
sions working with EMP signals. Users 
outside our program have used COG to 
perform shielding-design studies for the 
Laser Isotope Separation (LIS) project 
and lo evaluate shipping casks for 
storage and transport of spent-fuel ele
ments. We also performed reference cal
culations to guide developers of the 
Superconducting Super Collider in their 
preliminary shielding designs. The criti-
cality option, which was added lo the 
code after its initial completion, has 
enabled two groups at LLNL concerned 
with reactor fuel element safety to use 
COG and to run almost 1(H) known crili-
cality benchmark problems. Their work. 

which included both high- and low-
enriched systems, indicated that COG 
provided belter results than any other 
code currently used in the criticality 
safety community. 

Although we tend to think of COG as 
a single, unchanging computer code, it is 
actuary a framework within which fre
quent changes are made. When a prob
lem is being studied for the first lime, it 
is often necessary lo develop an entirely 
new scheme of biasing or a new method 
of obtaining required results from ran
dom-walk histories. Last year, we added 
several new techniques to the code. 
Such additions become possible because 
(he code was specifically wrillcn to facil
itate changes. Our present work includes 
adding the ability to perform charged-
particle transport within the framework 
of the existing COG. 

Two COG user manuals are now avail
able. The first volume provides formats 
of inputs to the code and includes sug
gestions <-n how to run a problem to 
secure the correct result.1 The second 
volume describes work done to bench
mark ihe code for deep penetration prob
lems.2 Work is currently underway on 
two additional volumes that will provide 
users with additional documentation on 
techniques for proper solutions. 

References: 
1. T. P. Wilcox. Jr. and E. M. Lent. COG 

User '-lanital-Aoliwie/. Lawrence 
Liver-more National Laboratory Report 
M-22I-I. Liver-mure. Calif. (IWW). 

2. T. P. Wilcox. Jr. and E. M. L ni. COG 
User Manual—\ olunw l\', Lawrence 
Livermoie National Laboratory Report 
M-V :-4. Livcrmore. Calif. (19X8). 
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Experiment Design and Data Analysis on the 
Macintosh II 
R.M.Bwk 

Computer workstation technology has 
had a dramatic impact on the scientific 
use of computers by NTES. In the past 
two years, program scientists have gone 
from complete reliance on Octopus super
computers to the use of office personal 
computers (sometimes called "worksta
tions") for80r/f of their computer-related 
tasks. This radical change has brought 
substantial gains in scientific productivity. 

In the mid-70s. the VAX 780 was a 
standard, departmental, time-shared 
minicomputer system typically serving 
40 users at a cost of about $200,000. 
Now. personal-computer systems, pro
viding several times the VAX 780 perfor
mance, are available to the individual 
user for under $ 10.000 so that using 
remote time-shared computers is no 
longer a cost advantage. In addition, 
the advantages inherent in local comput
ing make the choice of the personal-
computer system compelling. For 
scientific use. its primary advantages 
are high interactivity, high-resolution 
graphics, and configuration flexibility. 

Interactivity describes the response of 
the computer system to input from the 
user. A remote, time-shared system gen
erally accepts input only from the user's 
keyboard. It responds (e.g., sends the 
user a message acknowledging that input 
was received) only when the processor is 
free from other tasks, which depends on 
the number of users simultaneously run
ning on the system. Several studies of 
the effects of response time on user pro
ductivity show that delays of more than a 
second or two cause the user to lose con
centration. Where time-shared systems 
generally have low interactivity, the per
sonal computer interacts with only a sin
gle user and is ready to respond to 
commands within milliseconds. The 
user is never kept waiting because of 
system delays; concentration and pro
ductivity are greatly enhanced. 

High-resolution graphics are essential 
in engineering and scientific applications 
where computer-modeling studies or 
analyses of data are frequently reported 
as graphs. Even low-cost personal com
puters can now generate high-resolution 
color images (512x5'." picture elements 
per screen, with eight bits of color infor
mation). Users can update screens so 
fast that true animation is possible; for 
example, a user can show the rotation 
of a perspective view of a computer-
generated mechanical model. 

Configuration flexibility refers to the 
ease with which a computer system can 
be customized. A personal computer 
typically has several expansion slots 
attached to its input/output and memory 
buses. The user can add boards to these 
expansion slots that perform a variety of 
new tasks such as controlling laboratory 
instruments, acquiring and processing 
dan, exchanging files with other com
puters over a network, and attaching 
various disk files, magnetic tapes, moni
tors, digitizing scanners, and other 
peripheral devices. 

In the past, two barriers existed to the 
widespread introduction of workstations 
at the NT'iS: the difficulty of the 
command-oriented operating systems 
and the high cost and lack of workstation 
software. Early workstations, such as 
those vended by Apollo, Sun, and Dec. 
operated with a large set of commands 
and a complex command syntax. The 
systems were most often based on UNIX, 
which has a notoriously terse and cryptic 
command set that we did not want our 
users to have to learn and relearn. 
Furthermore, most workstations were 
software-poor; few vendors for office 
software (spreadsheets, word-processing, 
databases, graphics) existed and costs 
were high because the market was small. 
We wanted a system that Wv Id have 
the powerful processing and graphics 
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capabilities of the workstation combined 
with good, inexpensive office software 
and an easy-to-learn computer interface. 

The Apple Macintosh II computer 
meets all our requirements. This comput
er is based on the Motorola 68020 central 
processing unit, which has demonstrated 
a computational performance equivalent 
to that of our time-shared Control 
Data Corporation 7600. It offers high-
resolution color graphics, and its distinc
tive "mouse-driven" graphic interface 
allows the user to operate the computer 
and application codes by pointing to the 
displayed choices and clicking them on 
without using keyboard commands. The 
large Macintosh market offers an abun
dance of office software at low prices as 
well as peripheral hardware, such as 
removable-cartridge hard-disk drives. 
The evolutionary trend in Apple comput
ers over the past several years, from the 
original Mac to the more powerful Mac II. 
and the announcement of yet more 
advanced central processing units in the 
68000 family, such as the 68030 and the 
68040, indicate that upgrades will be 
available to cunent Macintosh users 
whenever they wish to take advantage of 
new technology. Consequently, we chose 
lo make the Macintosh II the 'tandard 
NTES workstation, one that handles both 
interactive scientific computations and 
office tasks. In the past yeai. we have 
acquired a Macintosh II computer for 
every staff scientist. 

A typical Macintosh station includes a 
Macintosh II with 5 Mbyte of memory, a 
SuperMac 16-in. color monitor, two 
floppy-disk drives, and two Mass Micro, 
external, hard-disk drives with remov
able 45-Mbyte cartridges. These car
tridge:, allow i"-ers to work with 
classified data At the end o, the day. 
they can remove all such data from the 
system and secure the cartridges in a 
repository. Our experience with car
tridge drives indicates that their reliabili
ty is good after a shakeout period of a 
month or two. 

User acceptance of the Macintosh II 
has been very good, as it allows a scien
tist lo design an experiment, control 
instruments in his laboratory, record 

daia. analyze the data extensively and 
rapidly, and produce working documents 
and final reports. Additionally, the 
Macintosh II serves as a terminal into the 
Octopus system, which runs large Cray 
codes. The gains in user productivity 
have been major, approaching an order 
of magnitude in some typical cases. 
Previously, an experimenter had lo trans
fer data taken on a laboratory device to a 

• smaller computer that wrote a disk file, 
take the disk file to another computer, 
read it in. and then transport it to the 
Octopus system where the data was 
finally processed and the results graphi
cally displayed. Only after all this work 
could the experimenter evaluate the data, 
several hours lo a day or I wo after it was 
taken. With the Macintosh II for both 
data acquisition and analysis data 
evaluation can take place in a I'cw min
utes at most. 

In addition to productivity increases, 
we see significant collateral benefits 
associated with ownership of local sys
tems. With the Octopus system, soft
ware and hardware changes are 
frequently made ill the request of a large 
Octopus customer. Even though many of 
these changes offered no advantages to 
small users like NTES. it was necessary 
for us to take time lo accommodate them 
in our codes in order lo maintain code 
functionality. With individual worksta
tions, each user decides if and when to 
provide system upgrades. 

Developing software for the Macintosh 
posed new challenges lo NTES developers 
accustomed to the Octopus system. In 
comparison to the Octopus and UNIX 
environments, relatively few programming 
tools (languages, debuggers, editors, 
design programs) were available until last 
year. To make their codes "Mac-like" 
(i.e., lo use Ihe innovative Mac graphics 
interface of icons, menus, windows, etc.). 
developers had to leant Ihe Macintosh 
toolbox of built-in ROM subroutines, 
which number in the hundreds and take a 
live-volume set of manuals to describe. 
Another unfamiliar concept was the 
"event-loop" routine, which cheeks for 
user input (via key presses and mouse 
clicks on menus and windows) and which 

forms the main code of most Macintosh 
applications. Because system memory is 
not protected, a "huggy" code undergoing 
development can corrupt the system and 
cause crashes; locating the errors can be 
time consuming. 

However, the payoff for our develop
mental work has been substantial. Our 
users can now effectively use a fully Mac
like application with little training or ref
erence to the instruction manuals. All the 
codes' commands are displayed in "pull
down" menu form so they can easily 
browse to determine what the code can 
do. Selection of a command leads lo a 
display of "dialogues." windows that 
briefly explain the command function and 
request necessary user input. Because all 
Mac-like codes use the same toolbox of 
user-interaction routines, procedures 
learned in Ihe context of one code are 
likely lo apply lo all codes. This consis
tency is a major advantage lo our users, 
many of whom are not computer experts. 

Our choice of code development tools 
was constrained by the large body of 
existing Fortran codes that we wished to 
convert to the Macintosh. We chose the 
Absofl compiler system because it fully 
supported ANSI-standard Fortran 77. It 
also generated code lor the 68020 central 
processing unit and the 68881 floating
point coprocessor, was fast in compila
tion and execution, had a source-level 
debugger, and provided run-lime linking. 
This last feature allows a code lo be run 
as a library of unlinked subroutines, 
speeding up the code-development cycle 
and permitting the development of appli
cations like SODA, which can invoke 
user-developed ancillary subroutines at 
execution lime. 

In general, converting of codes from 
the Cray lo the Macintosh was straight
forward and speedy. However, special 
efforts were required lo add Mae-like 
features and to provide for two-dimen
sional plotting. This task was eased by 
the development of a slandard plot shell 
that allowed our application codes on 
any computer to plot via simple TV80-
like subroutine calls lo the shell. We 
implemented the shell on the Cray. VAX. 
Apollo, and Macintosh computers using 
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the native graphics package on each 
machine (Graflib. GKS. GPR. and 
QuickDraw, respectively). 

Our shift in operations from the 
Octopus system to individual Macintosh 
lis is nearly complete. With the excep
tion of a few large Octopus codes that 
are best suited for mainframe computa
tions, all of our interactive codes are now 
fully implemented. In the past year, we 
have developed or added new capabili
ties to these Macintosh codes: the CDG 
plotter (new) makes overlay data plots: 
SODA adds Fourier analysis and param
eter elimination: ROSSI adds more Mac
like w indow features: GNARM adds 
plotting capability: TCAL I new ) pro
cesses streak-camera liming traces: and 
SlreakPro mew) provides a variety of 
streak-camera image operations, includ
ing automated streak extraction and cor
rection of camera distortion. Figure I 
depicts a sin ulated oscilloscope trace 
produced by the ROSSI code on a laser 
printer. This realistic simulation allows 

the experimenter to adjust his recording 
system so that important signal regions 
will appear in the most readable areas of 
the oscilloscope. 

In addition to mainframes, the Octopus 
system pro\ ides services such as file stor
age, file sharing, and electronic mail that 
our workstation users also need. We are 
in the process of duplicating these by link
ing the individual systems via a PhoneNel 
AppleTalt. network to a set of VAX mini
computers and a k I ami. When com
pleted, this nelwoin will supply services 
such as electronic mail, exchange of data 
files and codes between users, file 
exchange w itli the Octopus system, trans
mission of draft documents to secretaries, 
output to laser printers and color printers, 
and secured storage of classified data to 
our Macintosh users. We chose Pacer 
software to link the Macintosh worksta
tions to the VAX: Pacer provides a sim
ple. Mac-like interlace for file storage, 
transfer, and execution. The VAX appears 
to the user as an external hard disk to 
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which he can apply standard Mac 
operations for creating, copying, and 
deleting files. File-transfer rales approxi
mate those of floppy-disk operations. 

Next year we plan to supply image-
processing software to handle images 
generated by NTI-S instruments such as 
neutron pinhole-experimcnt images and 
time-resolved spectral measurements 
recorded by digital cameras. We have 
demonstrated that the Macintosh II is an 
excellent image-processing workstation 
for standard Held images. For images 
larger than 1000 x 1000 picture ele
ments, we may need Macintosh accelera
tor boards to provide acceptable 
processing times. 

In summary, we have replaced our 
dependence on the remote computers of 
the Octopus system with individual 
Macintosh II personal computers. These 
computers give us large productivity 
gains in experiment design, data analy
sis, and signal processing. As NTES 
advances further into high-bandwidth 
optical-recording technology, we expect 
to increase our use of these workstations 
as image-processing systems for camera 
evaluation, calibration, and data analysis. 
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limine I. 
Macintosh II print
out depicts a simu
lated oscilloscope 
trace produced by 
the ROSSI code on 
a laser printer. 
Realistic simulation 
allows the experi
menter to adjust 
recording system so 
that important sig
nal regions witt 
appear in the most 
readable areas of the 
oscilloscope. 
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Nuclear Test Image Processing 
C.E.FrerUaf 

(a) 

Figure 1. Our technique for "sliding" images 
into registration, (a) Two images of the same 
phenomenon, viewed from slightly different 
perspectives, have been rotated and translated 
with respect to each other, (b) The two images 
have been superimposed. Above a threshold 
value, one image displays as red. the other as 
green: where they overlap, they show as white. 
By controlling the translation and rotation, 
successive displays show success or failure, 
(c) The two images are in registration, their 
edges aligned and one completely contained 
by the other. 

The Nuclear Test Program has been 
involved with the development of image 
processing techniques since the inven
tion of the ELeclronic PINEX (EL-
PINEX) experiment in 1977. Fielding 
that experiment has created a number of 
related efforts, which range from camera 
construction and characterization to cali
bration and data acquisition and final 
processing—all of which require imag
ing equipment and techniques.' These 
related components have been developed 
over the years as parts of a major system 
that is flexible and relatively easily 
extended to include new types of data-
acquisition ardware and methods. In 
FY88, we enhanced our ability to pro
cess data from the EL-PINEX experi
ment by improving our methods of 
comparing images from several cameras 
and developing a new standard format 
for displaying data. 

The EL-PINEX Experiment 
EL-PINEX uses a specially built pin

hole that can project neutrons from a 
nuclear explosion to a fluorescent male-
rial at an image plane in the same way an 
ordinary pinhole can generate an image 
with light. The fluorescent material then 
emits light in proportion to the number 
of neutrons striking that neighborhood, 
rendering an image of the neutron source 
to shielded cameras located in a standard 
camera bay below the fluor. The active 
elements of these solid-state cameras are 
two-dimensional chips that are sensitive 
to the light from the fluor. These chips 
come in various sizes. Although our 
standard image consists of 100 x 100 
picture elements representing a selected 
portion of the fluor, we have also devel
oped cameras for 128 x 128 and 400 x 
200 picture elements. Each element gen
erates a digitized number that is propor
tional to the amount of light by which 
that element was illuminated. Using a 
high-speed communication line (cable or 

fiber optic), the datum for each element 
is sent uphole. where it is captured and 
stored in a nonvolatile memory to await 
storage, retrieval, preliminary processing 
al the NTS, and more detailed processing 
at the L-Division Image Research 
Laboratory (LIRL). 

Image Comparisons 
Because we are now able to control 

the time during which a camera views an 
incoming image, we can infer informa
tion about the lime dependence of the 
images on the fluor by measuring differ
ences between images. Since the sever
al cameras that are installed on an event 
are all viewing the image from different 
perspectives, however, much processing 
work needs to be done before different 
views can be compared. 

This past year, we developed a proce
dure for preliminary processing that 
begins with calibrating the raw data from 
the cameras to uniform physical uniis. 
Typically, the cameras are configured to 
maximize the probability of attaining data 
that will account for the possible signal 
intensities the source might emit given 
minimal, nominal, and maximal source 
behavior. Thus, the raw data on one cam
era must account for the details of how 
the camera was integrated into the experi
mental system before they can be directly 
compared to the raw data on another. 
Calibration to physical units is performed 
on a pixel-by-pixel basis from a set of ten 
flat-field images that were acquired from 
the camera during its construction and 
characterization by EG&G facilities in 
Pleasanton and Las Vegas. Because these 
flat-field images are taken at known 
exposure intensities, they provide both a 
conversion to real physical units and a 
linearity curve for each picture element. 

Spatial distortions can also appear in a 
typical image. In particular, because the 
pinhole is very long (usually about 3 cm), 
any off-axis source particles undergo a 
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penumbral shading effect, which we rou
tinely correct as required. 

Once preliminary corrections have 
been performed, the images must he 
translated and rotated so that they are 
properly aligned before a difference can 
be taken. We have developed a method 
by which two images are displayed 
together by applying a threshold lo each 
image so that all pixels above lhal ihresh-
old are shown with a specific color. 
Where those images overlap, a third color 
is displayed. This presentation allows the 
user to move and rotate one image rela
tive to the other until a "best overlap" is 
found, a process analogous to manually 
sliding and rotating two pieces of film 
past each other until a best fit is achieved. 
Figure 1 is a simulated set of images thai 
illustrates this concept. 

A New Standard Display 
In another addition to our repertoire of 

processing methods, we designed a 
"standard presentation" for displaying 
our EL-F!NEX data consistently. We 
have learned the value of using several 
different representations for interpreting 
data, as any single representation can 
emphasize important information in an 
image and, likewise, can conceal infor
mation that is then easily overlooked. 
0»* standard picture for simulated data 
is shown in Fig. 2. 

Because the eye is accustomed to per
ceiving gray-scale information, we can 
quickly relate data intensities to me gray
scale view (Fig. 2, upper right). Small 
differences are not easily seen in the gray
scale picture, however, because there is 
little contrast between pixels of nearly the 
same value. As shown in Fig. 2 (upper 
left), a pseudo-color picture, where each 
pixel intensity is assigned a specific color, 
can present the data with more contrast 
between nearby values than a gray-scale 

picture, even though the information the 
color picture presents is not as easily 
interpreted hy sight. Figure 2 (lower left) 
also show s a color mapping we apply that 
causes image contours lo appear in such a 
u ay lhal the direction of inlensily gradi
ents can be determined. The colors cho
sen for contour mapping simulate the 
comour images presented in the standard 
Los Alamos display. The scale we 
include immediately makes ar. image 
visually comparable with other images 
from related events. Since defining this 
standard image, we have relrieved and 
archived all of our past EL-P1NFX 
images and have reprocessed them to our 
standard display formal. Those pictures 
now fill several hooks and provide a set of 
viewgraphs for use in talks. 

Conclusion 
Over the past decade, (he ability to 

acquire data in the form of images and the 

ability to process such data in varied ways 
have become increasingly important lo 
the Nuclear Test Program. We now have 
a complex array of equipment and meth
ods available thai allows us lo capture and 
analyze data we could only dream about a 
few years ago. As equipment becomes 
more sophisticated, less expensive, and 
more powerful, it will become easier and 
faster lo add new processing techniques. 
That still-greater flexibility will allow 
new experiments to answer yel a new 
generation of puzzling questions about the 
physics of nuclear designs. 

Reference: 
I. "Imaging in the Nuclear Test Program," 

Em'iTty ami Twlmofogy Sri'ien'. 
Lawrence Livermore National 
Laboratory. Liverniore. Calif., UCRL-
52000-88-10 (1988), 30. 

Figure 2. The "stan
dard EL-P1NEX 
image" includes 
(upper left) a pseudo
color representation 
thai emphasizes 
small changes in 
amplitude: (upper 
right) a gray-scale 
image such as we are 
accustomed to 
viewing; and (lower 
left) a color contour 
image, which dis
plays absolute ampli
tudes. The scale is 
included for compar
ison purposes. 
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The X-Ray Cattbratiofl and Standards Facility 
CJLWaj^*y. t t i fc^K.G.T%^UC^ 

Figure 1. Site plan 
for the Stanford 
Synchrotron Radia
tion Laboratory, 
showing the 
Stanford Positron-
Electron Asym
metric Ring and the 
Nation of beam 
lines VIII and X of 
the X-Ray Calibra
tion and Standards 
Facility. Beam lines 
are identified by B 
(bending magnet), 
W (wiggler), and U 
(undu'.ator). 

The X-Ray Calibration and Standards 
Facility (XCSF) project was undertaken 
to provide electromagnetic radiation that 
is substantially more intense than is 
available from conventional laboratory 
sources. To provide intense beams of 
photons or x rays in the 8-35,000 eV 
range, we have built two new beam lines 
(Fig. 1) on the Stanford Positron-
Electron Asymmetric Ring (SPEAR) at 
the Stanford Synchrotron Radiation 
Laboratory (SSRL). 

The project began in 1982 when a 
participating research team (PRT)— 
consisting of representatives from 
LLNL, Los Alamos, Sandia, and the 
University of California—was formed to 
design and construct two new beam lines 
at SSRL. Conventional facilities were 
constructed by the end of 1984, all beam 

lines were performing within specifica
tions by February 1988, and initial 
experiments were begun soon afterward. 
Although LLNL was the lead laboratory 
for design and construction, the beam 
lines are available to all members of 
the PRT. 

Description of the Beam Lines 
The source of photons is the syn

chrotron radiation produced either at one 
of the bending magnets (beam line VIII) 
of the storage ring or from a wiggler 
inserted directly in a straight section of 
the ring beam line. The wiggler causes 
the beam to oscillate without any net 
deflection, producing radiation that can 
be several orders of magnitude more 
intense or brilliant than radiation from 
bending magnets. 

Entranct front Stanford (.(now Accelerator Scale: m 
10 20 30 
j ' • 

SSRL 
aoutharc 

(BWg.131) 

SSRL 
north 
arc 

VllfW) ( B W f l -

X(W) 
VNK.B) 

IX(W) 

— Existing beam lines 
— New beam lines 
— Future beam lines 
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Figure 2 shows ihe configuration of 
these two beam lines and the two branch 
lines of beam line VIII. The vacuum 
ultraviolet (UV) branch (beam line 
VIII-1) was operational in November 
I9K6. and the soli-x-ray branch (beam 
line Vlll-2. the wiggler line) was com
pleted in November 1987. Beam line 
X is designed to accept two additional 
br, ;i' • lines in the future, one for sod 
. <•.• nd one for experiments requiring 

ilensitv. broad-spectrum radiation. 
-• i summarizes the key features of 

the existing branch lines. 
The nominal size of the beam is 

defined both horizontally and vertically 
by the source (either bending magnet or 
wiggler). the SPEAR operating parame
ters, and the dimensions of a fixed mask. 

The photon beam spreads out horizontal
ly into a fan of 23 mrad for beam line 
VIII and 5 mrad lor beam line X. 
Mirrors and masks further divide the fan 
for each beam line. Grazing-incidence 
optics are used to collect the fan of radia
tion and focus it on the target sample. 
Although the target spot size is deter
mined by the optics configuration and 
quality (control of aberrations) anil the 
electron beam cross section, diameters of 
10 \xm or less are achievable, bill perhaps 
at the cost of some beam intensity. 

As shown in Fig. Ma), a cylindrical 
grazing-incidence mirror collects 
12 mrad of the horizonla! fan of radia
tion leaving the bending magnet. The 
first mirror deflects the vacuum U V pho
tons upward by an angle of 12 degrees 

and focuses the beam horizontally onto 
Ihe entrance slits of the vacuum UV 
monochromator. Located beyond the 
first mirror, a second, spherical mirror 
deflccls the beam by an additional 
12 degrees and focuses it vertically onto 
the entrance slit. The toroidal diffrac
tion gratings of the monoehromator 
image its entrance slit onto a movable 
exit slit, and a bent-cylinder mirror 
focuses the emerging monochromatic 
light onto ihe sample. This mirror's 
long radius of curvature is adjustable to 
compensate for the change of focus with 
grating angle. Because of the 24-degrce 
net defleclion of this branch line, the 
monochromalor. rclocusing mirror, and 
sample chamber are located on ihe 
Xf'SF mezzanine |Fig. 2(b)]. 

(a) First floor (-2205IT) 

r a g . 120-
r Beam line X-2 

(hard x ray) 

(b) Mezzanine (-2225 ft') 

Experimental station i 

Beam line VIII-1 
(vacuum ultraviolet) 

• Equipment 
and storage 
area 

Wiggler magnet 

Table I. Key features of the existing branch lines at the X-Ray Calibration and Standards 
Facility. 

Branch 
Nominal energy 

range (eV) Monochromator 
Experimental 

stations 

Figure 2. Floor plans of (a) the firsl floor and 
(b) the mezzanine of Ihe Stanford Synchrotron 
Radiation Laboratory. Portions of the Stanford 
Positron-Electron Asymmetric Ring and the 
sources for beam lines VIM and X are shown. 

VIII-1: vacuum ultraviolet X-I85 Toroidal grating Photoemission. 
(bending magnet) pholoabsorption 

Vlll-2: soft x ray 60-l.KX) Spherical grating Photoemission. 
(bending magnel) photoabsorplion 

X-2: hard x ra\ 3.(XX)-35.<XX> Double crystal Spectroscopy and 
(wigglen diffraction (in 

landemi 
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Figure 3. Optics 
showing beam-line 
elevations for ihc 
three beam-line 
branches: (a) beam 
line VIII-1. the vac
uum UV branch 
(S-lXSeV): (bl 
beam line VI11-2. the 
soft-x-ra) branch 
<hO-llOr)eV):and 
(el beam line X-2. 
the hard-x-ray 
branch (3-35 keV). 
The horizontal axis 
represents beam-line 
componenl posi
tions, with values 
expressed in meters. 
Diagrams are not lo 
scale. 
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.fan (0.34 mrad) 

O — • — 
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On the soft-x-ray branch, shown in 
Fig. 3(b). the first mirror (which has a 
toroidal surface) collects 5 mrad of the 
fan of radiation, deflects the beam by 
a total angle of 5 degrees above the 
horizontal plane, and focuses the 
beam horizontally onto the soft-x-ray 
monochromator exit slit and vertically 
onto its entrance slit. The monochroma-
tor gratings are spherically configured to 
focus the beam vertically onto the exit 
slit. The exit slit is movable along the 
beam-line axis, and a bent, cylindrical 
refocusing mirror forms the image of the 
exit slit on the sample. 

The wiggler beam-line optics are illus
trated in Fig. 3(c). The bent-cylinder, 
double-focusing mirror collects 2 mrad 
of the beam, deflects it 0.4 degrees to the 
horizontal, and focuses it on the sample. 
The remainder of the fan is reserved for 
future branches. This mirror has a cutoff 
energy of 20 keV but is also retractable, 
thus providing the total spectrum of wig
gler radiation for the beam line when 
necessary. The low-energy cutoff of this 
beam line is set at 3 keV by the berylli
um window located just in front of the 
monochromator. The beam line has 
recently been modified to replace the 
beryllium window with a differential 
pumping section to allow the monochro-
mator on this line to operate at 10-6 Torr. 
Modification of the monochromator for 
vacuum operation is planned for the 
summer of 1989. Once the present 
monochromator is modified to operate 
under vacuum, the spectral range of this 
beam line will be extended lo below 
I keV. Thus the XCSF beam lines will 
provide continuous spectral coverage 
from 8-35.000 cV. 

Because the synchrotron radiation is so 
intense, heal dissipation in the masks, 
beam stoppers, and optical elements is a 
major problem. The resulting distortion 
of the mirror can seriously degrade the 
quality of the beam, substantially reduc
ing the useful photon flux delivered to 
the sample. This problem has been solved 
by using silicon carbide with a platinum 
coating for the first mirrors. Silicon car
bide is less affected by thermal dislor >on 
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than other mirror materials, and its stiff
ness, yield strength, and hardness allow 
a novel mirror holder and cooling 
scheme design. With the mirror loaded 
mechanically at the base, heal transfer is 
increased, and thermal distortions are 
compensated for so that the mirror main
tains its unstressed position under opera
tional thermal loads. The first successful 
chemical-vapor-deposiled (CVD) silicon 
carbide mirrors for synchrotron beam 
lines in the United States were fabricated 
for the XCSF project and had surface fin
ish roughnesses of less than 0.5 nm rms. 
the best reported surfaces for x-ray mir
rors of CVD silicon carbide in the world. 

Monochromators 
Each nionochromator in the vacuum 

UV and soft-x-ray branches uses three 
interchangeable, fused-silica gratings 
that are holographically produced, ion 
etched, platinum coated, and mounted 
for use in an ultrahigh-vacuum chamber. 
The toroidal gratings on the vacuum UV 
branch cover 7-140-nm wavelengths, 
corresponding to an energy range of 
8-185 eV. On the soft-x-ray branch, the 
gratings are spherical and provide pho
tons in 0.8-22-nm wavelengths, corre
sponding to energies of 60-1100 eV. 

Wiggler 
The wiggler for beam line X is a 15-

period. variable-gap. permanent-magnet 
and steel hybrid designed and fabricated at 
LBL. Table 2 summarizes the parameters 
of the beam line X wiggler. Neodymium-
iron-boron was selected as the permanent-
magnet material because it is superior lo 
rare-earth cobalt and less expensive. For 
an electron energy of 3 GeV. the wiggler at 
peak field will radiate 3 kW into a 5-mrad 
horizontal fan. This intensity makes it one 
of the brightest continuous hard-x-ray 
sources available. 

Initial Experiments 
We have begun initial experiments on 

all of these branch lines. Photo absorp-
tion and photon scattering are the main 
processes by which photons interact 
with malter. with photoabsorption domi

nating below I keV. We are measuring 
absolute photoabsorption experimental 
cross sections (APECS) to improve our 
understanding of photon interactions 
with matter by improving the atomic 
physics databases used in the design and 
analysis of x-ray experiments and by 
testing the predictive capabilities of our 
computer mode :. We have used XCSF 
beam lines to take data on many ele
ments, including beryllium, chromium, 
iron, nickel, titanium, uranium, and 
vanadium. We have compared these 
data with a variety of theories to help us 
understand both atomic vs solid effects 
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and the various atomic resonance phe
nomena and coupling schemes. 

Of perhaps greatest significance are the 
new resonant and/or enhancement struc
tures we have found at virtually every 
inner-shell (absorption-edge) threshold. 
A good example is shown in Fig. 4. Our 
APECS measurements show a sharp 
IA-2/J autoionizing resonance near the 
K absorption edge, followed by a broad
ened, atomic-like feature above the /(-shell 
ionization threshold for solid beryllium. 
The theoretical interest created by these 
newly discovered features, which are 
unrepresented in current calculational 

Table 2. Parameters of the beam line X wiggler. 

Parameter Value 

Magnetic-period length 
Number of complete periods 
Peak magnetic-field range 
Peak-io-peak field uniformity 
Operational magnetic-«ap range 
Beam vertical aperture 
Pole width 
Transverse-field requirement 
Effective magnetic lernzlh 

12.85 cm 
15 
0.01-1.4 T 
<2f/r at minimum gap-' 
2.1-20.0 em 
1.8 cm 
7.5 cm 
AB/fl<3'/((iwer2.4cni> 
202.4 em 

1 Measured w be <{\.lVi, 

4.0 

3.5 

3.0 

J -
I 2.0 

S 1.5 

1.0 

0.5 

0 

APECS experiment 
Data base (CSLOW) 
Henke tables (1982) 
RHS atomic theory 

Figure 4. Absolute 
photouhsorption 
experimental cross 
sections of berylli
um, showing reso
nance behavior near 
the l\ (K-cclge) 
threshold. 
Preliminary APECS 
result obtained al the 
XCSF is compared 
with CSLOW (low-
energy cross-section 
data base), tables 
compiled by Henke.1 

and RHS (relativislic 
Harlree-Slalei) 
atomic theory.-1 

100 140 180 
Photon energy (eV) 

220 
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models, may well lead, to developments 
that will improve the general theoretical 
basis lor opacity calculations. Some gen
eral areas of Laboratory-wide interest 
include experiments on high-temperature 
semiconductor materials, x-ray absorption 
fine structure through detection of optical 
fluorescence, and x-ray tomographic-
imaging techniques. XCSF beam lines 
have been used for EXAFS and x-ray 
absorption near edge structure (XANES) 
studies of materials in several areas. We 
have used optical emission of materials 
excited bv soft x rays (10-12(X) eV) to 

measure x-ray absorption edges and fine 
structure, and we have examined several 
crystalline and amorphous materials hav
ing either intrinsic luminescence or lumi
nescence from transition metals and 
organic dyes present as dopants. This 
work has demonstrated the versatility of 
the optical emission method for both sofl-
and hard-x-ray regions. We have used this 
technique to study rare-earth materials and 
specialized glass materials. 

The performance of all components of 
the XCSF project meets or exceeds out-
expectations. Initial experiments on all 

Tiii low-energy x-ray illumination 
system (LEXIS) is a Z-pinch plasma 
source, manufactured by Maxwell 
Laboratory, designed to emit intense 
pulses of soft x rays. In FY88. we 
developed this source into a pulsed 
x-ray calibration facility to complement 
the continuous-current x-ray machine 
used at LLNL. LEXIS provides suffi
cient power to calibrate the most insen-

branch lines are returning data of impor
tance to NTES and to the general 
weapons program. 

References: 
1. H. I.. Ilcnke el al . '"Low-Knoiyy 

\-Ra_\ Interaction Coellicienls: 
Photoabsorpiion. Scaiicniii!. ami 
Reflection.".-We"//! IKiUi iimlXiulftir 
Ihihi l',ibU-\ 11 (11. 1 ih)S2i. 

2. J. II. Scofielu. Lawrence l.ivennore 
National L;ilKiralor\. l.iuTmore. Calif., 
private communication (lc)S7l. 

sitive diagnostic systems used at NTS. 
It is easy to operate and can be pulsed 
once a minute for rapid use. 

The LEXIS facility (Fig. 1) has 15 
calibration ports that can accommodate 
various configurations of detectors and 
instruments. The machine is very com
pact and fits into the far side of room 
1214 in building 121. The beam pipes 
built onto the machine are used to mount 
detectors and instruments to be calibrat
ed. The screen room on the left protects 
sensitive recording instruments from 
electromagnetic backgrounds. The com
pleted system used to operate LEXIS is 
shown in front of the screen room. 

From a stored energy of 4000 J. about 
1000 J of x rays with a blackbody shape 
and an effective temperature of 30-40 eV 
are emitted from the plasma source. 
However, for our calibrations, we use 
higher-energy emission lines character
istic of the particular gas used in the 
pinch. The Ne and Ar spectra from a 
similar machine are shown in Fig. 2. 

In FY88. we used the Ne gas pinch 
almost exclusively. Neon provides 

Figure 1. The LEXIS facility. This compact machine has 15 calibra
tion ports that can accommodate various configurations of detectors 
and instruments. The screen room on the left protects sensitive record
ing instruments from electromagnetic backgrounds. The completed 
system used to operate LEXIS is shown in front of the screen room. 

LEXIS: A Pulsed X-Ray Facility 
V. W. SHvinaky »>nd A. F. Clark 
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about 5 J in the helium-like line at Reference: 
920 eV (see the l.v--2.v2/> line in Fig. 2). 1 
We effectively isolated this line with an 
x-ray filter.1 The x-ray energies outside 
a small energy region at 920 eV are 
heavily attenuated by a 1.3-u.m-thick 
Cu filter. We used Cu because it has an 
absorption edge at 930 eV, which is just 
above the region of interest. The tem
poral profile varies considerably from 
shot to shot as does the x-ray intensity. 
The x-ray pulse characteristics must be 
carefully monitored on each shot with 
standard x-ray detectors to account for 
the variations. 

Other x-ray lines can be used by 
loading different gases into the 
machine. Krypton L lines at 1.8 keV 
and Ar K lines at 3.3 keV are most 
commonly used because diagnostics 
calibrations are often required in this 
energy region. Other x-ray energies 
could be provided by exploding wires 
instead of gases. However, the wires 
must be replaced alter each shot, which 
increases the turnaround time to about 
20 min. 

A pinhole picture of the actual x-ray 
source shows a filament about 1 mm 
wide and 2 cm long with the most 
intense portion near the cathode and hot 
spots along the filament length. 

We operate LEXIS using a computer-
automated measurement and control 
(CAMAC) system. With this digital sys
tem, we can collect data from a Tektronix 
7912 oscilloscope or. if we need measure
ments with a faster response time, from a 
Tektronix 7104 oscilloscope. 

During FY88. we developed the 
LEXIS machine into an absolutely cali
brated, pulsed, monoenergetic x-ray 3.0 
facility. LEXIS now provides an inex
pensive, easy-to-use x-ray source for 
NTS instrument calibrations. 

A. Clark and C. Wong. LEXIS 
Calihratitws. Lawrence Livermore 
National Laboratory. Livermore. Calif'., 
internal memo 1MG-SS-IU (August 
I9S8). 

Figure 2. Spectra 
from a LEXIS 
machine: (a) neon 
K-shell spectra; 
(bl argon K-shell 
spectra. 

0.9 1.0 1.1 1.2 1.3 1.4 1.5 

(b) " I Ar XVII 
( ' 11s2-1s2p 

ArXVII r 
0. a. 

CO • * tn 01 to <n 
Ar XVIII T T 7 
1s-2p *h % % 

JI JUI 
3.5 4.0 3.5 

Phc^- energy (keV) 

109 



Prompt Diagnostics 

New Directions in 
Development of 
Underground 
Weapons Physics 

Measurement of Electron Temperature in a Nuclear-
Driven Plasma 
P. T. Springer 

In this arliele. we report on the design 
of an experiment that will determine the 
electron temperature in a nuclear-driven 
plasma using free-bound x-ray emission 
from mid- to high-Z dopant ions. We 
require accurate knowledge of electron 
temperature for atomic-rate modeling 
and to design systems that are hydrody-
namically stable when healed. We 
describe oh initio calculations of plasma 
temperature, which incorporate known 
healing and cooling mechanisms. For 
H-like. K-shell systems, we derived ana
lytical expressions for the dependence of 
the free-bound x-ray spectrum on elec
tron temperature, and we describe an 
extension to L-shell systems. The actual 
electron temperature of three nuclear-
driven samples, including both K- and 
L-shell systems, will be determined 
experimentally using a high-resolution 
bent-crystal imaging spectrometer with 
subnanosecond resolution. 

We performed our ab initio calcula
tions of electron temperature using the 
atomic rate code XRASER. This code 
uses detailed atomic models for ions in 
their possible ionization states, and it 
accounts for known atomic processes 
and interactions with both \ rays and 
electrons. Driven by a specified lime-
and frequency- (energy-) dependent 
x-ray intensity. XRASER determines 
plasma evolution, plasma temperature, 
nonlocal-thermodynamic-equilibrium-
(NLTE)-level populations and inlralevel 
transition rates, and the generation and 
transport of radiation within the plasma. 
The temperature is determined from 
known plasma heating and cooling 
mechanisms. Auger processes, photoion-
i/ation. electron coliisional excitation 
and ionization, and hremsstiahlung. I-'or 
the x-ray-driven plasmas of interest, the 
dominant healing mechanism is from 
photoionization: the dominant cooling 

mechanism is from brenisstrahlung. 
Healing and cooling from Auger pro
cesses and electron-ion collisions arc-
also important for high-Z systems. 

We will experimentally determine the 
temperature of plasmas using x rays emit
ted from radiative recombination with 
highly snipped ions. In radiative recom
bination, a free electron makes a transi
tion into a bound level of an ion. emitting 
an x ray. For recombination into the 
ground slate of an ion. the x-ray energy is 
higher than the energies of all bound-
hound transitions. The rale of x rays of a 
particular energy is related to the density 
of electrons having a particular energy, 
since the x-ray energy is the sum of the 
initial electron energy plus the ionization 
potential. X rays jusl above Ihe continu
um threshold are from recombination of 
electrons having a kinetic energy close 
to zero. Thus, the radiative recombina
tion spectrum is related, in pan. to the 
electron-energy distribution, or tempera-
lure. The spectrum also depends on Ihe 
energy variation of ihe recombination 
cross section, which can be predicted 
using atomic theory. With a proper 
understanding of the atomic physics of 
the recombination cross section and 
plasma opacity effects, the free-hound-
continuum x-ray spectrum can be used to 
measure the electron energy distribution 
and to infer plasma temperature. 

Theory of Radiative 
Recombination for H-Like 
Systems 

The plasma emissivity t',(/-.) due to 
radiative recombination into a particular 
hound level i is given by 

t',(/;i = /„/ , .V 1 G K , . ( 1 ) 

where I. is Ihe x-ray energy..If is Ihe 
electron flux. A. is the density of ions in 
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the appropriate ionization state, and cxr01. 
is the recombination cross section. 
Using time-reversal invariance. the cross 
section for radiative recombination can 
be related to its inverse process, photoion-
ization. For the H-like around state. 

o I t t = o p l l 2t=/H. (2) 

where api, is the photoelectric cross sec
tion, k is the photon momentum, and p is 
the electron momentum. In general, 
photoionization cross sections for ions 
of arbitrary ionization are calculated 
numerically using fully relativislic 
Dirac-Hartree-Fock wave functions. 
For nonrelativistic H-like ions, however. 
the photoelectric cross section can be 
expressed analytically, as follows: 

2 V "a 
3 "Iz VJ 

x exp(-4n cor'r|) ( 3 ) 

1 - exp(-2nr|) 
where aa is the Bohr radius. Z is the 
nuclear charge, and the Sommerfeld 
parameter n = (Iml/p-)1'2. The photon 
and electron momenta are related by 

•1 + V 
2m 

(4) 

where / is the ionization potential. 
Because of the fast electron-collision 
time, the electron-energy distribution 
should be Maxwellian, and the distribu
tion of electron momenta should be 
given by 

/ =b! V- 4jt (2ronT)"M 

L in 

where Nc is electron density, in is electron 
mass, and T is electron temperature. Thus, 
the x-ray emission resulting from recom
bination with bare ions, producing the 
H-like free-bound continuum, is given by 

E H ( £ ) = Nc NbML. 8nrt2mn<rTfin 

xexp 
-iE-l) 

T ophE*dE. (6) 

For an optically thin plasma when the 
energy variation of o" l lh£ ! is removed, the 
emission has a simple exponential falloff 
characteristic of the electron temperature. 
The intensity of the free-bound continu
um spectrum depends strongly on plasma 
density, temperature, and ionization state: 
however, the spectral shape depends 
mainly on electron temperature. 
Interpretation of the spectral shape 
becomes more complex when other states 
of ionization are considered and the 
effects of plasma opacity are examined. 

Radiative Recombination in 
Complex Atomic Systems 

The radiative recombination into 
excited levels and into ions with an arbi
trary degree of ionization can be 
described in a manner similar to the 
expression for radiative recombination 
of free electrons into the ground state of 
a H-like ion. The observed spectrum 
will be a sum over all possible excited 
levels and all degrees of ionization. 
Provided that the electron temperature is 
small relative to the ionization energy, 
the radiative recombination spectra cor
responding to recombination into differ
ent atomic shells K. L,. . . can be 
spectrally resolved. It is often difficult 
to resoive the radiative recombination 
into a given shell from ions with differ
ing states of ionization. The continuum 
threshold energies of H-like and He-like 
K-shell recombination differ, and the 
recombination continua may overlap. 
Likewise, the continuum threshold ener
gies of Li-like through Ne-like L-shell 
recombination differ, and the recombi
nation continua may overlap. In the 
region of continuum thresholds of a 
given shell, the emission spectrum is 
complex, containing free-bound emis
sion from lower states of ionization and 
high Rydberg bound-bound transitions 
from higher stales of ionization. Above 
Ihe hjghest-energy continuum threshold, 
the'recombination spectrum will again 
have a simple exponential falloff indica
tive of the electron temperature. In this 
region, the net recombination spectrum 
is a sum of the form 

exp 
-(£-/() 

T •Vh e\ (7) 

where values of ,4; depend on plasma ion
ization stale, density, and temperature. In 
general, the photoionizalion cross sec
tions have a simple energy dependence of 
the form £-«' where the exponent a, is 
nearly identical for all states in a given 
subshell (Is. 2s. 2p , . . .) regardless of the 
level of ionization. Thus, aside from a 
complicated normalization factor, the 
energy dependence of the recombination 
emission behaves as £•'" exp(-£/7"), and 
a ranges from 2.5 to 2.8. 

If the value of a is uncertain by 8a. 
then the effect on the derived tempera
ture is of the order 5a E/T. Typically, the 
ionization potential is much greater than 
the electron temperature, and this uncer
tainly is small. For K-shell systems, the 
uncertainty in the value of a is on the 
order of 0.01. In K-shell systems, a can 
be calculated accurately and is nearly 
identical for both H-like and He-like 
ions, eliminating any dependence of a on 
ion balance. For L-shell systems, the 
uncertainty in a is on the order of 0.1. 
Although calculations of a are accurate 
and the value does not have a strong 
dependence on the ion species, the value 
of a for photoionization of 2s and 2p 
electrons differs. Thus, the L-shell popu
lation distribution plays a role in deter
mining the admixture of recombination 
into 2s levels. 

Because measurement of electron 
temperature depends on an accurate 
understanding of the free-bound emis
sion spectrum, we must apply correc
tions for the spectral distortions due to 
plasma opacity. For a plasma of physi
cal depth L with an x-ray mean free path 
given by A.(£), the effective plasma 
depth is given by 

= ?l(£)| l-exp|-£A(£>l|. (8) 

If the plasma is optically thin, then 
Lelf = L. If the plasma is optically thick, 
then £ d f = ^.(£). which scales with x-ray 
energy as £«. The spectrum of x rays 
that escape the plasma is given by the 
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Figure 1. Setup for the electron temperature experiment. The curved-crystal spectrometer is designed lo include spatial and spectral imaging of 
four samples, redundant x-ray-delection systems, duwnhole liming io the x-ray drive, and active alignment. Other features shown in this diagram 
art described in more detail in the text. 
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product of effective plasma depth and 
plasma emissivity. Thus, the observed 
spectral shape behaves as £•' " exp(-£/7) 
for an optically thin plasma, and as 
£ ' exp(-£/7") for an optically thick plas
ma. In our experiment, the largest possi
ble opacity correction is on the order of 
35'/r. The samples we will use in the 
electron temperature experiment are 
nearly optically thin, and the opacity cor
rections are under 1 ()'/(. Plasma opacity 
will be modeled using XRASER. and 
corrections for plasma opacity will be 
applied. The uncertainty ;;i electron tem
perature as a result of plasma opacity 
should be less than .W,. 

Electron Temperature 
Experiment 

Figure I shows the sciup lor our elec
tron temperature experiment. We will 
measure the free-bound continuum 
spectrum in several samples simultane
ously. Three of the four samples, made 
of low-density foam and shown at the 
bottom of Fig. I, will be doped with a 
mid-Z ion. a high-Z ion. and a mixture 
of mid- and high-Z ions. One sample 
will remain undoped to measure the 
source-scattered background for sub
traction from other spectra. All four 
samples will have a hydrodynamic 
tamping pad with low x-ray emis: ion in 
the spectral region of the experiment. 

We chose the mid-Z and high-Z ions 
as complementary K- and L-shell sys
tems. The K-shell ionization potential 
of the mid-Z ion lies slightly above the 
highest-energy (Li-likej L-shell continu
um thresho'u of the high-Z ion. Thus, 
the free-bound ^pectral regions are simi
lar, and the elements can be mixed with 
no spectral interference. The K-shell 
spectra are easiest to interpret and can 
be used to determine the electron energy 
distribution without the assumption that 
it is MaxweJlian. We predict that the 
mid-Z sample will strip well into Us 
K shell, with peak ionization in H-like. 
We predict that the high-Z sample will 
strip well into its L shell, with peak ion
ization in C-like. 

A curved-crystal spectrometer with 
redundant x-ray detection systems will 
provide both spatial and spectral imaging 
ol the four samples with subnanosecond 
resolution. The experiment will be timed 
downhole lo the x-ray drive using a 
source-x-ray-drivcn. phosphor-light 
marker. Other experiments will charac
terize the source intensity and spectrum 
versus time. 

A thin, optically Hat quartz 502 crystal 
shown at the left in Fig. I is attached to 
a Cu-plaled Pyrcx substrate, which is 
diiimoncl-turned with optical /trances 
to a 20-in. radius. The use i>, v. u on the 
substrate significantly reduces x-ray-
scattered background from the crystal. 
X .ays Irom the samples will pass 
through fillers of V and fused silica to 
eliminate low-energy x rays. X rays 
from differen' samples will be Br gg-
reflected. passed through a narrow 
background-rejection slit, and focused at 
different positions on the detector plane. 
X rays will deposit their energy in the 
subnanosecond phosphor-indium-doped 
cadmium sulfate. Light will be transmit
ted via a discrete quartz-fiber array to 
two optical streak cameras. The streak 
cameras will provide a dynamic range of 
over 5(KI. which is needed to record the 
large signal variations both in x-ray spec
trum and over time. In addition to the 
streak camera readout, responses from a 
discrete array of neutron-damaged GaAs 
photoconductive detectors will be 
recorded via cable and oscilloscope to 
provide an approximate but redundant 
measurement of the x-ray spectrum. 

The energy resolution of the spectrom
eter is set at approximately I (1 eV by an 
entrance slit. The spatial resolving power 
is smaller than 2(X) |irad. To accurately 
align the spectrometer to the samples so 
that Bragg-reflected x rays strike the liber 
arrays, we will use an active alignment 
system. A He-Ne laser located about 
10 ft from the samples will simulate a 
point source of light in the center of the 
samples. This laser light will reflect from 
the crystal, exit the vacuum tl.;ough a 
transparent (used-silica vacuum window. 

which also serves as an x-ray filler, and 
be focused onto the detector plane. Two 
Reticon cameras with a resolution of 
0.001 in. will measure the focus sharp
ness and the cenlroid of the light focus. 
The '.ameras are mounted on an Al bar, 
which defines the detector plane and 
holds the phosphor and l"it"er arrays. The 
bar can be pivoted about the center of 
curvature of the crystal using a remote-
controlled stepping motor. As a result of 
stresses introduced in the canister as it is 
buried, it will bend, and spectrometer 
pointing will, thus, be compromised. 
Using the laser light as a reference, the 
detector bar can be readjusted lo bring the 
spectrometer back into proper alignment. 

Calibration 
It is difficult lo calibrate our spec

trometer system as a whole b .-ausc 
readily available laboratory x-ray 
sources yield x-ray fluxes that are I01* 
times weaker than x-ray fluxes expected 
during our experiment. Because x-ray 
imaging properties and crystal efficiency 
depend/m having the x-ray source far 
I'rorrHne spectrometer, the available 
intensities are weak. We could use 

/photon-counting techniques to bridge 
this gap; however, because of back-
gr unds. such techniques arc difficult 
to perform reliably. Instead, our spec
trometer calibration is performed with 
both line emission and continuum 
bremsstrahlung from laboratory x-ray 
lubes. Pulsed and dc x-ray sources 
determine the phosphor efficiency ver
sus energy and incident angle. We use 
pulsed. Lambertian light sources of the 
correct color to determine the fiber's 
transmissions and streak camera el'fi-
cjney. These results are then married. 

A solid-state Ge(I.i) detector measures 
the spectrometer's x-ray spectral effi
ciency. With an x-ray lube placed al the 
appropriate sourec-to-spectromelcr dis
tance, a Ge( Li I detector measures the 
incident x-ray spectrum and intensity. 
The same detector measures the spec
trum and intensity of x rays that Bragg-
rellect ami pass through a slit on the 
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detector plane. The spectral purity of 
the Bragg-reflected x ray is high, indi
cating that the alignment of the crystal is 
such that reflections from other crystal 
planes are not intense. We have mea
sured the spectrometer x-ray efficiency 
versus energy to an accuracy of a few 
percent over the entire spectral region. 

Calibration of the phosphor samples is 
performed using an 8-A. 50-kV, 200-ps 
pulse of electrons striking selected foil 
targets to produce x rays. X-ray filters 
then make the spectrum more nearly 
monochromatic. The x-ray-induced 
phosphor output is measured with a cali

brated microchannel-plate-intensi tied 
pholomultiplier tube and a sampling 
storage oscilloscope. An Si p-i-n diode 
determines the incident x-ray intensity. 
These measurements complement the dc 
x-ray calibrations using laboratory x-ray 
fluorescent sources and photon counting 
techniques. The phosphor emission is 
strongly self-absorbed, and the output is 
related to the x-ray energy deposition 
close to the optical-fiber faceplate on 
which it is deposited. 

When our calibrations arc complete. 
we will have characterized the efficiency 
versus x-ray energy of our spectrometer 

system with an accuracy on the order of 
5'/< over the entire spectral range. This 
level of accuracy should enable us to 
measure electron temperature versus 
time with an accuracy on the order of 
5ri . A comparison between the experi
ment and code predictions should lead to 
improvements in our understanding o( 
radiation-driven plasmas. The resultant 
data will be used as a benchmark to pre
dict the behavior of both simple and 
complex atomic systems and will 
improve our ability to design nuclear-
driven plasma structures that arc hydro-
dynamically stable. 

The LRACS/MIFFLEX Package for Measuring X-Ray 
Output Below the Spectral Peak 
S.Aiitt 

Figure 1. LOS lay
out and collimation 
for LRACS and 
MIFFLEX. 

We routinely obtain moderate spectral 
resolution of the absolute output from 
nuclear explosives for photon energies in 
the range of 0.7^.0 times the spectral 
peak. We make such measurements 
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using filtered-fluorescer techniques. 
Measured and calculated values show 
good agreement at higher photon ener
gies: however, we find increasing dispar
ity for energies at or just below the peak. 
We now seek a better understanding of 
the lower-energy portion of the x-ray 
spectrum. To lest the accuracy of calcu
lated values, we must extend our mea
surements to the region well below the 
spectral peak. 

Filtered fluorescers do not work well 
in the low-energy region because the fil
ter foil cannot stop photons with energies 
more than about twice the absorption-
edge energy of the filter. This fact, cou
pled with space limitations inherent in 
underground nuclear tests, prompted us 
to design an experimental package con
taining two types of measurement tech
niques suitable for use well below the 
spectral peak. The first is the mirror 
filter-fluorescer experiment (MIFFLEX), 
which uses a grazing-incidence x-ray 
mirror as a low-pass filler in from of fil
tered fluorescers to cover the energy 
range of 1.5-4 ke V. The second is a 
low-resolution active-crystal spectrome
ter (LRACS), which uses the first- and 
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second-order Bragg reflections from LiF 
crystals to form six energy bins covering 
the range of 3.5-14 keV. On the upcom
ing test for which our experimental pack
age was designed, we expect to measure 
the absolute spectral power from 2 to 
14 keV with an experimental uncertainly 
of about 16-18%. 

Line-of-Sight Design 
Figure I shows the layout of the line of 

sight (LOS), the location and collimation 
for LRACS and M1FFLEX. and the 10- to 
60-keV filtered-fluorescer instrument. 
SPECTEX. X rays travel through a 
square hole with 2.54-em sides in the 
lower defining collimator at an elevation 
of 302 cm from the source. An upper col
limator located at elevation 1031 cm 
defines six beams: one for MIFFLEX. 
three for LRACS. and two for SPECTEX. 

The experiment was designed to mea
sure x rays emitted from a nuclear device 
and Compton scattered at 90 degrees 
from a scatterer. With suitable modifica
tions, our package could also be used to 
directly view the device. Because pro
grammatic considerations required the use 
of a scatterer for this event, low-density 
(0.1 g/cm-1) LiH foam suppresses thermal 
emission from the scatterer with respect 
to Compton-scattered emission. The use 
of a scatter, especially at 90 degrees. 
placed constraints on the orientation of 
the entire package due to polariza* ion of 
scattered x rays. For best performance, 
the package should be oriented so that 
the LRACS detector arms are coplanar 
with those x rays that travel from the 
center of the device to the center of the 
scatterer and up the LOS cenlerline. 
Such orientation will ensure that the 
polarisation of beams incident on the 
crystals is correct for efficient Bragg 
scattering (i.e.. beams will be a polarized 
with respect to the crystals). 

The lower dc fining collimator is heated 
during measurement by both the relatively 
hard-x-ray spectrum of Compton-scattered 
x rays coming directly from the scatterer 
and by the "soft" spectrum generated by 
diffusion of energy up the LOS pipe. 
Hard x rays come only from the scatterer; 
thus, their effect is minimized by use of a 

slack of increasing-Z materials, with each 
material si .:!ded from hard x rays by 
materials below. Softer x rays come from 
all the walls in the lower part of the LOS 
pipe and. thus, represent a 2K source. The 
aperture is lined with 0.5 mm of high-
purity graphite, which acts as a tamper to 
prevent blow-in. Carbon that blows into 
the aperture is of low density and is com
pletely ionized on a short time scale; thus, 
it is transparent to the radiation of interest. 

Heat loading ol the upper defining col
limator is much less severe and consists 
entirely of the Compton-scattered spec
trum. A stack of materials similar to 
the one used on the lower defining colli
mator prevents blow-in by keeping all 
materials below their vaporization tem
peratures. No C liner is necessary 
because the LOS pipe is cooler at this 
elevation: hence, there is no wide-angle 
source of soft x rays. 

MIFFLEX Design 
Figure 2 shows the MIFFLEX con

cept. X rays from the stutterer strike a 
SiC mirror at an angle of 0.5 degrees. 
Those x rays having energies below about 
4 keV are reflected into a 0.019-mm-thick 
Saran (C\H :CI2) foil. X rays above 
2.819 keV cause K-shell fluorescence of 
the CI in the Saran. These characteristic 
CI x rays excite the NE-111 scintillator 
in the tluor-photodiode detector, causing 
the generation of an electrical signal, 
which is recorded uphole on oscillo
scopes. This channel measures the 
power in a bin from 2.819 to 4 keV. 
Most x rays below the CI K-edge pass 
through the Saran and strike a 0.019-mm-
thick Al foil. The Saran foil acts as a 
K-edge filter, and the Al K-edge is at 

Figure 2. The LRACS and MIFFLEX 
experimental package. 
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1.559 keV; therefore, the fluor-pholodiode 
detector in this channel yields a signal 
that is proportional to the power con
tained in a bin from 1.559 to 2.819 keV. 

The mirror is a 30-cm-long. 5-cm-
wide. 5-cm-high blank of sintered SiC. 
Because this sintered material is not suit
able for polishing, the reflective surface 
was coated with SiC by chemical-vapor 
deposition to form a hard, polishable sur
face with a density of 3.1 g/cnv'. The 
resulting mirror offers several advan
tages over metallic mirrors. The SiC 
substrate is hard and stable, and it has a 
low coefficient of thermal expansion. 
The reflective SiC coating has the same 
thermal properties as the substrate, thus 
minimizing thermally induced stress and 
deformation. The low mass-absorption 
coefficient of SiC results in a lower 
absorbed dose per gram than for metals: 

Figure 3. Channel responses for 
la) MIFFLEX. (b) LRACS 1. (c) LRACS 2. 
and (d) LRACS 3. 
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thus, the material stays cooler. In addi
tion. SiC is a ceramic and can withstand 
a much higher specific dose than metals 
(860 cal/g for SiC versus 190 cal/g for 
Ni). Three kinematic mount points 
incorporated into the substrate provide 
a robust mounting system to prevent 
distortion of the mirror over the tem
perature range encountered in fielding 
the experiment. 

The area of the beam striking the 
MIFFLEX foils is small (2.54 x 0.264 cm) 
because of the small projected area of the 
mirror in the beam direction. As a result, 
total power onto the foils is relatively 
small, leading to the requirement of 
detectors more sensitive than x-ray 
diodes. We. thus, selected commercial 
fluor-photodiode detectors, which view a 
I.O-mm-thick piece of NE-111 scintilla
tor. Electrons and ultraviolet photons 
from the LOS are prevented from reach
ing the scintillator by two thin, foil barri
ers consisting of 0.6-p.m polypropylene 
coated with 0.1-um Cu and 0.1-u.m Al. 
The detectors are vented to the LOS vac-
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uum through a labyrinth of low optical 
reflectivity, eliminating the need for a 
vacuum barrier. Figure 3(a) shows the 
channel response functions (sensitivity 
as a function of energy) for MIFFLEX. 

LRACS Design 
Figure-2 also includes a schematic 

drawing of the LRACS. X rays from the 
scatterer are collimaled into three 1.27- x 
2.54-cm beams, each striking the con
cave side of one of the three cylindrically 
bent LiF (2(H)) crystals. Various fillers in 
the beams, with K- and L-edges chosen 
to optimize signal levels, reduce heating 
of both the defining collimation and the 
crystals. The three crystals are set at dif
ferent angles of incidence, thus defining 
different energy bins by virtue of the 
Bragg condition for x-ray diffraction. 
LRACS 1 is set at 60 degrees. LRACS 2 at 
45 degrees, and LRACS 3 at 30 degrees. 
X rays striking the crystal al the Bragg 
angle appropriate lo their energy are 
reflected, pass through a slit collimator 
and into a multi-element x-ray-diode 
detector, and produce electrical signals 
recorded uphole on oscilloscopes. 

The material of choice for the crystals 
was LiF because it is available in large 
sizes, is stable and fairly easy to handle. 
has high reflectivity, and has no high-Z 
elements, thus eliminating the problem 
of secondary emission (fluorescence). 
Scattering and fluorescence from the 
mounting hardware are prevented by 
holding the crystals at their edges so that 
beams strike only LiF. The radii of cur
vature of the crystals were chosen so 
that the reflected beams, which converge 
to a crossover point and then diverge, 
would fall within the active area of 
detectors placed as near as practicable to 
the crystals. Lead slit collimators placed 
at the crossover points provide back
ground suppression. 

Each of the three LRACS detectors 
has a Be vacuum window to stop elec
trons and ultraviolet photons, and two 
sets of active elements: one set is selec
tively sensitive to first-order reflections 
and the other to second-order reflections. 
The active elements of the detectors arc 
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thin foils of Be coaled with layers of var
ious materials. The coatings are optical
ly thin to the x rays being detected so 
that both sides of the foils contribute to 
the signals. One of the detectors has an 
additional set of elements sensitive only 
to nuclear background radiation. Table I 
shows the coatings used on the elements 
in the detectors. 

Because it is instructive to examine 
how selectivity is achieved, we use 
LRACS 2 as an example. The first-order 
range of energies reflected by the 
LRACS 2 crystal is 4.17-4.6 keV. the 
second-order range is 8.34-9.20 keV. and 
the third-order range is 12.51-13.8 keV. 
The first sensitive element in the LRACS 
2 detector is coated with Ag. which has 
L-absorption edges around 3.8 keV. i.e.. 
just below the range of the desired first-
order channel. The coating is about 2 
electron ranges thick for 4-keV electrons 
so that sensitivity is maximized for the 
first-order x rays. However, because the 
electron range is much shorter than the 
mean free path of an x ray of the same 
energy, the detector element is optically 
thin to all x rays striking it. The sensitiv
ity of this element falls off as roughly 
£-•'. where E is photon energy: thus, this 
element is about 12% as sensitive to sec
ond order as to first order, and about 4% 
as sensitive to third order. This fact, 
coupled with the fact that higher-order 
reflections from the crystal become pro

gressively weaker than first-order reflec
tions, results in a channel that is predom
inately sensitive to first-order x rays. 
Ideally, the first-order channels would 
respond only to first-order x rays, but 
such ideal selectivity cannot be realized 
in practice. On the nuclear test for which 
LRACS was designed, the signal on the 
first-order channel will consist of 73% 
first-order x rays, 15% second-order 
x rays, and 10% third-order x rays. The 
remaining, small percentage of the signal 
is due to scattering from the crystal and 
other components. These percentages 
depend on the spectral shape. 

The second set of active elements in 
the detector must be sensitive to se :orul-
order x rays and reject all other orders. 
First-order x rays are removed partly by 
the first active detector element, whose 
absorption edge is just below the first-
order energy. Additional filtering is pro
vided by a foil, in this case Zn, with an 
absorption edge at 9.66 keV. The Zn foil 
resides between the first and second set 
of active elements and is chosen to have 
an absorption edge just above that of the 
second-order channel. This filter tends 
to pass second-order reflections while 
eliminating some third-order and most 
first-order x rays. By selecting a coating 
for the second set of active elements that 
has an absorption edge just below the 
second-order energy (in this case. Ni at 
8.3 keV). a channel is created that 

responds almost exclusively to second-
order x rays. The expected signal on the 
upcoming test will consist of 88% sec
ond-order. 1 % first-order, and 5% third-
order x rays. 

The required filtration for selectivity 
takes its toll on second-order x rays. 
Therefore, the set of elements that 
detects second-order x rays consists of 
two identical foils electrically connected 
in parallel, as shown in Fig. 2. This 
design nearly doubles the size of the 
detected signal on the second-order 
channel. Figure 3(b) through (d) shows 
the response functions for all six chan
nels of LRACS. 

Data Analysis and Error Budget 
The selectivity of LRACS channels is 

not ideal (i.e., the first-order channel has 
some sensitivity to higher orders, and the 
second-order channel has some sensitivity 
to first- and third-order x rays). Although 
this circumstance is inconvenient, it is 
possible to easily unfold the correct spec
tral shape algebraically because the 
channel-response functions of LRACS are 
small everywhere except within the ener
gy bins defined by the crystal. Thus, the 
voltage on detector element / = 1,2 can be 
expressed as v,- = 'LjSyPj, where 5,y is the 
sensitivity of element i to jth-order x rays, 
and Pj is the spectral power iny'th order. 
If we use only the first and second order, 
we obtain a closed set of equations, which 
can be solved for Pt, P2. Higher orders 
can be included if we use SPECTEX data 
in the analysis. 

Using reasonable values for uncertain
ties in the upcoming test yields values 
for experimental uncertainty in spectral 
power of about 18% for the first-order 
channel and 16% for the second-order 
channel. Use of a harder x-ray spectrum 
results in values of 30% uncertainty in 
first-order power and 16% in second-
order. This result is due to a larger 
second-order x-ray contribution lo the 
first-order channel signal with a harder 
x-ray spectrum. 

Table 1. Coatings for elements in LRACS detectors. 

Element Coatings 
number Function LRACS1 LRACS2 LRACS 3 

1 Anode none none none 
2 Cathode (lirsl order) 1200-ARh 2000-A Ag 4000-A V 
3 Anode none none none 
4 Filler 20-um Ni 40-um Zn 65-um Y 
5 Anode none none none 
6 Calhode (second order! 7000-A Ti SSO0-A Ni 10.000-ACu 
7 Anode none none none 
K Cathode 7000-A Ti 5500-A Ni 10.000-A Cu 
9 Anode none none none 

10 Filler — — 60.0-mil Ta 
It Anode — — none 
12 Calhode (background) — — 2-mil Ta 
13 Anode — — none 

117 



Prompt Diagnostics 

Fiber-Optic Alpha Measurement Development 
B.L.Pruett 

Figure 1. The fiber
optic diagnostic sys
tem, consisting of a 
detector, a high-
bandwidth optical 
fiber, a spectral-
streak equalizer, and 
a streak-camera 
recording system. 
Gamma rays from a 
nuclear source are 
converted into high-
energy Compion 
electrons that gener
ate light in a radia
tion-resistant optical 
fiber. The light is 
transmitted through 
a long graded-index 
fiber to the spectral-
streak equalizer. 

Fiber-optic alpha measurement (FOAM) 
is a technology we use on NTS events to 
measure fast gamma-ray (reaction history) 
signals that we cannot adequately diag
nose with slower, conventional cable-
oscilloscope systems.' FOAM couples 
high-bandwidth fiber-optic cable with 
state-of-the-art streak cameras. A distinct 
advantage of FOAM is that the downhole 
components are totally passive. 

The availability of a new streak tube 
made by ITT greatly enhances the data 
quality that we can obtain and is a defi
nite improvement over the RCA tube that 
we previously used. The ITT lube 
increases sensitivity to output signals and 
also permits use of a new, compact detec
tor module and a new spectral equalizer. 
These advances result in less susceptibili
ty to radiation damage in the detector 
fiber and improved time response. 

Typical System Description 
The traditional FOAM system (Fig. I) 

uses a nominal 1-km fiber run and has a 
-1.5-dB optical-frequency response 
(equivalent to -3 dB electrical) in the 
0.6-GHz range. It is representative of 
several systems we have used on NTS 
events over the past few years. We place 
a converter plate in a diagnostic-canister 
line of sight. When gamma radiation 
strikes the converter plate, the plate 
emits Compton electrons. We place an 
optical fiber in contact with the exit face 
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' Compton electrons 
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of the converter so that, when the elec
trons strike it, they produce Cherenkov 
light in the fiber. We transmit this light 
uphole to a spectral equalizer and then to 
a streak camera for recording. 

The converter plate is a slab of 
polyethylene about 1 cm thick that 
we place in the gamma-ray beam at 
45 degrees to the beam direction. 
Polyethylene satisfies the necessity for a 
low-Z material that maximizes the frac
tion of the electron (lux that strikes the 
detector fiber at the proper angles. 
Beryllium is a slightly better material 
but is much more expensive and diffi
cult to fabricate. 

We place a 100-|im-diam, step-index 
optical-detector fiber on the back side of 
the converter. The sensitivity of the con
verter-fiber combination is about 5 x 
l O 2 ' |iW/(y-MeV cm 2 s-' nm cm) after 
adjustment for the amount of light cou
pled into a 50-|im-diam uphole transmit
ting fiber. The detector fiber has a pure 
SiOi core to minimize light attenuation 
caused by radiation damage. We keep 
the length of fiber from the detector 
point to the uphole fiber connection to 
less than 4 m to minimize the effects of 
modal dispersion (about 65 ps/m) typical 
of step-index fiber. 

The uphole-transmission fiber cable is 
standard FO-2, which contains eight 
mullimode fibers with 50-p.m-diam 
graded-index cores. The fiber is speci
fied to have a a bandwidth-length prod
uct of 1.3 GHz-km for a 2-nm spectral 
hite at about 800 nm. 

We use an equalizer between the 
uphole-fiber termination and the streak 
camera to permit the use of a 40-nm-wide 
bandpass without the penalty of excessive 
material (chromatic) dispersion. This 
device employs an optical grating and a 
fiber-array scheme in conjunction with 
the streak camera to use the 40-nm-wide 
bandpass but limit the dispersion to that 
of a 2-nm bandpass. The equalizer inser
tion loss is about 6.5 dB. 
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The streak-camera system, which 
records FOAM signals, has an RCA 
streak lube with a quantum efficiency of 
about (l.4r/f al 800 nm. This sensitivity 
allows us to record input signals that 
range from a lew microwatts up to about 
1 mW. Typical sweep lengths are 15 and 
60 ns. All these systems use photo
graphic film as the recording medium. 

New Components 
Four new components are available 

that can improve the FOAM experiments. 
The size of the observed source area and 
the canister line-of-sight geometry can 
place severe limitations on the detector 
collimator diameters. We have designed 
a new compact detector module to 
replace reaction-history doghouses and 
filler boxes (Fig. 2). We have reduced 
the separation between detector stations 
from I to about 0.3 m. which permits us 
to use smaller collimator diameters and 
shorter exposed fiber lengths than we 
could with the old hardware. The new 
module also reduces installation efforts. 
We have designed a new spectral equaliz
er- to accommodate four signal channels 
instead of one for each optical grating. 
This equalizer can also use up to forty 
1-nm spectral bites instead of twenty 
2-nm bites. The equalizer can reduce 
the effects of material dispersion in the 
iiphole fiber by a factor of 2 with no addi
tional loss of signal. The ITT streak lube 
has a quantum efficiency of about 4.8'/f 
at 8(H) nm. more than an order of magni
tude greater than the old RCA tube. In 
addition, the new streak tube improves 
both temporal and spatial resolution, and 
other performance characteristics are al 
least equal to the RCA lube. New. 
charge-coupled-device camera-readoul 
systems, which replace film recording, 
offer improved data quality and greater 
efficiency in the data-reduction process. 

Time Response 
We have significantly reduced the 

FOAVl-system time response by taking 
advantage of the increased sensitivity of 
the ITT streak tube and the smaller dimen
sions of the new detector module. We 
have shortened the length of the detector 

filler in the Compton electron field with a 
linear reduction in the lime smear that is 
caused by the velocity mismatch between 
gamma and optical photons. The shorter 
module minimizes the length of step-index 
fiber needed to reach the FO-2 connection 
point and, therefore, reduces the modal 
dispersion in the step-index liber. 

The chromatic dispersion thai lakes 
place in the FO-2 fiber is about 105 
ps/nm-km. Using the new equalizer, we 
have reduced the chromatic dispersion 
from aboul 210 to about 105 ps for a 
I-km liber run. Unfortunately, we cannot 
reduce the modal dispersion in the FO-2 

(about 275 ps/km). which ultimately lim
its the FOAM-syslem lime response. 

The ITT streak tube, which has a nomi
nal 0.y/r of sweep-length response lime 
compared lo about ().5r/( for the RCA lube, 
provides the final improvement to the sys
tem. By adding the time-response elements 
in quadrature, we demonstrate thai we can 
-educe the system response time from about 
510 to about 345 ps (full width at half 
maximum) when we use a 1-kni cable. 

Fiber-Radiation Damage 
The increased recording-system sen

sitivity allows us to use less gamma 

Figure 2. A miss 
SL'clion til' ihe 
FOAM-delector 
module thai is 
installed in a diag
nostic-canister line 
of sight. The mod
ule has four llber-
dclector stations 
with intervening I'b 
filters to obtain 
extended dynamic 
range. The CH: lin
ers minimize ihe 
cITccls of electron 
hackseatter. The 
overall length of 
Ihe module is about 
1.3 in. 

Foam detector module (1.3 m) 

I I 1 ) 
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radiation to produce a usable signal in 
the detector fiber. We can now record 
signals over a greater dynamic range 
or over longer time periods before the 
integrated-radiation dose to an optical 
fiber that has a fixed radiation-damage 
threshold becomes critical. Also, the 
effects of radiation damage are reduced 
when we shorten the detector-fiber 
length to improve time response. 

Optical-Band Selection 
The new optical equalizer has advan

tages. However, if it is not necessary to 
improve system time response, it should 
be possible to eliminate the equalizer alto
gether and instead use a narrow-band filter 
for band selection. If we use a 2-nm-wide 
filter with a 3-dB insertion loss in conjunc-

Table 1. Estimated response times for a typical 
mem) system and three variations. 

tion with the ITT streak tube, it gives us 
about the same signal-amplitude coverage 
that we obtain with the old FOAM system. 
Elimination of the custom-fabricated 
equalizers, which are matched to each 
fiber, would result in significant cost and 
effort savings. We could also use a 
monochromator in place of the equalizer, 
but it would probably have an insertion 
loss of about 6 dB. 

System Comparisons 
Table I summarizes time-response esti

mates (full width at half maximum) for a 
typical baseline system that we previously 
fielded and for three possible variations 
that we can now field using the newer 
technology. The response time for the 
new FOAM system, using a 1-km fiber 

baseline FOAM (fiber-optic alpha measure-

run, has decreased from about 510 to 
about 344 ps. Its gamma-ray sensitivity is 
now double that of the baseline system. 
With a shorter (but often reasonable) fiber 
run of 0.67 km, the new FOAM system 
has an approximate 270-ps response time. 
A system using a narrow-band filter to 
replace the equalizer performs compara
bly to the baseline system. 

Table 1 also illustrates how the FO-2 
modai dispersion limits the ultimate 
lime response. For example, the modal-
dispersion time for the new 1 -km system 
is about 80% that of the entire system 
response time. Therefore, ary further 
improvements in the other elements 
would not be significant. 

Summary 
New FOAM-syslem components with 

1.0- and 0.67-km cable runs have rise 
times of about 245 and 195 ps, respec
tively, and their-1.5-dB optical band-
widths are about 0.9 and 1.2 GHz. 
respectively. The previous FOAM sys
tem, at I km. had a rise time of about 
365 ps and a bandwidth of about 0.6 GHz. 
Cable-oscilloscope systems generally do 
not have rise times of less than 450 ps nor 
bandwidths greater than 0.5 GHz. 

The new FOAM system offers signifi
cantly improved data quality, less cost, 
and less fielding effort. It also retains 
important features that are traditional for 
FOAM, such as multichannel recording 
by the streak camera. 

References: 
I K Roeske. D. Smith. B. Pruelt. and 

R. Reedy. "A High-Bandwidth 
Multichannel Fiber Optic System lor 
Measuring Gamma Rays." SPlii 
Volume .W>. Fiber Optics in Adverse 
Environments 11. 19X-J (The International 
Society for Oplical Engineering. 
Bcilingham. Wash.. 19X4i. vol. 506. 
pp. 29-35. 

2. R. P. Reedy. "Multichannel Fiher-Optic 
Spectral-Streak Equalizer." Sf'll: 
Volume 721). lliitli liaiuhvidih Analog 
Afjplii annus o\ PhoUmics. /9.S6 (The 
International Society lor Oplical 
Engineering. Bellingham. Wash.. 19X61. 
vol. 720. pp. 3X--47. 
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We have designed and propose to 
perform a detailed spectroscopic mea
surement of the opacity of a local thermo
dynamic equilibrium (LTE) sample with 
conditions close to stellar temperature, 
density, and composition. The experi
mental goal is to provide high-resolution, 
multifrequency opacity data to test and 
improve our understanding of the physics 
governing ions in hot dense plasmas. 
This should allow more accurate calcula
tions of average opacities, such as the 
Rosseland mean opacity, used in the pre
dictions of radiation flow through matter. 
The data should allow us to test details of 
the opacity theories including the follow
ing: atomic structure, resonance and 
satellite line strength, excited state occu
pation number, density dependence of the 
plasma ionization state, density depen
dence of line-broadening mechanisms, 
and effects of continuum lowering. 

Plasma Samples 
The plasma samples will be iron 

doped in a low-Z material at different 
doping concentrations for the different 
spectral regions covered, to give optical 
depths that can be accurately probed 
experimentally. Driven by radiation 
from a nuclear test, the samples will 
come to equilibrium with the radiation 
field at a temperature near 300 eV. The 
samples are predicted to have uniform 
densities that vary in time during the 
experiment from 1 to 0.1 gm cm-', as 
the samples expand. At these tempera
tures and densities, the iron in the sam
ples is stripped well into the L-shell. 
giving a rich and complex bound-bound 
and bound-free structure, which domi
nates the plasma opacity. 

The plasma absorption will be mea
sured by backlighting a portion of each 
sample with a bright continuum emission 
from an optically thick plastic back-
lighter at a temperature of approximately 

600 eV that is placed approximately 1 m 
behind the 300-eV samples. An imag
ing, bent crystal spectrometer will be 
used to spatially resolve the different 
samples and the backlit portions of each 
sample, also giving high-resolu'.ion 
spectral measurements of the plasma 
emission, the plasma absorption of the 
backlighter x rays, and the backlighter 
spectrum. The spectral coverage will 
include portions of the iron L-shell 3-2, 
4-2, and 5-2 bound-bound manifolds 
and also the free-bound continuum. 
Sample temperature will be measured 
using the iron free-bound continuum 
spectrum, and sample density versus 
time will be measured using time-
resolved radiography. The schematic of 
the experimental setup in Fig. I shows 
the placement of the spectrometer, 
opacity samples, and backlighter. 
Additional samples will be used for the 
temperature and density measurements 
as described below. 

Modeling of Plasma Conditions 
A dynamic simulation of the experiment 

is performed using the computer code 
LASNEX to predict radiation drive, sam
ple temperature, ionization state, and den
sities versus time for a particular 
geometry. Since plasma conditions will be 
measured experimentally, it is important 
only that the temperature be sufficiently 
high that the samples are not too opaque. 

Modeling of Opacity 
Calculations of the opacity of ions in a 

hot dense plasma are complex, requiring 
knowledge of the detailed atomic struc
ture of multiply ionized atoms as well as 
the effects of ion-plasma interactions. In 
a Saha-Boltzmann description of the 
plasma equilibria, an ad hoc i 'off in the 
number of bound Rydberg levels is 
employed to account for the continuum 
lowering due to Debye screening. 
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Rogers et al. have developed a more rig
orous method employing a many-body 
expansion of the Coulomb interaction in 
the grand canonical ensemble. With 
parametric potentials and configuration 
interaction term splitting, the atomic 

structure and the bound-bound and 
bound-free cross sections are calculated 
for all levels of the ion in its different 
states of ionization. In determining the 
occupation of the atomic excited stales, 
effective one- and two-body interactions 

in the many-body expansion are 
employed. Line profiles are then calcu
lated using Doppler and Stark broaden
ing mechanisms. 

Figure 2 shows the calculated opacity 
of 1:200 (by weight), iron-doped samples 

Figure 1. 
Schematic of the 
experimental setup 
for spectroscopic 
measurement of the 
opacity of an LTE 
sample at nearly 
stellar condition, 
(a) The iron opacity 
experiment will use 
an imaging spec
trometer, (b) A 
spherical crystal will 
allow imaging of 
different source 
regions, (c) Three 
source regions will 
be obtained by off
setting the source 
and buckliehter. 

(a) 
EMP 

enclosure 

CCD 
camera 

(b) 

KAP 
crystal 

(Cf^s^f—Linear Reticon 
S ^ j P cameras for 

alignment 

Spherical 
KAP 

crystal 

Backlighter spectrum 
Absorption spectrum 

Emission spectrum 

_ , . Faceplate with thin 
Background | a s t j c s c i n | i ) | a | o r 

rejection slit r 

(c) 

Sample 

Alignment 
I laser 

Backlighter 

Alignment 
laser 

122 



New Directions in Development of 
Underground Weapons Physics 

at 300 eV and densities of 1.0. 0.3. and 
0.1 gm cm--1. Figure 3 shows the calcu
lated opacity at a density of 0.3 gin cm-' 
and temperatures of 270, 300. and 330 eV. 
Since the opacity depends critically on 
both the temperature and density, these 
parameters must be accurately deter
mined if comparisons with the code pre
dictions are to be meaningful. Although 
the plasma temperature is predicted to 
remain fairly constant during the experi
ment, the density of the sample changes 
as the sample expands. During this ten
fold expansion, the average ionization 
stale of the iron changes from nitrogen
like to beryllium-like. In the 3-2 mani
fold near I keV, the ionization change is 
reflected in the shift from a predomi
nance of subkilovolt lines at high densi
ties to supe-kilovolt lines at lower 
densities. The 3-2 emission spectrum 
can be used to determine the mean plas
ma ionization state. Stark broadening of 
the high Rydberg transitions can be used 
to determine the plasma density as is 
illustrated in the calculations, whereas, at 
high densities, the 4-2 and 5-2 manifolds 
seem to blend into the continuum. The 
measured line widths can be used as a 
density diagnostic. However, the density 
dependence of the line widths depends 
on the model used, and there are density-
independent line broadening mecha
nisms, such as the lines' optical depth 
and satellite structure, for which correc
tions must be applied. 

LTE, Emission, and Absorption 
Opacities 

In an LTE plasma of opacity Kv, if we 
assume an index of refraction of unity, 
the emission spectrum is given by 

e v = Bv(7-)[l -exp(-K vpZ.)|. 

where KvpL is the plasma optical depth 
at frequency v. and BV(T) is the black-
body brightness: 

BV(T) = 2/ivV - |exp(/;v/D - 11 i 

x (erg cm- s-1 ster 1 Hz ')• 

Figure 2. Calculated 
opacities of iron-
doped samples at 
temperature of 
3(H) eV and densities 
of (a) 1.0. (b) 0.3, and 
(c)(l. I jmi/em •'. 

Photon energy (10 eV) 
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Figure 3. 
Calculated opacities 
of iron-doped sam
ples at density of 
0.3 gm/cnH and 
temperatures of 
(a) 270, (b) 300, and 
(c)330eV. 
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The backlighter is an optically thick 
plastic sample designed to reach a tem
perature of 7"b = 600 eV, which should 
have a spectrum given by: 

f^BZ.^vt r , , ) . 

The sample emission spectrum at a tem
perature Ts = 300 eV is given by: 

evS = B v(7- s) | l-exp(-K up/.)]. 

Because of its higher temperature, the 
backlighter emission is much brighter than 
the sample emission. For a spectral cover
age from 0.8 to 2.5 keV, the brightness 
contrast ranges from a factor of 4.8 to 65. 

The spectrum from the sample emission 
with backlighter absorption is given by: 

EvAbs. = Bv(Th) exp(-KvL) + Bv(7"s) 

x[l-exp(-K v Z.)] . 

Experimental Accuracy 
In the experiment, we simultaneously 

measure the spectra from the sample 
emission, the backlighter emission, and 
the sample emission with backlighter 
absorption. Experimentally, the opacity 
is obtained by subtracting the measured 
backlighter absorption spectrum from the 
measured sample emission spectrum and 
dividing by the measured incident back-
lighter spectrum. Thus, the opacity is 
given by: 

Kv = (po/.)-' ln[evBZ./(ev Abs. - f^S)]. 

Because all the spectra are measured on 
the same spectrometer and subject to the 
same instrumental response, the mea
surement is subject to little if any experi
mental systematic uncertainty. With 
care, a spectrometer can be calibrated in 
relative efficiency across the entire spec
trum with an accuracy of about 5%. For 
an optically thin plasma, the sample 
emission and absorption spectra have 
nearly equal intensity, and the accuracy 
of the measured ratio should be less than 
10%. Thus, it would be very difficult to 
measure opacities with an optical depth 
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through the sample of less than 0.1. For 
portions of the spectra that are very opti
cally thick, the sample absorption spec
trum is nearly equal to the sample 
emission spectrum. The subtraction can 
be performed to an accuracy of about 
10% of the sample emission intensity. 
Because it is difficult to measure opaci
ties if the attenuation is more than 10 
times the contrast between the brightness 
of the sample and backlighter spectra, 
the sample optical depths should be less 
than about 4-5. 

The plasma temperature will be deter
mined from the shape of the emission 
spectrum above the highest-energy 
L-shell ionization potential, which is 
2.05 keV for photoionization of lithium
like iron. In this case, opacity results 
mainly from photoionization of L-shell 
iron, and there are no bound-bound con
tributions from any ion. This measure
ment is possible only if the sample 
imaged has an iron-doping density to 
give an optical depth of about 1 at the 
free-bound continuum threshold. This 
sample will also play a role in the densi
ty measurement described below. In the 
spectra region corresponding to the free-
bound continuum, the sample is nearly 
optically thin, and the emission spectrum 
is proportional to 11 - exp(-/fvpi.)) 
exp(-/iv/D. Although the intensity of the 
free-bound continuum is determined by 
the plasma ionization state, which is a 
strong function of both plasma tempera
ture and density, the shape of the spec
trum is determined mainly by the plasma 
temperature. When the energy variation 
of the plasma opacity is removed, the 
emission spectrum falls exponentially 
with x-ray energy, and the plasma tem
perature then determines the falloff rate. 

The energy variation of the plasma opac
ity can be determined accurately because 
the variation of the photoionization cross 
sections with x-ray energy can be pre
cisely calculated and because the plasma 
opacity and its energy variation are mea
sured in the experiment. The uncertainty 
in the plasma temperature will be limited 
by the fidelity of the characterization of 
the spectrometer response, which should 
give a temperature measurement with an 
accuracy of about 5%. 

The plasma density will be determined 
using time-resolved radiography. A sam
ple similar to the opacity sample will be 
viewed edge-on and tamped on its ends 
with a low-Z material. In this way, the 
hydrodynamic expansion of the iron-
doped part is not influenced by the 
blowoff of the ends but undergoes one-
dimensional expansion. While the 
hydrodynamic expansion of the thin 
opacity sample does not affect the col
umn density seen by the backlighter 
x rays, the expansion of the sideways 
sample reduces the column density, 
which affects the x-ray transmission. 
The x-ray transmission of the sideways 
sample will be measured in the region of 
the iron L-shell free-bound continuum, 
above 2 keV, where the opacity is domi
nated by the iron. Therefore, the thick
ness of the tamper needed to ensure 
one-dimensional expansion should not 
significantly influence the x-ray trans
mission. The transmission of the 
sideways sample will be given by 
exp(-KvpH), where H, which is approxi
mately 1 cm, is the thickness of the iron-
doped region. The value of Kv will be 
obtained from the backlit sample used in 
the temperature measurement, which 
should have an accuracy of about 10%. 

Providing that the samples are all heated 
with the same efficiency by the 300-eV 
radiation field and that the effects of 
the sample geometry and different iron-
doping densities can be minimized, this 
method should provide a nearly model-
free diagnostic of the plasma density 
with an accuracy of about 10%. 

It is important for the spectrometer to 
image the thin sample even at early times 
in order to resolve the x-ray transmission 
of the iron portion of the tamped sample. 
As the sample expands, the imaging 
becomes easier to perform. An accurate 
determination of the density at late times, 
in conjunction with an accurate determi
nation of the plasma temperature, can be 
used to reliably model the density versus 
time. Still, the spectrometer must be 
able to resolve objects on a scale of a 
few millimeters. The dynamic range 
(about 200) required of the instrument is 
set by the emission brightness of the 
samples and the backlighter. The spec
tral resolution will be about 1.5 eV, and 
the imaging resolution will be about 
1 mm at the sample. The time resolution 
will be approximately 1 ns, and the total 
coverage time will be about 30 ns. 

Approximately 4 spatially multiplexed 
streak cameras are required for a total of 
16,000 resolvable data elements. Most 
of the camera coverage would be con
centrated in the regions of the L-shell 
bound-bound r.anifold. The backlighter 
and free-bound continuum spectra do not 
require extensive spectral coverage 
because they are smooth. 

Reference: 
1. C. A. Iglesias. F. J. Rogers, and B. G. 

Wilson, Aslmplm. J. (Lett.) 322, L45 
H9X7). 
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Coherent Microwave Generation Using an Intense 
Relativistic-EIectron-Beam-Plasma Interaction 
B.Cfcaaf,B.P»ate,am]F.CaauctM 

High-current electron beams moving at 
speeds close to that of light have enor
mous amounts of kinetic energy. Our 
goal is to investigate the possibility of 
converting some of die energy into coher
ent microwave radiation. A high-power 
microwave source could have applica
tions in the Strategic Defense Initiative 
(SDI), in lethalily-vulnerabi: 'y tests of 
electronic hardware, and even in nonmili-
tary areas, such as telecommunications. 

The generation of microwaves by a 
beam-plasma instability is an ea.«y con
cept to understand. Injecting an electron 
beam into a waveguide, which is filled 
with a plasma, excites the normal modes 
of the coupled plasma-waveguide system. 
The excitation occurs at the beam front 
where the beam comes into contact with 
the plasma and is caused by the Coulomb 
interaction of electrons in the beam with 
electrons in the plasma. As the beam 
gives off energy to the plasma, waves set 
up in the plasma by the excitation are 
amplified. Because the plasma waves are 
coupled to the TM modes of the electro
magnetic field by the waveguide, 
microwaves are generated as the result of 
the excitation of waves in the plasma. It 
is a slight misnomer to call the excitation 
process a "beam-plasma instability." 
inasmuch as the beam actually excites 
plas.iia-electromagnetic waves, which are 
partly plasma and partly electromagnetic. 
We use the term "instability" because the 
plasma-electromagnetic waves grow as 
•hey gain energy from the beam. 

Development of an efficient (>10%), 
high-power (I -GW). and coherent 
microwave source from a beam-plasma 
instability, which is driven by an intense 
(10-kA), relativistic (0.94 <•) beam, is dif
ficult. Many physical processes occur in 
the operation of a beam-plasma genera
tor, and each must be understood and 
controlled before the concept can be 
made into a practical device. The most 

important issue is beam transport. At 
high currents, the beam induces a 
magnetic field that is so strong it pinches 
off the beam. Consequently, the beam is 
not likely to travel far into the plasma 
and interact with it. An issue almost as 
important as beam propagation is the 
extraction of microwave energy. 
Although this issue is primarily an engi
neering problem rather than a physics 
issue, we must, nevertheless, consider an 
efficient way to couple the microwave 
source to an antenna for energy extrac
tion. Less critical issues that must also 
be addressed pertain to energy optimiza
tion, mode competition, and mode selec
tivity in the device. We have mounted 
an integrated experimental, theoretical, 
and computational effort to examine 
these problems. 

Status 
Our project was initiated in FY86. 

The work was motivated by findings 
from University of California (UC) 
Irvine researchers of broadband emissions 
in the frequency range of 1-100 GHz 
when a dense beam was injected into a 
plasma-filled lucite tube.1- In the UC 
Irvine experiment, the density of elec
trons in the beam was closely matched to 
the density of electrons in the plasma. 
According to their theory, microwaves 
are generated by an electrostatic two-
stream instability in which the beam 
and return current induced by the beam 
interact. We undertook a similar experi
ment to verify the UC Irvine results. 
Microwave emission was much lower 
than expected.1 From current measure
ments taken by Rogowski coils placed 
along the tube, we also found that the 
beam did nol propagate to the end. We 
concluded that a magnetic field was , 
needed to aid beam transport. 

We realized that the crucial ingredient 
missing from the UC Irvine experiment 
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was a metallic waveguide. For amplifica
tion to occur, the beam, plasma, and radi
ation field must travel synchronously 
over a long distance so that they have an 
opportunity to interact. Keeping them 
together over a long interaction region is 
unlikely in a lucite lube because the 
dielectric wall of the lucite is transparent 
to microwaves. On the other hand, the 
perfectly conducting walls of a metallic 
waveguide confine microwaves in the 
interaction region by reflecting them back 
into the beam and plasma. As a result of 
the reflection, energy is fed back into the 
beam, which causes the beam to bunch. 
The bunching of the beam amplifies 
microwaves to higher power levels. 
Thus, we have an explanation for the 
Livermore results and a theory for pro
ducing microwaves from a beam-plasma 
instability. However, our experimental 
results and theory remained a' odds with 
the UC Irvine findings. We learned later 
in FY88 that the UC Irvine team had 
over-reported the emitted microwave 
power because of poor diagnostics. 

Encouraged by the simulation 
results from CONDOR, a relativistic-
particle-eleclromagnetic code, we pro
ceeded with our conjecture long before 
the group at UC Irvine retracted their 
results. As a first step toward proving 
our conjecture, we added a 1.8-kG mag
netic field to our experimental apparatus 
in FY88. We did not install a waveguide 
at this stage of our study so that we 
could study the issue of beam transport 
in isolation. The question addressed in 
this experiment was as follows: If the 
beam does not pinch off. then could 
the UC Irvine apparatus produce 
microwaves? Figure I is a representa
tion of our experiment designed to 
answer this question. The four 16-in.-
diam coils used to produce an axial 
magnetic field was a major modification 
of the experimental apparatus, and their 
installation required a great deal of 
effort. Replacement of the lucile tube 
with a metallic waveguide for the next 
set of experiments will be trivial in com
parison. Our diagnostics consisted of a 
streak camera and Rouowski coils for 

beam-transport measurements and a 
microwave spectrometer for recording 
microwave emissions. 

We found that the magnetic field mod
ified the operation of our plasma source. 
Unlike the case for a zero magnetic field, 
in which plasma filled the entire lucite 
tube more or less uniformly, the plasma 
now was constricted to a column whose 
radius was that of the plasma source 
(2.5 cm). We concluded that the plasma 
column was constricted by observing 
the afterglow (no other measurement 
was made). Electrons tended to stay on 
the magnetic field lines on which they 
were born. This constriction of plasma 
may present serious problems to beam 
transport and to microwave production. 

The presence if the axial magnetic 
field did not yield any noticeable 
improvements in [ lasma generation over 
past performance vithout the field.4 

Figure 2 shows a typical plot of 
microwave emission in the 6- to 7-GHz 
band. We concluded that beam-plasma 
interaction must take place within a 
waveguide for significant and efficient 
microwave generation. 

16-in.-diam 
magnetJc-flek! coils 

fectron 
beam 

Calculations and Additional 
Theory 

Our calculations beginning in FY87 
addressed two issues: the nature of the 
transport of a relativislic beam in a plas
ma and an understanding of the various 
instabilities associated with our physical 
system. These issues require a balance 
of analytic computations and particle-in-
cell simulations. In FY88, we developed 
an analytical model to help interpret the 
simulation results. , (' 

In contrast to low-current beams, an 
intense beam can modify zero-order solu
tions of the coupled particle-lield equa
tions in the sense that the solutions are no 
longer homogeneous or stationary. For 
example, an intense beam can initiate 
return currents™ in the plasma so that a 
zero-order solution consisting of a station
ary plasma is no longer a proper descrip
tion of the plasma. Current density and 
velocity of the plasma return current are 
sensitive to the current density of the 
beam and the rise time of the injection of 
the beam ir'o the plasma-waveguide sys
tem. These return-current parameters are 
important because the growth rate and 

Figure I. 
Experimental setup. 
Tile 'xial magnetic 
fielu .tiodifies opera-
lion of Ihe plasma 
source by constrict
ing plasma to a col
umn with a 2.5-cm 
radius. 

Lucite tube or metallic waveguide 

Figure 2. 
Microwave emission 
from a plasma-filled 
lucile lube. 

Frequency (GHz) 
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frequency-wavelength characteristic of 
microwave emission depend on them 
through an equation called a dispersion 
relation. However, these parameters can 
be ascertained with accuracy only by sim
ulation. We have no analytical model to 
predict the return-current parameters reli
ably; thus, such prediction remains an 
active area of research. 

The strength of the'external magnetic 
field is another important parameter. In 
the limit of an infinite magnetic field, 
electron motion becomes one-dimension
al along the axial magnetic field direc
tion, and only the TM modes of the 
plasma-filled waveguide are excited. 
However, for finite magnetic fields, elec
trons in the plasma and in the beam can 
gyrate about the magnetic field direction. 

The effect of the cyclotron motion is to 
couple the TM modes to the TE modes. 
Furthermore, a magnetic field opens 
another avenue for the plasma to absorb 
energy from the electron beam, and this 
new mode can compete with the two-
stream instability for energy in the beam. 
This additional mode, called electron-
cyclotron resonance, can also be a source 
for microwave generation. 

We have investigated extensively the 
large (co c »to p »cOj, ) magnetic field 
regime in which beam flow is predomi
nantly one-dimensional. We feel that the 
motion of the beam in the : direction is 
responsible for efficient transfer of ener
gy from the beam to the microwave-
plasma oscillations. For this problem, the 
dispersion relations for all the modes 

(one of which is the beam-plasma insta
bility) are determined simultaneously 
from a 14th-order polynomial. (Note that 
the term "dispersion relation" is used to 
denote both the equation and its roots.) 
This is, at best, a complex problem to 
understand. In FY88. we developed a 
code to determine the complex frequen
cies (roots) of a simplified version of the 
dispersion relation. The simplification is 
the assumption that the magnetic field 
strength is infinite. Figure 3 shows a typ
ical plot of the complex dispersion rela
tion. The real part of the dispersion 
relation |see Fig. 3(a) | gives the frequen
cies of the instability as a function of k.. 
the r component of the waveveclor. The 
imaginary part [see Fig. 3(b)] gives the 
growth rate of the instability as a function 
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Figure i. (a) Real and <b) imaginary plois of dispersion relation. 

0 0 

-0.5 - A 
-1.0 
- A 
Kf -1.5 — ta,. o)2 

-2.0 

1 1 ' ' I 1 
0.3 0.6 0.9 

Frequency (GHz) 
1.2 

Figure 5. Fourier Iranslbrm of clcclric-field amplitude. More power 
is contained in lhe third wave than in the forward wave. 

128 



New Directions in Development of 
Underground Weapons Physics 

of k.. Notice that the nonzero imaginary 
part occurs over a band of wave numbers. 
Microwaves having these wave numbers 
are unstable and are the microwaves 
emitted by the device. Therefore, we 
expect to see a narrower band of 
microwaves than that predicted by the 
UC Irvine theory. The dominant frequen
cy in the emission band is the microwave 
with the largest growth rate. 

Using CONDOR to simulate the 
experiment, we found a nonlinear insta
bility, vhich involved a three-wave mix
ing process.5'' Intense beam interactions 
caused the nonlinear instability, which 
could not be predicted from a linear the
ory, such as the dispersion relation result. 
Simulation results show that a high-
current beam piles up electrons in front 
as it plows into the plasma. The pileup 
moves at a velocity less than that of the 
beam. At some point downstream, it 
grows so large that it backscatters the 
unstable wave. Three-wave mixing 
occurs when the backscattered wave 
mixes parametrically with the forward 
wave to form a third wave whose fre
quency and wavevector are the sum of 
the frequencies and wavevectors of the 
backscatlered and forward waves. 

respectively. The process is shown in 
Fig. 4. More microwave power appears 
to be produced by the nonlinear instabili
ty than by the linear beam-plasma insta
bility. This result is shown (see Fig. 5) 
in the Fourier transform of the electric-
field amplitude. More power is seen in 
the third wave (higher frequency) than in 
the forward wave (lower frequency). 
Further mixing can occur between the 
third wave and the backscattered wave to 
form a fourth wave, and the process can 
continue to form the mh wave. Mixing 
stops when energy in the »th wave falls 
below a threshold value. Therefore, we 
would expect to see narrow bunds of 
upconverted frequencies, rather than the 
continuous, broadband emission spec
trum that the UC Irvine theory predicts. 

Future Research 
In FY89. we plan lo carry out a proof-

of-principle experiment for our genera
tor. We must increase the magnetic field 
to 5.5 kG (a factor of 3) to ensure that 
the beam flow is laminar enough to 
allow for coherence in the emissions. 
We must also design a new plasma 
source so that the waveguide can be 
filled entirely with plasma. We must 

also design diagnostics to measure the 
mode character of emissions. To boost 
the efficiency of this generator, we envi
sion a two-stage 'tevice in which the first 
stage acts as an oscillator and the second 
stage acts as an amplifier. Our most 
important issue for FYK9- is to determine 
how to extract the microwaves. 
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T he principal role of the Field 
Operations Program is to ensure 
that underground nuclear tests 

and related experiments at the Nevada 
Test Site (NTS) are executed safely to 
meet the experimental objectives of the 
Nuclear Test-Experimental Science 
Directorate. Field Operations is predomi
nantly an engineering organization that 
comprises several engineering groups, 
including the test directors, field engi
neering and construction, device systems. 
and timing, control, and communication 
systems. We are specifically responsible 
for selecting and preparing the site: 
drilling emplacement, satellite, and post-
shot holes: emplaeing the device and 
diagnostics: back-filling (stemming) the 
hole(s): detonating the device: and 
cleaning up the site after detonation. 

Each event conducted by the 
Laboratory is overseen by a test director 
who coordinates the many activities 
involved in setting up and detonating an 
underground nuclear test. One of the 
most important responsibilities of the test 
director is to ensure the safe handling of 
the device and the safety of personnel 
while at the same time ensuring that all 
systems operate reliably as specified. 
This aspect of the test director's job is 
particularly important because Field 
Operations deals with large and complex 
engineering hardware that must be care
fully handled to work reliably and to 
minimize the risk of injury to personnel 

or damage lo the environment, experi
ments, or equipment. 

Once the device has been installed and 
the hole stemmed, the lest direclor works 
closely with DOE's test controller to 
coordinate detonation. The test con
troller gives the test director permission 
lo fire after ensuring that all operational 
and weather conditions on the day of the 
lest are favorable and that the entire NTS 
is secure (for example, that no unautho
rized personnel are onsite). Once the 
countdown has begun, the test director 
alone controls the test and is the only 
person at that point with the authority to 
stop detonation. 

Our field engineering and construction 
personnel are responsible for activities at 
ground zero (GZ), including erecting GZ 
facilities: constructing shock-mitigation 
frames on the nearby recording trailers: 
emplacing the experiment: and stemming 
the hole. They arc also accountable to 
the test director for the following of 
established safety and operational 
procedures. 

Device systems engineers design, fab
ricate, and assemble the device support 
hardware as well as any special engineer
ing systems associated with the device, 
such as instrumentation to control tem
perature or humidity. They are then 
responsible for delivering, installing, and 
arming the device. After detonation, a 
reentry party returns to GZ for various 
inspections and data recovery. 

Nuclear Test-Experimental Science 
personnel are continually exploring and 
expanding our knowledge of the physics 
of nuclear weapons and have dramatical
ly escalated new diagnostics concepts in 
recent years. Each advancement in 
weapons technology challenges our field 
and engineering personnel to meet new 
experimental demands for more and hel
ler data with improved efficiency and 
productivity, without compromising our 
high safety standards. 

The following articles highlight 
several recent advances in the Field 
Operations Program and illustrate the 
diversity of our technology base and the 
creativity of our engineers, designers, 
and technicians. In addition, we describe 
the historic Kearsarge and Shagan 
events, which were detonated in August 
and September 1988. respectively, in 
conjunction with Los Alamos National 
Laboratory and scientists, engineers, and 
technicians from the Soviet Union as 
part of continuing negotiations toward 
ratifying the Threshold Test Ban Treaty 
and Peaceful Nuclear Explosions Treaty. 
These events are described in this section 
because the Laboratory's primary activi
ty in these experiments was lo execute 
the field operations for Kearsarge. Our 
containment responsibilities and contri
butions to the CORRTEX achievements 
for Kearsarge are discussed in the 
Containment section of this report. 
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. The Laboratory's Nuclear Test-
Experimenlal Science Directorate has 
been conducting underground experi
ments that use increasingly larger, 
heavier, and more delicate equipment 
and instrumentation. To enable Field 
Operations to emplace these experiments 
with the required care and speed, we 
have recently acquired two major pieces 
of hardware and their supporting sys
tems, described below. 

Figure 1. The 
Lampson Heavy-Lift 
Attachment on the 
Manitowoc 6000 
crane, shown lifting 
1060 tons during 
acceptance load 
testing. 

Figure 2. The Field 
Metrology Facility 
being moved into 
place at an event site. 

LTL-800 
The purchase of a Lampson Heavy-

Lift Attachment, called the LTL-800 
(see Fig. 1), for the Manitowoc 6000 
crawler crane has greatly increased the 
limit for downhole loads, from 500 to 
900 tons. 

This increase in load capacity results 
primarily from the additional leverage 
provided by extending the point of the 
boom's hinge 60 ft forward of the origi
nal position. The location of the new 
boom attachment is supported by an 
1800-ton-capacity crawler-type trans
porter, which is connected to the Model 

" 6000 Crane by a pipe section called a 
stinger. The stinger ties the two crawlers 
together, enabling the machine to travel 
as one unit while carrying rated loads. 
All hoisting, booming, and swinging 
operations are performed from the con
trol cab in the crawler crane. Before we 
acquired the LTL-800, the largest crane 
capacity for nuclear emplacement was 
417 tons; maximum crane capacity has 
now been increased to 750 tons. 

To take full advantage of this increase 
in load-carrying capacity, we are in the 
process of upgrading several support 
systems. For example, a new. stronger 
subbase—a two-story steel platform for 
use during downhole operations—is being 
built with a delivery date of September 
1989. In addition, new, heavier pipe is 
on site with an emplaced load capacity of 
1.04 million pounds and a stemmed load 
capacity (after the emplacement hole has 
been filled with various layers of con
crete and gravel plugs) of 1.56 million 
pounds. Tools to handle the new pipe 
are on order to be delivered in 1990. 

Field Metrology Facility 
Field Operations' second recent acqui

sition is the Field Metrology Facility 
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(FMF). This 32-ft x 52-ft x 30-ft 
portable building (see Fig. 2) is neces
sary to make very precise measurements 
on certain experimental components 
that must be assembled on site before 
they can be installed inside the device 
canister. The FMF comprises an office, 
a receiving room, and a work room. 
The work room contains a 15-ton 
granite block on which is mounted the 
Coordinate Measuring Machine, which 
provides very precise (±0.5-micron accu
racy) measurements in three axes (width, 
height, and depth). 

Enclosing the FMF is a 90-fl x 90-fl 
tent to assist in maintaining the strict 
environmental standards required for the 
FMF. The separately attached environ
mental system, shown in Fig. 3. provides 
a temperature of 7()°F (±0.5°F) at I 07f 

<±19f-) relative humidity. Within the 
FMF are nine temperature sensors, one 
pressure sensor, and one differential 

pressure sensor. These sensors plus 
the sensors on the air conditioners, 
heaters, dehumidifier. and humidifier, 
monitored in the control trailer. The 
dehumidifier moves 9000 scfm of air, 
removing 40-300 pounds of water 
per hour. 

Figure .1. The environmental systems for the 
I-'MF (not all sensors are shown): {11 dchumidi-
llcr. (2) humidifier. (3) heater. (41 temperature 
sensors, (5) humidity sensors, (ft) damper con-
Irol. (71 air conditioners. 

Digital Downhole Surveyor: A Nevada Test Site 
Logging Tool 
V.F. mtM.E.KUktmm 

Since the atmospheric test ban in 1963. 
nuclear explosives have been tested in 
underground tunnels or vertically drilled 
shafts. The use of vertical shafts led to 
the development of wire-line instruments 
similar to those used in oil and gas well 
logging. Exploratory holes were drilled 
and logged to locate sites for the larger, 
steel-lined emplacement holes. Because 
o' the cost of encasing these holes, in the 
late !9M)s. the Laboratory decided to 
Iea\e them uncased, except for the sur
face casing. This made it necessary to 
routinely log X- to 10-ft-diam holes to 
learn their geology and geometry. 
Routine logging of such large holes is 
done only at NTS. 

A major thrust of the Laboratory's in-
hous; development of logging instru
ments at NTS involved downhole 

cameras. Downhole Robotics Operation 
Nevada Experimental (DRONE) was 
begun in 1970 as a modular wire-line 
camera system suited to a multitude of 
downhole operations but used primarily 
to gather data. The DRONE system is 
still used as a photographic and video 
camera: it also serves as a testbed for 
experimental downhole gadgets. New 
modules have been added to it as needed. 

In 1980, we added a laser range finder. 
It used simple triangulation to map large 
washouts, or cavities, created in the 
course of drilling an emplacement hole. 
A laser beam was projected horizontally 
at the wall. A closed-circuit video 
camera, mounted 3 ft above the laser, 
scanned the wall. The spot at which the 
laser appeared on the TV screen corre
sponded to a given hole radius. This 
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range finder was modified and used 
about once a year. After using it on the 
Agrini Event reentry in 1984. we decided 
to build an instrument optimized for rou
tinely surveying emplacement holes. 
That instrument became the Digital 
Downhole Surveyor (DDS). 

Digital Downhole Surveyor 
The DDS surveys the entire emplace

ment hole, gathering 300.000-400.000 
data points at a rate of over 10 ft/min. 
All data are referenced to the center of 
the top of the hole. The DDS is lowered 
on a steel-armored multiconductor cable 
(Fig. I). Directly beneath the connector 

Figure I. Main 
components of the 
DDS. Inset shows 
details of the rotat
ing module used 
to determine an 
emplacement hole's 
diameter. 

is a flux-gale north seeker to provide 
azimuth data to the computer. The com
puter and power supplies are beneath 
the north seeker. Next is the gyro and 
helium-neon laser. The laser beam is 
directed down through safety-interlocked 
shutters, a hollow slip-ring assembly, and 
the drive assembly to the rotating mod
ule. The drive assembly includes a 
rotary angle encoder to provide a refer
ence between the rotating module and 
the north seeker. 

In the rotating module (see Fig. 1 
inset), a pentaprism directs the laser 
beam horizontally toward the drill-hole 
wall. A 50-nim lens reimagcs the laser 

spot on a linear photodiode array. Each 
photodiode corresponds to a radial dis
tance. The angle between the array and 
the lens allows the laser image to stay in 
sharp focus from 7 in. to 70 ft even when 
the lens is wide open. 

The DDS uses the same triangulalion 
principle as does the DRONE laser range 
finder: however, the geometry of its 
optical system allows us to calibrate 
over the radial-distance range of from 
7 in. to 70 ft. Triangulalion is inherently 
nonlinear, which works to our advantage. 
Where the hole drifts out of plumb 
toward the DDS, we have higher resolu
tion and the data (taken every 2 degrees) 
are at closet intervals. Precise measure
ments are needed at such points to deter
mine if the wall will interfere with 
lowering the canister package. Where 
large washouts occur, resolution is 
reduced. However, we need only mea
sure the washout's perimeter to determine 
the stemming volume required to fill it. 
The 4096-pixel photodiode array of the 
DDS gives much higher resolution than is 
possible with the DRONE camera. 

Since the detector is digital, data can 
be processed as recorded. Data process
ing is done at Mercury at NTS on a 
Sun 3 Fileserver. The data-reduction 
software addresses a variety of issues 
related to an emplacement hole's geome
try. Thus, the suitability of a hole for a 
particular experiment can be determined 
within hours of logging. 

One option of the DDS software is to 
simulate a mandrel run (i.e., the lowering 
of a fixture resembling the canister pack
age) to determine if a specific canister 
package will fit in the hole and at what 
depths its position must be adjusted to 
avoid contact with the wall. The mandrel-
run option models the canisters as two 
right circular cylinders, one on top of 
the other. If the simulation shows that 
a canister will not fit in the hole in an 
upnght position, another option simu
lates the canister sliding down the hole. 
These simulation techniques have suc
cessfully modeled downhole emplac-
menls since l9Xfi. 

Logging cable and connector 

North seeker 

Computer and power supplies 

Gyro and HeNe laser 

Laser beam 

Heated 
quartz 
window 

Linear 
photodiode 
array 

Sonar 
range finder 
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FY88 Developments 
Kearsarge. We made several 

improvements to the DDS during FY88. 
To meet constraints in the Kearsarge 
Event, we enhanced the data-reduction 
software. When we encountered mag
netic field deviations in logging a hole 
for the Comstock Event, we added an 
azimuth gyro to complement the flux-gate 
north seeker of the DDS. Finally, we 
automated the DDS calibration technique. 

The canister package for Kearsarge con
sisted of a 6.8-ft-high. 88-in.-diam device 
canister, a 12.25-ft-high. 45-in.-diam diag
nostics canister, and brackets to hold the 
CORRTEX cables extending a total of 
476 ft above the diagnostics canister [see 
Fig. 2(a)|. The cable brackets were to be 
about 8 degrees apart; the first set was 
71.4 in. and the second 28 in. in diameter. 
Our initial modeling of this package 
showed that the brackets would hit he 
hole for the first 350 ft if their rot: ion was 
ignored. The interference resulted because 
the cable brackets made the package much 
larger than normal, and the hole was near
ly T.5 ft out of plumb in the first 200 ft. 
Because these brackets could not be sub
jected to any significant lateral force, they 
could not be allowed to hit the wall. 
Further, the cable brackets extending 
above the diagnostics canister for the first 
214 ft had to be at least 35.7 in. in radius: 
reducing their size was not an option. 

To find a way to lower the package, 
we had to consider the brackets' rotation. 
We developed software to find the plane 
in the hole where the larger brackets 
would have maximum clearance |see 
Fig. 2(b)]. We considered the (.v.v) offset 
position :>f the canister's center relative 
to the center of the top of the hole, along 
with the rotational position of the cable 
bracket--. We determined the canister's 
position with a gei era! mandrel-run sim
ulation. This yielded a list of moves to 
get ever> thing but the cable brackets in 
the hole, thereby defining :he canister's 
(.v.v i oft set position at any depth. 

The next step was to find the plane 
where the cable brackets would have 
maximum clearance given this offset 

£-1 

= 1 

0 -

Figure 2. Kearsarge 
downholc package, 
(a) Components and 
(b! calculated plant* 
of maximum clear
ance for the cable 
brackets within a 
compressed view of 
the hole's minimum 
radius over its entire 
lenmh. 
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Figure 3. Effect 
and correction of 
phantom dogleg 
in Comstock 
emplacement hole. 
(a) Phantom dogleg. 
(b) Calculated lack 
of clearance for can
ister given erroneous 
compass readings. 
Edge angles are with 
respect to the canis
ter's center, which 
is 9.04 in. E and 
24.74 in. S of the 
top of the hole. 
(c) Erroneous and 
corrected compass 
values. 
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position. To do this we modeled the 
brackets 8 degrees apart and rotated them 
through each 8-degree plane in 2-degree 
increments. We modeled the full length 
of the brackets as they extended up the 
pipe string from the canister. The plane 
that allowed the greatest clearance from 
the wall was chosen as the most desired 
plane for the cable brackets. We repeat
ed this calculation for every interval in 
the hole where the brackets' rotation had 
to be controlled. 

Canister Centering. General con
cerns about canister distortion due to 
uneven stemming distribution made it 
necessary to use DDS data to compute 
the optimum canister position. Uniform 
stemming distribution was desired as the 
annulus (i.e., the clearance between the 
canister and the hole) was stemmed. We 
developed software to measure the vol
ume of the annulus in each quadrant and 
compare the four quadrants. These vol
umes were computed for all possible 
canister positions and the distributions 
then ranked from best to worst regarding 
their uniformity. 

Clear Line-of-Sight Plots. We also 
added a feature to the DDS data-reduction 
software that computes the clear line of 
sight for the entire hole. This line of 
sight can then be superimposed on any 
cross-sectional plot of the hole to deter
mine the latter's relationship to the cross-
section of the overall hole. This is espe
cially useful in quickly assessing the 
hole's overall straightness. 

Improved Azimuth Data. The flux-
gate north seeker used for azimuth data in 
the DDS is convenient because it is self-
aligning, eliminating the need to survey a 
north reference during the logging pro
cess. We correct for the known magnetic 
deviation at NTS so azimuth data refer
ence true north. We discovered that some 
holes on Pahute Mesa pass through a vit-
rophyre formation that has a magnetic 
field which is not parallel with surface 
magnetic north. The first time this 
became obvious was while logging a hole 
for the Comstock Event. 

The hole deviated significantly 'rom 
plumb at the vitrophyre because the drill 
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bit had skated off the latter into a softer 
surrounding formation. The DDS (being 
centered on the top of the hole) was. thus, 
closer to the vitrophyre side of the hole. 
The deviation of the magnetic flux lines 
resulted in artificial rotation of the dala 
15 degrees around the DDS. which gen
erated a phantom dogleg (see Fig. 3(a)]. 
The mandrel-run simulations |Fig. 3(b)] 
then indicated a no-go at this dogleg. 
The package, which consisted of a 97-ft-
high, 68-in.-diam diagnostics canister 
and a 13-ft-high, 86-in.-diam device can
ister, lacked clearance for lowering and 
would have to slide. 

A series of tests using azimuth gyros 
simultaneously with flux-gate north seek
ers verified the magnetic field deviation. 
As a result, we added an azimuth gyro to 
the DDS. The gyro data are recorded and 
plotted differentially against the north-
seeker output during the standard data-
reduction procedure. Magnetic deviations 
stand out prominently and can be correct
ed using the gyro data. Figure 3(c) shows 

the erroneous readings that created the 
phantom dogleg in Comslock and their 
corrected values. However, we continue 
to use the north seeker as our primary ref
erence to avoid surveying time at the lop 
of the hole and avert concerns about gyro 
drift rates. 

Automated Calibration. We calibrate 
the DDS by recording dala as a neutral 
gray target card is placed at gradually 
increasing distances from the package. 
Any shifts resulting from differences are 
characterized by doing the same tests 
with a fiat white and a flat black card. 
We used to do this by manually moving 
the target along a scale, which was lime 
consuming and tedious. Our automated 
system automatically positions a target 
wheel to within 0.0001 in. This system 
also rotates the wheel to allow calibration 
against gray, black, and white at each 
point. The system interacts with the DDS 
computer to allow faster and more accu
rate calibrations with no chance of ran
dom human error. 

Future Developments 
The increasing use of DDS data has 

led us to consider building a second 
detector that will incorporate a number 
of technology improvements. Solid-state 
laser diodes are now available with colli-
mating optics thai project a smaller-
diameter beam than does our current 
helium-neon laser. These diodes are 
more powerful, allowing us to consider 
pulsing the diode to reduce the inte
gration lime, hence reducing the arc-
segment length represented by each 
measuremeni. A recently introduced lin
ear photodiode array has 6000 pixels in 
the same sensor length as our current 
4096 array. Incorporating these compo
nents with modified optical geometry 
in a new detector should allow us to 
improve its accuracy significantly. This 
opens the possibility of increasing stan
dard canister sizes without increasing 
hole diameters. The current DDS would 
then become a backup instrument. 

Testmg the Ligfctniaf-Invulnerable Device System 
«.T.I 

To ensure that lightning cannot acciden
tally detonate a nuclear-explosive test 
device at NTS, we have developed and 
tested a prototype lightning-invulnerable 
device system (LIDS). Although the prob
ability of a lightning-induced detonation is 
considered "vanishingly small'* (less than 
one in a million), such an accident would 
be absolutely unacceptable. In 1983, the 
lightning vulnerability of device systems 
at NTS was investigated by LLNL with 
the cooperation of Sandia National 
Laboratory, Albuquerque. This study 
led to our development of the LIDS con
cept If prolect safety-critical device com-
ponen s from the effects of a direct 
lightning stroke.1 Both simulated and 
rocket-triggered lightning tesls in 1986 
demonstrated that tne LIDS concept pro
vider1 lightning protection. It is now being 

implemented on all of the Laboratory's 
nuclear test device systems at NTS. 

In evaluating lightning as a threat to 
nuclear devices, we decided that only 
the effects of a severe (full threat-level) 
stroke should be taken into account. 
Industry and military standards presently 
define such a stroke as one thai lowers 
negative charge, leading to a peak 
current of 200 kA and/or a maximum 
current rise rate {dildl) of 200 kA/|ls. 
In addition, the energy input or 
action integral for such a stroke has 
a value of 1.5 x 10fi A- • s. These con
ditions occur in less than 1 % of all 
lightning strokes. 

LIDS Design 
A nuclear test device system is consid

ered most vulnerable to lightning while il 
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is suspended above its emplacement 
hole, just before being lowered into the 
ground. The cables that connect the 
instrumentation and control electronics 
to the device system could be struck by 
lightning, exposing the system to danger
ously large electrical currents. 

In principle, LIDS surrounds the 
device system with a "fortress." a topo-
logically closed metallic skin (i.e.. a 
Faraday cage). In practice, this fortress 
must be penetrated to accommodate 
power, instrumentation, and control 
lines. The penetrating electrical conduc
tors are protected externally by overall 
shields and internally by transient lim-
iters. The shields are terminated at the 

skin's outer surface with 360-degree 
backshell (i.e.. EMI/RFI) connectors, 
which mate with bulkhead-mounted 
feedthrough connectors. Figure 1 shows 
a simplified version of the prototype 

- LIDS design. 
If the cables are struck by lightning, 

the current will divide among the 
shields and be conducted via the lowest 
impedance path between ground (earth) 
and the lightning channel. If the strike 
point is relatively close to the LIDS and 
the latter is near the ground, arcing to 
the nearest grounded object will occur. 
Most of the current will then flow 
through the fortress skin. A small por
tion (10-20%), carried within the 

fortress by the penetrating conductors, 
will pass through the transient limiters 
that are located immediately behind the 
feedthrough connectors. The limiters 
will conduct most of this residual light
ning current, reducing to safe levels any 
transient voltages and currents that reach 
device system components. 

Simulated Lightning Tests 
Our first testing of the prototype LIDS 

canister was done at the Lightning & 
Transients Research Institute in Florida. 
After initial low-level tests to determine 
the electrical charactistics of the system, 
we ran tests to determine how effectively 
the transient limiters would protect vari
ous system components in the presence 
of a threat-level dildt. 

To do this, we used a Marx generator 
consisting of forty 1,6-|iF, high-energy 
storage capacitors. After the capacitors 
were charged in parallel through resistors 
to 35 kV. triggered spark gaps switched 
them in series, producing 1.4 MV across 
a 0.4-u.F capacitance. About 40 kJ of 
energy was discharged into a large wire 
grid, 6 m overhead and well insulated 
from ground, which functioned as a 
peaking capacitor of about 750 pF. A 
low-inductance down-lead carried the 
charge to a 48-cm-wide spark gap, which 
was connected to a cable conductor that 
led to the transient limiter under test (see 
Fig. 2). The high-voltage, high-rf/M/ 
pulse broke down the limiter, allowing 
the generator charge to flow to the LIDS 
structure and then to ground. 

The resulting input-current waveform 
consisted of a 145-kHz, underdamped 
sine wave with a peak of about 50 kA. 
The effect of the peaking capacitor and 
down-lead inductance was to produce a 
4-MHz dumped oscillation, which was 
superimposed onto the leading edge of 
the 145-kHz wave. The steep leading 
edge of the 4-MHz wave produced a 
dildt in excess of 200 kA/u.s. The limiter 
conducted the full transient current and 
was subjected to an action integral of 
2 x 10J A2 • s. 

We also discharged severe peak cur
rents into the cable's overall shield to 
determine what portion of the applied 

Figure 1. 
Simplified schemat
ic of the lightning-
invulnerable device 
system (LIDS). A 
metallic skin sur
rounds the nuclear 
device system. 
Penetrating electri
cal conductors have 
external metallic 
shields and internal 
transient limiters to 
isolate the device 
system from light
ning currents. 

' MuHiconduclor cable 

• Shields 

Coaxial 
transient 

limiter 

Metallic 
skin* 

' Transient limiter 
modules 

Device system 
components 

Figure 2. Test setup 
for higlw//VaV simu
lated lightning. 
Transient limilers 
connected to the 
cable conductor 
were subjecied to 
peak currents of 
about 50 kA and a 
dildt of more than 
200 kA/us. 
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current would actually penetrate into the 
LIDS and how the limiters would per
form. Thirty-nine of the capacitors were 
relocated close lo the LIDS and wired in 
parallel, providing 62.4 uF. After charg
ing the capacitors to 33 kV (34 kJ of 
energy), we discharged them into the 
shield via a remotely operated paddle 
switch, producing a 20-kHz damped sine 
wave with a peak current of 200 kA and 
a dildl of 15 kA/|ls. The corresponding 
action integral was 1.8 x 106 A : • s. 
which is somewhat greater than the value 
associated with a severe lightning stroke. 

These tests subjected the transient lim
iters to hundreds of high-ili/tll and high-
current discharges. All limiters performed 
as expected, holding voltages to safe lev
els. The residual currents entering the 
LIDS were between 10 and 20% of the 
applied current, well within the capabili
ties of the limiter components. 

Rocket-Triggered Lightning 
Tests 

The next step was to subject LIDS lo 
natural lightning. At the invitation of 
NASA, we participated in the 1986 
Rocket-Triggered Lightning Program 
(RTLP-86) at the John F. Kennedy Space 
Center (KSC). The KSC lies in a region 
where lightning-producing thunder
storms are common. 

The RTLP test area includes the 
Atmospheric Sciences Field Laboratory, 
a rocket-launch platform, and a control 
and data-acquisition facility (a surplus, 
all-metal railroad caboose). The wood
en launch platform stands about 4 m 
above ground and contains 12 launch 
tubes for 1-m-long, plastic-bodied, 
black-powder-fueled rockets. Affixed to 
the tail of each rocket is a spool contain
ing 700 m of small-diameter wire, jack
eted with Kevlar to provide strength. 

The lower ends of the wires are connect
ed to the rocket launch stand, which is 
tied to the system ground plane. Rocket 
launching is controlled by pneumatic 
signals from the control and data-
acquisition facility. 

For RTLP-86, the lightning-strike 
object was our 2.7-m-long, 11- x 103-kg 
LIDS canister, which was placed on the 
platform adjacent to the launch tubes. 
As shewn in Fig. 3(a), a horizontal metal 
pipe, which functioned as a lightning 
rod, was suspended 7 m above the canis
ter by a pair of wooden utility poles and 
a crossbar. A metal pulley was suspend
ed from the center of the crossbar and 
electrically connected to the rod by a 
short piece of wire rope. An insulated 
line was used to haul a test cable (coaxial 
or multiconductor) up to the pulley. 
Removal of the cable's insulating jacket 
allowed its outer shield to be brought 

Figure i. Rocket-Triggered Lightning Program launch platform, 
(a) Test setup with LIDS as the lightning-strike object. The vapor
ized wire from a rocket launched into a storm cloud produced an 
ionized channel. Lightning return strokes flowed from ground via 

the LIDS, cable shield, lightning rod. and ioni/ed channel lo the 
cloud, (b) Multiple lightning return strokes attached lo the lightning 
rod illuminate the w ind-hlimn vapors i.-n die right I IVoni .t vapor
ized rocket wire. 
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into direct electrical contact with the 
pulley. The cable's upper end, about 1 m 
beyond the pulley, was terminated by 
shorting its shield(s) to its conductor(s). 
The lower end was mated to a LIDS 
bulkhead feedfhrough by means of a 
360-degree backshell connector. The 
base of the canister was connected to the 
grounding system via the rocket launch 
stand. The electrical path to ground was 
expected to consist of the lightning chan
nel, the rod and pulley, the cable shield, 
and the LIDS metallic skin. 

We measured the current applied to the 
LIDS with a 200-kA toroidal current 
transformer, which we also used in the 
simulated lightning tests. Other sensor 
measured the transient voltages and cui 
rents that reached the device system 
components. All electrical signals were 
converted to optical signals by the use • >f 
battery-powered, fiber-optic transmitters. 

Our data-acquisition system consisted 
of seven dual-channel digital oscillo
scopes, which were triggered simultane
ously when the lightning input current 
reached 4 kA. Immediately after data 
were acquired, a computer system auto
matically stored all of the scope setup 
information and data on a floppy disk. 

The metal caboose was well-grounded, 
power-wire penetrations were made via 
appropriate transient limiters, and all sig
nal and control connections to and from 
the launch platform used either pneumat
ic or fiber-optic links. During test peri
ods, a diesel generator located adjacent 
to the caboose provided ac power. As a 
result, the triggered lightning strikes, 
only 50 m away, never upset or damaged 
our data-acquisition system. 

Launch Scenario 
As a storm cell approached, we moni 

tored the potential gradient (PG) with a 
system of instruments known as electric-
field mills (EFM). The PG gradually 
changed from a small, positive fair-
weather value to a large negative value 
A: first, natural lightning discharges 
occurred, temporarily reducing the P<~j 
I 'io coincidence of natural lightning wnh 
a rocket launch would have eliminated the 
possibility of triggering lightning. When 

the frequency of natural lightning flashes 
fell off and the measured PG remained 
above -4 kV/m, a launch was feasible. 

At launch time, a single rocket was 
fired after a short (5- to 10-s) countdown. 
Once the 700-m-long wire was close 
enough to the storm cell overhead, a dis
charge current of several hundred 
amperes flowed through it, vaporizing the 
wire in a bright flash and leaving an air
borne ionized channel close to the hori
zontal rod. We believe that, since the 
ionized channel exhibited ;> significant 
inductive reactance, the increasing rate-
of-rise of channel current soon led to a 
very high channel-to-ground voltage. 
The rod-to-ground path via the LIDS can
ister represented a lower impedance than 
that provided by the bottom part of the 
vaporized wire. Thus, when the channel 
voltage exceeded the breakdown value 
for air, a channel-to-rod arc occurred and 
a high-current return stroke flowed. 
Typically, there was a delay of several 
hundred milliseconds between the wire 
burn and the first return stroke. 

Test Results 
During the test period, five storms 

passed close enough for us to trigger 22 
flashes, producing between 80 and 100 
return strokes that were conducted via 
our LIDS canister. A maximum peak 
current of 52 kA was recorded. Figure 
3(b) shows a closeup of multiple return 
strokes attached to the rod. 

One multiconductor and two coaxial 
cables were subjected one at a time to 
these lightning return strokes. As in 
the simulated lightning tests, the LIDS 
design provided protection from the 
effects of a direct strike to the cable. In 
Ihe case of the multiconductor cable, we 
measured 3 kA of total internal current in 
conjunction with a 29-kA stroke. Since 
the internal current was carried by 36 
parallel, 20-kA limiters, the average per-
channel transient current was estimated 
to be less than 100 A. 

Because the coaxial cable's solid 
shield provides nearly perfect shielding, 
no internal current was detected for even 
a 40-kA stroke. In all cases, the iransicnl 
voltages and currents reaching the device 

system components were limited to abso
lutely safe amplitudes. 

Conclusions 
The goal of LIDS was to develop a 

device system that could sustain a severe 
lightning strike directly to its cables 
without exposing its safety-critical com
ponents to threat-level energy. We have 
tested a prototype LIDS against severe 
level:: of simulated lightning and typical 
levels of nat ral lightning; it passed all 
tests.2 While the rocket-triggered light
ning tests used a single cable, NTS 
downhole device systems typically have 
eight or more cables. \ lightning strike 
would result in all of the cables dividing 
the current essentially equally (i.e., a 
200-kA stroke would cause each cable to 
carry 25 kA or less). Thus, the single-
cable current of many of our rocket-
triggered lightning strokes approached or 
exceeded an equivalent of 200 kA to an 
eight-caole bundle. 

The major portion of all simulated and 
natural 'ightning currents was carried via 
the cable shield, 360-degree backshell 
connector, and grounded LIDS skin. 
Residual currents penetrating into the 
LIDS wer significantly lower than the 
ratings of ihe limiters through which 
they were conducted. Voltage and cur
rent transients were held to safe levels. 
Using techniques generally known to be 
effective in mitigating hazardous light
ning effects, we successfully demonstrat
ed that the LIDS concept will protect a 
device system from lightning. This con
cept is now being implemented on all of 
the Laboratory's NTS tests. 

References: 
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Ughlning I ulnerability Task Force. 
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Lr.ermore. Calif. UCRL-I56IX( 1984). 
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We developed and fielded two envi
ronmental control systems to maintain 
a laboratory-like environment in down-
hole device canisters. The goal was to 
maintain the same environment for the 
experiments from their fabrication at 
LLNL to completion at NTS. Canister 
temperature had to be kept at 70 ± 2°F 
and relative humidity at 10 ± 1%. The 
challenge was to field a system that 
could meet these requirements for long 
periods or even indefinitely under 
varying external temperatures and 
internal heat loads. 

The first environmental contr< I sys
tem was fielded on the Delamar Event, 
the second on the Kernville Event. On 
Delamar, temperature was controlled 
by circulating air through a chilled-
water heat exchanger or over duct 
heaters. On Kernville, the circulating 
air passed through a chilled-water heat 
exchanger and then was reheated to the 
desired temperature. Humidity control 
was similar for both events. 

Delamar 
For Delamar, temperature was con

trolled by either heating or cooling 
the canister air, which was circulated 
through a cooling coil (air-water heat 
exchanger) and over duct heaters 
(Fig. 1). Nine 1-kW duct heaters 
provided heat. Thirteen tons of ice, 
which had an operational life of about 
40 days, provided cooling. The heat
ing and cooling systems operated inde
pendently, but they were not allowed 
ID run simultaneously. This would 
have reduced ihe cooling system's 
operational life. 

The amount of energy (heat) that was 
added or removed from the device can
ister was governed by its internal heat 
loads and external ambient tempera
tures. Heating was controlled by vary
ing the power to the heaters. Cooling 
was controlled by varying the mass 

flow rate of a water/ethylene glycol 
(WEG) mixture that was circulated 
between the air-water and water-ice 
heat exchangers. 

Humidity was controlled by two 
methods. The canister air was dehu
midified by circulating it over the 
evaporator coil of a mechanical dehu-
midifier. The condensate that formed 
was then captured in a container that 
used oil as a cork to prevent evapora
tion. The canister air was humidified 
by bubbling dry gas through water. 

Ground level Figure 1. 
Schematic or tti? 
environment! con
trol system fielded 
on Ihe Delamar 
Event. 

Ntat 1-kW heaters 
GMtupply 
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The environmental control system 
was governed by temperature and 
humidity sensors placed near the exper
iments: four process controllers ran the 
equipment. Proportional integral 

Figure 2. Schematic of the closed-loop, 
split-cascade refrigeration system fielded on 
Kernville. The downhole unit was directly 
beneath the device canister. 

derivative (PID) logic was used for 
temperature control, which allowed us 
to vary the system's power levels. 
"Bang Bang" (on/off) logic was used 
for humidity control. System perfor
mance was ±1.6°F for temperature and 
±0.2% for relative humidity. 

Kernville 
The Kernville environmental control 

system was much more complex 

because it was designed to operate 
indefinitely. For temperature control, 
J. P. Clay, with analytic support from 
C. S. Landrum and K. A. Thole, 
designed a unique split-cascade refrig
eration system (Fig. 2). The expansion 
valve and evaporator were downhole. 
1800 It below ground. The bulk of the 
refrigeration system and its controls 
were on the surface, another 1200 ft 
away from the hole, which meant the 
refrigeration system operated over 
a 6000-ft closed-loop circuit. The sys
tem had four heat-transfer loops for 
cooling. Seven tons of ice were also 
sent downhole as a backup to the cool
ing system. Six I-kW duct heaters 
provided heating. 

Liquid ammonia, which was stored 
in an uphole receiver tank, was pumped 
downhole by a diaphragm pump at a 
pressure of about 530 psig to maintain 
saturation teinperature. When the 
ammonia reached the device canister, 
its operating pressure was approx
imately 1000 psig owing to the addition 
of gravity head. The ammonia was 
then expanded through a needle valve 
into an ammonia/WEG heat exchanger 
to an operating pressure of 30^10 psig. 
The liquid ammonia absorbed the 
downhole heal, turned to gas. and 
returned to the surface. There, it was 
condensed thermally by the freon 
refrigeration system, which then 
rejected the downhole heat to the 
upliole atmosphere. 

A water loop transferred heat from 
the test canister to the ammonia. A 
WEG mixture was circulated through 
the ammonia-water and water-air heat 
exchangers. The water loop also pro
vided a means to ensure that any 
escaped ammonia gas did not contami
nate the experiments. Circulating the 
canister air through the waler-air heal 
exchanger would sub-cool it; the air 
was then reheated to maintain the 
required 70 ± 2°F. 

Humidity control was modified 
slightly for Kernville. The humidifica-
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tion process was the same as for 
Delamar. but the canister was dehumid
ified by purging it with a dry gas. 

Control of the Kernville environmen
tal system was also similar to that used 
on Delamar. Temperature and humidity 
sensors were placed next to the experi
ments, and five process controllers 

using PID and "Bang Bang" logic ran 
the equipment. The system perfor
mance was ±0.7°F for temperature and 
±0.2% for relative humidity. 

Summary 
The lessons learned from successful

ly fielding environmental control sys

tems on the Delamar and Kernville 
events have given us a design basis for 
fielding future systems. Work is now 
under way to develop simpler environ
mental controls for future events. Our 
goal is to increase overall system relia
bility by minimizing the number of 
moving parts. 

Timing and Control System at the Nevada Test Site 
B.K.Yaea 

Accurate timing and control of the 
command sequence in testing nuclear 
devices is crucial. Precise, reliable con
trol over the timing signals that arm and 
fire a device is needed to ensure the 
success, safety, and security of an event. 

Several hours before a scheduled 
event, an arming party travels to 
ground zero (GZ) where the device sys
tems engineer connects the command 
system to the device system. The arm
ing party then returns to the Control 
Point and the device systems engineer 
tells the test director that the device has 
been armed and that the firing sequence 
can begin. From that point, the test 
director takes control of the shot and 
gives the order for the timing and 
control (T&C) system at the Control 
Point to send out timing signals via 
microwave transmission to the timing 
station. The timing station decodes and 
distributes these signals to recording 
trailers in the trailer park rear GZ to 
start the various recording devices 
where experimental data are collected 
(see Fig. I). In addition, some of the 
decoded signals are sent to a special 
trailer—called the Red Shack -in the 
same trailer park. The Red Shack con
tains the power supplies, trigger gener
ators, and other equipment that use the 
signals received from the timing station 

to apply the voltages necessary to gen
erate the final firing command. 

Our current T&C system is a mix of 
1960s vintage equipment and state-of-the-
art upgraded components.' Over the past 
several years, we have been modernizing 
the entire system. There were two major 
upgrades in FY88: a new signal pro
grammer was incorporated, and the new 
microwave link and monitor subsystem 
became operational. Our main task in 
FY89 is to improve the command encod
ing, decoding, and distribution system. 

Though we are making great strides in 
modernizing the technology of the T&C 
system, its basic architecture remains 
fixed. For nuclear explosive safety, there 
will always be human and mechanical 
links in the command chain. As noted 
above, a person, not a computer, must 
actually arm and give the go-ahead for 
firing a device. This ensures that even in 
the worst case of computer malfunction, 
the device cannot be armed and fired 
without human help. The use of equip
ment like the scrambler encoder/decoder 
and of manual controls for critical com
mands keeps people, not computers, 
in control. 

FY88 Upgrades 
Our new signal programmer was 

designed and developed by Los Alamos 
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Figure 1. 
Comparison of cur
rent timing and con
trol system (left) and 
its proposed upgrade 
(right). The upgrad
ed system features 
a cleaner, simpler 
architecture, better 
timing resolution 
between signals 
(<2 ms versus 16 ms), 
more logical place
ment of scrambler 
decoder and com
mand buffer at the 
Red Shack, and the 
use of current tech
nology in all equip
ment. The blue lines 
in the current timing 
station are wired 
through for noncriti-
cal commands. 

Current T&C system Upgraded T&C system 

Control Point Control Point 
Los Alamos 

signal 
programmer 

Scrambler 
encoder 

Manual 
controls 

PCM 
command 
encoder 

(Max. of 
96 timing 
signals) 

Los Alamos 
signal 

programmer 

Scramble-
encoder 

Manual 
controls 

PCM 
command 
encoder 

(Max. of 
384 timing 

signals) 

MkMs/s MCfOWBVe MM 

Timing station 

Lota of lock 

U44MMts/t 

Timing station 
PCM 

command 
decoder 

Fail-safe 
timer 

J*** - • • « • 

•tngsajnaw 

Scrambler 
decoder 

Traitors 

Ann and 
" 4 r f in enable 

Command 
butler 

Fiber-optics 
distribution 

unit 
Fiber-optic cabies 

Red Shack 
command 
interlace 

chassis (CIC) 

CICs 
at user 
trailers 

Scrambler 
decoder 

Fail-safe 
timer 

Command 
buffer 

Signal 
distribution 

panel 
IfcaMtWlttffciPfcTM* P aaftaaM 

Traitors 

.Critical 
wing 

User trailers, 
including 

Red Shack 

144 



and built for us by EG&G. It generates 
the automatic timing signals at the 
Control Point. We found the Los 
Alamos signal programmer to be suit
able for our NTS operations, and it 
had already been approved by a 
Nuclear Explosive Safety Study as a 
critical component. The decision to 
have it built for us instead of designing 
our own saved about $500,000 in 
development costs. 

The new signal programmer gives us 
more flexibility in scheduling automat
ic timing signals, reduces the amount of 
setup required, and enhances the over
all reliability of the T&C system. It 
wil! also let us phase out some of the 
equipment now in use whose compo
nents are no longer available. 

The new microwave link consists of 
state-of-the-art equipment for terrestrial 
microwave transmission and reception. 
The link is set up for full duplex opera
tion (i.e., information is sent and 
received at both ends) with frequency 
diversity: it sends and receives signals 
on two channels and can switch 
between the two channels to obtain the 
strongest signal. By utilizing hitless 
switches with automatic signal-quality 
sensors, the link achieves a throughput 
bit error rate of zero. 

The monitor subsystem keeps track of 
conditions at GZ, measures the perfor
mance of the T&C system, and provides 
data links between the Control Point 
and the user trailers at GZ. The new 
monitor subsystem is fully redundant, 
and the data it send' are fed directly 
into the VAX computers at the Control 
Point for processing. All of the monitor 
data are sent to the timing station from 
the Red Shack and user trailers via 
fiber optics for noise immunity and 
electrical isolation. 

FY89 Upgrades 
Beginning in FY89. the command 

encoding, decoding, and distribution 
system is the target of our next major 
overhaul. As we envision the upgraded 
system, commands will go from the 
signal programmer through the encoder 
and microwave transmitter at the 
Control Point to the timing station, 
where they will be distributed to the 
Red Shack and user trailers over fiber
optic cables. Eliminating the currently 
used multiconductor cables between 
trailers will result in complete electrical 
isolation and keep electrical noise from 
being carried from one trailer to anoth
er. A command interface chassis (CIC) 
at the trailer end of the fiber-optic 
cables will decode the incoming optical 
signals into a form compatible with Ihe 
users* equipment. The line going out to 
the Red Shack controlling critical oper
ations will be interlocked with the 
scrambler decoder, as is done in the 
current system. Figure 1 compares the 
upgraded and present configurations of 
the T&C system. 

We also want to simplify set-up pro
cedures for an event, reducing the time 
required. Currently, we must physical
ly wire the patch panels and adjust the 
output voltages at the liming station to 
set up for an event. After upgrading, 
we will only have to program and 
install a set of programmable read-only 
memory (PROM) chips in the signal 
piogrammer, command encoder, and 
command interface chassis. The 
PROMs required for an event can be 
prepared ahead of time. Once an event 
is completed, the timing station can be 
moved to its next location, have its 
PROMs replaced, and be ready for 
operation as soon as the microwave 
link is set up and the fiber-optic cables 

arc attached. Rewiring for an event can 
lake up lo two days; reprogramming 
PROMs will take only two hours. 

At this stage, we have begun talking 
to vendors about the equipment needed 
for such an upgrade. Pulse-code modu
lation (PCM) encoders lhal can be mod
ified to implement the distribution 
system at the timing station are com
mercially available, as are PCM 
decoders suitable for the command 
interface chassis. Replacements for the 
monitor subsystem's user encoders and 
optical modems are also available. By 
having the manufacturers modify their 
products, we will avoid the considerable 
expense of designing from scratch in an 
area outside of our expertise. We also 
gain the advantage of drawing upon Ihe 
manufacturers' experience in putting 
together a more efficient system. 

Summary 
The T&C system was designed over 

20 years ago. Many of the parts needed 
in servicing its equipment are no longer 
available because Ihe technology is 
obsolete. We are continuing to upgrade 
the system, modernizing and simplify
ing its subsystems. These changes will 
reduce the work required to prepare for 
an event and, thus, reduce set-up time. 
Upgrading the T&C system with state-
of-the-art technology will also increase 
the system's reliability and eliminate 
the maintenance problems encountered 
when using obsolete equipment. 

Reference: 
I. Nuclear Explosive Safety Study of the 

LLNL Arming & Firing and Timing & 
Control Systems and Operations at the 
NTS, U.S. Department of Energy, 
Nevada Operations Office, Las Vegas, 
Nev. (1982). 
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Kearsarge and Shagan: The Joint Verification 
Experiment 
D.C. Conrad 

Figure 1. For the 
first time in history, 
the flags of the U.S. 
and the Soviet Union 
flew jointly over the 
nuclear ground zeros 
for Kearsarge at NTS 
and Shagan at STS. 
Shown here are the 
two flags atop a drill 
rig at the Kearsarge 
ground zero. 

On August 17, 1988, the U.S. and the 
Soviet Union conducted a joint under
ground nuclear test, called Kearsarge, on 
Pahuie Mesa at NTS. Approximately one 
month later on September 14, 1988, the 
two countries conducted a second joint 
underground nuclear test, called Shagan, al 
the Semipalatinsk Test Site (STS) in the 
Soviet Union. These two tests constituted 
the Joint Verification Ex^c. -<ienl (JVE), 
the first instance of collaboration by the 
Soviets and Americans on underground 
nucleartests(se:Fig. I). The JVE was 
made possible when then U.S. Secretary 
of State George Schultz and Soviet 
Minister of Foreign Affairs Edvard 
Schevardnadze signed an agreement on 
December 9,1987, announcing the plans 
for this undertaking. This agreement rep
resented a major step in the continuing 

efforts by diplomats from both nations to 
resolve differences oti the issue of yield 
verification for the Threshold Test Ban 
Treaty (TTBT) an'' Peaceful Nuclear 
Explosives Treaty (PNET), which were 
written in the 1970s but have never been 
ratified. The agreement initiated a fast-
moving chain of events that included the 
establishment of the Nuclear Testing Talks 
in Geneva and reciprocal vishs to each 
other's test sites to explore the logistics for 
the conduct of the two tests and, finally, 
culminated in the two tests themselves. 

The December agreement staled that 
the U.S. and the Soviet Union would 
proceed with (he design of the two JVE 
tests with the following objectives: 

• Elaboration of improved verification 
measures for the eventual ratification of 
the TTBT and PNET. 

• Measurement of event yields using 
teleseismic and onsite hydrociy.-.amic 
methods. 

• Demonstration of the applicability of 
standard test practices in a verification 
experiment. 

• Demonstration of the practicality, 
effectiveness, and nonintrusiveness of 
the verification methods. 

Early Agreements 
Just as the concept of a joint experiment 

between the U.S. and the Soviet Union 
involving a nuclear explosion was unprece
dented in previous treaty negotiations, the 
execution of Kearsarge and Shagan pre
sented unprecedented challenges, both 
operational and technical, for the nuclear 
testing programs in both countries. 
Although the signed agreement defined the 
concept of the JVE, it delineated only a 
few of the technical parameters for its exe
cution. According to the agreement, the 
yield of the explosions to be verified would 
not be less than 100 kt and should 
approach 150 kt. To verify compliance 
with these requirements, the verifying side 
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at each test site would be allowed to field 
hydrodynamic yield measurements in the 
emplacement hole for each evenl as well as 
in a satellite hole within a specified dis
tance of the emplacement hole. Then, the 
yield determined from the measurements 
in the emplacement hole would be a "yield 
standard" for the event. All the remaining 
technical and organizational parameters 
associated with conducting the JVE were 
to be negotii'xd by ad hoc working groups 
to be established in Geneva. 

Elaboration of Improved 
Verification Measurements 

Shortly after the December agreement 
was signed, technical delegations from 
both sides met in Geneva to discuss each 
side's preferred methods for making yield 
verification measurements for the TTBT 
and the PNET. The U.S. presented a hydro
dynamics technique, called CORRTEX 
(Continuous Reflectometry for Radius 
versus Time Experiments), that would be 
used in the emplacement hole or a satellite 
hole near the event to be verified. The 
Soviets presented teleseismic measure
ments as their principal method for yield 
verification; however, they also presented 
several techniques for making hydrody
namic measurements, including contact 
closure pins and a CORRTEX-like mea
surement called MIZ, that would be used 
to calibrate the teleseismic measurements. 
Both sides conducted extensive seminars 
on the theory of operation, the instrumen
tation hardware, and the analysis tech

niques associated with their verification 
methods. Both sides also exchanged his
torical data on past events at NTS and STS 
to substantiate the models on which the 
analysis codes were based. The U.S. even 
provided the Soviets with a CORRTEX 
measurement unit for disassembly and 
inspection. Even though these talks did 
not produce a common yield verification 
technique accepted by both sides, they did 
develop a better understanding on the part 
of both the U.S. and the Soviets of the 
technology associated with the different 
techniques that were being proposed. This 
mutual understanding was critical to the 
success of the JVE and to future negotia
tions on the TTBT and the PNET. 

Measurement of Event Yields 
on Kearsarge and Shagan 

While discussing the merits and prob
lems associated with the various yield 
verification methods, the working groups 
in Geneva began planning the actual 
yield-measurement experiments to be 
fielded at the two test sites to fulfill the 
requirements of the JVE. As stated in 
the agreement, both sides were allowed 
to make teleseismic and hydrodynamic 
measurements for both events. The tele
seismic measurements would be made 
from designated stations located farther 
than a specified minimum distance from 
the test site being monitored. As dis
cussed previously, the hydrodynamic 
measurements would be made in the 
main emplacement hole and in a satellite 

hole and would be identical for both 
events. Both sides finally agreed on the 
hydrodynamic measurement configura
tion shown below: 

• U.S.: six CORRTEX cables in the 
emplacement hole and six CORRTEX 
cables in the satellite hole. 

• U.S.S.K.: two sets of radio frequen
cy (rf) pins, two sets of logging pins, and 
two MIZ cables in the emplacement 
hole; three sets of logging pins and t1' 
MIZ cables in the satellite hole. 

In support of these measurements, a 
number of additional agreements were 
reached regarding the fielding of the two 
events. After much debate over the size 
of the emplacement holes, an existing 
NTS hole, U!9ax (96 in. in diameter), 
was selected for Kearsarge and a Soviet 
hole, No. 1350 (36 in. in diameter) was 
selected for Shagan. The depth of the 
explosion points for the two holes was 
determined to be 2020 ft for Kearsarge 
and 2107 ft for Shagan. The host side 
designed the device and diagnostic canis
ters for each event. For Kearsarge, the 
device canister was 88 in. in diameter 
and 6 ft long and was attached to a short 
diagnostic canister. For Shagan, the 
device canister was much smaller, and 
there was no separate diagnostic canister. 

The locations for the measurement 
recording stations were finally resolved to 
be 1000 m from ground zero (GZ) for the 
U.S. station on Shagan and, because of 
terrain difficulties, 580 m from GZ for the 
Soviet station on Kearsarge (see Fig. 2). 

Figure 2. The 
remote trailer park 
containing the Soviet 
Recording Station 
and U.S. support 
equipment. The area 
inside the orange 
fence was consid
ered to be Soviet ter
ritory until zero lime, 
when il became joint 
Soviet/American ter
ritory until data were 
recovered. 

147 



Field Operations 

Figure 3. The stem
ming requirements 
in the region around 
the devices were 
unique for both JVE 
events in order to 
optimize the perfor
mance of the hydro-
dynamic systems. 

The density of the stemming material 
in the hydrodynamic region for each 
device was a major issue because of the 
difficulty of matching the density of the 
stemming material with that of the sur-

Kearsarge Shagan 

500 

- 1 0 0 0 

M500 

2000 

S Sanded-
gypsum 
concrete 
Gravel 

Concrete* 
Gravel » * • 

/ 
96-in.-di»m 

Dry 

Garnet 
sand 
Explosion 
point 
2020 ft 

Iron ore 
\ -

Explosion 
point 

2107 ft 36-in.-dlam 
Wet 

Figure 4. An elabo
rate array of brackets 
was used to support 
the hydrodynamic 
sensors in the region 
of the device on both 
events. Shown here 
is the first 100 ft of 
the Kearsarge 
emplacement pipe 
with support brack
ets attached. 

rounding rock. On Kearsarge, dry garnet 
sand was used for stemming 56 ft of the 
emplacement hole around the explosion 
point. This was capped with a 200-ft 
sanded-gypsum concrete plug, a much 
larger plug than is required for contain
ment. On Shagan, the hole was filled 
with saturated iron ore in the vicinity of 
the explosion point. (The Soviets fielded 
densitometers in each hole to measure the 
actual density of the materials in the 
hydrodynamic region.) Stemming the 
Shagan satellite hole presented an espe
cially difficult problem. Experts from the 
U.S. and the Soviet Union developed a 
new pumping technique using Soviet 
equipment for this operation. It is impor
tant to note that the stemming materials 
used for the two tests were different in 
part because of the differing geologies at 
NTS and STS. Because the water table at 
NTS is so deep, underground tests are 
conducted in unsaturated media. A high
er water table at STS means that most, if 
not all, tests are conducted wet (in tully 
saturated media). 

Demonstration of Standard Test 
Practices 

In general, the JVE incorporated the 
standard test practices of the host coun
try. The rules governing nuclear, indus
trial, and radiological safety were strictly 
followed at both test sites. Except in the 
hydrodynamic region around the device, 
standard containment practices were 
used on both events (see Fig. 3). (The 
special stemming features in the hydro-
dynamic regions in no way compromised 
the containment safety for the events.) 
Except for minor modifications to incor
porate the extensive array of hydrody
namic sensors in the first 200 ft above 
the device (see Fig. 4), standard drill-
pipe emplacement operations and cable-
handling procedures were used at both 
test sites. Although the command and 
monitoring systems for the two test sites 
differed radically in concept and con
struction, the standard system for the 
host site was successfully used on each 
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event. Finally, standard event quality 
assurance practices for the host site, 
including signal dry runs and design 
reviews, were used on each event. 

However, lo accommodate the unique 
requirements of Kearsarge and Shagan, 
each side occasionally had to alter sever
al standard test practices, sometimes 
radically. At both sites the host side con
structed three trailer parks: a host 
recording station; an event execution 
park: and the visitor's recording station, 
which was remote from the host's 
recording station and event execution 
parks. Administrative and operational 
planning meetings were held daily 
between the visiting and host manage
ment teams. The visiting team conduct
ed extensive seminars to explain the 
design and operation of its measurement 
systems. All technical communications 
between the two teams (e.g.. countdowns 

for signal dry runs, seminars, and discus
sions during stemming and downhole 
operations) had to be conducted through 
interpreters, most of whom had limited 
technical backgrounds. At NTS. the 
U.S. was required to provide uninterrupt
ible 220-V, 50-Hz electric power for the 
Soviet recording station and their remote 
monitoring station. In addition, the U.S. 
side had to conduct a nonstandard "no 
hold" 15-min countdown to accommo
date the Soviet recording station's stan
dard mode of operation. At both test 
sites, the visiting side had to endure 
makeshift field communication systems 
with limited capabilities that caused 
many delays and much frustration. 
And, finally, both test sites faced major 
changes in procedures and numerous 
unprecedented problems in logistics 
and security because of the presence of 
large numbers of personnel from the 

visiting side at the base camjis and in 
actual testing areas. 

Results of the Joint Verification 
Experiment 

The JVE was born in political negotia
tions between the U.S. and the Soviet 
Union and was executed in the field by 
collaboration between scientists, engi
neers, technicians, and interpreters from 
both countries. It was an extremely diffi
cult undertaking that, although introduc
ing unprecedented problems in the 
nuclear testing programs in both coun
tries, was conducted successfully. It led 
to an incredible information exchange 
between the two programs and allowed 
people within the testing organizations a 
rare opportunity lo interact whh their 
counterparts from the other country in a 
working relationship. 
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T he main mission of the Nuclear 
Chemistry Division is to provide 
experimental data, through the 

methods of radiochemical diagnostics, 
with which to understand the perfor
mance of nuclear explosives tests. We 
rely upon nuclear chemistry diagnostics 
to determine the most basic performance 
criteria of nuclear tests—total fission 
and thermonuclear yields. The increas
ing complexity of these tests and the 
desire for more detailed data require an 
ongoing research and development 
(R&D) program to improve and expand 
our arsenal of diagnostic techniques. 

To understand the physics of a nuclear 
explosive experiment in detail, we must 
determine yields of individual parts, 
burn asymmetries in fissile and ther
monuclear fuels, fast-neutron o-.puts, 
and the extent of shell instabilities. Firm 
data on these performance details are 
needed to verify computational-model 
predictions or to identify deficiencies in 
the models, thereby leading to a better 
understanding of the physics of nuclear 
explosives. In this chapter, we report 
R&D in suppor. of the Division's radio
chemical diagnostics mission. 

The development of new and improved 
radiochemical diagnostic techniques 
requires both laboratory and field experi
ments. We are using this approach to 
develop charged-particle detectors, based 
on the conversion of iodine and bromine 
to xenon and krypton by (p,n) and (d,2n) 
reactions, and a neutron-fluence detector, 
based on the production of a series of 
radioactive bismuth isotopes by succes
sive (n,2n) reactions on stable 2<»Bi. 
Evaluations of fission-yield measure

ments based on noble-gas fission prod
ucts demonstrate the value of recent 
improvements in laboratory measure
ment capabilities applied to nuclear-test 
diagnostics. Reports in this chapter 
describe the status of laboratory develop
ments necessary to begin using - 4 1Am as 
a new radiochemical tracer on nuclear 
tests and the application of gas radio-
chemistry to evaluate the effectiveness of 
containment measures on weapons-
effects tests performed by LLNL for the 
Department of Defense. 

Maintaining first-rate laboratory facili
ties and improving measurement and 
analysis capabilities are important com
ponents of the continuing development 
of nuclear chemistry diagnostics. The 
computer data-processing, accelerator 
mass spectrometry, and x-ray calibration 
and standards facilities are multiapplica-
tion capabilities with important roies in 
providing and interpreting nuclear-test 
data. We have also developed a new, 
mobile, gamma-ray spectrometer system 
for rapid analysis of radioactive drill-
core samples at the Nevada Test Site 
(NTS). This system provides accurate 
assessments of core-sample quality with
in minutes of sample recovery, thus 
removing much of the guesswork from 
nuclear-test sampling. 

Interpreting radionuclide production 
data to determine physical performance 
measures, such as fission yields and neu
tron and charged-particle fluences, 
requires the knowledge of a large num
ber of nuclear-reaction cross sections. 
We determine the required cross sections 
by experimental measurements, data 
evaluations, and theoretical model calcu

lations, and then lest them against new 
nuclear-test measurements and improved 
explosion-code predictions. We have 
recently measured (n,2n) cross sections 
for krypton and xenon isotopes—needed 
for neutron-fluence diagnostics—as well 
as (p,n) and (d,2n) cross sections for zir
conium and europium isotopes—needed 
for charged-particle fluence diagnostics. 
We completed preliminary model calcu
lations of a set of cross sections for iridi
um to improve our interpretation of data 
from this important, energy-sensitive, 
neutron-fluence detector. 

To process radiochemical data and 
provide consistent physical interpreta
tions, we need specialized data-analysis 
and interpretation codes. We have 
now implemented GOSPEL, a third-
generation, radiochemical-diagnostics 
data-base management and interpretation 
code, on our VAX computer system. 
We are also developing codes to take 
advantage of the accessibility and graph
ics capabilities of personal computers to 
enhance some of the data-management 
processes in our cross-section modeling. 

Our theoretical modeling of nuclear-
reaction cross sections for radiochemical 
diagnostics has a natural extension into 
the field of astrophysics. Following a 
detailed evaluation and calculation of 
bismuth-isotope reaction cross sections, 
we note the possible importance of the 
long-lived 2 l 0 Bi isomeric state in the 
astrophysical s-process production of 
2 0 7 Pb. We also present a new model of 
the astronomical features known as plan
etary nebulae in terms of "spheromak" 
plasma configurations. 
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Devetopmcat awl Implementation of a FieM Gamma-
Ray Spectrometer for Onsfte Core Analyses at the 
nwfmtm l e w SH9c 
A« A. 0riwcUf L* A* Mi^asnlt A. L. ftisdltf W. D. RvMMf Md A. V* FricMdMcr 

We have developed a new germanium-
detector-gamma-ray spectrometer sys
tem that measures the fission-product 
content and sample quality of NTS drill-
back cores. Following detonation of an 
underground nuclear test, solid samples 
of the device debris are returned to 
LLNL for radiochemical analysis to 
determine device performance. To 
address potential sampling errors, we 
request that these samples be taken from 
widely separated locations, both vertical
ly and horizontally, in the melt region. 
We also require that selected chemical 
elements of diagnostic interest in these 
samples not be chemically fractionated. 
Chemical fractionation can occur under
ground during the condensation phase 
shortly following a test. By measuring 

Figure 1. The 
drilling configura
tion used for recov
ering solid cores 
from an under
ground nuclear test. 
The inset shows a 
representative log of 
gamma-ray intensity 
observed in a drill 
pipe intersecting the 
melt ("puddle") 
region. 

the ratio of the fission products 9 5 Zr and 
l 4 0 Ba found in the samples, we are able 
to select those that have insignificant 
levels of chemical fractionation. 

The traditional system for selecting 
solid samples from drillbacks at the NTS 
is as follows: 

• A slant hole is drilled to intercept 
the "puddle" region at some distance out 
from the shot centerline (see Fig. 1). 

• Upon completion of the hole, a high-
intensity gamma-ray logging tool is low
ered into the drill pipe in order to survey 
the target zone. The LLNL drilling engi
neer uses this log to locate where high-
radiation fields exist (often hundreds of 
R/h) and, hence, where good cores might 
be obtained (see Fig. 1 inset). 

• A sidewall sampling tool is used to 
extract cores from all promising loca
tions, beginning with the deepest loca
tions. Typically, 15 to 20 cores are taken 
per drillback hole. In a special trailer 
located at the drillback site, each core 
that has a high radiation reading is "high-
graded" to produce several 10- to 20-g 
candidate samples. 

• The candidate samples are shipped 
from the remote testing area at the NTS 
to Mercury, where they are assayed by 
gamma-ray spectrometry on a Compton-
suppressed, germanium-detector system 
to determine the sample's fission content 
and the extent of chemical fractionation. 

• After sampling of the first hole is 
finished, the drill pipe and tools are with
drawn, and a sidetrack hole is started 
several hundred feel higher in the hole 
and drilled through another part of the 
target zone. The high-intensity gamma-
ray logging, coring, and high-grading are 
repeated for the sidetrack hole. 

• Once assays of the high-graded sam
ples at Mercury have been completed, a 
selected suite of samples judged to be 
suitable for more detailed analysis is 
shipped to LLNL. 
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Although in most cases the drillback 
procedure outlined above successfully 
satisfies our sample requirements, at 
times, especially during difficult drill-
backs, it would be advantageous to know 
more about the quality of the cores shortly 
after they are obtained. 

The New Field Gamma-Ray 
Spectrometer System 

During this past year, we designed, 
built, and used a system that allows us to 
quickly determine the weight, fission 
product content, and chemical fractiona
tion of a drillback core within minutes 
after its retrieval. 

A schematic diagram of the principal 
elements of the system is shown in 
Fig. 2. A movable germanium deteclor 
was installed in the trailer that is used to 
extract cores. During drillbacks, this 
trailer is located immediately adjacent 
to the drill.rig. Now, soon after a core 
is extracted, it is placed into a shielded 
counting position where a load cell 
determines its weight (typically 50 to 
300 g). An operator in a second trailer 
located outside the potentially contami
nated driilback area can remotely posi
tion the detector to be from 0.9 to 3.0 m 
from the core in order to compensate for 
variable levels of activity. (Good cores 
contain fission products from 10 1 5 to 
10 1 6 total fissions and can be retrieved 
as early as three days after a test.) 

Readouts of the core weight and the 
sample-to-detector distance are available 
in the second trailer (see Fig. 2), where 
the data are analyzed. We found that a 
4-min count is usually sufficient to estab
lish for the core both the total fission con
tent and the atom ratio of 9-Zr to l 4 0 Ba 
from a pulse-height spectrum. Each 
spectrum is analyzed and interpreted with 
a code containing yield information 
regarding detector calibration and fission 
products: results are stored on a floppy 
disk and printed out. Generally, quantita
tive information is available within six to 
seven minutes after a core has been 
extracted. However, a semiquantitative 
measure of core quality is available earli
er during the count from the displayed 
count rates of selected gamma-ray peaks. 

Therefore, within a few minutes follow
ing core extraction, a decision can be made 
whether to continue sampling at the current 
depth or to proceed to;: new location. 

Drillback Experience 
This new field gamma-ray spectrome

ter system was used for the first time to 
select cores on the Schellbourne Event 
(May 11, 1988). Measurements were 
made on all cores from one drillback 
hole and from a sidetrack hole, as well as 
on a number of high-graded samples. 
Results of the field measurements made 
on the high-graded samples were in 
excellent agreement with results of 
assays done at Mercury. In nearly all 
ways, the new system performed up to 
expectations. It provided timely infor
mation on the progress of the drillback 
and, except for some minor operational 
details, which were quickly worked out, 
the new measurements did not adversely 
affeci other drillback operations. 

The assay of one of the cores taken dur
ing the Schellbourne drillback illustrates 
one advantage of this new capability. 
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Generally, cores taken from the upper 
region of an underground cavity are 
highly chemically fractionated, often 
containing excess amounts of the more 
volatile elements. Consequently, even 
though these cores may be highly 
radioactive, they are not suitable for 
radiochemical analyses. Moments after 
we retrieved the uppermost core from 
Schellbourne"s main drillback hole, the 
core assay showed, to our surprise, that it 
was the best material retrieved from this 
hole. If we had needed more material 
from this hole, we would have been able 
to mine this location and perhaps even 
higher locations for additional samples. 
This information would not have been 
available to us without the new capability. 

During the Schcllbourne and the sub
sequent Comstock drillback operations, 
we learned that the high-grading process 
also benefited from having the new core 
measurement information. Because the 

Figure 2. Principal features of Ihe field 
gamma-ray spectrometer system used to 
assay drillback cores. 
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new measurements told us which cores 
contained good material and which did 
not. we were able to restrict high-grading 
to only the more promising cores, there
by reducing personnel radiation expo
sure. In addition, we were able to ask 
that more material be selected from cores 
that we knew contained particularly large 
amounts of good material. 

Additional benefits gained from the 
new field gamma-ray spectrometer mea
surements were most clearly demonstrat
ed during the drillback of the Comslock 
Event (June 2. 1988). The gamma-ray 
log of the main drillback hole showed 
high-intensity gamma-radiation fields in 
only a few narrow regions in the lower 
half of the underground cavity, and we 
had little success in retrieving material 
from these locations. After five hours of 
sampling, we had too few cores and. 
unfortunately, the material we had 
retrieved all came from about the same 
depth in the hole. Because the new sys
tem gave us a clear understanding of the 

limitations of our cores, we repeatedly 
tried to obtain cores from two more wide
ly separated locations in the hole. After 
many attempts, we finally succeeded in 
getting sufficient material from these 
locations to satisfy our minimum sam
pling requirements. A sidetrack hole was 
then drilled to intercept the puddle region 
about 60 ft horizontally distant from the 
main hole. Its gamma-ray log looked 
very similui to the first. The coring oper
ation had barely started (two samples 
were retrieved) when the drill siring 
became stuck in the rock formation. 
During attempts to free the drill string, 
the drill pipe parted about 700 ft from the 
bottom. At this point, we had to make a 
choice: Did we have enough samples to 
adequately diagnose this test, or should 
we go for another sidetrack hole? The 
latter operation would take at least one 
more day of drilling and delay our post-
shot analyses accordingly. In a close 
decision, we concluded that there was 
enough material for the required analyses 

and that the drillback operation could be 
terminated. Without the new field 
gamma-ray spectrometer measurements 
on the Comstock drillback. it would have 
been necessary to drill an additional side
track hole, thus extending the drillback 
operation by at least one more day and. of 
course, adding expense. 

Conclusion 
The capability of this new gamma-ray 

spectrometer system to assay drillback 
cores shortly after they are extracted 
improves our ability to effectively sample 
underground nuclear tests. Quantitative 
measurements of the quality of freshly 
obtained cores can be used to decide 
which downhole locations should receive 
the greatest sampling effort and which 
cores should be high-graded for further 
analysis. As a result, this system will 
enable better sampling of underground 
tests while at the same time reducing 
both drilling costs and personnel radia
tion exnosure. 

A New Approach to Characterizing Nonlinearities in 
Multiplier Ion-Detection Systems 
S. Nieroeyer, N. Henry, G. Hunt, and E. H. WWes 

Figure I. Measured uranium isolopic ratios 
after correcting tor mass-fraclionulion using 
the double-spike technique, (a) The nonlin-
earily nf lite old photomuhiplier (I'MI tube is 
evident: the trend toward the correct value al 
higher inlensiiies is real and reproducible, 
(b) The linearity of the new PM lube allowed 
all data sets to be averaged to obtain a sii gle 
\ aiue for each standard analysis (see Tahic 11. 

Experimental instruments used for ion 
detection frequently use some type of 
secondary-electron multiplier system to 
enhance the instrument's signal-lo-noise 
ratio. The introduction of any multiplier 
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thennal-ionization mass spectrometry. 
The common calibration technique for the 
ion-detection system in these instruments 
involves measuring a suite of uranium 
isotopic standards that are certified by 
the National Institute of Standards and 
Technology (MST). Deviations of mea
sured isotopic ratios from the certified 
values in excess of the certified uncer
tainties (typically [).\'i on - , S U: : , S L' for 
the N1ST suite! indicate a nonlinear sys
tem. In addition, if the deviations show a 
systematic trend that correlates with the 
magnitude of the ratio, we can also infer 
a nonlinear response. 

Although this calibration scheme has 
been used extensively and successfully 
for mass spectrometers, it has two prin
cipal drawbacks, l-'irst. evaporation of 
the uranium tiom the hot filament pro
duces an isolopic spectrum that is mass-
fractionated relative to the true isotopic 
ratios. This effect is usually taken into 
account by rigorously following an 
established protocol for filament-loading 
and mass speclrometric analysis so that 
the magnitude of the mass-fractionation 
is the same for all standards. Generally, 
experimental protocols require loading 
similar amounts of sample and analyzing 
at similar ion-beam intensities for the 
major isotope. In Udilion. because of 
the limitations imposed by the need to 
rigorously account for mass-fractionations 
in the source, even if nonlinearilies are 
observed, characterizing the nature of 
the nonlinearily can still be very diffi
cult. Indeed, as detailed here, one of our 
Daly multiplier systems on a thermal-
ionization instrument was quickly deter
mined to be nonlinear at the 0.2 to 1.0% 
level, but ambiguities introduced by pos
sible mass-fraclionatiun effects prevent
ed our identifying the nature of the 
nonlinear response until we employed 
the technique described in this article. 

Double-Spike Calibration 
Technique 

In our approach, we add a double 
spike of- , ( |U and --"Li to each NIST ura
nium standard so that we can directly 
measure the mass-fractionation via 

the -">t':-"l' ratio and correct each 
measured - i Kl!:-'.' iU ratio for the mass-
fruclionalion measured during the same 
lime period. Nonlinearilies in the ion-
detection system do not cause systematic 
errors in the calculated mass-fraclionations 
because the double spike has equal 
amounts of the two-spike isotopes. An 
example of data that have been corrected 
lor mass-lraclionalion is shown in l-'ig. 1(a) 
lor the system in its nonlinear mode. 
F.ach point represents the corrected 
- , K U:- , S L' ratio determined by 10 to 
M) measurements of each ion beam. 
Because we can accurately track the 
changes in mass-fraclionalion as ihe fila
ment temperature is varied, we can study 
the degree of nonlinearity as a function 
of beam intensity. This constitutes a 
major advantage over the usual method 
because in the unspiked analysis, the 
manner in which the mass-fraclionalion 
changes with time and temperature dur
ing an analysis is not known well enough 
to construct this type of plot. Figure I la) 
shows that the measured ratio is about 
0.5% too high at a - , 8 U beam intensity of 
1.0 x 10 i-1 A. but as the beam intensity 
increases, the measured ratios begin lo 
approach the correct value. Other stan
dards with different isotopic ralios 
demonstrate this same behavior, although 
the beam intensity at which the nonlin
earity disappears changes according to 
the magnitude of the isotopic ratio. 

After several analyses of various stan
dards, we were able to characterize the 
nature of this detector's nonlinearily. 
(We noted that even with extensive 
efforts prior to using the double-spike 
technique, we were unable to accomplish 
this characterization.) Figure 2 presents a 
correction factor (J) that can be used to 
correct all measured isotopic ralios to 
an accuracy of ±0.I %. A function of 
beam intensity /'has a constant value of 
about 1.009% at low beam intensities 
(<KH 4 A) and decreases linearly to zero 
at 5 x 1 0 l 4 A. Above this intensity, no 
correction is necessary. Earlier unpub
lished unspiked data for these standards 
are consistent with this correction func
tion. Most notably, this correction 

scheme accounts for some observations 
that we found puzzling. That is. NIST 
U2D0 (-'xUi-'U' = .WK) appeared to 
give approximately Ihe correct ralio at 
both very low and high intensities, but in 
the inlermediale ramie. Ihe measured 
ralios were too high. 

Our implementation of this new tech
nique for calibrating ion-detection sys
tems demonstrates that it does, in fact, 
overcome the principal drawbacks of the 
previous approach. In other words, 
extremely rigorous protocols for sample 
preparation and loading tir no longer 
required, and a simple correction func
tion can be rather readily constructed. 
Furthermore, the entire calibralion of the 
mass spectrometer can now be accom
plished much more quickly and accurately. 

Linear Amplification by Daly 
Multiplier Systems 

Before characterizing the nonlinearity. 
we attempted to identify the source of the 
problem in our Daly detector system. In 
this detector, ions strike a polished metal 
knob held at about -30 kV relative lo the 
detector enclosure, releasing about eight 
secondary electrons per incident ion. 
These secondary electrons are attracted lo 
a scintillator, thereby converting the sec
ondary electron signal lo photons, which 
arc transmitted out of the vacuum system 
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I'igure 2. Correction factor lor the old. non
linear PM tube. It can be u.sed lo correct pre
vious VGI mass-spectrometer a lalyses that 
used the old PM lube. The ratio u./),(, is the 
measured isotopic ratio: J] and f] are the cor
rection factors for the / andy ion beams, 
respective!}: and (/:/'), is the corrected ratio. 
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through a transparent window. The trans
mitted light signal is then amplified by a 
PM tube. By removing or changing vari
ous components in the signal-processing 
electronics, we determined that none of 
these electronic elements was responsible 
for this particular nonlinearity. Finally, 
we discovered that the PM tube itself was 
responsible for the nonlinearity. Earlier, 
this possibility had been discounted 

because the nature of the nonlinearity is 
equivalent to a PM-gain curve in which 
the gain is constant at low beam intensi
ties; then at 10 - ' 4 A, it begins to increase 
until it reaches a new gain plateau above 
5 x 10 - ' 4 A. We expected just the oppo
site current-gain effect for a nonlinear 
PM tube. 

In Fig. 1, we show some data for a 
double-spiked NIST U100 standard 

Table 1. Calibration daU.for D«Jy multipliers.' 

Maw "tl):mU 
spectroacter NIST value Measured value 8(%)' 

VG1 3.9799 (40) 3.9809(19) +0.03 (5) 

VG2 8.803 (9) 8.807 (6) +0.05 (7) 
VGI 8.803 (9) 8.805 <3) +0.02 (4) 

VG2 18.956(19) 18.934(4) -0.06 (2) 
VGI 18.956(19) 18.944(10) -0.01 (5) 

VG2 98.62(10) 98.58(11) -0.04 (II) 
98.64 (08) +0.02 (8) 
98.70(11) +0.08(11) 

VG2 203.3 (2) 203.1 (4) -0.10(20) 
a Measured ratios represent the average of all sets ot data for a single 
sample where -WU was at least 3 x 10-' 4 A (although no significant 
deviations were evident at lower intensities); each set of data was sepa
rately corrected for mass-fractionation using the double-spike tech
nique. Uncertainties corresponding to two standard deviations a:. 
shown in parentheses. The listed average deviation 8 between mea
sured and certified values is an unweighted average. VG1 is our pro
duction mass spectrometer and the one with the faulty PM tube 
discussed in this paper. VG2 is our clean-room mass spectrometer. 

"&(%) = (238U;23SU), 'measured ^ 1 0 0 . 
<™U:=-«U) s , S T M ; m t a ] 

before and after replacing the PM tube. 
After replacing it [Fig. 1(b)]. no trend 
relating to beam intensity is apparent, 
and now the measured values show good 
agreement with the certified ratio. 
Because no trend is evident, we can 
legitimately average the measured val
ues for all beam intensities in order to 
place the strictest limits on the degree of 
nonlinearity. The results are shown in 
Table 1 for two different Daly multiplier 
systems on two mass spectrometers. For 
both systems, each standard agrees very 
well with the certified ratio. We con
clude that the upper limit on nonlinearity 
is about 0.05% lor both systems. 

Conclusions 
The study described here represents 

the most precise and comprehensive 
determination to date of the linearity of 
the Daly type of multiplier system. We 
conclude that this type of detector has no 
inherent nonlinearity at the 0.05% level, 
and any nonlinear response in excess of 
this limit is probably associated with the 
PM tube or the electronics used to mea
sure its output. Thus, we have demon
strated that the Daly multiplier is very 
well suited for analog measurements of 
ion-beam intensities over its entire work
ing range. The technique we developed 
to characterize the Daly multiplier non-
linearities is also applicable to other types 
of multiplier detector used in thermal-
ionization mass spectrometers and can be 
adapted for detector systems in other 
types of mass spectrometer. 

MM* IL NcuMway 

We have prepared a preliminary set of 
fission-product yields for several impor
tant nuclides from the fission of 2 M U 
through 2 4 0 U by 0- to 15-MeV neutrons. 
The use of a complete set will make it 

unnecessary to rely on the two-group 
model to characterize the neutron spec
trum causing fission and will lead to a 
more accurate determination of uranium 
fission yields in device tests. We find 
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that present uncertainties in fission-
product yields place a lower limit of 
about 3 to 5% on the accuracy of deter
mining device fission yields. 

In measuring fission yields for device 
tests, we use a two-group model to char
acterize the neutron spectrum causing 
fission. In this model, we divide the 
neutrons into two groups called "fission 
spectrum" and "14 MeV." with the ener
gy division being at about 8 MeV. We 
have had to use this model because, until 
recently, we did not know how fission-
product yields varied as a function of 
neutron energy up to 15 MeV (because 
of the relative difficulty in measuring fis
sion yields in the 2- to 14-MeV neutron-
energy range). In essence, then, we 
calculate the number of fissions in a sam
ple by using the known fission-product 
yields (atoms/fission) for fission-spectruni 
and 14.1-MeV fission, together with an 
assumed two-group fission split and the 
measured number of fission-product 
atoms. This "energy split" (fraction of 
fissions in each of the two groups) usual
ly comes from a calculation with an 
explosion code like MEG. Or. it can be 
obtained by adjusting the split so that the 
calculated yield of an energy-sensitive 
fission product, such as l 5 6 Eu or l 6 l Tb. 
matches the measured value. We have 
relied on the effective fission-product 
yield calculated for the two-group spec
trum to approximate the true value for 
the real spectrum, ithout actually know
ing what error was oeing introduced. 

To further compound the problem, not 
all fissions of uranium or plulonium are 
due to a single isotope (e.g.. 2 3 5 U, 2 W U . 
2 1 9 Pu). Therefore, we group fissions 
from uranium isotopes 233 through 236 
to form a "235U" family, and those from 
uranium isotopes 237 through 240 to 
form a "IWU" family. Similarly, all plu
tonium isotopes form a "23''Pu" family. 
From the explosion calculation, we 
obtain a fission "mass split" for these 
three families. Finally, we use fission 
cross sections as a function of energy for 
only 2«U. "*U. and 2»Pu to estimate 
the energy splits, ignoring the differences 
in cross sections for any other fissioning 
isotopes, such as 2:">U and - 4 ( lPu. 

This is a preliminary report of an effort 
to develop a complete set of excitation 
functions for fission-product yields over 
the energy range from 0 to 15 MeV for 
all of the uranium isotopes. The use of 
this set will make it unnecessary to use 
the two-group model and will allow one 
to use fission cross sections for all of the 
uranium isotopes. Enough experimental 
fission-yield data exist to define reason
ably well the variation in fission yield 
from 2 to 14 MeV for the major fission 
products of -•1;iU and 1 W U that we use for 
yield interpretation. Furthermore, I can 
reasonably estimate these yields for the 
other uranium isotopes with masses from 
233 to 240. which is the range covered in 
the explosion codes. So far, this study 
has covered only the isotopes of uranium; 
I intend to extend the work to include 
plutonium. In addition to preparing exci
tation functions. I also assessed the 
uncertainty in each fission yield for 2 , , U 
and -**l) over the whole energy range up 
to 15 MeV. This allowed me to make 
estimates of the uncertainty inherent in 
our fission-yield quotations for typical 
device neutron spectra and fission splits. 

Preparation of Fission-Yield Files 
We routinely use the fission products 

9 5Zr, l 4 4 Ce, and l 4 7 Nd to measure fission 
yields for underground nuclear tests. In 
addition, the nuclide , J 9Mo is of interest 
because of its historic use during atmo
spheric testing. The nuclides I S 6Eu and 
l 6 l Tb are also routinely measured and 
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provide information on the fission split, 
in terms of both energy and fissioning 
species. I have used these six nuclides as 
the basis for this study. I started by mak
ing plots of the available fission-yield 
data for these six nuclides from fission of 
all of the uranium isotopes with neutron 
energies from thermal to 15 MeV. As 
examples. Fig. 1(a), which uses data from 
Refs. I through 3. shows the excitation 
function for 9 5 Zr from Ihe fission of ~ , 5U. 
Figure Kb), which uses data from Rets. 1 
and 4 through 7, shows the excitation 
function for '-"Nd from ihe fission of 
: w U . As can be seen, these two (and 
other) fission yields are quite well known 
over the entire energy range. Error 
envelopes show my estimates of the la 
uncertainty in the excitation functions, 
which are just French-curve fits to the 
data points. Data points for the fission-
spectrum (plotted at 1.8 MeV) and 
14.1 -MeV energies are the values we cur
rently use at LLNL and are taken from 
the GOSPEL or PROPHET computer 
codes. (GOSPEL is a computer program 
that has replaced the PROPHET program 
for summarizing diagnostic results.) 

Figure 1. (a) Fission yield of wZr from 
neutron-induced lission of-"LI. The outer 
lines are estimates of the uncertainty (la) in 
the line fitted lo the data poinls. (b) Fission 
yield of '-"Nd from neulron-induced 
lission of 2 WU. The outer lines are estimates 
of the uncertainty ( lo in the line filled to 
the data points. 
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The next step was to address the fission-
product yields for the various uranium 
isotopes for both fission-spectrum and 
14.1-MeV fission. Figure 2 shows the 
yields of three products for the fission of 
--15U through 2 4 0 U with fission-spectrum 
neutrons. I used curves such as these to 
estimate missing yields for 217.:N.240(J 
fission, for which no data exist, with the 
assumption that the curves should be 
smooth, with no odd-even fluctuation. I 
used many of the evaluated yields from 
the compilation of Rider" in preparing 
these plots. 

In summary. I prepared plots of the 
yields of the six fission products over 
the energy range from 0 to 15 MeV for 
uranium isotopes 233 to 240. For -- , 7U. 
-•WU. and - 4 0 U. the plots are based only 
on the yields at 1.8 and 14.1 MeV, deter
mined from plots such as those in Fig. 2. 
I estimated the uncertainty in the excita
tion functions only for 2- , 5U and 2 , 8 U . 
1 prepared a data file for use with the 
WATUSI computer code containing all 
of the neutron reactions on uranium for 
masses 233 to 240. together with explic
it cross sections to produce the six fis
sion products. The cross sections were 
group-averaged in the 53-group struc
ture used in the MEG code, so that flu-
ence files generated by MEG could be 

0.09 j 1 

233 234 23S 236 237 238 239 240 
Uranium mass number 

Figure 2. Fission yields of'"Zr. l i 4Ce. and 
IJ1Nd from fission of- u 2 4 nU induced by 
fission-spectrum neutrons. Error bars mark 
Ihe cslimated yields for fission of -'" 2"> —'U 
and for I J 4Ce from fission of - , 4U. 

used with WATUSI to calculate the 
number of fissions and the produciion of 
the six fission products. This then gives 
directly the effective fission yield of 
each product for use in calculating the 
device yield. 

Discussion 
Calculations made for the uranium 

fission in several devices show that the 
effective fission-product yields for' , sZr. 
i 4 4Ce. and I J 7 Nd are about 2 to 3'/< 
higher than those previously estimated 
using the two-group model. Even 
though the new fission excitation func
tions are still preliminary, they provide a 
more accurate method of determining 
device fission yields. The error intro
duced by using the two-group model is 
small but significant. The calculations 
also show that the yields for I S ( 'Eu and 
l ( , l Tb are about 3 to 6% lower than those 
eslimated with the two-group model. 
This implies that the energy splits should 
be softened to include less 14-MeV fis
sion, in agreement with the trend sug
gested by energy splits inferred from 
fission gas diagnostics. 

I prepared separate cross-section files 
for the fission of 2 , 5 U and : M U using 
the upper and lower bounds to the exci
tation functions (±lo~) as shown in 
Fig. I. For a typical device neutron 
spectrum, the yields of the products 
'''Zr. l 4 4 Ce. and 1 4 7 Nd have an uncer
tainty of about Vk for 2- , ?U fission and 
4 to 5% for 2 3 S U fission. We can com
bine these uncertainties with an addi
tional 2% for the uncertainty in 
measurement due to the detector calibra
tions. Hence, the minimum uncertainty 
in our uranium fission-yield results for 
device tests is about 3 to 5%. The yields 
of the energy-sensitive products I S f >Eu 
and l f i l Tb have an uncertainty of about 
59e and 9ci. respectively, for :- 1 5U fis
sion and about 5% and 6%. respectively, 
for 2?»U fission. 

Future Work 
I plan to extend the scope of this work 

to include excitation functions for the 
fission of 2™Pu through 2 4 1 Pu for the 
same six fission products. 1 also intend 

to try lo fit the mass-yield data uiih an 
analytical function. By doing this. I 
expect lo better model the change in fis
sion yield for a particular product as 
either the neutron energy or ihe mass of 
the fissioning species is changed. This 
should improve ihe accuracy of interpo
lating between fission-spectrum data and 
14-MeV data and of estimating fission 
yields for target nuclides for which little 
or no data exist. Musgrove et al.1' and 
Dickens'" have shown lhal mass-yield 
dala can be well represented by ihc 
sum of five Gaussian distributions: their 
model may be quite appropriate for 
my work. 
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Calibration of Fission-Product Yields for 1 3 6 Xe and ^Kr 
G. B. Hudsoa 

Measurements of fission-produced 
'-"'Xe and "-''Kr can provide accurate and 
reliable determinations of the total num
ber of fissions occurring in an under
ground nuclear explosion. 1 One 
difficulty in using the '" 'Xe method is 
that we lack accurate measurements of 
the number of ' ">Xe atoms produced per 
fission. This measurement is moderately 
difficult because it requires the neutron 
irradiation of fissionable materials such 
as -^V and -"'Pu. The U and Pu targets 
have large alpha decay activities, and the 
irradiation induces additional gamma 
and beta decay activity from the mixed 
radioactive fission products. 

While direct measurements of the 
l 5 6 X e and s s K r fission-product yields 
(atoms/fission) are planned, we have cal
ibrated these yields using existing data 
from underground nuclear explosions. 
The technique is nearly identical to 
laboratory-based experiments. In these 
experiments, we irradiate a sample of Pu 
or U with neutrons and measure the fis
sion products 'tfZr. ' 4 4 C e . and ' 4 7 N d . 
Then, on the basis of previous measure
ments of the atoms/fission for " sZr. 
l 4 4 C e . and l 4 7 N d . we can deduce the 
numbei of fissions that occurred. \V, 
chose these isotopes because they are 
routinely used in measurements of nucle
ar explosion fission yields. One goal of 
the '" 'Xe calibration is to compare total 
device fission yields determined by 
gaseous elements directly with those 
determined by refractory elements with
out concern over systematic bias. 

In using underground nuclear explo
sions for the ' "'Xe (or K , Kr) atoms/fission 
calibration, we determine the total num
ber of fissions using , , s Zr. l 4 4 C e . and 
l 4 "Nd. Then we measure the total '" 'Xe 
produced in the nuclear explosion. This 
measurement gives the l , f 'Xe fission-
product yield (atoms/fission) for the par
ticular mix of fissionable material that 
went to produce the nuclear explosion. 

Here lies the chief disadvantage of this 
method. We cannot measure the '">Xe 
fission-product yield for a single fission
ing isotope or a single neutron energy. 
Instead, we measure a highly relevant 
mixture of fissionable materials and neu
tron energies. By measuring the l , ( , X e 
produced on a variety of tests, we can 
calibrate the ''"'Xe fission-product yield 
with enough accuracy for our purposes. 

Analysis 
To analyze an explosion, we first 

review the refractory element data and 
poslshot physics modeling to determine 
the number of fission reactions and the 
distribution of reactions as a function of 
parent isotope and neutron energy. Then 
we review the gaseous element data to 
determine the number of ' "'Xe (or s 5 Kr) 
atoms produced. Using regression anal
ysis, we determine the '"'Xe fission-
product yield as a function of the parent 
i so tope— 2 W Pu. 2«U. or 2-"<U—and neu
tron energy. We divide neutron energy 
into two groups: fission-spectrum ener
gy (1-2 MeV) and energy at 14 MeV. 
Then we evaluate the agreement between 
the total number of fission reactions as 
determined by '«Zr. ' 4 4 C e . and ' 4 7 N d vs 
that determined by '" 'Xe. 

Results 
We have gaseous and refractory ele

ment measurements from 16 nuclear 
tests. For both gases and solids, the data 
must be internally consistent: that is. all 
samples—cither gas or solid—of a given 
event must give the same result. All but 

'' FS = fission-spectrum energies (1-2 Mc'Vi. 

one of these 16 tests gave a consistent 
calibration for the '" 'Xe fission-product 
yields. We estimated that the agreement 
between '" 'Xe and refractory measure
ments should be 3.7% (one standard 
deviation), on the basis of the analytical 
precision of the data. The standard devi
ation of our calculated '" 'Xe fission 
yields agrees with refractory element 
data to about 3.7%, indicating that our 
assignment of analytical errors is correct 
and no other source of deviation is pres
ent. Comparable results are obtained for 
s 5 K r with an uncertainty of 6.0%. The 
calculated fission-product yields of '-"'Xe 
and K 5 Kr are given in Table 1. 

Conclusions 
We calibrated (he '-"'Xe and «SKr fis

sion indicators with sufficient accuracy 
to make them generally useful in routine 
radiochemical fission diagnostics. These 
indicators are attractive because they are 
easy to measure. 

Reference: 
I. G. B. Hudson. "Test Diagnostics based 

nn Isotopic Measurement of Xenon."' 
Niuivur Chemistry Division Annual 
Report 1:YH3. Lawrence Livermore 
National Laboratory. Livcrmorc. Calif.. 
UCAR-I0062-X3(I»X3>. 

Table 1. Fission-product yields of '"'Xe and 85Kr. 

Fission-product yield (atoms/fission) 
Fission »»Pu a t "HJat "»Uat 
product FS" 14 MeV FS 14 MeV FS 14 MeV 

'"'Xe 0.0634 0.0450 0.0615 0.0400 0.0670 0.0500 
x <Kr 0.0014X 0.0023 0.002X 0.0032 0.0014 0.00 IX 
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Figure 1. Mission 
Ghost chimney-gas 
components show 
dilution effects when 
plotted as shown. 
We adjusted the data 
by arbitrary scaling 
factors to create a 
common display. 
Krypton added as a 
tracer serves as a ref
erence, and the ini
tial value of Ne/Kr is 
known. From the 
intersection of this 
value by the extrapo
lated Ne/Kr mea
surements, we 
determined that 
dilution effectively 
began on day 46 
(vertical dashed 
line). Similar 
extrapolation of the 
reactive-gas data 
to this time gives 
an estimate of the 
initial cavity-gas 
composition. 

We have applied radiochemical diag
nostics techniques to evaluate the perfor
mance of containment features installed 
on tunnel events by the Defense Nuclear 
Agency (DNA). Containment diagnos
tics have traditionally been instrumental 
in nature and observational in practice. 
Instruments monitoring the turnel envi
ronment faithfully record such things as 
radiation level, pressure, and temperature 
of the environment. This information 
gives an accurate history of the timing 
and enables us to evaluate the impact of 
a major failure of the first-line contain
ment systems. Physical effects are also 
measured by instrumentation to deter
mine stress levels, material motion, and 
shock propagation. These measurements 
are useful in the design of future test-bed 
configurations and serve as a comparison 
base to link a series of events. In prac
tice, most of our understanding of how 
containment systems perform has been 
observational. The DNA literally mines 
into regions of interest and inspects the 
systems. These traditional techniques do 
not directly address the basic question of 
the nature of the challenge to the con
tainment barriers, nor can they evaluate 
barrier performance short of failure. 

20 40 60 80 100 120 140 160 180 
Time since detonation (days) 

We have recently participated in 
several nuclear tests that were executed 
in tunnel test beds and have applied 
radiochemical diagnostic techniques to 
address questions of concern to the DNA 
containment program. Our studies have 
included determining cavity-gas compo
sition and pressure as a function of time, 
identifying mechanism and time of mate
rial transport, and evaluating the perfor
mance of containment systems. As we 
are able to participate more fully in plan
ning and to influence reentry activities, 
our contributions to the understanding of 
tunnel containment-system performance 
will continue to grow. We are now 
actively involved in the design and exe
cution of an extensive study of cavity-
gas phenomenology for a future event. 
The following examples are drawn from 
our recent experience and illustrate the 
scope and nature of the information that 
can be obtained using radiochemical 
diagnostics techniques. 

Cavity Phenomenology 
Our analyses of gas samples obtained 

from the Mission Ghost chimney region 
defined the cavity-gas composition and 
chemical history of this event. The DNA 
was concerned that the cavity apparently 
had not subsided and that it might still be 
pressurized with an explosive gas mix
ture that could prove hazardous to reen
try operations near the cavity. A hole 
drilled from the mesa penetrated the top 
of the cavity 42 days after detonation. 
Four days later, a horizontal hole drilled 
from the reentry drift penetrated the side 
of the cavity. The horizontal hole yield
ed five gas samples between 48 and 178 
days after detonation. These samples 
were sent to us for analysis. 

The samples comprised mixtures of 
oxygen-depleted air and H 2 with small 
amounts of C0 2 , CH 4, and other hydro
carbons. The composition varied sig
nificantly wiih sampling time. H 2, 
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which was the principal component of 
the early samples, had all but disap
peared by the end of sampling. C 0 2 

decreased by more than a factor of 3. 
while CH 4 increased by a factor of 4. 
Such drastic changes are unprecedented 
in our experience. The observations are 
consistent with a model involving 
hydrogen combustion by oxygen in the 
air. coupled with C 0 2 reduction and 
conversion to CHj. We believe that the 
vertical drillhole first allowed pressure 
relief into the formation and then sup
plied air to the cavity as it cooled and 
lost gases to these reactions. 

To test this theory and to obtain an 
estimate of the original cavity composi
tion, we used neon as an indicator of air. 
Figure 1 displays normalized ratios of 
neon to the three principal cavity gases, 
H 2. C 0 2 . and CH4. as a function of sam
pling time. Also shown is the ratio of 
neon to krypton, which was added to the 
preshot cavity as a tracer. Because we 
know the preshot void volume, we also 
know the total neon present initially. 
This ratio is plotted at zero time, and it 
would have remained constant had air 
not been allowed to enter the cavity. 
Changes in composition between 55 and 
70 days are caused mainly by air dilu
tion. (Later changes are caused largely 
by chemical reactions.) We extrapolated 
the dilution line defined by these two 
points to intercept the known zero-lime 
neon-to-krypton ratio. The vertical 
dashed line drawn through this point of 
intersection is the effective start time for 
the dilution. Extrapolation of the cavity-
gas component ratios to this time gives 
an estimate of the predilution cavity-gas 
composition. 

Our conclusion from this an. .ysis is 
that the cavity gas was almost pure H 2 at 
early times. The consequences of this 
observation, from a containment stand
point, range from awareness of the need 
to contain this flammable, highly mobile 
gas to consideration of ways to decrease 
the amount produced. We expect to pro
vide assistance to the DNA in its evalua
tion of future containment systems 
designed to address these needs. 

Evaluation of Containment-
System Performance 

Many DNA-sponsored tunnel events 
are effects tests in which radiation from a 
nuclear device is allowed to impinge on 
various target specimens placed at the far 
end of a line-of-sight (LOS) pipe. The 
containment of test debris requires that 
this LOS be closed and sealed soon after 
the passage of radiation. To accomplish 
this. DNA installed a number of rapid-
closure systems in the LOS of the 
Mission Cyber Event. 

We studied gas taken from the LOS in 
the region bounded by the fast-acting clo
sure (FAC) and the tunnel and pipe seal 
(TAPS). The FAC is a high-explosive 
machine that collapses the pipe within 
1 ms of detonation. The TAPS is a trap
door arranged to close and seat under the 
influence of gravity within 1 s of detona
tion. Dividing the LOS between the 
TAPS and the FAC is the gas-sealing 
auxiliary closure (GSAC). This is actu
ally two helium-driven doors that 
occlude the LOS and seat against knife 
edges to create a gas seal at about 25 ms 
after zero time. 

Early gas samples (I, 15, and 50 s 
after zero time) were obtained by Sandia 
National Laboratory using evacuated 
bottles placed in the Mission Cyber LOS 
pipe on the working-point sides of the 
TAPS and the GSAC. The DNA also 
collected reentry grab samples of gas 
from within the LOS at these two loca
tions and from the chimney region above 
the working point. These were sent to us 
for analysis. 

The early samples obtained in the 
GSAC-FAC volume were all found to 
contain the fission product K 5Kr in small 
quantities. The concentration was less 
than 10% of that found in this volume at 
reentry, and the latter was less than 1 % 
of the concentration in cavity gas. The 
early samples were taken before com
plete decay of the K SBr precursor, and the 
levels were consistent with expectations. 
The low concentration seen at reentry 
relative to that found in the chimney 
indicates a high degree of isolation of the 
LOS from the cavity. We conclude that a 
small puff of cavity gas passed the FAC 

at very early limes, that little subsequent 
influx occurred, and that the FAC per
formed its function well. 

The gas collected at early times from 
the GSAC-FAC region consisted largely 
of high-explosive detonation products 
(from the FAC) und helium (from the 
GSAC). A little oxygen-depleted air was 
also present. Pressure was about 1 atm. 
Early gas in the TAPS-GSAC region was 
largely helium and oxygen-depleted air 
with a few high-explosive gases and 
reached a pressure of only 0.2 atm. This 
difference was expected because the 
GSAC is designed to close before good 
mixing can occur. However, at reentry, 
we found that the gases from these two 
regions were of intermediate concentra
tion, were both at atmospheric pressure, 
and both contained additional air. This 
finding indicates that the GSAC allowed 
gas to flow from the FAC toward the 
TAPS. Furthermore, this flow was fast 
relative to subsequent air influx. We 
conclude, therefore, that the gas-seal per
formance of the GSAC was below 
design level. 

Late-Time Gas Generation 
The grab samples from the Mission 

Cyber LOS amply illustrate the nature of 
late-time gas generation. In Fig. 2, we 
have plotted the volumes of several 
gases contained in the TAPS-FAC region 
as a function of sampling time. 

The total of most gases had stabilized 
by 50 s after zero time and did not 
change significantly in the 2 to 3 months 
prior to reentry. H 2, however, increased 
by about 50%. This is a lower limit to 
the amount of Hi generation for two 
reasons. First, the gas is quite oxygen 
depleted. Less than half as much 0 2 is 
present as would be expected from nor
mal air on the basis of argon present in 
the samples. Most likely, the "'missing" 
0 2 reacted with H 2 to form water. 
Second, the absence of COi is strong evi
dence of the occurrence of the water-gas 
reaction (C0 3 + H2 -> CO + H 20). C 0 2 

is produced in the high-explosive charge 
that drives the FAC. It was never present 
at Ihe expected level. Quantitation of this 
effect is made difficult by the presence of 
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Figure 2. Temporal 
history of the vol
umes of several 
gases contained 
within (he TAPS-
FAC region of the 
Mission Cyber LOS 
pipe. Helium was 
the drive gas for the 
GSAC. CO, CO,, 
and excess N : (xsN2) 
were residual prod
ucts of the FAC high 
explosive. H,and 
CH4 were reaction 
products of water, 
metals, and the other 
gases. Early samples 
were poorly mixed, 
but by 50 s me mix
ture had stabilized, 
and only continued 
production of H2 

changed the compo
sition at late times. 

additional reactions that remove CO 
from the gas (e.g., disproportionation 
and reduction to graphite). 

Late generation of H? in regions not 
directly connected with the cavity (a 

20 30 40 
Time since detonation (s) 

SO Reentry 
(2 to 3 months 

after detonation) 

problem of concern to the DNA because 
of the explosive nature of H2) is proba
bly caused by reduction of water by vari
ous metals in the construction materials 
and surrounding media. Our observa
tions are among the first to demonstrate 
the nature and extent of H 2 production. 
We will be working with the DNA to 
evaluate alternative construction materi
als and emplacement techniques to alle
viate the problem. 

Summary 
Radiochemical diagnostics techniques 

have beer, used to address a wide variety 
of containment-related concerns for the 
DNA. Future involvement not only will 
continue to address questions similar to 
those discussed here but also will extend 
to questions of cavity-gas composition, 
materials transport, and the performance 
of additional containment structures. An 
extensive cavity-phenomenology experi
ment planned for a future nuclear event 
will determine the relative amounts of 
rock and giout that are incorporated into 
the early cavity. 

As part of our research in developing 
gas detectors for test diagnostics, we 
irradiated gas samples of 7 8Kr, 8 0Kr, and 
l 2 4 Xe and measured the (n,2n) cross sec
tions of these isotopes at three neutron 
energies between 14 and 15 MeV. We 
obtained results that are higher than 
those previously measured. 

Isotopic gases such as 7 8Kr, 8 0Kr, and 
l 2 4 Xe have been used as radiochemical 
detectors in several nuclear devices in 
order to measure the fluence of 14-MeV 
neutrons. Unfortunately, the cross sec
tions are not very well known, which 

makes the interpretation of the results 
less accurate. For this reason, and as 
part of our research to develop gaseous 
detectors, we have measured the (n,2n) 
cross sections for three gases using 
enriched targets of ?8Kr (99%), "ORr 
(92%), and l 2 4 Xe (40%). 

In the application of gas detectors to 
device diagnostics, it is very important to 
know the half-lives of the activated prod
ucts as accurately as possible. During the 
course of this work, we determined the 
half-life of l 2 3 Xe to be 2.04 ± 0.01 hours, 
which is shorter than the previously 
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accepted 2.08 hours; the half-life of 7 7Kr 
is 71.7 minutes; and that of 7 4Kr is 34.9 
hours (Ref. 1). 

Experiment 
We irradiated gas samples of 7 8Kr, 

8 0Kr, and l 2 4 Xe at the Rotating Target 
Neutron Source (RTNS-2) accelerator at 
LLNL. The 14-MeV neutrons were pro
duced by the reaction of 360-keV 
deuterons on a tritium target. Four sepa
rate irradiations were performed during a 
period of 14 days; the third and fourth 
irradiations were used to repeat the mea
surements on the 7 8 Kr and l 2 4 Xe sam
ples. The 8 n Kr samples were irradiated 
only one time because the half-life of the 
activated 7 9 Kr product is 34.9 hours. 

The gases were contained in cylindri
cal quartz capsules I cm high by 1 cm in 
diameter, with a volume of approximate
ly 0.8 cm3. These quartz capsules were 
filled with about I atm of krypton or 
xenon gas and were irradiated for I hour 
at a fixed distance of 20 cm and at angles 
of 30,60, and 90 degrees with respect to 
the deuteron beamline. A semicircular 
plastic hoop that held the capsules was 
positioned with the center of curvature at 
the neutron source. 

Aluminum foils were used in front and 
back of the quartz capsules to monitor 
the neutron flux. We measured 2 4 Na 
from the 27AI(n,oc)24Na reaction and cal
culated neutron fluences from the known 
cross sections of aluminum, as given by 
Tagesen and Vonach.2 

Nickel foils were used to determine 
the energy of the incident neutron beam. 
These foils were also positioned in front 
and back of each capsule. In the 14- to 
15-MeV range, the 5 8Ni(n,p) 5 8Co cross 
section increases with energy, while the 
5 8Ni(n,2n)5 7Ni cross section decreases. 
Therefore, the 5 8Co: 5 7Ni ratio becomes a 
sensitive indicator of the neutron energy, 
and we can easily determine the incident 
beam energy by referring to the mea
sured cobalt:nickel ratio. 

We measured the activated products 
from the above reactions and the (n,2n) 
products of the three target gases with 
Ge(Li) detectors. In the case of the 7 8 Kr 

and l 2 4 Xe samples, we made six succes
sive 1-hour counts to follow the decay of 
7 7 Kr (/ 1 / 2 = 1.19 hours) and >23Xe (tm = 
2.04 hours). In the case of the 8 0 Kr 
samples, we made four successive 
5-hour counts to follow the decay of 
7 9 Kr 01/2 = 34.9 hours). All of the 
counting data were reduced with the 
GAMANAL computer code. 

Results 
Using the measured (n,2n) product, the 

gas loading in the quartz capsule, and the 
neutron flux generated by the aluminum 
foils, we calculated the cross section for 
each isotope at a particular energy deter
mined by the position of the gas target 
with respect to the deuteron beam. 
These cross sections are listed in Table 1 
as a function of energy for each of the 
three gases. Besides the individual mea
surements, we show an average cross 
section at each energy with a standard 
deviation, which represents the uncer
tainty of each value with respect to the 

mean of the replicate analysis This 
uncertainty, which is a result of counter 
calibrations and counting statistics, is 
less than 5% in all cases. 

The only previously measured cross 
sections for 7 8Kr, 8 , lKr, and l 2 4 Xe are by 
Kondaiah.3 The reported values at 
14.5 MeV are 245 ± 20 mb, 810 ± 60 
mb, and 1130 ± 110 mb, respectively. In 
comparison, our values are 321 ± 26, 
797 + 40, and 1585 + 33, respectively. 

References: 
1. F. F. Momyer, "Gaseous Neutron 

Detectors and Detector Products," 
Nuclear Chemistry Division FYS4 
Annual Repo.t, Lawrence Livermore 
National Laboratory, Livermore, Calif., 
UCAR-10062-84-1 (1985), p. 3-3. 

2. S. Tagesen and H. Vonach, "Evaluations 
of the Cross-Sections for the Reaction 
2?Al(n,a)MNa," Phys. Data 13,3 (1981). 

3. E. Kondaiah, "(n,2n) Cross Sections 
and the Statistical Model Predictions," 
J. Phys. A 7, 1457(1974). 

1UHt 1. Measured "Ki, «Kr, i»Xe ( n » cron aectiou. 

•TNSN*. gm Prifcrt Mergy(MtV) itcttiaOab) »ectfoB(«fc) 
7«Kr "Kr 

9-87 13.98 239 233 ±9 
9-89 13.97 227 
9-87 14.41 339 321 ±26 
9-89 14.42 302 
9-87 14.70 376 
9-87 14.69 364 376 ± 11 
9-89 14.69 376 
9-89 14.72 392 

»«Kr "Kr 
9-87 13.98 688 — 
9-87 14.44 797 — 
9-88 14.69 934 895 ±56 
9-88 14.68 855 

'«Xe '"Xe 
9-88 13.93 1393 
9-88 13.97 1474 1436 ±35 
9-90 13.98 1426 
9-90 14.00 1453 

9-88 14.38 1608 1585 ±33 
9-88 14.45 1561 
9-90 14.78 1594 1618 ±33 
9-90 14.73 1642 

163 



Nuclear Chemistry 

if *t< 5 

Figure 1. Results 
from coupled-
channel calculations 
for the (p,n) reac
tions, (a) The pri
mary mechanisms to 
analogs of excited 
states are the two 
2-step mechanisms, 
(b) These three 
3-step processes 
reduce the ground-
state analog cross 
section. 

The isobaric analog of the ground state 
of a nucleus with neutron and proton 
numbers (NT) is that excited state of the 
isobar (N-1 J.+1) of idjntical configura
tion to the (NT) ground state but with a 
neutron exchanged for a proton. We can 
easily identify the (p,n) charge-exchange 
reaction1 on the nucleus (N,Z) by observ
ing (he prominent peak in the energy 
spectrum of the outgoing neutrons that 
corresponds to a reaction (?-value equal 
to that leading to the (A/-1.Z+1) ground 
state minus the Coulomb energy differ
ence between the adjacent isobars (NT) 
and (N- l.Z+1). The isobaric analog 
state is the lowest state in (N-\T+i) 
with isospin T equal to the isospin of the 
(NT) ground state. Typically, that state 
occurs at an excitation energy such that it 
is superimposed on a continuum of states 
of isospin 7-1. 

The excitation of isobaric analog states 
in (p,n) reactions has generally been 
interpreted in terms of a direct charge-
exchange process. Lane2 has described 
this in terms of quasi-elastic scattering in 
which the optical model potential con
tains a term proportional to the scalar 

product of the isospin operators of the 
incident nucleon and the target nucleus. 
As a result, the Lane model predicts that 
the cross section for the (p,n) ana'jg 
reaction should be proportional to the 
neutron excess of the target, (N-Z). In a 
study of the (p,n) reaction on the iso
topes of molybdenum,3'4 however, the 
analog cross sections were found to 
depart considerably from the Lane model 
prediction. For the even-A isotopes, 
coupled-channel calculations3 demon
strated that the deviation from the Lane 
model was the result of couplings to low-
lying collective states and their analogs. 

The coupled-channel calculations5 

demonstrated that the isobaric analogs of 
strong collective states proceed primarily 
by two 2-step mechanisms, the direct 
1-step process being negligibly small. 
The 2-step mechanisms are shown in 
Fig. 1(a). Consequently, for the excita
tion of the 0+ ground-state analog, the 
dominant I-step charge-exchange pro
cess is reduced by the destructive addi
tion of three 3-step amplitudes [see 
Fig. 1 (b)] that are nearly in phase with 
each other. If this is the case, then when 
2* collective states are coupled, the cross 
section for the 0+ analog state should 
decrease by an amount that is roughly 
proportional to the inelastic (p,p') 2 + 

cross section. This was verified in Ref. 5 
for the even molybdenum isotopes, where 
the dependence of the analog cross sec
tions on the inelastic scattering deforma
tion parameter was clearly reproduced by 
the coupled-channel calculations. 

Our purpose in this experiment was to 
extend the molybdenum measurements 
to lower-deformation parameters in the 
same mass region, thereby further testing 
the influence of collective states on the 
charge-exchange process. In addition, 
measurements of the (p,n) analog cross 
section at 18 and 25 MeV allowed 
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confirmation of the previously observed 
anomalous energy dependence of the 
analog excitation function.3*-6'7 

Experimental Results 
We used proton beams of 25.0 + 0.1 

and 18.0 ± 0.1 MeV from the LLNL 
Cyclograaff accelerator and the 
16-detector fast-neutron time-of-flight 
(TOF) spectrometer to obtain the (p,n) 
neutron spectra. These facilities and 
the experimental method have been 
described in detail elsewhere.8'9 We 
measured neutron TOF spectra at each 
detector angle and extracted the analog 
peak from the underlying continuum of 
T-1 states. By fitting the resulting analog 
angular distributions with a Legendre 
polynomial expansion, we obtained the 
integrated cross sections, o". These cross 
sections divided by the corresponding 
neutron excess are plotted against the 
neutron excess in Fig. 2(a). 

Discussion 
Figure 2(a) clearly demonstrates that 

excitation of the isobaric analogs of the 
zirconium isotopes by the (p,n) reaction 
does not follow the simple prediction of 
the Lane model. In order to see if the 
deviation from the Lane model is the 
result of coupling to low-lying collective 
states, as was the case for the molybde
num isotopes, we adopted the following 
procedure: The 1 S-MeV zirconium data 
were normalized to the 25-MeV data in 
order to remove the anomalous energy 
dependence. The resulting reduced cross 
sections, a/(N-Z), were then plotted [see 
Fig. 2(b)] against the square of the defor
mation parameter, P 2 , for inelastic scat
tering to the lowest 2 + collective state for 
each even zirconium target. The corre
sponding data from molybdenum3'4 are 
also plotted in Fig. 2(b), as are the results 
of the coupled-channels calculations3 for 
the molybdenum isotopes. The zirconi
um data clearly follow the trend of the 
molybdenum data and the calculations 
and confirm the steeper variation with 
deformation parameter at lower energy. 
Even though the variation in the defor
mation parameter for the zirconium 

isotopes is small, the result of the cou
pling on the ground-state analog cross 
section is as large as 30%. 

This experiment confirms the impor
tance of the coupling of excited states 
and their analogs in understanding the 
mechanism for the (p,n) charge-
exchange reaction. 
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Figure 2. (a) Values of the reduced cross 
sections, a/(N-Z), plotted as a function of 
neutron excess, IN-Z). The deviation from a 
horizontal straight line indicates failure of the 
Lane model, (b) Values of the reduced cross 
sections, al(N-Z), plotted as a function of the 
square of the deformation parameter, ft, and 
for selected prolon energies, Er. These data 
show the effect of a variation in the deforma
tion parameter on the 0* analog cross section. 
The molybdenum data and calculations are 
from P.ef. 5. 
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An interest exists at both LLNL 
and the Centre d'Etudes Bruyeres-le-
Chatel, France (CEB) in obtaining 
accurately measured excitation func
tions for i5i.i53Eu(p,n)i5U53Gd and 
i5i,i53Eu(d,2n)'5'i53Gd. Here, we 
report our initial measurements made at 
the French laboratory's Van de Graaff 
accelerator for energies up to 12 MeV. 
Installation of the new Van de Graaff at 
LLNL will allow us to extend the mea
surements to 20 MeV. 

Experimental Procedures 
We used the activated-foil technique to 

determine the cross sections of the two 
stable europium isotopes. Europium in 
metallic form oxidizes rapidly (ignites in 
air at 150 to 180°C); thus, we looked for 
a method of target preparation that uses a 
compound of the element europium. The 
method established was to mix Eu 2 0 3 

with a polyimide resin that when poly
merized forms a plastic similar to 
Kapton (a du Pont de Nemours product). 
The polyimide plastics we used will tol
erate irradiation dosages of 3000 to 
10,000 (tC/cm2. Total areal densities 
were about 15 mg/cm2, one-third of 
which was europium. All of the foils 
were intercompared using x-ray fluores
cence spectrometry. We used 2 4 1 Am 
radiation to excite the europium K x rays 
and used the fact that their measured 
intensities were proportional to the 

ulnHi l . i in . l i ! " 

amount of europium present. These foils 
were assayed for europium content by 
burning representative foils to ash and 
then weighing them as Eu 2 0 3 . The foil 
densities were known to better than ±\%. 

During an irradiation, the beam inci
dent on a target was swept in a square 
pattern approximately 8 by 8 mm to 
ensure that no small nonuniformity in the 
foil would cause undue error in the cross-
section measurement and to minimize 
heat loading. As a further check, we used 
only those foils shown by x-ray fluores
cence to be uniform to better than 2%. 

The activities from the foils were 
counted on large-volume germanium 
detectors installed in the gamma-ray 
counting facility at CEB, and the data 
were analyzed by computer-aided tech
niques. Some of the foils were sent to 
LLNL in order to cross-calibrate the 
detectors at the two laboratories. 

The data were analyzed using the decay-
scheme parameters listed in Table 1. The 
half-lives are from Nethaway.1 The value 
of ly for the 153.6-keV gamma ray of 
1 5 1Gd was determined by averaging the 
value of 6.1 (5%) from Gregorich et al.2 

and the value of 6.3 (4%) from Voth et al.3 

L, for the 97.43-keV gamma ray of i53Gd 
was taken from the Table of Radioactive 
Isotopes.4 The other gamma-ray intensities 
were adjusted slightly from those in the lit
erature to fit the relative intensities mea
sured at CEB. The isotopic abundances 

^ M B ^ y W..J&0 W moHim-m*+ 
E (keV) 
L(%) 

153.6 
6.20 

174.7 
2.98 

243.2 
5.58 

97.43 
27.60 

103.18 
20.45 
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used for natural europium are 47.8% for 
1 5 l Eu and 52.2% for i-«Eu. 

Because of the foil thicknesses, the 
energy loss for protons in a foil varied 
from 0.4 to 0.6 MeV, and for deuterons. 
it varied from 0.8 to 1.2 MeV. The 
energy losses in a stack of foils, which 
consisted of aluminum degraders 
(which also served as heat sinks) and 
EuiOj-loaded Kapton, were calculated 
by our FELOSSK code, which was 
adapted to run on CEB"s IBM computer. 
We were concerned about the accuracy 
of our calculations, so we performed 
some energy-loss experiments at CEB 
using protons and deuterons on selected 
foil combinations. Our preliminary 
analysis of these data indicates the error 
to be less than 3%. The maximum error 
in the reported energy for a cross sec
tion from such a source could be about 
90 keV. These data also show marked 

effects of straggling and should afford 
us an opportunity to improve our calcu
lations of this effect. 

Because of the wide energy bite used 
in each cross-section measurement, sig
nificant corrections to the data were 
required in the rising portions of the 
excitation functions [the measured exci
tation functions are shown in Fig. 1(a) 
through (d)J. The method is described in 
our papers.5-6 (Reference 6 is especially 
pertinent because it shows the results of 
corrections necessary for a relatively 
thick stack of foils. For protons, the 
corrections were less than 10%. For 
deuterons, the corrections were larger.) 
The lowest data point in Fig. 1(c) was 
adjusted from 0.49 to 0.18 nib; for the 
two data points at about 5.9 MeV, the 
corrections were approximately 35%. 
Few corrections were needed at energies 
higher than 7 MeV. 

Results and Modeling 
The measured excitation functions are 

given in Fig. 1, with STAPRE calcula
tions for comparison. Some earlier mea
surements of the cross sections are 
available,7 8 and they are in fair agree
ment with the present results when all 
necessary corrections are made. The 
data were modeled using the current 
LLNL version of the STAPRE code of 
Uhl and Str6hmaier,<) which is based on 
the Hauser-Feshbach evaporation for
malism plus the exciton preequilibrium 
model. Since these are preliminary cal
culations, the physics inputs are largely 
global values. However, 12 to 15 dis
crete levels from the current literature 
were used for each compound and resid
ual nucleus (excepi lb | s"Eu) involved 
in these calculations. For the deuteron-
induced reactions, the theory is shown 
with and without deuteron breakup in the 

Figure I. (a) The >' bu(p,n)IMGd excitation 
function. The results of a STAPRE calcula
tion are shown for comparison, (b) The 
l5,Eu(p,n)l51Gd excitation function. There 
appears to be a s\ stem.ific difference between 
STAPRE calculations and experiment that 
requires explanation. (c)The >^>Eu(d,2n)lslGd 
excitation function. STAPRE calculations are 
shown with and without deuteron breakup. 
The compar 'Ons at low energy indicate the 
need for m ior changes in the calculations. 
(d)The '' •u(d,2n)mGd excitation function. 
STAPRfc calculations are shown for compari
son. Again, note the systematic difference 
between theory and experiment. 

12 14 4 6 
Proton energy, £ | a b (MeV) 
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entrance channel. The breakup calcula
tion follows methods reported in our 
earlier work.1 0 

Global optical potentials were used. 
We used the Moldauer1' potential for 
neutrons below I MeV and the 
Rapaport12 and Varner et al. 1 3 potential 
for those above 1 MeV. For protons, we 
used the potential of Perey,14 for alpha 
particles, the McFadden-Satchler poten
tial, 1 5 and for deuterons, the potential of 
Perey and Perey.16 

For level densities, we used the com
posite nuclear-level-density formalism of 
Gilbert and Cameron with shell and pair
ing corrections, the parameters being 
taken from Rose and Cook 1 7 as adjusted 
to known low-energy discrete levels. 

The preequilibrium model parameters 
were taken from the work of the 
Milano1 8 group with 2p-lh initial config
uration for the (p,n) reactions and 3p-lh 
for the (d,2n) reactions. 

Discussion 
The STAPRE results for 

1 5 1Eu(p,n) l 5 1Gd agree with the data rea
sonably well. For the l 5 3Eu(p,n) l 5 3Gd 
reaction, there appears to be a systematic 
difference that must be explained. Note 
the calculations for the (d,2n) cross sec
tions both with and without deuteron 
breakup [Fig. 1(c)]. At first glance, one 
could interpret the results as meaning 
breakup does not occur at the lower ener
gies. However, we think the answers 
to the disagreements seen in Fig. 1(c) 
and (d) lie elsewhere. To good order, we 
would expect the l 5 , Eu and l , 3 Eu (p,n) 
and (d,2n) reaction data, respectively, to 

have the same excitation functions. 
Indeed, we can get perfect matches by 
adjusting the energy and amplitude 
scales appropriately. Agreements can 
also be achieved between theory and 
experiment by the same sort of adjust
ments. Thus, we are led to believe that 
the problem lies either in the available 
mass data or in the optical potentials. 
1 5 1 Eu has a deformation parameter of 
B = 0.13 and so is nearly a spherical 
nucleus, whereas l 5 3 Eu has a deforma
tion of B = 0.28 and so is highly pro
late. 1 9 We are looking for optical 
potentials that reflect this difference. 
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Low-energy nuclear cross sections 
usually are calculated by the Hauser-
Feshbach (HF) evaporation formalism,1 

where the main ingredients are the 
nuclear-level densities and optical-model 
potentials. However, when the bombard
ing energies are increased (for example, 
above 10 MeV for neutrons and above 
15 MeV for protons), direct reactions 
(DR) start to play an important role and 
eventually become the dominant reaction 
process at higher energies. In this arti
cle, we briefly describe the physics of 
our DR code, which now runs on a Cray 
computer, and its applic^'ion to the (p,n) 
and (p,2n) reactions on ' Y (Ref. 2). 

Physics in the MSDR Code 
Our DR code is based on the multistep 

direct reaction (MSDR) formalism of 
Tamura, Udagawa, and Lenske.3 Our 
version of the code works for the one-
and two-step reactions. For example, for 
the (p,n) reaction, we can calculate the 
one-step (p,n) cross section or the two-
step (p,p'n) plus (p,n'n) cross sections, 
where p ' and n' represent the intermedi
ate states of the projectile-target compos
ite system. A formal theory of multistep 
reactions is presented in Ref. 3, but the 
essential physics is described here by the 
one-step (p.n) cross section4 

Op„(e^ p A ) = ] £ PKEp + Q ~ En) 

' xa^e ;£ p , £ n ) . (1) 

In Eq. (1), p/Cfp + Q - £„) is the spec
troscopic density and 0/(9;£ ,

p,£n) is the 
standard distorted-wave Bom approxi
mation (DWBA) cross section for the 
(p,n) process. The quantity £ p is the pro
ton bombarding energy. E„ is the energy 
of the outgoing neutron at an angle 9, Q 
is the Q-value of the (p,n) reaction, and 
/ denotes the transferred angular momen
tum. The DWBA calculation is well 
known,5 and the physics lies in the 

choice of the form factors. The form 
factors are usually taken to be propor
tional to the optical potential or its radial 
derivative. The spectroscopic density 
P/(£p + Q - En ) i s obtained from the 
random-phase approximation6 and con
structed out of the Nilsson single-particle 
levels. This quantity describes how the 
strength of a given particle-hole state is 
distributed over the excitation energy 
£ x = £ p + Q - E„. (For a more complete 
discussion of the DWBA part of our cal
culation and of ii;j spectroscopic density, 
see Refs. 2 through 5.) 

The two-step cross section is some
what more complicated, but it is a 
straightforward generalization of the 
one-step process. In the past, the calcu
lations were limited mostly to the one-
step process because of computational 
difficulties. With Cray computers, how
ever, the two-step calculation is now 
performed easily. 

Results and Discussions 
The details of our calculations and the 

results have been reported in Ref. 2. 
Here, we illustrate the application of the 
DR theory for the two reactions: 
89Y(p,n)89Zrand89Y(p,2n)88Zr. In 
Fig. 1, we show the (p,n) calculations. 
The DR cross sections are shown togeth
er with the HF calculation, and the sum 
of the two (HFDR) is compared with the 
data of O'Brien et al.v The HFDR calcu
lations fit the data quite well over the 
whole energy range, showing that a com
bined use of the HF and DR theories 
adequately explains the data. We should 
also point out that, as expected, the HF 
calculational result alone fits the data for 
the lower energies, but the direct reaction 
dominates at higher energies and must be 
included to fit all of the data. 

The 8 9Y(p,2n) 8 8Zr cross sections are 
shown in Fig. 2. This time, the HF 
cross section fits the data up to about 
30 MeV, but beyond that the remaining 

Figure 1. Cross-
scciion data and cal
culations for the 
8'Y(p,n)8«Zr reac
tion. TheHF.DR, 
and HFDR cross 
sections are shown 
and compared with 
experimental data.7 
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cross section in the range of 30 to 
40 MeV is explained better by the DR 
theory. Again, without giving the details 
of the calculation, we show that the 
IIFDR cross section improves the fit to 
the data.7 Note the dominance of the DR 
cross section at 40 MeV. Note also that, 
in combining the HF and DR cross sec
tions to obtain HFDR, we have reduced 
the HF cross section by the ratio of the 
sum of all direct-reaction cross sections 
t(p,n), (p,p'),...] relative to the optical-
model reaction cross section. This is 
done to account for the reactions that do 
not lead to the formation of a compound 
nucleus. This kind of scaling was not 
done for the (p,n) reaction because the 
scaling is important only at higher ener-

Figure2. Cross-
section data and cal
culations for the 
8»Y(p,2n)S8Zr reac
tion. TheHF, DR, 
and HFDR cross 
sections are shown 
and compared with 
experimental data.7 

gies where the HF contribution to the 
(p,n) cross section is small. 

Conclusion 
In summary, we can do one- and two-

step DR calculations in a routine fashion. 
We have shown that the measured (p,n) 
and (p,2n) cross sections for 8 9 Y are well 
reproduced by the HF formalism and 
DR, thereby providing a quantum-
mechanical understanding of the low-
energy activation cross sections. We 
should also add that, with some adjust
ments of the model parameters, a good 
fit to the data can be achieved by the 
semiclassical preequilibrium models." 
These results are reported in Ref. 2. 
Finally, although the HFDR calculations 

£*(MeV) 

are somewhat more complicated than the 
usual HF-plus-preequilibrium models, we 
expect the quantum-mechanical HFDR 
approach to be used routinely in future 
modeling of low-energy cross sections. 
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There is a need in our nuclear test pro
gram for radiochemical detectors (i.e., for 
specific elements or isotopes) that can 
sample neutrons of a few MeV for use in 
measuring fission-spectrum neutrons in 
nuclear devices. The possibilities are lim
ited by various factors, but one choice is 
iridium, which has two stable isotopes, 
"9'Ir (37.3%) and '^Ir (62.7%). Iridium 

used as a detector can provide information 
not only about midrange neutron energies, 
via (n,n') production of the 1 9 3 l r isomer, 
but also about high-energy neutrons via 
the formation of 1 8 9 Ir and , 9 0 I r from suc
cessive (n,2n) reactions on 1 9 1Ir. 1 9 2Ir, 
produced by the two reactions l 93Ir(n,2n) 
and 191Ir(n,y), gives additional informa
tion. Figure 1 shows a total of 22 ground 
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states and isomeric states (isomers) of 10 
iridium isotopes, from l 8 7 I r to l % Ir . 
These are the states we considered as tar
gets or products in our calculations. 

Cross sections were calculated for the 
following reactions: (n,y), (n,n'), (n,2n), 
and (n,3n) for incident neutron energies 
from >10-5 to 20 MeV. We computed 
228 excitation functions for partial and 
total reactions among the iridium states; 
all were needed because the potential 
usefulness of iridium in a variety of neu
tron intensities and energy distributions 
requires correct accounting of all sources 
of each product. Further, the products 
that we measure are either single isomers 
or sums of the ground states plus one or 
more isomeric populations. Therefore, it 
was necessary to consider a large number 
of isomers since isomeric states can play 
an important role in the net production of 
the measurable end products. Yet, for rea
sons that we will address, these iridium 
cross-section sets are only preliminary and 
are used primarily for sensitivity studies 
until their deficiencies can be corrected. 

In some situations, two-step reactions 
may overwhelm the one-step processes. 
For example. I S 9sIr may be produced by 
l 91slr(n.2n) to the ground state and iso
mers of l 9 0Ir. followed by (n,2n) reac
tions on the m h states to produce "*Mr 
(all of the l 8 9 I r isomers decay by gamma-
ray emission to the measured ground 
state). The I 9 |slr(n.3n) l ( i 9slr reaction 
may contribute little to the mea-.ured 
product except when the neutron fiuence 
is especially low. Because the expected 

intensity and the energy distribution of 
the neutron fluence are important consid
erations in the placement of the iridium 
detector, an accurate interpretation of the 
net production of a particular state 
requires as complete a set of production 
and destruction cross sections as possible. 

Cross-Section Calculations 
We used our versions of the COM-

NUCi and STAPRE? statistical-model 
codes to calculate the cross sections and 
the optical-model code SCAT2-1 to com
pute the neutron-transmission coeffi
cients. The neutron potential we used 
had been derived for iridium4 and modi
fied by Arthur5: we added isospin terms 
to allow for changes in the mass number. 
Arthur found it necessary to modify the 
original potential in order to increase the 
total reaction cross section at energies 
above 10 MeV. However, we observed 
in later studies that the original potential 
achieved better agreement with experi
ment. We calculated the gamma-ray 
transmission coefficients based on our 
systematica for absolute EI and M1 
strength functions.6 

We described each iridium isotope 
above the ground state with a prelimi
nary set of about 35 to 70 discrete levels, 
each having associated gamma-ray-
decay branching fractions. Above these 
levels, we employed a level-density 
expression in which some of the parame
ters were modified, based on information 
we extracted from the discrete levels 
usiig statistical analyses. Of utmost 

importance to the accurate calculation of 
isomer populations is a complete 
description of the low-lying discrete-
level structure of each nucleus with cor
rect associated gamma-ray branchings. 
Our analyses showed that our prelimi
nary discrete-level sets were incomplete 
or uncertain because of experimental and 
theoretical structure difficulties. All of 
the iridium discrete-level sets are missing 
up to half of the levels that our statistical 
analyses indicate should be present, espe
cially above 0.5 to 1 MeV, and some of 
the gamma-ray-decay branches from the 
levels included are open to question. In 
the case of odd-mass nuclei, we can trun
cate the incomplete sets at about I MeV 
and normalize our level-density formulae 
to these truncated sets. For odd-odd 
nuclei, we estimate that about 50% of the 
levels are missing below about 0.5 MeV, 
and truncation is not useful. 

The level structure of odd-odd iridi
um nuclei is very complex, and simple 
models cannot accurately predict all of 
the levels present. Odd-odd nuclei with 
somewhat fewer protons than 7 7Ir, such 
as 7 5 Re and 7 : iTa, are symmetric rotors, 
whereas heavier nuclei, e.g., odd-odd 
7 9Au, are not symmetric rotors. Models 
that describe well the 7 5 Re or 7 9 Au 
nuclei fail when used to predict the 
level structure of 7 7Ir. The Interacting 
Boson Fermion Fermion (IBFF) model 

Figure I. Iridium isotopes and iheir ground 
and isomeric stales that were used as either 
targets or products in our calculations. 
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may provide improved level sets.7 At 
present, IBFF yields about 50% more 
levels for 1 9 2Ir. 

Results for i*>Ir 
Several neutron reactions that produce 

the 10.6-day isomer of 1 9 3 I r are shown 
in Fig. 2(a). Among these, only inelastic 
scattering from the ground state is a 
first-order reaction. Unfortunately, 
because of the high-energy tail of the 
(n,n') reaction, the isomer is produced 
even at 14 MeV, since its cross section 
decreases only by a factor of about 5 
from 3 to 20 MeV. This may present 
problems if the iridium >. .(ector is cho
sen to sample fission-spectrum neutrons 
and the actual neutron-fluence energy 
distribution is different. 

All of the 1 9 , r nt r neutron destruction 
reactions shown in Fig. 2(b) are total 
reactions. The destruction of this isomer 

10 

(b) (n, Y) 
(n,n') 
(n,2n) 
(n,3n) 

1 r~~ ~iC > 
fio-' \ r~— 

io-* \ 
\ ' / ~ ^ i Vr i— 
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E„ (MeV) 

Figure 2. Calculated cross sections, o, vs 
incident neutron energy, £„, for some reac
tions involving the 10,6-day isomer of mU: 
(a) production and (b) destruction reactions. 

via neutron capture is much more impor
tant than via inelastic scattering below a 
few hundred keV. The production and 
destruction cross sections of this isomer 
by the (n.n') reaccion are about equal for 
neutrons of 4 to X MeV. At higher neu
tron energies, the (n.2n) reaction 
becomes the principal destructive mode. 
Thus, even for an ideal choice of detec
tor placement and neutron fluence, the 
destruction of Wmjf j s a serious problem 
and underscores the need to have the best 
possible sets of discrete levels and 
gamma-ray branchings if our calcula
tions are to be reliable. 

Because of the modeling problems 
mentioned above, our original descrip
tion of 1 9 3Ir, with 68 discrete levels up to 
an excitation energy of 1.76 MeV, was 
severely deficient in levels at energies 
above 1 MeV. We determined that trun
cating to 37 levels at 1.015 MeV does 
not greatly affect the calculated isomer 
production by inelastic scattering and 
allows a good prediction of the level 
spacing, D o h . at the neutron separation 
energy. This can be seen in Fig. 3, where 
our calculations with the original and 
two truncated level sets are compared 
with the measurements of Bayhurst et 
al.8 Further, we can present physics argu
ments indicating that the measured value 
al 7.6 MeV must be incorrect. Neither 
we nor others5-8 have successfully repro
duced the 7.6-MeV value. 

Our neutron capture calculations for 
1 9 3elr are compared in Fig. 4 with three 
experimental results. 9 - 1 ' The large 
spread in the experimental data makes it 
difficult to evaluate the reliability of our 
calculations. This measurement should 
be repeated. 

We next illustrate with the l 9 3slr(n,2n) 
reaction the problems involved with the 
discrete levels and their gamma-ray 
branches in odd-odd iridium nuclei. 
Figure 1 shows two isomeric states (ml 
and m2) above the 74-day ground state 
of , 9 2Ir. Only the cross section to the 
sum of the ground state and ml has been 
measured. 8 1 2 Figure 5 presents our cal
culations of this partial cross section for 
three cases using the number of discrete 
l 9 3 I r le"els indicated. Also shown is a 

total (n,2n) calculation for l 9 , slr. In all 
of the above, ,l)2h was described with 
37 levels up to 532 keV. Changing the 
target-level sets produces only a small 
effect on the (n,2n) cross sections due to 
the spins available for the (n,n') competi
tion, but all calculations are low by fac
tors as great as two. Clearly, our 
calculations are populating the unmea
sured m2 isomer far too much. The 
gamma-ray branchings in our l 9 2 I r level 
set transfer all of the populations of lev
els with spins greater than or equal to 5 
to m2, the 9 + isomer. We believe that the 
introduction of the 30 or so missing 
levels in l 9 2 l r , together with corrected 
gamma-ray branches for the entire set, 
will modify our calculations significantly 
so that they may agree better with 
experiment. Although we can estimate 
the number of levels missing from our 
present 1 9 2 I r set and their spins and par
ities, we cannot deduce the energy of 
any particular level. 

Results for Some of the Other 
Iridium Isotopes 

We shall now discuss our observations 
on the measured species of i89.iwo,i92ir 

and comment briefly on the long-lived 
isomers of l 9 2 I r and l 9 4Ir. Note that all 
but l 8 9 I r are odd-odd nuclei and there
fore have the most severe nuclear struc
ture problems. 

• 1 9 2 slr . Neutron capture on l 9 2 slr 
produces roughly equal amounts of the 
3/2+ ground state and the measured 11/2-
isomer of 1 9 3Ir, whereas inelastic scatter
ing produces about equal amounts of the 
l + and 9* isomeric states of 1 9 2 l r at ener
gies several hundred keV above their 
thresholds. Again, accurately calculated 
isomeric populations are needed. 

• >'*m3|r< xhe major problem here 
is the third isomeric state, m3, in l 9 0 I r . 
This 3.2-hour state decays by electron 
capture to l 9 0 O s about 95% of the 
time. Our l 9 |slr(n,2n) calculations 
overpredict its population by as much 
as a factor of 2 compared with experi
mental data. 1 2 - ' 5 Fortunately, the 
measured cross section for producing 
this isomer is less than 10% of the 
total (n,2n) cross section and thus may 
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not have too serious an impact on test 
program diagnostics. 

. I89m2in Again, the high-spin, 25/2". 
m2 isomeric state of l 8 9 I r al 2.3 MeV is a 
problem. If the iridium detector were 
used in a high-energy, high-intensity neu
tron fluence region, the amount of 1 8 9 Ir 
remaining for diagnostic interpretation 
might differ significantly from that pre
dicted by our present cross-section library. 

. l»2m2ir( i94mir. The long-lived 
I92m2|r i s populated by reactions on 
191mJr, 192gl r - 193grr, 193.1%, a „ d l 9 <Mr. (, 

is destroyed primarily by the (n,2n) reac
tion at high energies and by the (n,y) 
reaction at low energies. Although it is 
difficult to measure, it may possess diag
nostic possibilities since it is not greatly 
affected by inelastic scattering. Also, 
measurement of the long-lived i*»m]r 

could help in the interpretation of low-
energy neutron fluences. 

Conclusions 
Further progress in the calculation of 

iridium cross sections, especially those 
to isomeric states, awaits new nuclear-
structure theoretical calculations and 
experimental measurements, some of 
which are now under way. 7 ' 1 6 Other 
useful experiments would be the remea-
surement of the 1 9 3 elr(n,n ' ) 1 9 3 m l r cross 
section at energies below 8 MeV; the 
remeasurement of he 1 9 3Ir(n,y) cross 
section to resolve the large discrepan
cies; liquid scintillator measurements of 
the total 1 9 , l 9 3 I r (n ,2n) cross sections; 
and, perhaps, l 9 2Os(t,xn) cross-section 
measurements. 
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Figure 1. Radiation-
shielded manipulator 
box used for assem
bling tracer pack
ages of 24-'Am. 

In a series of experiments on under
ground nuclear tests at the NTS begun in 
1983, Los Alamos National Laboratory 
has shown that 2 4 3 Am can be used both 
as a tracer and as a valuable neutron 
detector. Unfortunately, Los Alamos's 
supply of 2 f l A m has been used up, and 
there does not presently exist a readily 
available source of this material of suffi
cient quantity and purity for future 
experiments. A large amount of 2 4 3 Am 
does exist both in irradiated 2 4 2 Pu fuel 
assemblies and in solutions produced 
from previous chemical processing of 

fuel assemblies at the Savannah River 
Plant (SRP). In the last several years, 
LLNL and Los Alamos have been pursu
ing ways to make this material available 
to the weapons program. 

In 1985, a study group consisting of 
representatives from LLNL, Los Alamos, 
the Office of Military Application 
(OMA), the Office of Nuclear Material 
Production, the Savannah River 
Laboratory, and the Oak Ridge National 
Laboratory (ORNL) met to investigate 
supply options. While technical issues 
regarding justification and processing of 
the SRP material were supported, no 
funding was received, principally 
because of the large costs that would be 
incurred in the refurbishing of the 
Multipurpose Processing Facility (MPPF) 
at the SRP. The funding situation has not 
changed significantly in the last two 
years, dest Ue repeated pleas by the two 
laboratories for a supply of 2 4 3Arn. 

In January of this year, representatives 
from LLNL, Los Alamos, and ORNL 
again briefed OMA staff members at 
DOE headquarters on the need for 2 4 3 Am 
for the weapons program and presented a 
strategy developed by scientists at the 
Transuranium Processing Plant at ORNL 
to use their facilities lo recover 2 4 3 Am 
from the SRP-irradialed fuel assemblies. 
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This process would produce adequate 
yearly supplies of 2*Am without incurring 
the large, up-front costs of refurbishing the 
MPPF. We hope this more cost-effective 
approach will receive funding. 

Experiment 
During the past year, we have developed 

procedures for using 2 4 ; iAm as a bomb-
fraction tracer on underground nuclear 
tests. We also have prepared tracer pack
ages for two future tests by using a small 
supply of 2 4 3 Am oxide in our possession 
that has chemical and isotopic composi
tions comparable to those expected from 
2 4 3 Am obtained by processing SRP-
irradiated fuel assemblies. The ability to 
simultaneously field both 2 4 l Am and 
2 4 3Am on these tests will make it possible 
for us to get new information on the rela
tive volatility of actinide tracers. 

A new radiation-shielded manipulator 
box (see Fig. 1) for assembling tracer 
packages of 2 4 3 Am has been developed 
in the Heavy Element Facility at LLNL, 
and it will be used solely for this nuclide. 
This will eliminate the possibility of 

cross contamination from other tracers. 
The oxide powder is doubly encapsu
lated in sealed brass cans, and the pack
ages are leak-tested with liquid nitrogen 
and alcohol baths. 

We analyzed a small fraction of our 
supply of 2 4 3 Am oxide lo determine the 
isotopic content of actinium, thorium, 
uranium, neptunium, plutonium, curium, 
and americium. The oxide was dis
solved, and chemical separations were 
done to provide samples for alpha pulse-
height and gamma-ray spectroscopy. An 
accurate analysis of all radioactive impu
rities, especially 2 4 4 Cm and 2 4 l Am, is 
important because the preshot 2 4 , Am 
content of tracer packages is determined 
by calorimetry. Because of the small 
amount of heat generated by the decay of 
2 4 3 Am (<8 mW/g), we could not use the 
existing calorimeters in the Heavy 
Element Facility. Ins'- I. a calorimeter 
with higher sensitivity i.. ,iie Gaseous 
Chemistry Facility at LLNL was used. 
The heat output of each tracer package 
was measured to within 0.1 mW, and. 
using the isotopic data, we were able to 

determine the amount of 2 4 1 Am in each 
package to within 2%. 

Postshot analysis of 2 4 , Am and 2 4 ' Am 
from underground tests will be done with a 
combination of alpha pulse-height and 
mass spectrometry. Since 2 4 , Am is used as 
a chemical-yield spike in our standard posl-
shot americium chemistry, we must process 
both spiked and unspiked samples to cor
rect for the 2 4 1Am present in the pot solu
tions. 2 4 , Am in unspiked samples will be 
determined by measuring the - 4 , Am: ! 4 l Am 
ratio with mass spectrometry. 

Conclusion 
The isolope : 4 1 Am is expected lo be a 

valuable resource lor test diagnostics, 
both as a detector and as a tracer. In the 
past year, we have developed and 
demonstrated the ability to make : 4 , A m 
tracer packages at the Heavy Element 
Facility by using a radiation-shielded 
manipulator box. Two tracer packages 
have been assembled that will be used in 
future nuclear tests. We have also devel
oped both preshot and postshot analytical 
methods for assaying 24-1Am. 

WvC 

In FY88, we upgraded the Nuclear 
Chemistry Counting Facility (NCCF) to 
improve counting, data storage and 
retrieval, and data analysis capabilities. 
NCCF includes more than 100 counting 
stations with various configurations that 
perform alpha-, beta-, gamma-, and x-ray 
counting and spectroscopy as well as 
magnetic mass spectrometry, to analyze 
isotopic species. During the upgrade 
project, we replaced obsolete nuclear 
instrumentation and procedures with an 
integrated data acquisition and analysis 
facility, and provided standard mecha
nisms to control and transfer data to a 

central data base. To meet our needs at 
LLNL, we developed the NCCF network 
(NCCF-NET)—a set of independent 
compi ter systems, called workstations, 
that a'e networked to a central host com
puter rjg. i). The workstations, which 
we use to acquire data, control 22 sample 
changers, 14 pulse-height analyzer 
(PHA^ systems, 2 sealer/timer systems, 
ar.'d 59 detectors. The host computer 
archives and reduces data. To implement 
the network, we use a Digital Equipment 
Corporation (PEC) VAX 11/750 com
puter and a DEC networking software 
package, called DECNET. 
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Counting-System Workstations 
At NCCF. each workstation controls 

the instrumentation for one to eight 
nuclear counting systems. Workstations 
are based around an LSI-11/73 micro
computer running the DEC RSX-11M 
multi-user, multitask operating system. 
At a workstation, scientists can schedule 
counts, maintain schedules, control 
nuclear instrumentation and sample 
changers, acquire and store data, and 
transmit data to the host computer. 

Figure 1. The 
Nuclear Chemistry 
Counting Facility 
network. Data col
lected on counting-
sxstem workstations 
are transferred to the 
central VAX proces
sor for archiving and 
analysis. 

Workstations attached to NCCF-NET 
are distributed throughout the building, 
near the counting stations they control. 

Workstations must perform several 
tasks on all instrumentation to which 
they are attached. Their major task is to 
control the nuclear instrumentation, such 
as sealer/timers, PHAs, and sample 
changers. Workstations are also pro
grammed to set up, initiate, and termi
nate counts using the schedule specified 
by the scientist. In addition, data 
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acquired by the instrumentation must be 
read by the workstation and stored on its 
disk unit. 

Spectral data from the workstations can 
be automatically transferred to the VAX 
using DECNET and stored in a data base 
by the INGRES data-base management 
system (DBMS). In addition, data can 
be stored in the workstation for up to 
72 hours, so workstations can operate 
unattended when the host computer is 
unavailable. This loose coupling be
tween the host and the workstation also 
increases the reliability of the network. 
No single unit—host or workstation—can 
drastically affect the remainder of the 
network if the system crashes. 

We divided the facility instruments 
into two types: instruments with an 
associated sample changer and those 
without. Thus, we could develop soft
ware to control instrumentation and sam
ple changers somewhat independently. 
We built PHA workstations for alpha and 
germanium gamma-ray counting sys
tems, and sealer/timer workstations for 
alpha and beta counting systems. PHA 
systems provide multichannel analysis, 
while sealer/timer systems perform inte
gral counting on I to n channels. PHA 
workstations also operate as stand-alone 
systems. Sample-changer interfaces 

Figure 2. A pulse-height analyzer (PHA) 
data-acquisition workstation. The tall rack 
contains an LSI-11/73 processor, interfaces to 
the ND66 PHA. local CAMAC subsystem, 
and ETHERNET. It also contains a 30-MByle 
storage del rce. a nuclear instrumentation 
module system, and a local CAMAC crate 
with a communications link to the sample-
changer crate system (SCCS). The ND66 
PHA provides spectral display, and the VT100 
terminal pruv ides a user interface to the menu 
system. The SCCS controls two 26-position 
sample changers. 
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were designed so five types of changers 
can be controlled from each workstation. 

Our standard PHA is the Nuclear Data 
ND66 (Fig. 2), which can be controlled 
from its keyboard and from the host 
computer. Any command that can be 
invoked from the keyboard can be 
invoked by the host computer. The 
ND66 communicates to the workstation 
via a standard serial line using a link-
level digital data communication mes
sage protocol to assure reliability. The 
workstation is connected to the PHA 
serial line by a programmable serial line 
card (ISL-11) with direct memory access 
capabilities. Therefore, the ISL-11 can 
transfer commands from the memory of 
the workstation to the PHA and can trans
fer data from the PHA to the memory of 
the workstation without a processor. 

A library of functional software pro
vides a control path for application codes 
from the workstation to the ND66. By 
accessing this library, an application 
code can perform any desired function 
on the PHA via standard subroutine 
calls. The library includes such func
tions as send a command, dump a spec
trum, and load a spectrum. 

For gross counting and single-channel 
analysis, we attached a sealer/timer sys
tem (Fig. 3) to the workstation via a 

computer-automated measurement and 
control (CAMAC) subsystem—a reliable 
input/output (I/O) system for data acqui
sition and control. Packaged as two 
CAMAC modules, the sealer/timer sys
tem is configured from an LLNL-
designed master timer moduie (MTM) 
and a general purpose scaler module 
with six scalers. The MTM can accumu
late live time, real time, and dead time 
for long count periods. It has three input 
channels, three output channels, a gate 
signal, a reset signal, and an enable sig
nal. The scalers support a maximum 
count rate of 10 MHz, which allows us to 
make fast, accurate dead-time correction. 
Scalers are cascaded in pairs to provide a 
48-bit register, which gives a maximum 
of 2.8 x 101 4 counts/pair and, thus, 
allows count times to exceed several 
months at the maximum rate. 

The display for the CAMAC 
sealer/timer system is provided by a 
nuclear instrumentation module (NIM) 
system sealer/timer, which is local to the 
counting station and runs parallel to the 
CAMAC system. The sealer/timer sys
tem is controlled from the workstation 
via the CAMAC subsystem. Software 
commands terminate counts when they 
reach a preset time or count in any data 
channel. A library of software for this 

system allows us to perform various 
functions, such as set. start, stop, and 
read the sealer/timer, using standard 
subroutine calls. 

Eight types of sample changers sup
port the counting stations in NCCF. 
Changers range from 4 to 200 positions, 
from a simple turntable to a carousel 
with 8 slacks of 10 samples. At any 
workstation, we can conlrol all aspects of 
the sample changer, including positive-
position feedback from the sample 
changer for monitoring the changer sta
tus, as well as counting-system status 
monitoring. This conlrol capability 
requires an interface to the workstation 
and to the sample changer, and func
tional software to drive them. 

The interface lo the workstation is a 
serial line packaged in a commercially 
available CAMAC module. Each inter
face to a sample-changer is designed 
specifically for the changer it controls. 
The sample-changer interface is con
trolled via a CAMAC microcrate. This 
microcrate, known as the sample-changer 
crate system (SCCS), contains a stand
alone crate controller with an LS1-11/23 
processor, an input module, and an output 
module to provide feedback lo and from 
the sample-changer interface, and lo the 
expansion modules. These expansion 

Figure 3. A sealer/timer daia-acquisition 
workstation. The tall rack contains an LSI-
11/73 processor, interfaces to the local 
CAMAC subsystem, and ETHERNET. It 
also contains a 30-MByte storage device, a 
VT100 for debug support, and a local 
CAMAC crate. The local CAMAC crate 
contains sealer/timer master timer module 
sets to record data and a communications link 
to the sample-changer crate system (SCCS). 
The VT100 on the table provides a user inter
face to the menu system. The SCrs controls 
four 4-position sample changers. Above the 
sample changers are the nuclear instrumenta
tion module sealer/timers, which display 
count information. 
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modules house a two-channel serial line 
card (workstation channel and debug 
channel), random access memory, and 
programmable read-only memory 
firmware to control and interpret work
station commands for the specific 
changer. All sample-changer systems 
use the same crate design. Only the cus
tom interface differs according to the 
specific changer being controlled. 

The SCCS operates both in remote 
and local control, so scientists can con
trol the sample changer from the work
station when necessary. A local control 
unit allows the user to manipulate the 
changer only when in local control. 
A library of software for the sample-
changir system allows us to control all 
sampie-changer functions from the 
workstation, such as move the changer 
to a specified position, search to a posi
tion with sufficient activity, and report 
current status. 

Most instrument control functions per
formed by the workstation are supported 
by (he CAMAC subsystem. In addition 
to the crate system, which is directly 
connected to the workstation, the subsys
tem also includes the microcrates con
nected to the sample changers. Most 
CAMAC module functions that we 
require are available commercially and 
are compatible with the CAMAC stan
dard, which allowed us to develop the 
workstation control more quickly and 
will facilitate expanding the system. The 
CAMAC subsystem also is supported by 
a libr;:,y of software that allows us to 
control all functions available from the 
modules attached to the subsystem. This 
software supports the crate attached 
directly to the workstation as well as the 
modules residing in the microcrates at 
the sample changers. 

System Hardware 
Figure 1 shows the major hardware 

components installed at NCCF. The 
VAX computer at the hub of the system 
is used to gather, store, and analyze sci
entific data. This computer counts and 
analyzes only those data that require a 
measure of control and security. It also 

serves as the host for the counting-
system workstations networked to it. We 
use a second VAX computer to operate 
in an open environment—one that is 
used for unclassified projects only. 
Communication protocols allow us to 
forward acquired data automatically via 
the network to the VAX, where they are 
stored by the INGRES DBMS. 

To provide data communications 
between the various systems associated 
with the upgrade project, we installed 
two independent IEEE 802.3 ETHER
NET local area networks: one for the 
secure environment and one for the open 
environment (Fig. 1). Each workstation 
can transmit data to its host VAX directly 
through the ETHERNET link, which 
eliminates the need for a central data 
concentratoi system. 

Workstation Software 
Control software for the NCCF work

stations operates in the DEC RSX-11M 
operating system environment. The 
numbers and types of supported instru
ments and controllers vary from station 
to station, so each station must have a set 
of control software. Our layered soft
ware system extends from modules that 
control the individual hardware compo
nents to executive control systems, 
which manage each counting system. 
When hardware is added to a worksta
tion, the software modules needed to 
operate the hardware are easily config
ured by assembling the independent task 
modules for the new system. The task 
modules are. in tum, built from libraries 
of special subroutines developed to con
trol the individual hardware units. 

When a detector is added to a worksta
tion, an executive control system for that 
detector is automatically generated and 
activated. The executive control systems 
operate the different nuclear measure
ment systems, using local data bases to 
store parametric and counting data relat
ed to samples. Users may access the 
data bases to enter, alter, or examine 
information pertinent to counting the 
samples. The executive control systems 
also interact with the network to transfer 

counting data and other relevant infor
mation to the control host processor. 

Several quality assurance features in 
the workstation software allow us to 
monitor equipment status and configura
tions easily. Many potential problems 
can be detected automatically and either 
corrected or flagged for operator action. 
If fatal errors or damaging conditions 
occur, the software immediately shuts 
down the faulty equipment and sends 
appropriate messages lo the operators. 
The system also protects stored data, 
control information, and system status 
against power failures or interruptions. 
Should such problems occur, an automat
ic restart program allows workstations lo 
pick up the final status of the samples 
being processed and resume the counting 
schedule. 

The six major software components 
for our system are a forms management 
system, a configuration file handler, a 
file manager, a data manager, an execu
tive control system, and the instrumen
tation tasks. 

Forms Management System. The 
forms management system, produced by 
DEC, provides convenient, consistent 
menu-driven communication between 
each user and each executive control sys
tem in a given workstation. The menu 
system allows users to select a measure
ment system, specify configuration data, 
receive status reports, and enter and con
trol samples. 

Configuration File Handler. The 
configuration file handler establishes and 
maintains files on the configuration sta
tus and equipment specifications for each 
workstation. The handler verifies user 
requests for control-system availability. 
Internal workstation names maintained 
by this task communicate with the forms 
management system and the executive 
control system. 

File Manager. The file manager 
transmits data files to the host computer 
using DECNET. It also maintains a file 
management system of resident data 
files and makes storage space available 
on the workstation when it is requested 
by other tasks. 
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Data Manager. The data manager 
converts spectral data from the PHA lo a 
standard DEC form. It then merges 
spectral and header data from the PHA 
with schedule file information and other 
pertinent parameters to form a nuclear 
chemistry standard data file. 

Executive Control System. Each 
equipment system on a workstation has 
an executive control system, which 
directs the flow of information control
ling the system. The executive control 
system accesses the schedule files when 
prompted by the forms management sys
tem or an instrumentation task and initi
ates the appropriate process as required 
by status-state flags. The executive con
trol system issues all commands to set 
up. start, and stop counting operations 
and to collect and transfer data. It also 
checks the schedule files to determine 
the next sample to be counted. 

Instrumentation Tasks. All devices 
are driven by the executive control 

system, which calls for functional or 
primitive tasks to initiate action on a 
device. These functional tasks then 
process the command and pass control 
to the device communications handlers. 
Only two types of communications 
handler are required: PHA and 
CAMAC. The communication handlers 
issue appropriate buffers to the device 
and acknowledge commands through 
the functional software. The functional 
software then returns a command status 
report (positive or negative acknowl
edgments) to the executive control 
system. All task interactions are trans
mitted via task-to-task communication 
buffers. For example, an interrupt 
request is first processed by the device 
communications nandlers; then it is 
sent to the executive control system. 
I/O drivers support all interaction 
between the ISL-11 and the PHA, and 
between the workstation CAMAC 

interface and the CAMAC subsystem. 
The CAMAC controller has a power-up 
look-at-me (LAM) for interrupt service 
requests. We also added software to 
the CAMAC I/O driver to recognize 
power ups and provide support for rec
ognizing and clearing module LAMs. 

Summary 
In FY88, we completed the NCCF 

upgrade project, which improved the 
counting equipment and our information-
gathering techniques. This upgrade 
includes a distributed control network 
and a central data base for storing and 
analyzing data. It also increased data 
integrity by providing standard, auto
mated data-acquisition instrumentation, 
data structures, and data fow. This 
design enhanced the reliability of 
NCCF, improved our ability to maintain 
the system, and provided audit trails for 
quality assurance. 

NCD's Computer Capabilities in the Age of Information 
D. K. Maaatt ami J. 1. Carkwa 

The many different computer systems 
used by the Nuclear Chemistry Division 
(NCD) play a much larger role than just 
controlling experiments, accumulating 
experimental data, and performing calcu
lations. In fact, they are vital in all 
aspects of the scientific process: comput
er networks (equipment that transfers 
information between computers) allow 
collaborators to exchange information 
without being physically located in one 
area. Computers are also used by authors 
to create and publish their papers, and 
they provide access to library resources 
and technical data bases that lie at the 
very heart of modern scientific research. 

Our computer requirements are divid
ed into three categories: scientific data 
analysis, office and administrative sup

port, and personal workstations. The 
area of scientific computing is served by 
Digital Equipment Corporation (DEC) 
computers and is subdivided into three 
categories reflecting security constraints: 
SRD (Secret Restricted Data), PARD 
(Protect as Restricted Data), and unclas
sified. Office and administrative support 
are provided by NBI and Data General 
(DG) computers. Personal workstations 
(IBM PCs, Apple Macintoshes, etc.) 
allow individuals to tackle their prob
lems with desktop-computer power. 

Most of the Division's data-analysis 
computing is performed on DEC VAX 
computers. The first VAX 11 /750 was 
acquired in 1982 for use in automating 
our counting facilities. An additional 
VAX 11/750 was acquired in 1984 to 
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provide for unclassified computing. We 
now have 12 VAX machines in use, 
including three VAX 1 l/750s and nine 
microVAX Us. 

Administrative and office computing 
are performed on NB1 word processors 
and on the Data General Comprehensive 
Electronic Office (CEO) system. The 
NPI system was chosen in 1986 for tech
nical word processing because of its 
ability to manipulate mathematical equa
tions. A continuing problem for the 
Division is the inability to transfer data 
easily from the CEO office system, used 
by the scientific staff, to the NBI word-
processing systems, used by our admin
istrative staff. Both systems will soon be 
supported in UNIX environments, and 
we fully expect the networking capabili
ties of UNIX to provide the solution to 
this long-standing problem. 

An appealing solution for some infor
mation processing applications (e.g., 
instrument control) is to put computing 
capability on a user's desk. Many of our 
staff members have done this with indi
vidual choices of different personal com
puters and workstations. This choice 
distributes the Division's computing 
capabilities directly to the area of need 
but requires additional effort to under
stand and maintain the many distinct 
hardware/software combinations. 

We maintain three separate network 
environments, which operate at SRD. 
PARD. and unclassified security levels, 
as shown in Fig. 1. 

Figure 1. The 
Nuclear Chemistry 
Division has seg
mented its informa
tion systems into 
three distinct areas. 
We are working on 
information trar-.fe. 
between the J" "*D 
and SRD areas but 
must isolate both 
from the unclassified 

• The SRD environment is our most 
protected and is used for running our 
GOSPEL data base code.1 

• The PARD environment encompass
es the Division's extensive alpha-, beta-, 
and gamma-ray counting facilities. 
These facilities have been described 
previously.2-1 

• Our unclassified network is the 
largest and is also our most comprehen
sive. The majority of the scientific 
computing that supports our research 
programs is performed here. We also use 
this environment for testing and proto
typing systems for our SRD and PARD 
environments. Because of the stringent 
requirements for protecting the informa
tion in the SRD and PARD environ
ments, we have no plans to connect them 
with our unclassified network. 

Computer Networking 
In the recent past, to move data 

between two computers required the 
physical delivery of media (cards, tapes, 
disks, etc.) from source machine to desti
nation. Modern computer networks now 
replace the physical movement of media 
with signals sent between machines. 
Such networks provide considerable 
freedom to users, since data are trans
ferred by typed commands. 

Originally, these networks were limit
ed to communication between comput
ers of the same manufacturer. But now, 
with the advent of Ethernet (an industry 
standard for high-speed signaling on 
coaxial cable), the rapid transfer of 

Unclassified 

information is feasible between many 
different vendors' computers. 

Staff members of the NCD require 
access to many different computers, both 
inside and outside the Laboratory, and 
require the exchange of information 
between these systems. However, if we 
are to avoid confusion, our users need a 
standard software interface. The UNIX 
operating system has been developed to 
meet the need for convenient networking 
and will run on many different computers. 
The use of a single operating system 
requires less effort by users working with 
different computers and provides easier 
exchange of information between systems. 

We have made extensive use of net
working in our unclassified environment. 
An Ethernet is installed throughout our 
buildings, allowing us to easily connect 
our unclassified computers. Users can 
transfer files, send electronic mail, and 
establish remote terminal connections 
among a large number of systems. We 
are currently working on extending these 
capabilities to all of our systems. We 
have also installed Ethemet-based termi
nal servers that allow users to selectively 
connect their terminals to any of our 
computers, eliminating the need for mul
tiple terminals in an office. 

We have begun installing UNIX sys
tems within our network to allow users 
to become familiar with the UNIX envi
ronment. These systems also provide a 
platform to begin the changes needed to 
make our computer codes run on UNIX 
systems. One of these new systems, des
ignated as the NCD mail/news gateway 
machine, provides Division members 
with a centralized point for electronic 
information exchange. A block diagram 
of our unclassified network is shown 
in Fig. 2. 

Computer Unification 
A single, unified system to handle all 

our information collection, analysis, and 
management needs would be ideal. Our 
data classification requirements may 
keep us from total unification, but we 
can develop and imr'ement subsets of 
such a network. 
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Our approach is to incorporate our 
existing computers into an integrated 
system that provides for extensive 
exchange through network access. The 
challenge lies in the combination of dis
similar computers and operating sys
tems: NBI word processors, DEC VAXs 
running VMS, Data General MVs run
ning DG/UX and AOS/VS, IBM PCs 
running DOS and OS2, and microcom
puters running UNIX. Our solution to 
integrating this mixture of hardware and 
software is to use standard network and 
user interfaces; other possibilities lead to 
combined systems understandable only 
to computer experts. 

Future Directions 
The Division is continuing its efforts 

to develop a unified information-
management system. We expect that 
standardized operating systems and net
works are the keys to such a system. We 
envision a system that not only will 
access our locally collected information 
but also will allow easy access to exter
nal data sources. Access to library sys
tems concerning publications, electronic 
mail to allow collaborators to exchange 
ideas and scientific data, and administra
tive information relating to travel, pur
chase orders, and meeting scheduling are 
among the goals we are pursuing. 
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Figure 1. Top-level 
menu for the 
GOSPEL program's 
data-base adminis
trator. Of the eight 
basic functions list
ed, the user may 
select one and run a 
program or select 
from another menu. 

GOSPEL, our new, third-generation 
program for analyzing radiochemical 
results from nuclear test diagnostics, 
uses both core- and gas-sampling data. 
It is a menu-driven application that uses 
an INGRES data base and runs on a 
Micro VAX computer. The first working 
version of GOSPEL went into produc
tion May 1, 1988. 

GOSPEL replaces two previous codes, 
PROPHET and OUIJA. We have 
designed GOSPEL to be more interac
tive, modular, and reliable than the previ
ous codes; we hope it will take us into 
the next century of event-data analysis. 

OUIJA, developed in 1963, was the 
first fully integrated analysis of all radio
chemical diagnostic data in one code 
with summary output. It was originally 
written for an IBM 7090 and was modi
fied and expanded with the advent of 
each new computer over the years. In 
1970, it ran in batch mode on a CDC 
6600 computer. In the fall of 1970, the 
PROPHET Group was formed to exten
sively rewrite OUIJA to make it more 
general and interactive. The PROPHET 
code, written for the CDC 7600 comput
er, used the interactive capabilities of the 
LLNL Octopus system, but it retained 
OUIJA-like hardcopy output. The 
PROPHET project required approxi
mately 10 man-years of effort. 

In 1982, a GOSPEL users' committee 
and a working group were formed to 
consider the possibility of developing a 
new code to replace PROPHET. They 
decided that a substantial revision of the 
PROPHET code was needed, and new 
capabilities of the code were outlined. 
However, the Nuclear Chemistry 
Division was involved in an upgrade of 
its counting facilities, and the GOSPEL 
project was put on hold. 

In 1986, as a proof of principle for 
GOSPEL, we conducted a test, roject 

called Apocrypha,1 in which we used a 
VAX computer and a commercial data
base product, INGRES.2 The work was 
divided into four tasks: (1) designing 
data-base structures, (2) implementing 
the design with a full data set, (3) 
checking the design by running perfor
mance tests, and (4) demonstrating 
several calculations. The work was 
completed in October 1986, after six 
man-months of effort. 

In the spring of 1987, work began in 
earnest on the GOSPEL project. We 
ordered a Micro VAX computer and pre
pared a secure room. We drafted specifi
cations for the first running version of 
GOSPEL. By July 1987, all design fea
tures were "locked in," and we started to 
write the program. In November, we 
made our first "dry run" test with event 
data. When the first event data were 
stored and analyzed in May 1988, we 
stopped using PROPHET for all of our 
data storage. In summary, we built a 
working system with sufficient time to 
test and implement it before the CDC 
7600 computers were scheduled for 
retirement in mid-July 19S8. 

The GOSPEL Project 
The first working version of GOSPEL 

includes: 
• A menu-driven application using an 

INGRES data base. 
• Data-base tables in use for the cur

rent data set. 
• Methods for inputting preshot and 

postshol data. 
• A file-transfer method for moving 

data into a spreadsheet. 
• Some "canned" algorithms. 
• Historical data transferred to the 

VAX. 
GOSPEL is written in VAX-Fortran, 

with extensive use of Relational 
Technology's l.QVEL (Embedded 
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QUEL. :'i .| .ocessor commands for 
data-base access and forms support. 

The User Interface. GOSPEL was 
designed to be modular in form for ease 
of maintenance and programming. 
Because we intended to use a large num
ber of options, we chose to display them 
in a menu. Some menu items would be 
hierarchical, with further choices or 
functions from which to choose. To fur
ther complicate matters, not all options 
were to be available to all users. We 
designed a menu driver with data-base 
tables to store the relationships between 
menus and functions.3 

The present system has 65 menu items, 
which consist of methods for entering 
and editing data; 50 forms; 38 dala-base 
tables: 22 views of data; 29 reports; and 
two analysis options. On-line help is 
available for each module. A facsimile 
of the top-level menu is shown in Fig. I. 
At the bottom of the figure are listed a 
number of options. The option "Up" 
returns the user to the previous screen. 
"Go" calls the chosen function or dis
plays more menu items. "Jump" allows 
the user to select any function or menu 
item in the program. On-line help is 
available with the "Help" option; "Quit" 
exits the program; and "Shell" escapes to 
the operating system. 

For security purposes, we have struc
tured several classes of users. One 
class of users is the data-base adminis
trator, who has full privileges. At the 
other extreme is a scribe, who may only 
enter postshol data. In the middle are 
event nuclear chemists with specific 
responsibilities and privileges for an 
event and general users who may view 
and analyze data. 

Presbot Data. Device parts may be 
entered as specific items. Each item has 
a location name and an elemental com
position. We keep tables of Mu'idard 
atomic weights and natural .bundances 
of all elements. Standard atom and 
weight percents of compounds that we 
use often are also stored. When a part 

contains a standard compound, its iso-
topic composition is calculated automati
cally and stored in the data base. All 
isotopic compositions are converted 
to atoms and stored for each item. 
Descriptive information, such as date 
and time of data entry and who entered 
the data, is also stored. 

Postshot Data. Poslshot data are 
entered from a variety of sources. Most 
data are transferred on floppy disk from 
another computer using data-base tables 
for temporary storage. Some data are 
typed in by hand. Because a given iso
tope may be measured in more than one 
manner, we had to devise a way to distin
guish the various types of data. 
Therefore, each piece of data includes 
codes for the sample type and analysis 
method and has a category from "first 
wild guess" to final. Whenever a scribe 
make:, an entry, it is labeled "uncertified" 
until the event nuclear chemist reviews 
and certifies the data. Once certified, 
weighted averages of replicated data are 
calculated and stored. 

Quality Assurance. We do not allow 
any preshot or postshot data to be 
replaced or deleted. We simply flag 
duplicated data as superseded and 
append newer data. The certification 
process described above ensures that the 
event nuclear chemist is aware when 
data are added to or changed in the data 
base. We use INGRES'sjournaling fea
ture to audit the data base in case we 
have a problem with data integrity. We 
frequently back up our program and data 
in case of unforeseen problems. 

Calculations. We have begun rewrit
ing many of the basic algorithms found 
in PROPHET, have added the Barr-
Gancarz analysis,4 and have updated 
them with form input and data-base 
access. Because many users desire 
to use spreadsheets to analyze their 
event data, we have created several 
reports that serve as inputs to a spread
sheet program en either a VAX or a 
personal computer. 

Future Developments 
We plan to enhance our calculational 

capability with graphics and improved 
error handling. We are in the process of 
reading the historical data into data-base 
tables consistent with the new data struc
ture and will develop methods to search 
these data interactively. Documentation 
and user training will be necessary short
ly. As more users become familiar with 
GOSPEL and as the data base is used 
more, we will improve performance 
where needed. 

Summary 
GOSPEL went into production May I, 

1988. In its first real use on the 
Schellbourne Event, the stored data com
pared favorably to PROPHET results. 

The program is moduli and menu 
driven. Compared to its predecessors, 
it has quicker data-base access and is 
easie; to operate, more extensive, sim
pler to maintain, and more fail-safe. 
With the improvements planned, 
GOSPEL will certainly serve us well 
for a long time to come. 
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Figure 1. Examples 
of recent plots made 
using INDIGO, (a) 
Our results for the 
(n, y) cross section 
on '"lr as a function 
of incident neutron 
energy, calculated 
using different level-
density parameter 
sets, compared with 
several experimental 
measurements, (b) 
The distribution of 
spins in two dis
crete-level sets for 
-mBi, together with 
calculated spin dis
tributions using dif
ferent parameters. 

We are developing three menu-driven, 
IBM PC codes for use in calculating 
nuclear cross sections. INDIGO is an 
interactive graphics routine that makes 
two-dimensional plots; PC GER^ L-
D1NE is a graphical processing code that 
compiles and prepares calculated cross 
sections; and LCHECK is a code that 
creates, analyzes, and checks nuclear 
levels and gamma-ray branching data. 

The accuracy of the cross sections that 
we calculate with our modern nuclear-
reaction codes depends on the quality 
and accuracy of a variety of input param
eters. At each step in our calculational 
procedures, whether it be the develop
ment of new parameter oystematics, the 
refinement of parameters for a particular 
mass region, or the comparison of calcu
lated results with experiment, we need to 
make graphical analyses. In addition, we 
think that using preprocessing codes to 
check and assemble the input and using 
postprocessing codes to extract, manipu
late, and summarize the final results will 
expedite the work and enhance its accu
racy. Therefore, we are developing three 

menu-driven, PC-based codes: INDIGO, 
PC GERALDINE, and LCHECK. 

Description of the Codes 
All three codes are being developed 

for use on an IBM PC, XT, AT, or com
patible clone that has 512 Kbytes of free 
memory, a colorgraphics or enhanced-
graphics adapter board, a color monitor, 
and a math coprocessor. All are written 
using Microsoft C,' and both INDIGO 
and PC GERALDINE are based on the 
GnphiC graphics library.2 

Each program provides push-button 
menu selection and simple, fill-in forms for 
control and input. The philosophy of 
"make it user friendly" creates some pro
gramming problems and requires more 
coding than would be necessary if we were 
concerned only with ease of programming. 
In fact, most of the problems encountered 
have been design problems related to inter
facing with the user and deciding what 
type and how many constraints to put on 
the user or on the program. 

INDIGO. INDIGO (INteractive Data 
Interpretation with Graphical Output) is 
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an interactive graphics routine thai 
makes two-dimensional plots and is 
designed to serve a wide variety of scien
tific graphics needs. It allows the rapid 
analysis of multiple sets of experimental 
or calculational data from a variety of 
sources with almost format-free input. 
Multiple curves may be plotted, with 
each curve a different style, thickness, 
and color. INDIGO allows different 
curve types such as bar charts, his
tograms, and text plots for viewgraphs. 
It supports both log and linear axes and 
has several fitting routines. 

Input to INDIGO con be through the ter
minal or from disk files; output can be 
viewed on the monitor or sent io a hard-
copy device. We have drivers available for 
a number of printers and plotters. A limit
ed amount of data manipulation may be 
done with arithmetic, geometric, and 
trigonometric functions. We can use dif
ferent fonts, super- and subscripts, and 
Greek and math symbols in any text string. 

In essence. INDIGO gives the user the 
power to generate any plot from the very 
simple to the very complex. Figures 1(a) 
and (b) are examples of plots made 
recently with INDIGO. 

PC GERALDINE. PC GERALDINE 
is an emulation of the GERALDINE 
code3 now running on the CDC 7600 
computers that will soon be phased out. 
It is a graphical processing code that per
mits us to compile and prepare calculat
ed nuclear cross-section excitation 
functions for energy-group averaging 
and for further use in other codes that 
make activation calculations for radio
chemical device diagnostics. 

The original GERALDINE code 
enables the user to graphically display 
the calculated cross sections as a func
tion of incident energy, to modify and 
manipulate these excitation functions 
where necessary, and then, by means of 
analytical titling and interpolating, to 
construct an output file with a finer ener
gy grid suitable for group averaging. We 
are rewriting this code using a subset of 
INDIGO options with more case-specific 
input and output constraints. We are 

replacing the polynomial fitting routine 
used in the CDC 7600 version with a 
piecewise cubic Hermite interpolation 
package.4 We plan to expand the capa
bilities of PC GHRALD1NE in order to 
make the postprocessing of our calculat
ed results more automated. 

LCHECK. To obtain accurate results 
in our calculations, it is necessary to 
describe nuclei in the first few MeV 
above their ground states with large, 
complete, discrete-level sets (and asso
ciated gamma-ray branching fractions). 
Some of this information comes directly 
from structure-code calculations such as 
those provided by R. Hof'f et al.. s where 
the modeled discrete-level information 
can be checked, to a large extent, 
internally by the codes themselves. 
However, many level seis are assembled 
"by hand" from a variety of experimen
tal and theoretical sources. Since these 
data may consist of 100 or so discrete 
levels, with many levels having five to 
10 separate gamma-ray-decay branches, 
they are particularly prone to typo
graphical and other errors. 

To check these data, we are developing 
the LCHECK code, which has three 
operating modes: 

• Batch mode: analysis of discrete-
level and gamma-ray branching input for 
various errors. 

• Interactive mode: creation and pre
processing of this input into the format 
required by our nuclear-reaction codes. 

• Gamma-ray-batch mode: creation or 
supplementation of the gamma-ray 
branching information based on our cal
culational systematics. 

In the batch mode. LCHECK analyzes 
existing sets of discrete levels and their 
gamma-ray branchings in the STAPRE6 

format for a number of typographical 
and physics errors. If no errors are 
found, a table is written containing the 
initial and final levels, branching frac
tions, and the possible multipole types 
for each radiation branch. The branching 
fraction divided by E . /

l 2 f + " is printed, 
because this provides information that 
can be related to relative gamma-ray 

strength functions and. in some cases, to 
the Clehsch-Gordon coefficients if sever
al transitions to members of the same 
rotational band occur. This quantity may 
be suppressed if only one transition 
occurs from a given level. If the transi
tion has a multipolarity of I > 3, it is 
labeled "other." because STAPRE uti
lizes only transitions with i < 3. Higher 
I transitions would be long-lived enough 
for the parent level to be considered an 
isomer in most of our applications. 
Isomers (no branches) are printed as 
such in the table. The table may be trun
cated so as to list fewer than the com
plete set of le> 'Is. 

Figure 2 sh< s an example of a partial 
table that was produced by LCHECK 
following the analysis of discrete-level 
information for '"Mr. Here, the spin of 
level 4 was deliberately mistyped as 8.5 
instead of 2.5, and the gamma-ray decay 
branching of level 4 was incorrectly 
assigned to level 3 instead of level 1 for 
illustration purposes. 

In the interactive m»>de, LCHECK 
allows the user to creaa sets of discrete 
levels and associated gamma-ray branch
ing ratios in the STAPflkj format while 
typing in the original information in the 
format usually used by nuclear-structure 
personnel. All input information is test
ed for the errors listed under batch mode, 
and the opportunity for error correction 
is provided at the lime any errors are 
delected. When (he level set is complet
ed, the constructed STAPRE input file is 
written into a disk file and then analyzed 
through the batch mode to produce the 
output table. One or more level sets may 
be constructed sequentially in this way. 
each wirh a header line containing up to 
65 characters of descriptive information. 

In the third mode, gamma-ray-batch, 
the discrete-level set minus the branch
ing information is read and the branching 
ratios are constructed by LCHECK under 
one of two possible assumptions: either 
the levels have no collective character, or 
the levels are all rotational band heads 
with the remaining band members delet
ed. In both cases, the energy dependence 
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of the gamma-ray transition is assumed 
to be proportional to E Y

t : r + l ' . with the 
initial constant either supplied by the 
user or calculated from the Weisskopf 
assumptions. Only E1. MI. and E2 tran

sitions are permitted; up to 30 branches 
are calculated per parent level, of which 
up to 20 can be E1 and M1 transition 
types and up to 10 can be E2 transitions. 
From these, the 10 most intense transi-

Figure 2. A portion 
of the table pro
duced by LCHECK 
following the analy
sis of discrete-level 
information for ''"lr 
that contained some 
intentional input 
errors. Notation is: 
N (level number). E 
(level energy in 
MeV). J (level spin). 
P (level parity). EG 
(transition energy in 
MeV of gamma ray). 
and BR F (gamma-
ray decay branching 
fraction). The user 
has underlined the 
mistyped spin of 
8.5 and has circled 
the questionable 

GAMMA-RAY TRANSITIONS AMONG DISCRETE LEVELS 

Initial L«v«l 

Roaftible n u l t i p o l e * 

0.33B 3 .5 1 

Po*«lble Multipolar 

PoMlble Multlpoles 
BR F/EG»M2L+l>i 

0.299 3.3 -I 

Pomvlble Multlpolee 

O.ISO l.S 1 

0.139 G.S 1 

Po*«lblV NultlpOlC* 

O.O0O 5.5 -1 

0.073 0.5 1 

Possible Multipoint 

O.OOO l.S 1 

Final Level 

0.010 
OTHER 

0. ivu 

0. 400 

1.9le*i.» 

l'.I?19 O.410 
UTHER 

0.3SB O.bVU 

7.B3e«00? 

B.43e*OO0 

0.139 8.5 

0.000 1.5 
E2 

1.00e+002 

O.OSO 5.5 

2 O.073 0.5 I O.107 0.76O 

4.12O+00I 1.27e*003 3.92e*' 

0.059 1.000 

1 0.000 1.5 1 0.073 1.000 

lions are chosen, normalized to unity, 
and written into the input file in 
STAPRE formal. If the levels are just 
collective band heads, the user has the 
option of using the K-quantum number 
selection rules. Then the K-quantum 
numbers must be supplied when K does 
not equal J for that level. Also, up to six 
states may be designated as isomers. As 
in the interactive mode, the newly con
structed STAPRE input tile is then run 
through the ba'ch mode, and the output 
table is written. 
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A Preliminary Evaluation of the 3 x 106-Year isomeric 
State of 2 1 0 Bi in Astrophysical s-Process Nucleosynthesis 
D. G. Gardacr art M. A. Gardacr 

The last stable nucleus to be produced 
in the slow (s-process) of nucleosynthesis 
is 2 0 9 Bi; when it captures a neutron, both 
the ground state of 2 l < lBi UU2 = 5 days) 
and its long-lived isomer (/| r> = 3 x 10'' 
years) are formed. Figure I shows two 
possible paths that may occur at the ter
mination of the s-process. The path usu
ally assumed is that drawn with solid 

arrows. Here the isomer is coupled to the 
5-day ground stale; the ground stale can 
beta-decay to 2 l 0 Po . which either decays 
via alpha-particle emission to stable 
2l"'Pb or undergoes further neutron cap
ture to 2npo, which decays to stable 
2 0 7 Pb. The second, competing, path is 
indicated by dashed arrows. The isomer 
is not coupled to the 5-day ground state 
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and hence will not be destroyed rapidly. 
It can capture a neutron, making 2 "Bi . 
which alpha-decays to - l , 7TI. and this 
then beta-decays to 2 l l 7Pb. Thus, different 
relative amounts of stable 2 0 ! , Pb and 
- 0 7 Pb will be produced. 

Cosmological chronologies of nucleo
synthesis that are based on the radioac
tive parents --,SU. - , ! i U. and 2 , 2 Th and on 
the relative abundances of their stable 
daughter isotopes of lead require correc
tions to be made for the slow and rapid 
(r-process) contributions to production of 
the lead isotopes. Presently, these radio
genic chronologies have assumed that the 
- 1 ( lBi isomer does not survive in a stellar 
environment long enough for the second 
s-process cycle to be important.' -2 

However, on the basis of our preliminary 
calculations for the production and 
destruction of the isomeric state by neu
trons and photons, we conclude that the 
2 i 0 Bi isomer may not be destroyed rapid-
'y in certain stellar environments and that 
the second path shown in Fig. 1 may 
compete in the s-process nucleosynthesis. 
If this is true, then the cosmoradiogenic 
chronologies based on isotopic lead com
positions may have to be reexamined. 

Calculational Background 
In the process of developing a prelimi

nary cross-section set for the 2 ( w Bi radio
chemical detector 'a neutron-fluence 
monitor for our nuclear test program), 
we have studied some 165 neutron-
induced, partial, and total reactions on 20 
ground and isomeric target states from 
2».'Bi to 2i<>Bi (Refs. 3 and 4). Particular 
attention was given to the cross sections 
of those reactions involved in the pro
duction and destruction of 2 a s - 2 0 S Bi, the 
nuclei we measure for radiochemical 
diagnostics. Cross sections for the fol
lowing types of reaction were calculated 
for incident neutrons in the energy range 
of 1(H> to 20 MeV: (n. y). (n.n'l. (n.2n), 
(n.3n). and (n.4n). Although of potential 
future value to nuclear test diagnostics, 
production and destruction cross sections 
for 2 , , , Bi were not studied in detail since 
we do not now measure the 3 x 10h-year 
isomeric state. While making these cal

culations, we were able lo determine 
suitable parameters for this mass region 
for the following required types of input: 
neutron optical-model potential, nuclear-
level densities, gamma-ray strength func
tions, and precompound neutron 
emission. We determined some of the 
parameters, such as those for the level 
densities, from the analyses of discrete-
level information. We found tbul this 
information must be as complete as pos
sible; it not only should consist of those 
levels obtained from experiment but also 
be supplemented, by model calculations, 
with theoretical-level structures known 
to be present. Furthermore, descriptions 
of nuclei al low excitation energies with 
complete sets of discrete levels, together 
with their associated gamma-ray-decay 
branching fractions, are mandatory for 
calculating accurate cross sections and 
isomer ratios.5 

For the present aslrophysical calcula
tions, the discrete levels in 2 l )''Bi are well 
known, but this is not true for 2 I"- 2 ' 'Bi. 
Discrete-level information for 2 '°Bi con
sists of only 28 levels up to 1.585 MeV 

in excitation and 30 levels for 2 "Bi up lo 
1.4 MeV. whereas our present 2 l w Bi set 
contains 96 discrete le els.'1 In addition, 
for 2 1 ( lBi. 26 of the 28 icvels have the 
same parity: this situation means lhat Ml 
dipole transitions will be important. 
Unfortunately. Ml transition strengths as 
a function of energy are not well under
stood, either in the continuum above the 
discrete levels or among the levels them
selves. See Fig. 2 for a partial decay 
scheme of 2"'Bi. 

Results for Incident Neutrons 
For the neutron fluxes and the energy 

range in the typical s-process stellar 
environment, there is only one way to 
form 2"'Bi (and its long-lived isomer) 
initially—namely, by keV-neutron cap
ture on stable 2 ( w Bi. We have calculated 
the 2 l w Bi total capture cross section for 
incident neutrons from 1 keV to a few 
MeV in energy, as well as total capture 

Figure 1. The mass region around bismuth 
that is involved in s-pro-jess nucleosynthesis. 
Two possible s-process cycles are illustrated. 

Key 

A \ A y *-n 
A 

y 
A 

* 

s-process 1Po-2-i£ 7Pb 
Assumed »m-H-,r»a-BL-*B»PO^ m 

Suggested ™B\ - n - * - 2 1 0 B i - &- j * 2 ' 1 Bi - S - -*S° 7TI - P - -»ff 7Pb 

187 



Nuclear Chemistry 

gamma-ray spectra, and have obtained 
good agreement with experiment. 7 We 
also calculated the partial capture cross 
sections to the : u l B i ground state and the 
three isomeric states shown in Fig. 2. 
We observe that the 1 - ground state and 
the 5 (m3> isomer are populated about 

il equally well and together represent about 
'e W)°< of the total capture cross section for 
<s 10- to HXl-keV incident neutrons. Most 
the of the remaining cross section goes to the 

7 (m2) isomer, whereas the initial popu-
ld lation of the long-lived. 9- (m 11 isomer is 
l only a few percent of the total capture 

E(MeV) 

, 0.563 

cross section. Under laboratory condi
tions. ]()0f/r of the 5 isomer population 
decays via two gamma-ray transitions 
through the 3 level to the ground state, 
while all the 7 isomer decays proceed to 
the l) state. Thus, in the absence of pho
tons, about 407r of the total capture reac
tion produces the 9- isomer. 

Once formed, the 9 isomer is not 
destroyed, nor is more of it produced, by 
inelastic neutron scattering until the inci
dent neutrons reach energies in the 
region of hundreds of keV. well above 
the conditions considered in this work. 
However, all of the states in -">Bi are 
subject to destruction by neutron capture, 
producing : n B i with a 2-minute half-life 
(see Fig. 1). Because of the spins 
involved and the larger neutron separa
tion energy in 2 l ) B i compared to that in 
2 l l , B i . for neutrons in the energy range of 
interest here, the destruction of the 9" 
(ml) isomer of - l 0 B i is about a factor of 
10 greater than its production. These 
results are shown in Fig. 3. 

Results for Incident Photons 
We now consider the response of 2 l l , B i 

states to incident photons. The 9~ isomer 
is not produced by photons incident on 
the 1-ground state Furthermore, as 
shown in Fig. 4, neither is it destroyed 
appreciably by photons. Photons on the 
9- (m 1) target state mainly reproduce that 
state. The next most likely reaction pro
duces the 7- isomer, which normally 
decays completely back to the 9- stale. 
The destruction reactions, i.e., those that 
lead to the ground slate or the 5- suite, 
have lower cross sections, down by sever
al orders of magnitude from those of the 
first two reactions. Thus, the 9- isomeric 
state should not be depopulated by pho
tons at any reasonable stellar temperature. 

Another way to view this is shown in 
Fig. 5. Here, the Planck photon-density 
distributions at various temperatures, 
from kT = 10 to 50 keV, and the photo-
production cross sections (in nb) of some 
of the 2 1 0 B i states due to photons inci
dent on the 9 (mI) isomer are plotted vs 
photon energy. The ordinate scale runs 
from I 0 2 t o 1025. Only photons with 
energies greater than I MeV begin to 

Figure 2. Panial 
decay scheme lor 
-''"Bi. showing Ihe 
aamma-ray-decay 
branches and iso
meric slates used in 
present work. 
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Figure 3. The pro
duction and desiruc-
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neutron capture. 
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"production" is the 
sum of the produc
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destroy the 9 isomer directly, and then 
only to the extent of 0.1 to 1% of the 
time. Therefore, if the average tempera
ture is 20 keV or less, as suggested by 
our previous work on 1 7 6Lu and its iso
mer.8 no direct photodestruction of the 
- l ( l Bi9 isomer will occur. 

One question remains: What role, if 
any. is played by the phoioproduction 
peaks below I MeV (see Fig. 5)? These 
primarily reproduce the 9- (ml) target 
state, but the peaks around 0.3. 0.65, and 
0.9 MeV do produce the 1- state to the 
extent of 15 to 30% of the time. It is 
conceivable that the photon flux is some
times great enough to allow a two-step 
excitation process to occur, where the 1~ 
state is produced and then absorbs anoth
er photon before decaying back to the 9 _ 

target state. 
For photon energies above about 

1.1 MeV. the 7-(m2) state produces simi
lar amounts of the 9"(m I). 7-(m2), and 
5-(m3) states, but very little of the 1" 
ground state is produced directly. Thus, 
roughly 1/3 of the 7- state would be pre
vented from repopulating the 9- isomer. 
Below 1.1 MeV, there are a few peaks in 
the photon excitation function curve for 
the 7 - target. One broad peak centered 
about 100 keV photoexcites the 5" level 
about 20% of the time. Another peak 
just below 800 keV populates the 5~ 
level about 75% of the time, while a 
peak near 900 keV produces the 5~ state 
about 25% of the time. Similar calcula
tions were made with the 5 _ level as the 
target, and the photoexcitation results 
were not greatly different from those for 
the 7- target. It would seem, therefore, 
that the photodestruction of the 9- isomer 
of 2 , 0 Bi is not a serious problem, even in 
high photon fluxes where multiple pho
ton absorption may occur. 

Conclusions 
It appears very likely that the 9- iso

mer of 2 l 0 B i is nol destroyed rapidly in 
the typical s-process stellar environment. 
Bear in mind that our present calcula
tions are tentative because of the limited 
amount of discrete-level information 
available for 2 l 0 Bi . The second path, 
neutron capture to form 2 l l B i with subse

quent decays to -II7T1 and - l l 7Pb. probably 
competes well with the usually assumed 
path. If this is so. then the Ph isotopic 
abundances will be significantly affect
ed, thereby necessitating a revaluation 
of some of the cosmoradiogenic 
chronometers in current use. 

Additional work is required to refine 
these calculations for use in stellar mod
eling codes. First, a larger and more 
complete set of - u )Bi levels, together 
with their gamma-ray branches, must be 
assembled using structure theory. Then, 
the sensitivity of the relative isomeric 
and ground-state productions to the mod
eling of the M1 and E2 multipole transi
tions must be investigated. For the 
purpose of learning more about MI tran

sit ion strengths, one should determine 
the feasibility of making experimental 
measurements9 of the primary capture 
gamma-ray energy spectrum for low-
energy incident neutrons on target 2 W B i . 
Also, our current assumptions concern
ing level densities, spin cut-off parame
ters, and the neutron optical-model 
potential must be carefully reviewed. 
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Spheromak Model of Planetary Nebulae 
C.L.1 

Figure 1. Typical 
ground-slate sphero-
mak orbits in the 
p-r plane. 

Many stars end their lives by disinte
grating; the most massive do so by 
exploding as supernovas. However, the 
more common intermediate-mass stars 
(such as our sun) are destined to spend 
part of their lives as red giants. During 
this red-giant phase, some stars eject 
much of their mass to form a planetary 
nebula, and the remaining core mass 
becomes a white dwarf. 

The gas ejected to form the planetary 
nebula consists of hot, rapidly moving 
plasma, which is observed to form highly 
symmetrical patterns. Although the high 
degree of symmetry of the planetary nebu
lae has long been noted, until now there 
has been no explanation for these patterns. 

The Model 
I have found that a very simple model 

can be used to describe the morphology 
and velocity distribution of the material 
in nearly all planetary nebulae.1 The 
model is based on several assumptions 
regarding physical properties: 

• First. I assume that the mass current 
has zero divergence, meaning that only 
insignificant new mass is being injected 
into the nebula. 

• I also assume that the mass current is 
proportional to its curl, V.v/ = kj, implying 
that the flow is "relaxed" so that there are 
no Magnus forces acting. (The Magnus 
force in fluids is given by the vector 
product of vorticity and velocity.) 

• Finally, 1 assume that the lowest 
energy configuration consistent with the 
above constraints is realized. 

These three assumptions result in a 
unique mass current given by 

7 = ?|2cos(6)y, (.kr)/kr\ 

- § sin (8) (1/AT) <//</;• |r/| (AT>1 

+ $sin(6)./ ,aT). (I) 

where /| is a spherical Bessel function. 
This configuration is known in plasma 
physics as a spheromak. It is convenient in 
discussing morphology to choose l/A as the 
unit of length. Those orbits in the (cylindri
cal coordinate) p-r plane that are traced out 
by a particle exactly following these current 
vectors have constant va.ues for the quan
tity ;y'i (;•) sin- (6). Various examples of 
such p-r orbits are drawn in Fig. I. A gray
scale map of the magnitude of the current 
vector in the p-r plane is drawn in Fig. 2. 

190 



Test Program Research 

In Figs. 3 through 7. photographs of 
various planetary nebulae are compared 
with various trajectories from the sphero-
mak model. From an examination of 
each of these figures, it can be seen that 
the very different detailed spatial shapes 
or morphologies for these nebulae are 
very well reproduced by the model tra
jectories. Correla'.ions with the model 
include such features as the position of 
the ansae (handle-like projections) in the 
Saturn nebula (Fig. 4) and the coiling of 
the Helix nebula (Fin. 3). 

Figure 2. 
Distribution of 
ground-stale sphero-
mak current vector 
shown on a gray 
scale. Each change 
of scale corresponds 
to a 2°/< change in 
density, with each 
black band corre
sponding to a 10% 
change in density. 
Nodes along the 
;-axis correspond to 
zeros of the spherical 
Bessel functionj,. 

Figure 3. A representation of a spheromak 
orbit compared to a photograph of the Helix 
nebula NGC 7293 (Hale Observatories!. 
The circle radii are linearly related to the 
z coordinate. This orbit is characterized by 
having an initial dimensionless cylindrical 
p coordinate of 2 for; = 0. 

Figure 4. A "wire-frame" figure of revolution 
corresponding to a p-r plane trajectory that 
begins just outside the innermost spherical 
separatrix and passes just inside the second 
innermost separatrix compared to the 1918 
appearance- of the Saturn nebula NGC 7(X)9. 
Note that in this drawing the "wires" do not 
represent individual trajectories. 

Figure 5. A "wire-frame" figure of revolution 
compared to a photograph of the Ring nebula 
M57 (Lick Observatories). Note the similarity 
in the appearances of the brighter streaks in the 
photograph and the overlapping portions of the 
"wire-frame" model. 
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The model also reproduces the very 
complex velocity profiles that are seen in 
many of the planetary nebulae. Figure 8 
compares a model slit spectrum from the 
spheromak model with an experimental 
slit spectrum from the nebula NGC 7662. 
Not only is the central elliptical pattern 

reproduced, but the hitherto mysterious. 
faint outer extensions are also present. 

References: 
1. C. L. Bennett. Aximphyx. J. 323. L12.3 

11987). 
2. H. H. Curtis. Lick Ohs. Hub. 13. 57 

(191X). 

(a) 

Figure 7. A photof raph of the Dumbbell 
nebula M27 (National Optical Astronomy 
Observatories) compared to a model whose 
orbits arc located between the first and sec
ond nodes in the spherical Bessel functions. 

Figure 6. A pair of neighboring models 
compared to a photograph of the Owl nebula 
M97 (Hale Observatories). 
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Figure S. Comparisons between model and 
experimental slit spectra: (a) A gray-scale 
representation of the radial-velocity slit spec
trum for the innermost two spherical shells of 
a spheromak. The spatial dimension is ori
ented horizontally: the velocity relative to the 
center is plotted vertically. The relative 
intensity of the plotted gray scale is deter
mined by the relative volume of material with 
the appropriate velocity. The gray-scale 
changes occur at relative volumes of 1. 3. 9. 
and 12. The indicated spatial scale corre
sponds to values of the dimensionless number 
AT. (b) An | 0 III! 5IHI7 slit spectrum for the 
nebula NGC 7662 (Hale Observatories). 
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Tcsl Program Research 

The mass of the neutrino is an impor
tant parameter in many areas of physics. 
For example, a mass of even a few elec
tron volts would have a profound effect 
on cosmology because of the vast num
ber of neutrinos in the universe; the dis
covery of such a mass would support 
modem theories of particle physics and 
set values for some of the parameters. 

The mass of the electron antineulrino. 
in theory, can be determined by careful 
measurement of the beta decay of tri
tium. A nonzero neutrino mass alters 
the shape of the electron spectrum near 
the end-point energy of the beta-decay 
process. Researchers in Moscow1 

r- ported the results of such a tritium 
beta-decay measurement and claimed 
evidence for an electron antineutrino 
mass between 18 and 45 eV. The range 
comes from uncertainties in the final-
state distribution of their source materi
al. In contrast, groups in Switzerland2 

and Tokyo' found no evidence for a neu
trino mass with upper limits of 18 and 
27 eV. respectively. These experiments 
used sources with the tritium embedded 
in a solid, a technique that introduces 
numerous systematic errors. 

Our experiment has been designed to 
eliminate these systematic errors. 
Electrons from tritium atoms that decay 
in our cryogenic, gaseous, atomic tritium 
source are guided into a large, toroidal, 
magnetic-field spectrometer by a system 
of five solenoidal superconducting mag
nets. Only electrons emitted from the 
gaseous atomic tritium will successfully 
pass through the high-resolution spec
trometer and be detected. 

During FY88, we completed the hard
ware for our experiment. This was often 
a very complicated undertaking because 
most of the components required some 
combination of high-vacuum surfaces, 
nonmagnetic materials, parts operating at 
cryogenic temperatures, and high voltage. 

We completed the gas-handling sys
tem that introduces tritium into the 
gaseous tritium source and assembled 
the source. Figure I shows the flow of 
tritium and beta-decay electrons through 
the source assembly. Although not 
shown in this simplified diagram, the 
source tube is encased in a liquid-
nitrogen-cooled radiation shield, which 
is further en.'losed in a larger tube that is 
kept at high vacuum by its own pumping 
system. This multitube source assembly 
is positioned inside the bore of five 
superconducting magnets. Also not 
shown is the section of the source lube 
that is lined with charcoal that can be 
cooled to cryogenic temperatures. The 
absorption of tritium onto the cold char
coal further inhibits tritium gas from 
entering our spectrometer tank. 

We run the source assembly, including 
its support table, at 5 kV; therefore, all 
the power for the source equipment must 
be obtained through isolation transform
ers. We use optical-fiber lines for com
puter control of the source parameters. 
The source was tested at a 30-kV poten
tial and found to be stable. 

The magnetic spectrometer (Fig. 2) is 
housed in a large (30.000-L) vacuum 

I'igurc 1. Cross-seclional view of the 
gaseous tritium source assembly. Tritium 
Hows out of the liquid-nitrogen-cooled 
cleanup nap la) ami is made atomic in the 
vadiofrequcney dissocialor (b). The source 
gas circulates through a 16.4-ft-long. 1.25-in.-
diam aluminum source lube until being 
pumped oal by turbomolecular pumps, lour at 
each point (c). These pumps decrease the Iri-
lium gas pressure from about 10-•* Torr ai the 
center of the source tube to 10 7 Torr at its 
two ends. Tritium gas can be added to the 
system from a gas bottle (d). The source tube 
is kept at cryogenic temperatures as low as 
10 K by having it in contact with the cold 
heads of a closed-loop refrigeration unit (e). 
Electrons from beta decay in the source lube 
are guided to the spectrometer by the magnet
ic field of the superconducting magnets 
(shaded areas). A potential of 5 kV across 
the acceleration gaps (0 "tags'* the electrons 
from the source with this extra energy for a 
total of about 23 keV; electrons from tritium 
that has leaked into the tank have no more 
than 18.6 keV. The tritium exhausted from 
the turbopumps is sent back through the trap 
(a) and reinjected into the source tube. 
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tank fabricated from nonmagnetic stain
less steel. Using two turbopumps and 
two cryopumps, we achieved a vacuum 
of less than 5 x lO-^Torr. 

The spectrometer focuses the < lectrdns 
onto a cylindrical silicon detector that is 
segmented into 16 independent ring ele
ments. Each element has its own ampli
fier system. Because the silicon detector 
has good energy resolution, we can dis
tinguish between good events and back
ground from radioactive decays and 
secondary cosmic-ray interactions. To 
avoid thermal stress, the spectrometer 
will be operated at a constant field and 
current setting. We will obtain the ener
gy spectrum of the electrons emitted in 
the source by applying a variable electric 
potential that accelerates the electrons to 
the energy that corresponds to the spec
trometer's field setting. 

We produce the toroidal magnetic 
field in the spectrometer with a 72-
loop system that has a total resistance 
of about 0.5 12 and involves more than 
700 connections. This low resistance 
is necessary because each loop must 
carry 50 A. The outer portions of these 
loops are 0.5-in.-diam aluminum rods; 
for the inner part, we use 1-in.-wide. 
0.055-in.-thick copper bands. We 
incorporated ways to ensure that the 
copper bands inside the loops are 
straight: this is crucial to the resolution 
of the spectrometer because the elec
trons pass close to these bands as they 
are focused. To make them straight, 

Figure 2. The 26-ft-
long toroidal-field 
electron spectrome
ter that will be used 
to measure the tri
tium beta-decay 
spectrum near the 
end point. The large 
rings that support the 
72 current loops are 
6.5 ft in diameter. 

we stretched each 12-ft band section 
1.5 in. with 3000 lb of force. The 
bands are held straight in the spectrom
eter by stainless steel springs, each of 
which applies a 60-lb force. 

Among our concerns were compensat
ing for Earth's magnetic field, minimiz
ing the effect of the electric field 
produced by the conductors, ensuring a 
stable temperature, and determining the 
spectrometer's resolution function. The 
magnetic spectrometer cannot focus the 
electrons properly unless we cancel 
Earth's magnetic field. To reduce the 
field to less than 5 mG. we surrounded 
the lank with a shield consisting of 30 
coils containing approximately 20,000 ft 
of wire and energized with 17 computer-
controlled power supplies. 

We also considered the problem of the 
electric field produced by the conduc
tors. Because the voltage is dropping 
along the current path of the spectrome
ter, this electric field varies with posi
tion. To minimize the deflection of the 
electrons by these electric fields, we 
strung shield wires at ground potential 
0.25 in. on either side of the inner con
ductors. Similarly, we positioned a 
grounded wire mesh between the outer 
conductors and the electron paths. 

We took several measures that should 
help keep the temperature of the spec
trometer stable to better than 1 °C: 

• We monitored the temperature of the 
conductors and the space frame using 
temperature-sensitive integrated circuits. 

• We chemically blackened the con
ductors so that they can better radiate 
away the 1.2 kW of heat generated by 
the current they carry. 

• We installed copper lines for cooling 
water on the space frame to stabilize the 
temperature inside the vacuum vessel. 

We also built in several cor.iputer-
controlled diagnostic and correction ele
ments that help us achieve the necessary 
energy resolution. For example, 128 
electrostatic deflector plates allow us to 
tune the spectrometer in 16 different sec
tions. We can isolate the effects of each 
set of deflector plates by positioning a 
movable cup over the detector. The cup 
contains a slit that allows only a narrow 
range of electron trajectories to impinge 
on the detector. Similarly, a movable slit 
installed at the first focus of the spec
trometer allows us to study the resolution 
of the spectrometer as a function of the 
trajectories accepted from the source. 
Because the stepping motors for both the 
detector diagnostic cup and the movable 
slit are computer-controlled, we can do a 
very thorough optimization. 

An important aspect of our measure
ment is knowledge of the system's reso
lution function. The finite resolution of 
the spectrometer, as well as any energy 
loss in the source, will smear the shape 
of the beta-decay spectrum. Therefore, 
the resolution function must be unfolded 
from the data in order to extract the 
value of the neutrino mass. We will 
measure our resolution function by using 
the isomeric decay of the 17.8-keV 
conversion electron line of 8 3Kr. This 
isomer, which has a half-life (l[/2) of 
1.8 hours, is produced by the decay of 

8 3 Rb (1^2 = 86 days). Because the iso
mer is a gas, it mimics exactly the 
behavior of the tritium in our source, 
and it gives us a monochromatic line 
that enables us to measure and tune the 
resolution of our system. !n addition, 
we can measure the 8 ; 1Kr line with 
admixtures of hydrogen, deuterium, or 
tritium gas at various pressures (the 
nominal operating pressure is about 
10"3 Torr in the source tube) to measure 
the energy loss in the source gas. 

194 



Test Proaram Research 

To ensure that this complicated set of 
hardware is operating correctly, we 
developed a sophisticated, computerized, 
data acquisition and control system for 
our experiment. The system uses a 
dedicated VAX 11/750 computer and a 
commercially available branch driver 
to interface the computer to several 
computer-automated measurement and 
control (.CAMAC) crates. To monitor 
and regulate more than 500 parameters, 
we developed software that can commu
nicate with a wide range of devices, 
including digital voltmeters, output Reg
isters, valves, pumps, temperature sen
sors, magnetometers, stepping motors, 
and high-voltage power supplies. This 
system has been most useful during the 
developmental phase of the spectrome
ter: we expect to use it extensively to 

optimize the resolution of the spectrome
ter and to monitor the stability of the 
system in the final experiments. 

In early FY89. we will continue to test 
and optimize the electron spectrometer 
by using an electron gun positioned at 
the entrance of the tank. Later, we will 
test the entire system using s , Kr in the 
gaseous source. After these tests are 
complete, we will begin our first tritium 
measurements. 

So far. we have found nothing that 
could keep our experiment from reaching 
the goal of being sensitive to a neutrino 
mass of 5 eV. 
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laboratory and Frekl Studies of Radionuclide 
Transport in Groundwater 
K. V. Manh, J. H. Rcf^awl R. W. •wMcacier; ami J. R. Haat (Depariaieatof Civil 
EaciBeeriag, IMterrity tfCaliforaia, Berkeley) 

LLNL\s Hydrology and Radionuclide 
Migration Program (HRMP) investigates 
the subsurface hydrologic transport of 
radionuclides at NTS. We are continu
ing our work at NTS on Pahute Mesa 
where the Cheshire Event was detonated 
in 1976. The detonation took place 
600 m below the water table with an 
announced yield in the 250- to 500-kt 
range. The large size of the detonation, 
its location in a relatively permeable for
mation, and its proximity to the NTS 
boundary combine to make this an 
important location for field studies. Our 
recent work in that locat.on has shown 
that several radionuclides in the cavity 
water are more than 99% adsorbed onto 
colloidal particles, and considerable lab
oratory and field evidence indicates that 
colloidal material is mobile in ground
water.1 We have been concentrating a 
large part of our work this past year on 
understanding the importance of the 

possible migration of radionuclides off 
NTS via both colloid- and solution-
transport mechanisms. 

Field Work at the Cheshire Site 
Last year we reported preliminary 

results from the UE20n-l exploratory 
hole, also known as the "satellite well," 
at the Cheshire site.-' The only data 
available at that time were tritium and 
>-Sb concentrations measured in the 
field during drilling; we had planned 
extensive large-volume sampling of 
this new hole once the effects of 
drilling had dissipated. 

The UE20n-l hole had been drilled by 
means of an air-foam technique that 
does not use bentonite clay mud: rather, 
the cuttings are suspended in a detergent 
foam and blown out of the hole with 
compressed air. Lithium bromide was 
added to the drilling fluid as a tracer, 
and the detergent itself also served this 
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purpose. Our intention was to periodi
cally monitor the concentrations of both 
these tracers because their decrease to 
undetectable levels would mean the 
water in the hole was typical of that in 
the aquifer. 

To avoid stressing the aquifer by 
high-volume pumping, we installed a 
14-gal/min pump in the hole. 

Unfortunately, because both bromide 
and detergent were slow to dissipate, 
the detergent was easily detectable six 
months later (October 1987), and the 
bromide was at the limit of deteclabili-
ty. We suspended sampling during the 
winter and did not resume operations 
until early February 1988. Then, in 
addition to the continued presence of 
the detergent, we discovered high con
centrations of iron hydroxide and mud 
of undetermined origin. 

Although these developments preclud
ed any attempts at further studies of 
colloid-radionuclide associations in the 
satellite well, we continued to measure 
concentrations of radionuclides in l-L 
unfi'tered water samples. These results 
are given in Table 1, where they are com
pared to concentrations measured in the 
cavity and in the formation aquifer 250 m 
above the estimated upper boundary of 
the cavity. Although these field data are 
limited and we do plan to augment them, 
they tend to confirm our expectations 

Laboratory studies have indraled that 
the minerals round in tuff at NTb readily 
sorb cations but that anionic species 
exhibit little sorption.4 Since we expect 
both technecium and iodine to exist in 
these aquifers primarily as anionic 
species, we would also expect them to 
be quite mobile, and that is whal we 
observe. Both track the tritium concen
trations very closely from the cavity to 
the satellite well. On the other hand, lab
oratory data5 have indicated that l 2 5 Sb 
may be slightly sorbed onto colloidal 
particles (1 to 2%) and that l 3 7 Cs is more 
strongly sorbed (20%). This would qual
itatively account for their reduction to 
0.14 and 4 x 10-*, respectivelv, in the 
satellite well compared to the cavity (see 
Table I). Is-F.u. known to be greater 
than 99% sorbed on colloidal particles,5 

has not been detected in the sitellite 
well, but we would not expect to see it in 
samples smaller than about 200 L. In 
200-L samples of the formation water 
above the cavity, l 5 2 Eu has been mea
sured at a concentration of about 2% of 
that in the cavity. 

In summary, our field data from the 
new satellite well tend to confirm our 
previous experimental results and our 
geochemical expectations. We are gain
ing experience with a suite of tracers 
whose mobilities range from high to 
practically zero and whose physical states 

pletely colloid-associated. As our work 
progresses, we should be able to develop 
data concerning both solution- and 
particle-controlled transport processes. 

Laboratory Colloid Studies 
Our field studies at NTS have demon

strated that radionuclides associated 
with colloidal material are mobile in the 
groundwater. This occurrence is counter 
to conventionally accepted contaminant-
transport models that assume that sorbed 
species are immobile. Consequently, ve 
are conducting laboratory research into 
some of the fundamental processes con
trolling the attachment of colloids onto 
substrates. 

We know that colloid attachment fol
lowing collision with the surface of a 
medium is controlled by electrostatic and 
van der Wauls forces between the parti
cles and the surfaca. In solutions of high 
ionic strengths, electrostatic forces are 
masked, and attractive van der Waals 
forces dominate such that 100% of the 
particles stick when they collide. As the 
ionic strength is lowered, electrostatic 
repulsion increases. Theory predicts that 
near a critical ionic strength, the sticking 
efficiency goes to zero over a very small 
change of concentration. However, 
sticking-efficiency experiments with 
well-defined particles flowing past clean 
media surfaces indicate that sticking effi
ciencies are rarely less than 0.1 %. 

Now, for natural groundwater flow, 
even at a sticking efficiency of 0.1%, col
loids should not be transported more than 
a few tens of meters unless other processes 
are at work to release them. Experiments 
have measured colloid release from sur
faces only in turbulent environments, 
where shear stresses from turbulent bursts 
could cause erosion. Steady-state laminar 
groundwater flow could not release col
loids from a fixed solid surface. In the 
aquifer above the Cheshire cavity, we 
delected only 2.5% of the concentration of 
strongly sorbed radionuclides in the cavity. 
Therefore, colloids are indeed being 
removed, but mobility of strongly sorbing 
species on a scale of hundreds of meters is 
entirely unexpected. 

based on previous measurements. range from completely dissolved to com-

TaMe 1. Ratios of radionuclide concentrations in liquid samples from formation aquifer1 and 
satellite wellb to Cheshire cavity concentration as measured in October 1984 (10/84). 
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« S b 7x]0-"uCi 0.77 0.62 0.22 0.14 
'"Cs 3 x 10-" uCi 0.21 0.28 1 x 10--' 4 x |(H 
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coaceatration, aquifer, aquifer, well, well, 

IgBuaU lft»4(p;TmL)< 5/85 lu-U/85 7/87 2/88 

<H 0.5 uCi 0.85 0.80 l.i5 1.15 
wTc 5 x IO»uCi 0.75 — 0.88 — 
129[ 8.4 X l 0 1 2 atoms — 0.74 1.31 — 
« S b 7x]0-"uCi 0.77 0.62 0.22 0.14 
' •"Cs 3 x 10-" uCi 0.21 0.28 1 x 10--' 4 x |(H 

' Formation aquifer 250 m above the estimated upper boundary of the cavity. 
11 F.xnloratory hole UE20n-' at ihe Cheshire sile. 
c Tritium cone uulions were measured by liquid scintillation counting, "Tc by rad'jchemicnl 
separation followed by liquid scimiilalion counting, l 2 ( ,I by accelerator mass spectrometry 
(discussed elsewhere in this document),1 and l 2 5Sb and '-"Cs by direct gamma-ray spec
troscopy of liquid samples. 
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A major problem at the Cheshire site 
is first, to identity tne mobile colloids 
and. second, to develop predictive mod
els for tneir mobility in fractured media. 
We are working with a group headed by 
Dr. Roger Jacobson from the Desert 
Research Institute (DRI) of the University 
of Nevada to identify the colloidal parti
cles. We have used x-ray diffraction to 
analyze cavity samples and have found 
that particles in the 0.05- to 0.003-u.ni 
range are dominated by quartz and (Ca. 
K) feldspars. Approximately 10% of 
the particles could not be identified by 
x-ray diffraction: these could be clay 
minerals formed as secondary minerals 
during feldspar weathering. Fourier 
transform, infrared spectroscopic char
acterizations tend lo support the hypothe
sis that clays are present in the colloid 
fraction. 

We are also working with a group 
headed by Dr. James R. Hunt at U. C. 
Berkeley's Department of Civil Engi
neering to identify the initial experimen
tal measurements needed to quantify 
colloid migration in fractured media. The 
physical transport mechanisms of submi-
crometcr colloids to unaltered mineral 
surfaces are well known and experimen
tally verified. However, natural fracture 
surfaces are covered with secondary min
erals produced by weathering reactions 
and thus are not represented well by 
ideal, flat, mineral surfaces. Colloid 
deposition on surfaces containing previ
ously deposited colloids on secondary 

mineral growths is also an important 
issue in long-term transport in natural 
environments, but no applicable theory or 
experimental data are available. 

Our experimental approach will be to 
(low a dilute suspension of known clay 
colloids between two parallel glass plates 
separated by. at most. I mm. As time 
passes, a deposit of clay colloids will 
begin lo plug the space between the glass 
plate* until an equilibrium is reached 
when particles are no longer retained 
because hydrodynaniic shear forces 
exceed colloid-colloid attachment forces. 
Colloid retention over lime and at differ
ent location ill be monitored by pass
ing a light beam through the glass plates. 
The independent parameters of interest 
are imposed flow tale, aqueous solution 
composition, and gap width. The mea
surements will determine colloid mass 
retention and permeability alteration. 

We expect that predictive, although 
empirical, relationships will be found 
between these measures of clogging and 
the structural characterization of colloid 
aggregates through rheological measure
ments. We will do the experiment first 
with a well-characterized clay mineral, 
such as kaolinite. and then with actual 
colloids collected from NTS groundwa
ter. The end result will be a mechanistic 
understanding of colloid retention in 
fractured media and permeability alter
ation. Subsequent work can address the 
important issues of colloid release from 
fracture surfaces following detonations 

and of regional colloid migration through 
fracture networks. 
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Accelerator-Based Mass Spectrometry At LLNL 
M. W. Caffce and R. C. FinkH 

Radioactive isotopes are used as trac
ers of geologic and biologic processes. 
These isotopes often occur in nature in 
such low abundances that they are diffi
cult to detect by either decay or conven
tional mass spectrometry (Fig. I). For 
example. "'Be occurs in ice cores with a 

concentration of only 1()7 atoms/kg. 
One kilogram of ice would produce 
only five decays per year. It would be 
impossible to use such a low rate for 
detailed geochemical studies using 
decay-counting techniques. Also, con
ventional mass spectrometry often fails 
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Figure 1. Half-lives of a number of radioiso
topes. Those isotopes with short half-lives 
usually can be detected by conventional 
counting techniques. Those with long half-
lives are generally more abundant and can be 
determined using conventional mass spec
trometry. Between these two gr^ps are a 
number of rare isotopes that lend themselves 
to AMS measurement. (Adapted with per
mission of the originator from a drawing by 
K. Nishiizumi.) 

in such cases because of isobaric and 
molecular interferences. 

The primary limitation of conventional 
mass spectrometry for very rare nuclides 
is the interference from isobars. For 
example, to analyze , 6CI. we must distin
guish it from "'S. The mass resolution 
(/W/AM) i.eeded for such a separation is 
about 30.000. hi principle, it is possible 
to obtain such mass resolution with con
ventional mass spectrometry: however, 
to do so would require very narrow slits. 

resulting in a loss of most of the ion 
beam. This approach is self-defeating if 
the isotope is very rare. A better tech
nique is to maximize the ion-beam trans
mission while eliminating interfering 
species by using other means. 

These isotopes can be measured by 
combining particle accelerators, such as 
those built for research in nuclear physics, 
with additional magnetic and electrostatic 
analyzers and energy-loss or lime-ol-flight 
detectors.1 Such an accelerator mass spec
trometer (AMS) has been constructed as a 
combined effort of LLNL's Nuclear 
Chemistry, Experimental Physics, and 
Biomedical Sciences divisions. 

Facility Description 
Figure 2 is a schematic of the AMS 

facility, and Fig. 3 is a photograph of lite 
landem accelerator. Its important features 
are as follows. 

Ion Source. Most AMS facilities 
employ cesium-sputter ion sources. 
Usually, a solid sample is bombaded by 
the cesium ions. The cesium-sputtering 
process produces negative ions with 
good efficiency, a circumstance that is 
used to advantage in some instances. 
Nitrogen, for example, does no! readily 
form a negative ion; thus, the ion source 
itself enhances the discrimination be
tween l 4 C and its isobaric interference. 
I 4 N. The ion source for the LLNL AMS 
facility can accommodate up to 60 sam
ples on a computer-controlled cassette. 
Target weights are generally a few mil
ligrams bul can be as small as 20 jig for 
]AC. This ion source was delivered in 
late 198K. 

Injector. Before the acceleration of the 
negative ion beam, one stage of mass sep
aration is performed by means of a 90-
degree magnet. After separation, the beam 
is pre-acceleraled to several hundred keV. 

Tandem Accelerator. The LLNL 
AMS facility uses a tandem Van de 
Graaff accelerator, which can charge the 
terminal up to 11 MV. At the terminal, 
the ion beam passes through a stripper, 
either a thin foil or gas. As a result of" 
this stripping, the ions are positively 
charged, and the cenlroid of the roughly 
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Gaussian distribution of charge states 
depends on the terminal voltage and the 
element accelerated. Electron stripping 
largely eliminates molecular interfer
ences because molecules in a charge 
slate of +?• or greater are not stable. 
Accelerator construction is nearly com
plete. The only major component 
remaining to be built is the gas-handling 
system for the SF,,. the insulating gas. 

Positive-Ion Analysis. Two 90-degree 
sector magnets located behind the accel
erator remove scattered particles, molecu
lar fragments, and unwanted charge stales 
by selecting only a specific ratio of ener
gy XHKAv.v/lc/ie/iTjc-). Installation of these 
magnets is complete. Analysis of 
radionuclides neavier than "'CI. such as 
i : y [ . requires further separation of the 
masses. A VVien filter, which selects par
ticles of the same velocity by using per
pendicular E- and B-fields. accomplishes 
this separation. This filler will be 
installed during the summer of 1989. 

Detection System. The detection sys
tem consists of two elements: that por
tion used for measuring the stable-isotope 
beam ("C, for example) and the detector 
used for measuring the various low-
abundance isotopes. Faraday cups 
placed behind the first magnetic sector 
on the high-energy side of the acceleratot 

measure the stable-isotope beam current. 
Presently, we envision three detectors for 
measuring a radioisotope: a ilEulx gas 
ionization detector, a time-of-flight 
detector, and a gas-filled-niagnet detector 
in conjunction with a clEhl.x detector. 
The dEklX detector- has been installed 
recently. This lype of detector works on 
the principle that isotopes having the 
same atomic mass hut differing atomic 
numbers have different rales of ioniza
tion loss. Thus, this detector can resolve 
isotopes having isobaric interferences, 
such as i-»C-i->Nand-1hCI-'<>S. 
Development is proceeding on both a 
time-of-flight detector and a gas-filled-
magnel detector. 

Research Applications 
We are concentrating our efforts in four 

areas: migration of radionuclides, in situ 
production of radionuclides in terrestrial 
material by cosmic-ray interactions. 
Nuclear .'est Program applications, and 
atmospheric dynamics. In some of these 
areas, there is considerable collaboration 
among different scientific groups at 
LLNL. Because the facility at LLNL is 
not yet operational, we are performing 
initial experiments at the University of 
Rochester's AMS facility. Doing some 
initial experiments there enables us to 

develop the necessary chemical separa
tion techniques and at the same time 
develop the needed hardware. We hope 
that this will allow us to begh work 
immediately upon completion of our 
facility. The results of some of our initial 
measurements are presented elsewhere.' 

Environmental Issues. The disposal 
and storage of both low- and high-level 
radioactive waste are important nai.onal 
concerns. The primary issue in radioac
tive waste disposal is containment. 
There are several areas we can address. 

Figure 2. 
Schematic view of 
the new laiulem-
ueeclerutor lahnralo-
ry. The components 
necessary for the 
AMS beamline are 
the ion source, injec
tor magnets, acceler
ator, posilive-ion 
analysis magnets, 
and a detection sys
tem. Also shown 
are oilier experimen
tal beamlincs com
pleted or under 
conslruclion. 
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• An important step in evaluating 
the viability of disposing wastes at the 
proposed storage facility in Yucca 
Mountain. Nevada, is to assess the loss 
rate of radioactivity from hare nuclear 
reactor fuel and cladding, particularly it 
this material were to come into contact 
with groundwater. Experiments 
designed to simulate this circumstance 
are now under way. In the first studies, 
both the bare fuel and cladding materials 
are stored in water-filled vessels for up 
to two years. During this two-year inter
val, water samples will he drawn :md 
analyzed. Among those radionuclides 
to be studied are ' -X ""Tc, and 1 4 ( ' . 
Westinghouse has done some | :"1 studies 
using neutron-activation analysis, \\l.s 
reduces the time required tor an anal> sis 
and attains a level of precision that is not 
possible with neutron activation. 

• Once a particular radioisotope enters 
the environment, it is necessary 'o pre
dict the rate at which that isotope will 
migrate. This is one of the criteria to 
be studied in assessing the suitability of 
the Yucca Mountain high-level-waste 
repository. Two possibilities must he 
considered: the rate of migration of 
radioisotopes given the prevailing geo
logic conditions at Yucca Mountain and 
the possibility that, within several half-
lives of the longer-lived radioisotopes, 
the geologic conditions will change. The 
migration of r^d'onuclides produced in 
underground nuclear explosions at NTS 

can provide some information applicable 
to evaluating the general problem of 
radionuclide migration. For example, by 
comparing the 'wTc/ i : ' 'I ratio with the 
calculated production ratio in the 
<.'hcshne dc\ K e. it will .ie possible to 
determine uhcther iodine and tech
netium, both .'I uhich are believed to be 
unionw in :11c I'ahute Mes;1. aquifer, do in 
fact remain uiciactionaied during migra
tion, as pie.IK led. 

• It is geneialK accepted that the 
Yucca Mountain area is geologically sta
ble; howewt. n is possible that periods 
of increased Indrothermal activity may 
lead to a pumping of warm water 
thiotigh the sue Evidence for this 
comes limn mineral assemblages that 
could loiin either from meteoric water 
acting in an arid environment or from 
hvdrothcrmul activity. If the water 
responsible for the formation of these 
phases is simply meteoric in origin, there 
is little danger of unexpected increased 
transport of radionuclides. If. on the 
other hand, these phases form from 
increased groundwater activity, then it is 
desirable that any increases be under
stood. Dating of the mineral assem
blages using 1 4C and V , C may shed some 
light on one or the other of these 
hypotheses. 

Terrestrial In Situ Production. The 
high sensitivity of AMS makes it possi
ble to consider using terrestrial isotopes 
produced in situ as tracers and 

chronometers for a w ide range of surface 
processes that occurred during the 
Pleistocene epoch. Some examples are 
the emplacement of volcanic Hows, the 
retreat of glaciers, the ages of meteorite 
craters, ti'.e ages of evaporite deposits, 
erosion rates, and a history of the 
cosmic-ray flux. The use of such iso
topes requires a fresh surface not previ
ously exposed to cosmic rays and not 
heavily eroded. Production rates for the 
most suitable isotopes ("'Be. 2<'A. "'CD 
are on the order of 10 atoms/ty • g of 
rock) at sea level. Since AMS generally 
permits the detection of 10'' atoms or 
better, a 1000-year-old deposit could be 
measured with I(X) g of sample to about 
l()'/( precision. Because in silu produc
tion is a new field, much calibration 
work must be done before the accuracy 
of dales deduced would approach the 
analytical precision. The physics of 
this phenomenon must be investigated, 
including the determination of flux pro
files (neutrons, p.) in different exposure 
conditions and the measurement of neu
tron and |i cross sections. We will also 
have to consider the effects of exposure 
geometry and altitude. 

• Dating young volcanism « 5 x KFyt 
is a difficult geologic problem. If bio
logic material that is unequivocally asso
ciated with the How can be found, 1 4 C 
would be useful as a chronometer. If 
biologic material cannot be found, then 
cosmogenic isotopes produced in silu 
would hold great promise as a tool to 
approach this problem. The ability to 
determine the chronology of recent vol
canism has practical as well as basic-
research applications. For example, 
assessing the suitability of the proposed 
high-level nuciear waste disposal site at 
Yucca Mountain requires assessing the 
risk of volcanic activity at the site. 
Assessing the volcanic risk requires 
knowledge of any recent (<2(X),000 y) 
volcanic history of the proposed area. 
We will investigate the applicability of 
terrestrial, cosmic-ray-produced isotope 
dating to this problem. 

• Terrestrial cosmogenic isotopes pro
duced in silu could also form the basis 

Figure 3. The 
tandem-accelerator 
facility now under 
construction at 
LLNL. 
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for a chronometer tor the retreat of 
mountain and continental glaciers. 
Rocks showing glacial polish can be 
sampled to ensure that inherited isotopes 
have been scraped away and that post
glacial erosion has not been severe. The 
ihronology determined from such a 
study would be an important contribution 
to understanding the nature of climate 
change during the Pleistocene epoch. 

• It is also possible to study the 
cosmic-ray flux in the past. Deposits 
whose ages can be determined by other 
r'.iJng techniques can be used to deter-
n • • the production rates of terrestrial 

••it produced isotopes in the past. 
• .«1 Progiam. The role for AMS in 

. :•-• Nuclear Test Program would involve 
abundance de'erminations of nuclei with 
very low natural backgrounds that are dif
ficult to measure by decay counting. The 
charged-particle-detector pair 4XTi-4gV is 
an example. Separated 4 8Ti can be loaded 
on a target to trace deuteron (D) and tri
tium (T) fluxes, which produce j gV. 
Because D and T fluxes are localized to 
specific parts of a device, appropriate 
placement of the 4 s Ti will give informa
tion about mixing during detonation. The 
one-year half-life, "o^bined with its 
decay mode of x-ray emission, makes a 
w \ difficult to measure by counting. 
Several other heavy isotopes, either prod
ucts of high-energy neutron reactions or 
fission products, are possible candidates 
for AMS analysis. The principal problem 
is isobaric interferences at these larger 
masses. A good exai, pie is Nb. which is 
attractive because it alloys with U. 

Atmospheric Dynamics. The global 
dynamics of the atmosphere influence 

such widely differing processes as cli
mate change and the dispersal of anthro
pogenic pollutiT'is. Cosmogenic 
isotopes produced in the atmosphere are 
useful as tools for understanding the 
pathways and time scales associated with 
global atmospheric mixing. The half-
lives available range from days to 1()6 

years and allow investigation of a wide 
range of processes extending from short-
term turbulent mixing in clouds to secu
lar changes of atmospheric circulation 
over geologic time periods. The concen
trations of many of the longer-lived iso
topes are small, so the only practical 
approach for analysis of these samples is 
AMS. Outlined below are two examples 
of possible fields of investigation. 

• The production ratio of '"Be (half-
life = 1.6 x I(P y| to 7Be (half-life = 53 d) 
depends on the cross sections for produc
tion (primarily from nitrogen and oxy
gen) and is about 0.5. Once formed, the 
'"Be and 7Be nuclei become associated 
with aerosol particles. The ratio mea
sured in an actual air sample then 
depends on the "irradiation age" of the 
air mass (i.e., on the tiiru since the air 
was last washed clean of its aerosols). 
Therefore, the 1 0Be: 7Be ratio is an indi
cator for air-mass lifetimes and mixing 
patterns, in particular, for identifying the 
injection of stratospheric air into the tro
posphere. Such measurements could be 
used to characterize the structure of the 
stratosphere and even to examine the 
possible stratospheric source of species 
such as ozone and nitrate. 

• The mechanisms by which aerosol-
bound species are transported through 
the atmosphere and ultimately deposited 

are not well understood. An understand
ing of these mechanisms is important 
when considering the fate of impurities 
injected into the atmosphere and is 
necessary for understanding both pollu
tant dispersal and the use of naturally 
occurring radioisotopes as geophysical 
tracers. For example, we see wide varia
tions of the , ( ,CI:'°Be ratio in polar snow. 
Because the production of tliese isotopes 
is constant, we expect the ratio to remain 
constant. Its observed variation implies 
an unknown atmospheric transport or 
deposition process. For example, the 
'• , 7Cs:'- , lI ratio in the Chernobyl fallout 
varies, perhaps reflecting the prevailing 
deposition condition. Do we observe the 
same fractionation on a global scale? Is 
a similar mechanism responsible for the 
natural 1 f ,Cl and '"Be variation? We 
don't know the answers to these ques
tions. Coupling experimental studies of 
cosmogenic isotopes by using AMS with 
model calculations that use global circu
lation models of aerosol transport could 
help answer these and other questions. 
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Accelerator Mass Spectrometry Measurements of 1 2 9 I 
and 3*0 in Groundwater from the Nevada Test Site 
R.C.Fi>ktl,M.W.CaHee,K.V.Marili,aiidJ.H.Reco 

LLNL's Hydrology and Radionuclide 
Migration Program (HRMP) monitors 
the migration of radionuclides through 
aquifers at NTS. To understand how 
chemistry and colloid transport might 
influence the migration of radionuclides, 
it is necessary to acquire data on a range 
of chemical species, both anions and 
cations. We are using accelerator mass 
spectrometry (AMS) to measure low 
concentrations of '-''I (produced by fis
sion) and , 6C1 (produced by neutron 
activation of CI) in NTS groundwater 
samples to determine distances and 
rates of migration from a nuclear lest 
cavity. Radionuclide migration rales 
from cavity sites must be understood 
to better manage their environmental 
impacts, to develop criteria for disposal 
sites for high-level nuclear wastes, and to 
provide information on the chemistry 
and physics of trace-species movement 
through aquifers. 

Sampling 
Initially, we analyzed groundwater 

from the subsurface aquifer surrounding 
the site of the Cheshire Event. Cheshire 
was detonated at NTS on February 14, 
1976, in a fractured rhyolitic lava 
formation 1167 m below Pahute Mesa 
and 537 m below the water table. The 
announced yield was from 200 to 500 kt. 
Sampling was done through a reentry 
hole that was slant-drilled, cased, and 
perforated within the cavity. 

Cavity water was intermittently sam
pled from 1983 to 1985. In May 1985, 
the well was plugged at 860 m and reper-
forated between 763 and 858 m to sample 
for radionuclides in formation water out
side the cavity. Predetonation investiga
tions had shown that the zone sampled >s 
highly permeable and located in the path 
of water flow from the cavity. External 

formation water was pumped out of this 
location from May to November 1985. 
Bccaubv ii.e presciue of radionuclides in 
the reentry hole strongly suggested that 
radionuclide migration was occurring, a 
second satellite test well was drilled dur
ing May and June 1987, approximately 
1(X) m farther away along the flow path 
from the cavity. 

Experimental Plan 
Our initial determinations of the l 2 ' I 

concentrations in Cheshire-associated 
waters are about 101-' atoms/L. This is 
equivalent to about 1 dpm/L and would 
be very difficult to measure by decay 
counting. However, this atomic concen
tration can readily be determined by 
AMS. This new technique is an analyti
cal method that couples particle identifi
cation by nuclear-accelerator techniques 
with conventional mass spectrometry to 
detect extremely rare isotopes. For those 
isotopes detectable by AMS, it is usually 
possible to analyze as few as 106 atoms 
of a rare isotope in the presence of as 
many as 102 1 atoms of a stable element. 
The most frequent application of AMS 
has been the determination of long-lived 
radioisotopes such as l 0Be, [4C, -6A1, 
, ( ,CI, -«Ca. and 12«I. The development of 
LLNL's AMS is described in the article 
beginning on p. 197. 

Pending startup of our AMS facility, 
we have performed some test measure
ments at the University of Rochester's 
tandem Van de Graaff AMS. To allow 
comparison with other isotope measure
ments made as part of the HRMP pro
gram, we chose to measure three water 
samples, one from each of the Cheshire 
pumping sites: the bomb cavity (sam
pled from the reentry hole); the forma
tion water (sampled from the reentry 
hole after access to the cavity had been 
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sealed): and water in a satellite hole 
(about 100 m farther away from the 
reentry nole). 

Although we eventually want to deter
mine the chemical form of a radionuclide 
as it migrates through the aquifer, our 
initial experiments tested extraction effi
ciency of iodine from water samples, 
independent of its in situ speciation. 
Therefore, we used the formation water 
samples to test several chemical separa
tion schemes in order to evaluate the , 2 9 I 
extraction efficiency. 

After we added an iodine carrier, 
necessitated by the low iodine content of 
the groundwater, we extracted iodine 
from the water sample as U, as ICI, and 
by ion exchange on a bisulfate column. 
Earlier work had shown that the ICI 
extraction was likely to lead to complete 
equilibration of carrier and fission 
iodine.1 After extraction, the iodine was 
precipitated as Agl and measured using 
the AMS at the University of Rochester. 

In addition to three water samples 
from the formation water, one water 
sample from the cavity and one from the 
satellite hole were analyzed. Even at 
10 1 2 atoms of 1 2 9 I per liter, the extraordi
nary sensitivity of the AMS technique 
was sufficient to allow quantitative mea
surements with less than 10 (iL of water. 
This very high sensitivity means that we 
might be able to extend our measure
ments to tests of significantly lower yield 
than the Cheshire test. 

Our results (Table I) show that all 
three iodine extraction methods gave the 
same concentration for l 2 9 l in the forma
tion water. This result gave us confi
dence that we extracted all the l 2 9 I from 
the water samples. To confirm this, we 
are investigating the possibility of carry
ing out either a neutron activation or an 
inductively coupled, plasma mass spec
trometry (1CP-MS) determination of 
l 2 9 I . Either technique would detect all 
of the l 2 9 I present, independent of its 
speciation. 

We have not yet determined 36C1 in 
water from the Cheshire Event site. We 
do have samples on hand, and our first 

measurements were made in the summer 
of I9S8. Calculations based on '"CI 
measurements by the Los Alamos 
National Laboratory on water samples 
from the Cambric site indicate that we 
should have little difficulty in analyzing 
, 6C1 in these samples.2 

Discussion 
In Table 2. our 1 2 l , l results are com

pared with preliminary results for w T c 
from Ref. .3 and with results for 'H. 
(Results from our study are also included 
in Ref. 4.) 

The 9 9Tc values are preliminary but 
give a "9Tc:' 2 9 I atom ratio of 2.1 ± 0.6. 
By comparing the measured ratio with 
the calculated production ratio in the 
Cheshire Event, it will be possible to 
determine whether iodine and tech
netium, both of which are thought to be 
anions in the Pahute Mesa aquifer, 
remain unfractionated during migration 
as expected. 

Conclusions 
We have applied AMS to the mea

surement of' 2 9 I in water samples. 
Sensitivity is sufficient to allow water 
from a number of HRMP wells to be 
analyzed. Our methodology for extract
ing 3*C1 was tested in the summer of 
1988 at the University of Rochester 
AMS laboratory. We expect to continue 
this work sometime within the next year 
using the LLNL AMS facility. 
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lablel. Reproducibility of'2»I in Cheshire 
formation water. 
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ICI 
1, 

Anion exchange 

•"Icoaceatratkm 
(MUaiaw/L.) 

6.28 ±0.46 
5.91 ±0.52 
5.82 ±0.27 

1aMc2. Comparison of '»I,»Tc, and *H measurements. 

IaotoBc c—ceatratf— 

(a*e) 
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Satellite (7/23/87) 

u»I 
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x.3 •; 
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• Ref. 3. 
b Ref. 4. 
1 Sample collected 5/29/85. 
d Ref. 3. 
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Figure 1. 
Schematic of the 
double-beam UV 
absorption apparatus 
for ozone detection. 

We proposed a sophisticated, computer-
modeled mechanism for the formation of 
tritiated water by the gas-phase reaction of 
small amounts of tritium in oxygen at one 
atmosphere and room temperature. We 
measured the ozone-time profile during 
this reaction, and our experimental results 
support the predictions of the model. 
These experiments are the first time a 
reaction intermediate of tritiated water for
mation has been measured. 

The biological toxicity of tritium in the 
form of water (HTO or T 20) is 25,000 
times greater than that of molecular tritium 
(HT or T2). It is, therefore, important for 
the operators of a tritium-handling facility 
to know what percentage of tritium in the 
work env'ronment is present as tritiated 
water anc; to know the rate of conversion 
from the mdecular form to the water form. 

To better understand the formation of 
tritiated water, we developed a computer 
model that explains the mechanistic 
pathways of one of the most basic reac
tions forming tritiated water—tritium 
oxidation. Our model's predictions have 
been discussed elsewhere.1'2 We are 
making a series of experimental mea
surements to test the model's predictions 

beginning with measurements of the time 
variation of ozone produced as a by
product of the tritium oxidation reaction. 

Model Predictions and 
Comparison with Experiment 

Following the initial phase of the reac
tion of T 2 and 0 2 , a point is reached 
where reactions between four intermedi
ate species dominate the chemistry of the 
system. The two main sets of reactions 
incorporate different species but result in 
the same overall reaction pathway. 
These reactions are as follows: 

0 3 + T0 2 -* OT + 20 2 (I) 
2TO, -* T 2 0 2 + 0 2 (2) 
OT + T 2 0 2 ~* T 2 0 + T0 2 (3) 

0 3 + 2T0 2 

0 3 + TO, 
OT + TO, 

T 2 0 + 30 2 (4) 

OT + 20, (I) 
T 2 0 + 0 2 (5) 

0 3 + 2T0 2 T 2 0 + 30 2 (4). 

Obviously, ozone (0 3 ) and hydroper-
oxyl (T0 2) play important roles in the 
formation of tritiated water. 
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For a variety of reasons.-' it is very dif
ficult to directly monitor the production 
of T 2 0 in a nonintrusive manner at the 
low concentrations predicted by our 
model. Since the foimation of ISO is 
dependent on the ozone concentration. 
we chose to monitor its formation. Our 
model predicted that sufficient ozone 
would be produced so that we could 
detect it in sim using ultraviolet (UV) 
absorption spectroscopy. 

We constructed a UV spectropho
tometer that allows us to monitor the 
ozone concentrations in reaction vessels 
inside a glove box, which is required for 
secondary containment because of the 
high concentrations of tritiuled water that 
may be produced. The main features of 
the spectrophotometer are shown 
schematically in Fig. 1. 

We have monitored the ozone concen
tration for initial T 2 concentrations from 
0.035 to 1.0% (at a total pressure of one 
atmosphere and room temperature). 
Figure 2 shows the variation of the ozone 
concentration with time for three concen
trations. The uncertainties in the ozone 
measurements are approximately 0.2 
parts per million (ppm). The general 
form of the ozone variation with time is 
very close to that predicted by the basic 
model.4-5 These are the first reported 
results for the measurement of a reaction 
intermediate leading to the formation of 
tritiated water. 

We used the reaction-rate constants 
from literature compilations as input to 
our model. No adjustments were made 
to these values to try to fit our predic
tions to other experimental or theoretical 
results. Although our model predicted 
the shape of the ozone profile very well, 
the actual values of the final predicted 
ozone concentration were low by as 
much as a factor of 3. It was evident that 
we needed to examine our model for a 
feature that could account for this. 

We found that there is one reaction 
that dominates the removal of ozone 
from the system: 

When we reduced the rate constant for 
just this reaction, our model predictions 
more closely matched the experimental 
results. Figure 3 shows ozone concentra
tions from these adjusted predictions for 
the three T 2 concentrations shown in Fig. 2. 
Also included for the 0.035% T 2. for com
parison, is the ozone profile case predicted 
by the model before adjustment of the rate 
constant for the TO2 + Oj reaction. 

The fact that reducing the rate constant 
for Rxn. (1) improves the agreement 
between our model and experiment does 
not imply that the literature value is inac
curate. Although the accuracy of the rate 
constants we used varies, the literature 
rale constant for Rxn. (I) is probably 
within a factor of 2 of the true value. We 
do know that the overall rate of Rxn. (I). 
controlled bv the concentrations of the 

40 
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=0.035% 
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TOi and O, and the rate constant, is very 
important to the overall ozone concentra
tion. We will investigate this effect in 
more detail. However, considering the 
complexity of the model, the agreement 
between the model predictions and the 
experimental results is quite good. 

In the reaction of T 2 and 0 2 , tritium 
acts in two ways to control the ozone 
concentration. First, it is the tritium-
decay beta particle that radiolyzes the 
oxygen to form oxygen atoms and, hence, 
ozone. Second, intermediate species con
taining tritium, hydroperoxyl, hydroxide, 
and hydrogen peroxide react with the 
ozone to control its final concentration. 
We wanted to find an experimental way 
to differentiate these two effects. 

Since H 2 will undergo the same chemi
cal reactions as the T 2 (though with 

Figure 2. 
Experimental ozone 
profiles for three ini
tial concentrations of 
tritium in oxygen at 
a total pressure of 
one atmosphere at 
room temperature. 
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Figure 3. 
Computer-model-
predicted ozone pro
files for three initial 
concentrations of tri
tium in oxygen. The 
fourth line (dashed) 
is the model predic
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accelerated rates as a result of the kinetic-
isotope effects) but will not introduce 
any radiolysis. using various mixtures of 
tritium and hydrogen is a good way to 
test the relative importance of these two 
effects on the ozone concentrations. We 
used the computer model to predict the 
ozone concentration profile under sever
al combinations of total hydrogen and 
tritium concentrations and hydrogen-to-
tritiura ratios. These piedictions are 
shown in Fig. 4. 

Figure 4. 
Computer-model-
predictcd ozone pro
files for several 
combinations of 1\ 
and H;. Notice that 
the final ozone con
centration is mostly 
dependent on the T ; 

concentration. 

We expected the change in the ozone 
concentration with the hydrogen/tritium 
variation 10 be a complex function of the 
effects due to radiolysis versus the effects 
due to the elementary chemical reactions, 
such as Rxn. (1). Instead, we find that 
the ozone concentration depends mostly 
on the amount of tritium present. 
Although the reasons for this are some
what complex, we find the following: 
When the amount of total hydrogen 
(combined H2 and T :) stays the same but 

Time (10s) 

the radiolysis (just T\) is decreased, 
species that deplete the ozone are not 
formed in abundance, and the ozone level 
remains essentially unchanged. 

In our next set of experiments, we will 
reproduce several combinations of tri
tium and hydrogen, providing another 
lest of our computer model. 
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The Laboratory's Weapons-Supporting 
Research (VVSR) Program supports fun
damental research and preliminary devel
opment in disciplines, concepts, and 
technologies important to LLNL's prima
ry mission of nuclear weapons R&D. As 
a pari ot the WSR Program, our Nuclear 
Chemistry Research Program allows us 
to maintain a sound intellectual basis for 
future developments in nuclear-test diag
nostics and for contributions to other 
aspects of nuclear-weapons R&D. The 
Nuclear Chemistry Research Program, 
presented in this subsection, embraces 
four disciplinary research areas—isotope 
geochemistry, inorganic chemistry, 
transplutonium element properties, and 
nuclear structure—and an interdepart
mental research collaboration on heavy-
ion reaction*. 

A small disciplinary research project 
in isotope geochemistry complements 
our nuclear-test diagnostics mission as 
advances in the technology of isotope 
mass spectrometry continue to create 
new frontiers in both fields. We report 
on isotopie investigations of gaseous 
and solid samples from Earth's mantle 
that provide information about the for
mation of the atmosphere from the 
degassing of the solid Earth and about 
the formation of continental crust from 
the underlying mantle. 

A small research effort in inorganic-
chemistry provides the scientific foun
dation for the development of new 
chemical-separation procedures to meet 
the requirements ot tuture nuclear-test 
diagnostics. The research is focused on 
the behavior of metal ions in solution. 
FYSX's work includes studies of the 
complexation of lanthanum and thorium 
ic'i • with multiple fluoride and organic 
lis;ands in order lo better understand (he 

factors that influence the stability of such 
complexes in ,.queous solution. A newly 
developed, automated system for rapid 
chemical separation of aclinide elements 
has been successfully used in studies of 
the decay properties of berkelium and 
einsteinium isotopes. 

Research on the physical and chemical 
properties of elements and isotopes heav
ier than plutonium continues to he a 
mainstay of the Nuclear Chemistry 
Research Program. Highlighting FYSS's 
work is the discovery of a new isotope 
of nobelium (element 1021 with 16(1 
neutrons—the largest neutron number 
of any known nuclide. A study of the 
chemical properties of lawrencium (ele-
menl 1(13) showed that it is unlikely to 
have a monovalent slate in aqueous solu
tion. Also included are a study of the 
production of the hoviest aclinide ele
ments by heavy-ion transfer reactions 
and investigations of spontaneous fission 
and other decay modes in heavy aclinide 
and transactinide elements. 

Our research on nuclear structure is 
directed toward a belter fundamental 
understanding of nuclear excitations 
through comparison of nuclear spec
troscopy data with theoretical models. 
We used in-beam gamma-ray and 
conversion-electron spectroscopy lo 
identify possible two-phonon octupole 
slates in '"Zr. to help characterize struc
ture symmetries in the platinum region, 
and to search for a gamma-ray decay 
branch in ihe - , 7 Np shape isomer. We 
used inelastic electron scattering as an 
electromagnetic probe lo investigate the 
recently discovered Ml scissors mode 
of nuclear vibration in deformed rare-
earth nuclei. Single-proton transfer 
reactions were used lo investigate the 
proton-shell closure at Z = 64 protons 
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and to study octupole deformations in 
2 2 7 Ac. Also included are a survey of 
the nuclear structure of deformed odd-
odd nuclei and a new theoretical 
approach to providing reliable predic
tions of nuclear properties along the 
astrophysical r-process path. 

In a joint research initiative with 
the LLNL Physics Department, we 

are studying nuclear reaction mecha
nisms and the properties of nuclear 
matter under extreme conditions pro
duced in heavy-ion accelerator bom
bardments. Current studies deal with 
nucleai fragmentation at intermediate 
and relativistic energies. 

The history of the early solar system, 
including the formation of the planets, is 
of considerable scientific interest. To 
understand the circumstances that led to 
the formation of Earth, we rely on the 
chemical and isotopic analyses of solai 
system materials. We have an assortment 
of materials to examine: meteorites, lunar 
samples, and Earth itself. Direct mea
surements of these samples can be com
pared with data obtained from the 
photospheric spectrum of our Sun, from 
solar-wind data, and from solar-flare data 
from satellite-based observations. One 
area where we are lacking is in our 
knowledge of the chemical and isotopic 
composition of the entire Earth. This 
lack of know'edge has less to do with 
measurement capabilities than with the 
availability of samples to study. 

Earth's mantle and core contain about 
99.6% of its mass, leaving less than 1% 
in th>* crust anr1 atmosphere. Although 
the crust is derived from the mantle, it 
has undergone extensive changes. Thus, 
it is generally not possible ;o use crustal 
material to study the entire Earth and how 
it formed. Studying material from the 
mantle would yield better information 
about Earth's composition as a whole. 
Unfortunately, it is difficult to obtain 

mantle material, since the mean thickness 
of the crust is 17 km. There are, howev
er, two types of mantle samples available 
to us: igneous rock erupted from the 
mintle, such as basaltic rocks produced at 
the midocean ridges, and gaseous emana
tions from deep wells. 

Discussion 
The noble gases are useful for study

ing geologic activity because of their 
chemical inertness and low abundance. 
Xenon is especially interesting. The nine 
stable isotopes of xenon (with masses 
between 124 and 136) are produced in a 
variety of ways. The spontaneous fission 
of nuclei such as 2 3 8 U produces measur
able quantities of the heavier xenon iso
topes (masses 131 to 136). Often it is 
possible to use the relative abundance of 
the xenon fission products to determine 
which nuclei fissioned. Early in the his
tory of the solar system, l 2 9 I (half-life of 
1.6 x 10* years) was sufficiently abun
dant to produce measurable l 2 9 Xe. Most 
primitive meteorites contain 1 2 9 Xe from 
the decay of | 2 9 l . Rather surprisingly, 
some terrestrial samples contain l 2 9 Xe 
from l 2 9 l decay. 

There are three known reservoirs of 
xenon in our solar system. The first and 
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largest is the xenon in our Sun. The iso-
topic composition of solar xenon is 
known from studies of solar-wind-
implanted xenon in lunar soils and in a 
few special meteorites. 

The second reservoir of xenon, called 
planetary xenon, is that found in mete
orites. The isotopic composition of the 
light xenon isotopes (masses 124 to 128) 
of planetary xenon is almost identical to 
that of solar xenon. This is not the case 
for the heavy xenon isotopes, which are 
conspicuously different. The composi
tion differences cannot be explained in a 
simple fashion and have been a topic of 
controversy for several decades. 

The third reservoir of xenon is found 
in Earth's crust and mmosphere. The 
light isotopes in atmospheric xenon are 
related to the other two reservoirs by 
mass fractionation. The process of mass 
fractionation refers to a shift in isotope 
ratios for a given element that is approx
imately a linear function of mass dif
ference between the two isotopes used 
for the ratio. The effect is related to 
atomic and molecular velocity effects: 
different masses move at different 
speeds. Diffusion is an example of a 
process that produces mass fractiona
tion. When or how the mass fractiona
tion of atmospheric xenon occurred is 
unknown. Again, the relationship 
between heavy atmospheric xenon iso
topes and heavy isotopes from either of 
the other two sources is not simple. It is 
certain, from comparisons with plane
tary or solar xenon, that atmospheric 
xenon contains l 2 9 Xe from l 2 9 l decay. It 
is also clear that heavy isotopes of atmo
spheric xenon contain xenon from the 
decay of 2 4 4 Pu. Again, this nuclide was 
present ir the early solar system but is 
now ext'iiLi because of its short half-life 
of 8.2 x 107 years. 

The first question to answer is whether 
the xenon isotopic composition of the 
mantle differs from that of the present-
day atmosphere. There are several rea
sons why it might. One has to do with 
the formation of Earth's atmosphere. 
Earth's present atmosphere is not a pri
mordial atmosphere, as are the atmo

spheres of the giant gaseous planets. 
1 heir atmospheres were gravitationally 
captured from the presolar nebula during 
their formation. It is possible that Earth 
also had such an atmosphere but lost it. 

Earth's present-day atmosphere origi
nated from a degassing of the solid 
Earth. In simple terms, volcanic erup
tions brought volatile elements to Earth's 
surface. These volaiiles were gravita
tionally bound to Earth (except hydrogen 
and he.lium). and the gaseous elements 
formed an atmosphere. By studying the 
isotopic composition of xenon in mantle-
derived samples, we may be able to learn 
when the mantle oulgassed. 

Consider the possibility that the atmo
sphere formed very quick! id that, 
before all of the l 2 9 I and -*4Pu decayed, 
some of the mantle xenon was expelled 
into the atmosphere. Then, present-da)' 
xenon in the mantle would have an 
excess of l 2 9 Xe and 2 4 4 Pu fission-derived 
xenon relative to the composition of 
atmospheric xenon. Both igneous rock 
and gases from C02 wells would s'low 
such excesses of 1 2 9Xe.'- 2 In this sce
nario, we would also expect to find 
244Pu-derived xenon, since plutonium has 
a longer half-life than 1 2 9 I . However, no 
clear evidence for 244Pu-derived xenon 
has previously been r ported. 

To test our hypotheses, we have ana
lyzed the noble gases (helium, neon, 
argon, and xenon) from three separate 
deposits of CO2 gas: two in Colorado 
(McElmo Dome and Sheep Mt.) and 
one in Australia (Caroline).-1 As dis
cussed later, the sample from the 
Caroline gas well does show evidence 
for 2 4 4 Pu fission xenon. 

Results 
What do noble gases sa> about the 

mantle? Because it is neither gravita
tionally bound nor produced significant
ly in naturally occurring nuclear 
reactions, 'He has the smallest concen
tration of ?M the stable isotopes in the 
terrestrial atmosphere. In comparison. 
'He is relatively abundant in the solar 
system as a whole. Thus, the observation 
of samples with a 3He:4He ratio greater 

than that in the atmosphere is evidence 
for the degassing of a primitive composi
tion. The C 0 3 samples from the 
Caroline gas well ,,how a clear enrich
ment in -'He with a 'He^He ratio three 
times greater than the atmospheric 
•'He^He ratio. 

Neon isotopes tell;' similar story. 
Several types of mantle sample, includ
ing diamonds,4 have 2 0Ne: 2 2Ne ratios 
higher than the atmospheric ratio. There 
are two possible explanations. The first 
is that the neon is severely mass fraction
ated. The second is that the mantle con
tains a reservoir of solar-like neon. All 
of the COi well gases we analyzed have-
high 2 ( ,Ne: 2 2Ne ratios. The measured 
2"Ne: 2 2Ne ratio for Caroline CO : is 
about 12 compared with ratios for atmo
spheric neon of 10 and solar neon of 14. 
The shifi from 10 10 12 is loo large for 
mass fractionation to be a reasonable 
explanation. So, like the helium data, 
neon-isotope measurements show a sig
nificant contribution from solai like 
noble gases. 

Previous studies of xenon showed 
excess l 2 9 Xe in mantle-derived samples. 
This may be telling us that Earth's atmo
sphere formed quickly by degassing of 
the mantle before all l 2 9 I in the mantle 
had decayed. In the Caroline C 0 2 gas 
sample, the xenon isotopic composition 
is quite different from that of atmospher
ic xenon. The Caroline xenon composi-
'on closely matches a mixture consisting 

of 9% planetary xenon and 91% atmo
spheric xenon. There are fission contri
butions to the xenon heavy isotopes. 
These are dominated by 2 3 8 U sponta
neous fission; however, it is pc ;sible that 
about 20% of the fission is due to 2 4 4 Pu 
decay. Given their somewhat comple
mentary compositions, the presence of 
the planetary xenon hides the presence of 
"ission xenon from 2 4 4 Pu. The observa
tion of only a small amount of excess 
2 4 4 Pu fission xenon in mantle samples, 
despite the fact the mantle has stayed 
partially isolated from the atmosphere, 
shows that degassing occurred after most 
of Earth's 2 4 4 r - j had decayed (a few 
limes 1()K years). 
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Conclusions 
The detection of a source of xenon in 

the mantle that matches the composition 
of xenon found in meteorites constrains 
us to change our view of the formation 
of Earth's atmosphere. The conventional 
view is that l 2 9 I was incorporated into 
Earth during its accretion. The decay of 
this l 2 9 I is responsible for the excesses 
of 1 2 9 Xe observed in mantle samples. 
However, the presence of a meteoritic 
component in the xenon as seen in the 
Caroline sample presents other possibili

ties. Earth may have accreted materials 
already containing '- 9Xe from the decay 
of | M I . In this model, we are not 
required to rapidly degas Earth in order 
to generate excess I M X e in the mantle. 
This scenario would be consistent with a 
very small effect due to 244pUi since we 
can wait for most of the 244pu to decay 
before degassing Earth. Accordingly, 
because of the lack of excessive 244pu 

fission xenon, we conclude that the 
degassing of the mantle must have 
occurred after most of Earth's -44pu had 
decayed, that is, a few times 10s years. 

References: 
1. D. Phinney. J. Tennyson, and U. Frick. 

J. Geaphys. /fct. S3. 2313 (1978). 
2. C. J. Allcgre. Th. Staudacher, Ph. Sarda. 

and M. Kurz. \'aluiv 303. 762 (1983). 
3. A. R. Chivas. I. Barnes. W. C. Evans. 

J. E. Luplon, and J. O. Stone. Nature 
326.587(1987). 

4. M. Honda. J. H. Reynolds. E. Roedder. 
and S. Epsiein../. Geiiphys. Hex. 92. 
12.507(1987). 

Subcrwtal Source* for Basalts and Mantle Pyroxenites 
trow Northern Mexico 
G. i. MMC ( E M * SdMCM tari, IMwnity «f CaMMa, Sarta Gnu, CaUf.); 

• Cm,CaV.) 

We are determining the strontium, 
neodymium, and lead isotopic composi
tions of northern Mexican volcanic rocks 
and samples of Earth's upper mantle that 
were entrained in these lavas. These 
isotopic measurements test a hypothesis 
that a major continent-building event 
occurred 25 to 35 million years ago 
along southwestern North America. The 
analyses suggest that, indeed, more than 
4 km of continental crustal thickness 
were added to the continent at that time. 

Earth's upper mantle extends from the 
base of the crust, which in continental 
areas is typically 30 to 50 km beneath the 
surface, to a depth of about 650 km. As 
basaltic magmas pass through the upper 
100 km of the mantle, fragments of the 
mantle are broken from the conduit walls, 
entrained within the magma, and eventu
ally erupted onto the surface. These frag
ments are termed mantle xenoliths, and 
they provide our only direct information 
on the mineralogic and chemical compo
sition of Earth's upper mantle. 

One such eruption occurred at La 
Olivina, northern Mexico, about 160 km 

southwest of Big Bend National Park. 
Two basic types of xenoliths are found: 
peridotites (in which olivine dominates) 
and pyroxenites (in which clinopyroxene 
dominates). Most of the upper mantle 
consists of peridotite. Pyroxenites occur 
within the mantle as veins (centimeters 
to meters thick) formed through precipi
tation of minerals onto conduit walls by 
basaltic magmas. We have analyzed 
pyroxenite xenoliths from this site, their 
host basaltic lavas |2 million years (Ma) 
old], and mid-Cenozoic (25- to 35-Ma-
old) basalts from northern Mexico for 
strontium, neodymium, and lead isotopic 
compositions. 

Isotopic °esults 
We have discovered that two isotopi-

cally distinct pyroxenite varieties occur. 
A clear distinction between them can be 
seen on all three isotopic systems shown 
in Fig. 1. On the strontium-neodymium 
isotope covariation diagram (a), one 
group of pyroxenites (the "A-type") 
forms a tight cluster near the host 
basalts, while the othei variety (the 
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"E-type") tonus a more diffuse field, 
which partially overlaps the field formed 
by the older. mid-Cenozoic basaltic 
rocks. The same associations can be 
seen on the lead-lead isotope covariation 
diagrams (b). The close association of 
each pyroxenite group with its respective 
basalt group clearly suggests that the 
A-type pyroxenites formed as precipi
tates from magmas associated with the 
host basalt, while the E-type pyroxeniles 
formed from the mid-Cenozoic basalts in 
a similar manner. Preliminary analysis 
of the La Olivina peridotites suggests 
that the small displacement observed for 
each pyroxenite group relative to its asso
ciated basalt group on the isotopic dia
grams probably results from the reaction 
of the pyroxenites with the peridotite 
wallrock they now vein. 

Geologic Significance 
It has besn demonstrated that the 

entire mid-Cenozoic volcanic sequence 
in northern Mexico, which contains 
rocks that range from 48 wt% Si0 2 

(basalts) to 76 wt% Si0 2 (rhyolites). 
could have originated from mantle-
derived ba. altic magmas. 1 - 3 The differ
entiation process, in which the most 
siliceous lavas formed from the least 
siliceous through crystal extraction from 
the magmas, would have added more 
than 4 km of thickness (crystal segre
gates) to the crust in northern Mexico.1 

This crustal growth would have occurred 
within a 10-Ma time span—incredibly 
rapid by geologic standards. However, if 
the basaltic magmas did not originate 
within the mantle but originated within 
the crust, no material would have been 
added to the crust. The fact that the 
E-type pyroxt.iites formed from the 
mid-Cenozoic basalts is then highly sig
nificant. Geothermometry and geo-
barometry calculations, which indicate 
the temperatures and pressures of forma
tion of the E-type pyroxenites, and the 
association of the pyroxenites with man
tle peridotites both indicate that the 
E-type pyroxenites were formed in the 
mantle. The mid-Cenozoic basalts that 
formed them must, therefore, also have 

originated within the mantle. The exis
tence of the E-type pyroxenites implies 
that a major mid-Cenozoic crust-forming 
event did occur in northern Mexico. 

Because basalts will have the same 
isotopic compositions as the mantle 
rocks that melt to produce them, mantle-
derived basalts can be used as probes of 
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Figure 1. Isotope 
covariation diagrams 
tor La Olivina 
pyroxenites and 
basalts and the 
northern Mexican 
mid-Cenozoic 
basalts. The line 
labeled NHRL is 
drawn through data 
(not shown) for 
mantle-derived 
oceanic basalts in 
the northern hemi
sphere. For a lull 
discussion of the 
various mantle com
ponents, see Zindler 
and Hart.-t 
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the composition of the mantle. In conti
nental areas, basaltic magmas can be 
contaminated by crustal rocks as they 
rise to the surface. The utility of mantle 
pyroxenites is that they indicate the iso
topic composition of the basalts from 
which they formed before crustal con
tamination could occur. The pyroxenites 
can then be used as probes to mantle 
regions even deeper than those in which 
they occur. 

Because of the broad range of isotopic 
compositions observed in uncontaminat-
ed mantle-derived basalts, it is conve
nient to discuss the isotopic chemistry of 
the mantle in terms of end-member com
ponents that are present in varying 
degrees in the source regions of the 
basalts. Mixtures of the components 
give rise to the isotopic compositions 
observed in the basalts. Centroids for 
the isotopic components commonly 
discussed in the literature4 are shown 
in Fig. I. 

The neodymium isotopic compositions 
are expressed as e N d . where 

' , 4 V M 4 N « U . 
, 4 3 / . 4 4 N 

'CHUR I 

-1 x 10". (1) 

and M . V l 4 4 N d C H U R = o.512636. This is 
an assumed present-day value for a geo-
chemical reservoir with a chondritic 
samariummeodymium ratio. 

The lead isotopic composition of the 
E-type pyroxenites indicates that the 
source region for the basalts that formed 

Figure 2. *'-:<«Pb 
vs aiwaupb for the 
LaO!ivina2-Ma-old 
basalts compared 
with other recent 
(0-to 10-Ma-old) 
undersaturated 
basalts of western 
North America. See 
Fig. 1 for an expla
nation of NHRL and 
other symbols. 

them contains the "Enriched Mantle II" 
(EMU) component. This component 
shows long-term enrichment in certain 
trace elements (uranium relative to 
lead, rubidium relative to strontium, 
neodymium relative to samarium). 
Time-integrated radioactive decay has 
resulted in more radiogenic lead and 
strontium and less radiogenic neodymi
um isotopic compositions than are preva
lent in the mantle. It is likely that this 
component was derived from pelagic 
sediment that was brought into the man
tle by a subducting oceanic lithospheric 
slab. This is a reasonable conclusion 
because it is commonly believed that the 
subduciion of such a slab caused the 
mid-Cenozoic volcanism in the region. 
The utility of examining the E-type 
pyroxenites in this context is thai they 
indicate that the EMU component is sub-
crustal and is not a result of contamina
tion of the basalts by continental crust, 
which would have isotopic compositions 
similar to those of pelagic sediment. 

The A-type pyroxenites and host 
basalts have unusual lead isotopic values 
for continental alkali basalts. The com
positions require, in their mantle source 
areas, the presence of a component 
with an isotopic composition that is the 
result of time-integrated, very high 
uraniurmlead ratios. This component, 
which is also seen in certain ocean 
island basalts (e.g., Azores, Ascension 
Island), is termed the HIMU component 
by Zindler and Hart4 (see Fig. 1). It 
indicates an old [perhaps 1- to 3-billion-
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year-(Ga) old] geochemical disturbance 
in the mantle region that fractionated 
lead from uranium. The positions of the 
samples on the strontium-lead and 
neodymium-lead isotope covariation 
diagrams in Fig. l(c) show the necessity 
of the HIMU component in their mantle 
source. Mixing between an HIMU com
ponent and a depleted mantle component 
(e.g., mid-ocean-ridge basalts. MORB or 
prevalent mantle, PREMA) could pro
duce the isotopic source compositions 
for the A-type pyroxenite-forming 
basalts. Published lead isotopic data 
from North American late Cenozoic 
undersaturated lavas form an array with 
a higher positive slope than the Northern 
Hemisphere Regression Line (NHRL) of 
Hart5 (Fig. 2). The La Olivina host 
basalts plot below this array, showing 
lower 2i>7/2{Mpb values for similar 
:»6/2(Mp5 values. A significantly differ
ent mantle source is implied for the 
La Olivina host basalts than for the 
other late-Cenozoic North American 
basaltic rocks. 

The strontiurn-neodymium-lead iso
topic values for the E-type pyroxenites 
and mid-Cenozoic basalts are in the 
same range as late-Cenozoic alkaline 
basalts from the northern Rio Grande 
Rift-Southern Colorado Plateau region. 6 7 

The strontium-neodymium compositions 
of the A-type pyroxenites and host 
basalts are similar to those of late-
Cenozoic basalts from the southern Rio 
Grande Rift-Basin and Range region.6 

La Olivina is within the Basin and Range 
province and directly south of the Rio 
Grande Rift. To explain the differences 
in the strontium-neodymium isotopic 
compositions between the northern and 
southern rift basalts, Perry et al.6-7 have 
suggested that the northern basalts were 
derived from old trace-element-enriched 
mantle directly underlying the crust, 
whereas in the south, the enriched mantle 
has been mostly removed by continental 
rifting processes and replaced with 
upwelling trace-elemenl-depleted man
tle. They suggest that the enriched man
tle keel is enriched as a whole because of 
numerous small pods of pyroxenite or 
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chemically altered peridotite that are 
absent in the underlying depleted mantle. 
The lower i JVi44 N d a n d higher !"/«6Sr 
composition of these pods is a time-
integrated result of trace-element enrich
ment that occurred during continent 
formation in the region (1.7 Ga ago). We 
instead suggest that the E-type pyroxen-
ites (and perhaps mantle that was chemi
cally altered by interaction with the 
pyroxenites) may represent these 
enriched pods and that the enrichment 
would not, therefore, be a 1.7-Ga event, 
but mid-Cenozoic. Therefore, the lower 
i4.vi44[Md and higher <W<>Sr values would 
not have resulted from time-integrated 
radioactive decay within a mantle keel 
but would have been derived ultimately 
from the mantle source(s) that produced 
the mid-Cenozoic volcanism. 

Summary 
The isotopic study of the La Olivina 

mantle pyroxenites undertaken at LLNL 
is one of the first of its kind. We have 

demonstrated that mantle pyroxenites 
can be used to answer difficult questions 
concerning continental basalt petrogene-
sis. At La Olivina. the pyroxenite study 
has demonstrated that the mid-Cenozoic 
basalts were mantle derived and that, if 
we assume the entire mid-Cenozoic vol
canic sequence was derived from the 
basaltic magmas, a major crust-forming 
event did occur in southwestern North 
America 25 to 35 Ma ago. As probes to 
the continental mantle, the pyroxenites 
have demonstrated that mid-Cenozoic 
basalts had a mantle source region that 
contained the EMU component and that 
the 2-Ma-old basalt source contained the 
HIML' component. Finally, on the diffi
cult subject of the timing of enrichment 
events in the mantle underlying south
western North America, the study of the 
E-type pyroxenites suggests that the 
enrichment implied by the Colorado 
Plateau basalts was not a 1.7-Ga-old 
event but, rather, occurred during the 
mid-Cenozoic epoch. 
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We are studying the properties of the 
lanthanide ions in aqueous solution and 
are particularly interested in understand
ing the factors that influence the stability 
of the complexes they form with various 
ligands. The bonding in lanthanide 
complexes is typically electrostatic since 
the valence electrons that might partici
pate in covalent (shared) bonds are 
buried rather deeply in a tripositive lan
thanide ion. Because the electrostatic 
attraction between oppositely charged 
species is strong, aqueous lanthanide 
complexes with negatively charged lig
ands are common. However, for a neu
tral ligand, the electrostatic attraction is 
of the weaker ion-dipole type. Since 
most neutral ligands cannot overcome 

the ion-dipole interactions between 
the lanthanide ion and solvent water 
molecules, which are present in much 
higher concentration than is the ligand. 
lanthanide complexes with neutral lig
ands are relatively rare. 

Figure 1. Structure 
ofamelal|2.2.1| 
eryplale. 
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Cryptand|2.2.1 ] (Fig. 1) is an example 
of a neutral ligand that does form rela
tively stable lanthanide complexes. It 
forms inclusion complexes, where the 
metal ion is inside a cavity formed by the 
nitrogen and oxygen electron-donor 
groups. Therefore, the metal ion in a 
cryptate complex is shielded from the 
solvent water molecules to a larger 
extent than usual. For this reason, while 
a lanthanide cryptate irreversibly dissoci
ates to form uncomplexed lanthanide and 
cryptand in aqueous solution, the kinet
ics of the dissociation are slow enough 
(hours to days) to allow us to study the 
complexes by traditional methods. '•-

Because the electron donor groups of 
the cryptand ligand do not completely 
saturate the possible number of coordina
tion sites in a lanthanide ion (8 to 10). 
several water molecules still occupy 
inner-sphere coordination sites in the 
complex. Other ligands can displace the 
water molecules and form mixed ligand 
complexes as shown in the reaction: 

La[2.2.1](H20)„ + X 

^La[2.2.1|(X)(H :0)„_|. (1) 

We studied the hydrolysis of La|2.2.11 
(X = OH-) by potentiometric titration to 
measure the stability constant and by 
proton-nuclear magnetic resonance (PMR) 
spectroscopy to obtain structural informa
tion about the hydrolyzed species that form. 

Experimental 
We synthesized the solid La|2.2.1 ](N03), 

according to the procedure developed by 
Pruett.3 We measured the stability con-
Figure 2. A comparison of the speciation cal
culated using the hydrolysis constant log K a p r = 
4.X0 and experimental data from ihree titrations 
of La| 2.2.1 ] with hydroxide. The speciation is 
expressed as «„H. the average number of hydrox
ides bound per melal atom. 

stant for the La)2.2.1 ] hydrolysis reaction 
by polentiometric titrations with a glass 
electrode, using sodium hydroxide as 
titrant. The stability constant was obtained 
by tilting the experimental hydroxide mass 
balance, known from the concentrations of 
the reactants. to the thecetical one calcu
lated from the stability constant and the 
measured pH. We calibrated the elec
trode in hydroxide-concentration units 
(not activity) by titrating standardized HCI 
with NaOH. All titrations were made at 
5°C. and all solutions had an ionic strength 
of 1.0M with NaCI as the inert electrolyte. 
We chose S°C as the operating tempera
ture to slow the dissociation kinetics of 
La|2.2.1 ] as much as possible. We used 
NaCI as the supporting electrolyte rather 
than NaCI04 because La[2.2.1 ] forms an 
insoluble species at pH >7 in perchlorate 
media. We did not encounter any solubility 
problems when the chloride ion was used. 

We monitored the changes that occurred 
in the PMR spectrum of the La| 2.2.1 ] as 
titrant was added in parallel experiments. 
Fourier-transform PMR spectra were 
measured at 200 MHz with sodium 2,2-
dimethyl-2-silapentane-5-sulfonate(DSS) 
as the internal reference. Except for the 
use of D 2 0 rather than H 2 0. all experi
mental conditions were identical to those 
of the potentiometric titrations. 

Results and Discussion 
Our potentiometric data indicate the 

presence of one hydrolyzed species, 
namely, La|2.2.1 |(OH)-+. The corre
sponding stability constant. K a p p . for the 
hydrolysis reaction (1) is log K a p p = 4.80 ± 
0.02. A convenient way to compare titra
tions performed at different La[ 2.2.11 con-

-6 -4 
Log (OH) 

eventrations is to calculate the average 
number of hydroxides bound per melal. 
HQ;J. which depends only on pH. Figure 2 
displays the agreement between the 
experimenlal data from three titrations 
and the speciation calculated using this 
stability constant. Systematic deviations 
are presenl. which could indicate errors 
in the reaclant concentrations or in the 
speciation model. The inclusion of 
La|2.2.1 ](OH)2

+ as an important species 
does not improve the fit. nor do we obtain 
a significantly better fit by including a 
dimer, La|2.2.1 k(OH)vK The dimeric 
species has been characterized in the solid 
slate and in nonaqueous solution for Ihe 
analogous praseodymium cryplale.-4 We 
believe that the deviations occur because 
of slight concentrations of free lanthanum 
that are generated by the dissociation of 
La| 2.2.11. The free lanthanum also reacts 
with hydroxide and ultimately forms 
La(OH)3 in the range of pH 8 to 9. caus
ing systematic deviations in this pH 
region. Analysis by ethylene-dinitrilote-
iraacetic acid (EDTA) titration showed 
lhal about I % of the La[ 2.2.11 had disso
ciated and formed insoluble La(OH)3 by 
the end of the potentiometric titrations. 

The PMR spectra of La| 2.2.1 ] at several 
ratios of total hydroxide added to total 
La|2.2.1) are shown in Fig. 3. Resonances 
caused by N-CH2 protons are upfield (low 
ppm). and those due to 0-CH2 protons are 
downfield (high ppm).5 We clearly see the 
disappearance of N-CH2 resonances at 
3.2 ppm and Ihe appearance of new N-CH2 

resonances at 3.4 ppm as more hydroxide 
is added. This indicates the existence of 
two different La|2.2.11 species thai are 
slow to exchange on the microsecond time 
scale of Ihe pulsed PMR experiment. The 
simplest explanation would be lhal the res
onances at 3.2 ppm are those of the unhy-
drolyzed La|2.2.1 ]- , +. while the resonances 
at 3.4 ppm are those of the liydrolyzed 
La|2.2.1 |(OH)-+. However, this is nol 
very likely because aqueous lanthanide 
complexes are usually very labile (i.e., 
ligand exchange rates are very rapid). 
Therefore, during Ihe microsecond dura-
lion of Ihe PMR experiment, a ligand 
molecule is complexed to many different 
melal cations, although the fractions of the 
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time it is bound and free are directly pro
portional to the overall macroscopic speci-
ation. Reaction (2) shows one way of 
writing the ligand exchange reaction for 
La[2.2.1) hydrolysis: 

La|2.2.1] + La|2.2.1|(OH) 

<^La[2.2.1](OH) + La[2.2.1|. (2) 

Rapid hydroxide exchange would result 
in a single resonance that is the average 
of the resonances of the individual 
species, while slow exchange would 
cause separate resonances. 

Even though our chemical intuition 
would discard the possibility of slow 
hydroxide exchange in aqueous solution, 
we attempted to model the PMR spectra 
under this assumption. If the assump
tion is correct, the relative areas of the 
two resonances at each point in the 
PMR titration should agree with the 
relative amounts of La[2.2.1 ]-1+ and 
La|2.2.1](OH)2+ predicted by the 
hydrolysis constant. The blue line in 
Fig. 4 shows that the PMR data do not 
agree very well with the speciation pre
dicted by the hydrolysis constant. 

Since the two-component model does 
not agree with the potentiometric data, 
we must include at least three compo
nents, two of which interconvert slowly 
on the PMR time scale, causing the sepa
rate resonances. Furthermore, the three-
component model should still allow for 
the existence of labile aqueous hydroxy 
complexes. This suggests that the "slow" 
exchange process is a type of isomer-
ization and not a hydroxide-exchange 
process between unhydrolyzed and 
hydrolyzed species. Because the 
cryptand ligand contains two bridgehead 
nitrogen itoms, several structures are 
possible, depending on whether the nitro
gen lone pairs are directed inside toward 
the center of the cryptand (an endo con
formation) or awav from the cavity (an 
exo conformation). Thus, three possible 
cryptate conformers might exist: endo-
endo, exo-exo, and endo-exo. We will 
denote these conformations as (/',/), («.»), 

and (/',<>) for mside and outside nitrogen 
orientations. Therefore, changes in con
formation involving nitrogen inversion 
are a reasonable explanation for the sepa
rate resonances we observe in the PMR 
spectrum as hydroxide is added. 

The existence of these different 
cryptate conformers has long been postu
lated.6 Although some kinetic dissocia
tion data indirectly suggest that different 
metal-cryptate conformers might exist,7 

no direct spectroscopic evidence for their 
existence has been reported until now. A 
model that is consistent with all of our 
data is as follows: 

OH:La=0.6 

^ 1 A > / V . 

J 
OH:la =0.0 

v • * A A * 
4.5 4.0 3.5 

ppm 
3.0 2.5 

Figure 3. PMR spectra of La[ 2.2.11 ai three 
ratios of total hydroxide added to total 
La|2.2.1|. Na|2.2.1| peaks are indicated by 
an asterisk. 

La|2.2.1 !„•,., +OH 

^La|2.2.l |(OH), ; „fast, (3) 

La[2.2.1|(OH)(,.„ 

^La|2.2.!](OH) (,-„,slow. (4) 

Reaction (3) is a typical hydrolysis 
reaction, which we expect to be very 
labile in aqueous solution; Reaction (4) 
is a conformational change promoted 
by the hydroxide ion. While nitrogen 
inversion is severely restricted in the 

100 

\ A \ A 
o 75 
CD 

8- 50 

5 25 a. 

ni Y 1 1 K-r 
0.1 0.2 0.3 0.4 

mLofO.IM NaOH 
0.5 

Figure 4. Correlation of the speciation 
observed by PMR (points) and the speciaiion 
predicted by potentiomelry (curves) for the 
La|2.2.11 + OH system. For the fil to Iwo com
ponents (blue curve). "A" is La|2.2.11 and "B" 
is La| 2.2.1 |(OH). For the three-component lit. 
"A" is La|2.2.11„„ + La|2.2.11'OH),,,,. and "B" 
is La[2.2.1 KOH),,.,,,. |Sce text for definition of 
(/./(and (//i).] 
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unhydrolyzed La|2.2.1 ]. the formation of 
the lanthanum-hydroxide bond probably 
weakens the nitrogen-lanthanum interac
tion and allows the nitrogen to invert. 

For this model, the PMR resonance at 
3.2 ppm is an averaged resonance from 
the rapidly exchanging La(2.2.1 ]„,, and 
La|2.2.1](OH)„i0, while the new reso
nance at 3.4 ppm is solely a result of the 
La|2.2.1](OH)(,,„. The potentiometric 
titration, which cannot distinguish 
between the two hydrolyzed conformers. 
gives an apparent stability constant, K i i p p. 
This constant depends on the hydrolysis 
constant. K |. of Reaction (3) and the equi
librium constant, K a,„ t, for the conforma
tional change of Reaction (4). That is. 

Kapp- K[ • ( 1 + K a , n | l . (5) 

The solid line in Fig. 4 shows the agree
ment between this three-component 
model and our potentiometric data using 

the fitted values K, = 7.2 ± 0.3 x I0-1 

M-' a n d K a m f = 7 . 8 ± 0 . 5 . 

Summary 
We uave PMR evidence that two con

formations of hydrolyzed La|2.2.1 |(OH) 
occur in aqueous solution. The inter-
conversion occurs slowly on a microsec
ond time scale, giving rise to separate PMR 
signals. We suggest that inversion at one 
of the nitrogen atoms in the La[2.2.1 |(OH) 
complex is the most likely explanation for 
the conformational difference. We have 
measured the hydrolysis constant and the 
equilibrium constant for the conformation
al change by correlating the PMR data with 
the apparent hydrolysis constant that was 
measured by potentiometric titration of 
La[2.2.11 with hydroxide. 
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Measurement of (he Eathahj|ag of Conpiexation of 
Thorium with MaWa4e Fluoride Ligaads 
f. M. Gam miT.A. t i l i i i i i; W. F. Kl—rd (PipMlMWt cf OmmMry, C«fc» «f 
CharlMiM, t W l i r t u , S.C. 2MU) 

We have studied the complexation of 
Th 4 + with the fluoride anion by using a 
very sensitive solution-calorimeter 
developed in our laboratory.1 We are 
interested in thorium primarily because 
of its membership in the actinide series. 
It can serve as a useful analog of Pu([V) 
chemistry.2 and the lower radioactivity 
and toxicity of thorium facilitate its use 
in an experimental program. Fluoride is 
of intrinsic interest in coordination 
chemistry-1-4 and can also be an impor
tant component in applied and environ
mental studies. For example. F is 
present at parts-per-million concentra
tions in groundwater from tuff forma
tions in the vicinity of Yucca Mountain 

at the NTS.5 At these levels, it must be 
considered a potentially significant fac
tor in the migration of high-level 
radioactive waste from a geologic repos
itory over long lime periods. The calori-
metric investigation of the Th 4 + + F-
system was a natural extension of 
recent work in our laboratory on the 
thermodynamics of lanthanide-fluoride 
complexation.6-7 

Formation enthalpies for the second 
and third complexes of Th 4 + with F- at 
a moderate ionic strength have not 
previously been reported. However, 
Baumann8 does list infinite-dilution val
ues calculated from van"t Hoff analyses 
of stability-constant measurements. 
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Data do exist in the literature for the 
formation enthalpy of ThF 1 + {&Hwi) at 
an ionic strength 0J) of 1 .OM (HCI04) 
and temperature (T) of 25°C. Choppin 
and Unrein9 measured values of 1.1. 2.3, 
and 3.0 kJ/mole by means of solvent 
extraction, potentiometry, and calorime-
try, respectively. The most recenl evalu
ation by Martell and Smith inexplicably 
gives a value of 15 kJ/mole for this 
enthalpy, but this value may well be a 
typographical error.10 

Theoretical considerations can provide 
some guidance as to what to expect ther-
modynamically from the formation of 
the first thorium-fluorine complex. A 
previously established correlation1 

between Coulomb potential energy and 
first-complex entropy (ASm) for metal-
fluoride complexes at u. = \M can be 
used to predict the formation entropy of 
ThF- ,+ from the ionic radius of Th 4 + . 
These systematics in conjunction with 
the free energy (AG 1 0 1) lead to a predic
tion of 1.4kJ/mole for Atf l 0 l. 

Experimental 
We prepared a 0.02M Th 4 + working 

solution from 99.99% pure reagent 
material (Spex Industries), acidified it 
to pH 1.1 with HC104, and adjusted it 
to u = 0.5/Vf with NaC104. The titrant 
was 0.1M NaF at pH 6.4 and u = 0.5/W 
(NaC104). We have presented else
where the details of reagent purifica
tion, assay, etc.,6-7 and all materials 
were of analytical reagent-grade quality 
or better. 

We previously published the descrip
tion and operation of the adiabatic 
Miration calorimeter used for these 
experiments.1 The initial volume of the 
titrated Th 4 + solution was 50 mL. and 
titrant was typically added in aliquots 
of 0.50 mL. We sampled the entire 
range of metal-fluoride speciation up to 
the point of ThF 4 precipitation in this 
study, and precipitation occurred at an 
average ligand number (n) of about 1.7 
in this system. 

In addition to Th 4 + + F titrations, 
we performed experiments in which flu

oride was titrated into p. = 0.5M. pH = 
1.4 HCIO4 to measure AH,,,, at this ionic 
strength. We accomplished heat-of-
dilution or blank runs by titrating 0.5A/ 
NaCI04 solution with fluoride. 

All calorimetry experiments were per
formed at 25.00 + 0.0003°C. 

Computations and Data 
Analysis 

At the low pH necessary to prevent 
Th 4 + hydrolysis, H + successfully com
petes with the metal for the added ligand. 
resulting in the formation of HF. The 
gross calorimeter heat at each titration 
point must therefore be apportioned 
between the metal complexation reac
tions, acid reactions, and the iieat-of-
dilution of the titrant into u blank, u. = 
0.5M solution. We subtracted a separate
ly determined dilution heat from the 
gross heat to give a net reaction heat, 
and, in order to discern the various reac
tion modes, we performed detailed .speci
ation calculations to provide knowledge 
of solution composition at each point of 
a titration. 

We computed general solution specia
tion by means of unweighted, nonlinear 
regression with a Basic-language program, 
CALSPEC, which has the Marquardt 
algorithm'' as its basis. Requiring input 
of initial solution compositions, volumes, 
and stability-constant data. CALSPEC 
outputs the change in the number of moles 
(A)!) of all reactants and products at each 
titration point. For the present study, all 
CALSPEC calculations used the literature 
data summarized in Table 1. Previous 
investigations of the thorium-fluorine 
system have shown that neither polynu-
clear species nor mixed acid-metal com
plexes require consideration under these 
experimental conditions.12 

We corrected calorimeter reaction 
heats for HF formation from the CAL
SPEC values of A«m 1 and a value of 
A//,>n = ( 12.38 ± 0.06) kJ/mole. We 
obtained the latter datum in separate 
calorimeter experiments in our laborato
ry, and it is the result of 21 independent 
measurements. It agrees well with 

existing literature data of 12.2 (Kef. 13) 
and l.3.0kJ/mole (Kef. 14) measured by 
temperature-coefficient methods in |i = 
0.5M NaC104 medium. 

We calculated the heal change due to 
metal-ligand reactions, i.e., A0 T h |.-. by 
subtracting the HF heat contribution 
from the net reaction heat. The equation 
necessary to compute thorium reaction 
enthalpies is then 

AC™- Ar/|„, • A/i„ (I) 

We obtained the change in moles of a 
thorium-fluorine complex from CAL
SPEC, and we calculated values of 
A//|0j from a multivariate fit to Eq. (1), 
using Wentworth's method l s of 
weighted (in A(?Th|. only), nonlinear 
least-squares. 

The analysis of these experiments 
required additional considerations asso
ciated with the measurement of very 
small empirical heats in the thorium-
fluoride system. Under the conditions 
reported here, a titration increment 
resulted in the generation of approxi
mately 40 mJ of total heal, correspond
ing to a temperature change (A7*) of 
about 100 to 200 jiK. This is very close 
to the calorimeter detection limit and 
only provided a signal:background ratio 
of about 1:4, where background refers 
to the heal-of-dilution measurements. 
The data, therefore, fall in the nonlinear-
response region of the calorimeter below 
200 mJ (Kef. I). Accordingly, we used 

Table 1. Stability constants used for the 
theoretical computation of general solution 
speciation.9 

Constant 

HFIogft,,, 
HF, log P,„, 
ThF'* log P„„ 
ThF;'log P,„, 
ThF; log p l ( 1, 
pK„ 

Value 

2.92 ±0.01 
3.51 ±0.02 
7.59 ± 0.04 

13.44 ±0.02 
17.9 ±0.1 

13.74 ±0.02 
;' From Ret. 1 tl. 
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the protonation reaction of tris(hydrox-
ymethyD-aminomethane (TRiS) as a 
primary calibration standard.1 and we 
likewise performed calorimeter titrations 
of TRIS with HC1 to generate 40 mJ of 
heat. We thus normalized the gross 
calorimeter heats of the thorium-fluoride 
runs to the standard value of TRIS Ar/„ = 
-47.44 ± 0.05 kJ/mole. l h 

We have given more specific detail on 
analysis techniques and error propaga
tion elsewhere.1-6 All errors reported in 
this article are one standard deviation 
and reflect only the uncertainties in the 
calorimeter temperature measurements. 
Uncertainties in the speciation calcula
tion input parameters have not been 
included. Consequently, the reported 
errors represent minimum values associ
ated with these experiments. 

Results and Discussion 
The thermodynamics of the thorium-

fluoride system at |J = 0.5M are summa
rized in Table 2. The enthalpy data are 
the results of 85 independent determina
tions from four calorimeter runs. We fit 
the calorimetry measurements to one-. 

two-, and three-complex reaction models 
by using the Wentworth method, and 
the three-complex model gave the best 
fit ixl = 2.2) (Ref. 17) to our exper
imental data. 

We thus measured the formation 
enthalpies of ThF, to be small and 
endothermic, consistent with the creation 
of inner-sphere complexes.18 The 
enthalpy values for the second and third 
complexes are the first to be reported at 
u. = 0.5M. The result for &HW] falls in 
the range reported by Choppin and 
Unrein9 and is in excellent agreement 
with the theoretical prediction of 
Hefter's systematics.-' The correlation 
calculation of ASmi predicts a value of 
150 J/moIeK, precisely the result report
ed in Table 2. 

Much of the bonding of simple metal 
ions with the fluoride anion is ade
quately described by simple electrostatic 
considerations,1 and we have recently con
firmed this finding in studies of lanthanide 
complexes.7 The results of the present 
investigation indicate that the thorium-
fluoride system is similarly characterized 
by predominantly ionic bonding. 
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Table 2. Thermodynamic parameters for the thorium-fluoride system at T = 25°C and u = 
0.5Af(NaClO4). 

-De,*"* DHm DSm 

Complex i (kj/mole) (kj/mole) (J/moleK) 

ThF3* 1 43.3 ±0.24 1.6 ±0.03 150 + 0.8 
ThF;* 2 76.7 ±0.12 4.3 ±0.07 270 + 0.5 
ThF* 3 102.0 ±0.64 7.8 ±0.9 370 ±4 

J The indices "10/"' refer to the number of atoms of metal, hydrogen, and ligand. respectively, in 
the complex. Thus. "101" indicates the reaction M + F <~ MF, "Oil" indicates H + F*~ HF. etc. 
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The interaction of melal ions with 
amine-N-polycarboxylic acids is of inter
est for a number of theoretical and practi
cal reasons. From a theoretical point of 
view, because these compounds are poly-
dentate in nature, they are capable of 
forming species with high coordination 
numbers, which are some of the most sta
ble metal complexes known.1 In addition, 
their relatively simple chemical structures 
allow facile synthesis of analogs to further 
elucidate the important factors in forming 
strong metal-ligand complexes. 

Since the amine-N-polycarboxylates 
form such extremely strong complexes, 
analytical procedures have been developed 
for many metal ions based on a complexo-
metric titration with these compounds. 
They also are used extensively as masking 
agents to bind metal ions that might inter
fere in other analytical procedures.2 

In nuclear chemistry and radiochem-
istry, ethylenedinitrilotetraacetic acid 
(EDTA) titrations are the method of 
choice for the quantitative titrimetric 
analysis of the tanthanide elements in 
solution. In addition, many decontami
nation procedures involve the use of 
EDTA solutions to complex and solubi-
lize metal contaminants. Experience 
with the disposal of radioactive wastes 
from laboratories has implicated EDTA 
as a dispersing agent in the migration of 
radionuclides from disposal sites.-'-4 

Amine-N-poiycarboxylate ligands are 
also used to model metal complexation 
by trace organics in natural waters to elu
cidate metal speciation with applications 
to transport studies.5 

Experimental 
All solutions were prepared from 

analytical-grade reagents without further 
purification. Thorium nitrate was used 

to prepare a 0.10M stock solution, and 
working solutions were made by dilu
tion. The ionic strength of the metal 
solution to be titrated was adjusted to 
0.10/W with KNOj and nitric acid 
(HNO-,). The HNO, adjusted the pH of 
these solutions to between 1.3 and 2.4 to 
ensure that no significant hydrolysis of 
the thorium(IV) occurred. 

The 0.15M amine-N-polycarboxylate 
titrant solutions were prepared from 
reagents of greater than 99% purity by 
dissolving the appropriate amount of 
compound in an approximately 1% stoi
chiometric excess of sodium hydroxide 
to remove all protons from the ligand. 
No solubility problems were encoun
tered. The pH of the resulting titrant 
solution was measured at the appropriate 
ionic strength. 

The highly sensitive LLNL titration 
calorimeter used to measure the heats of 
reaction in this study has been described 
previously.6 Typically, we made calori-
metric measurements at two different 
metal concentrations having different pH 
values and at two different titrant addi
tion volumes. We used an extrapolation 
procedure to obtain the blank correction 
because there was a mismatch in ionic 
strengths between the titrant solutions 
anda0.10MKNO,blank. The limiting 
data, after a number of additions, were 
extrapolated to zero added titrant to 
obtain a corrected blank. In the thorium 
solutions, the endothermic heat of dilu
tion caused by ionic-strength differences 
was not observed because the reaction of 
Th 4 + with Y"- results in only a small 
change in ionic strength. The resulting 
corrected heat measurements were 
combined with speciation calculations 
in a weighted regression procedure 
(described in a previous study)7 to fit the 
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data. Stability constants for the thorium 
complexes were taken from data in criti
cally reviewed literature.8 

Results 
Figure ! shows one of our typical 

calorimetric titrations with an amine-N-
polycarboxylic acid. Since the formation 
constants of the metal-ligand (ML) com
plexes are so large (>101 8), the titration 
reactions go essentially to completion. In 
the figure, the first additions represent the 
exothermic heats caused by the formation 
of the 1:1 complex with thorium, and a 
large subsequent increase in the exother
mic heat is observed when the ligand 
begins to protonate. A commensurate 
increase in the pH of the solution is 
observed, as expected with this process. 

We used four amine-N-polycarboxylic 
acids in this study. These compounds 
were EDTA, N-(2-hydroxyethyl)ethylene-
dinitrilo-N.N'.N'-triacetic acid (HEDTA), 
diethylenetrinitrilopentaacetic acid 
(DTPA). and nitrilotriacetic acid (NTA). 
HEDTA and EDTA are structurally identi
cal, except that one of the acetic-acid 
functional groups has been replaced by an 
ethanol group. HEDTA, EDTA, and 

DTPA provide three, four, and five car-
boxylate groups, respectively, for bonding 
to a metal cation, while NTA has three 
carboxylates attached to a single nitrogen. 
All of these ligands are polydentate and 
are capable of wrapping themselves 
around a metal ion to form extremely 
stable complexes. 

Table 1 contains a summary of our 
data for the systems studied. Enthalpy of 
complexation values were calculated 
from a fit to the equation 

fiium = Ancles ML 

xAW l o l (+£„,„,,,,MHLxAHm), (I) 

where the values of A,,,^., ML and MHL 
(protonated metal ligand) were calculated 
from literature values of stability con
stants by using a Newton-Raphson proce
dure for solving mass- and charge-balance 
relationships. From an examination of the 
titration results at two different pH values, 
it was evident that we had to consider an 
additional species, MHL, for EDTA and 
DTPA. The HEDTA titrations showed no 
pH dependence, indicating no MHL for
mation. Analysis of the NTA data is corn-

Figure 1. Titration 
of 50.0 mL of 
0.007MTh(IV), pH 
2.06, with 0.15/W 
HEDTA. pH 10.57. 
The solid circles 
represenl 0.25-J 
electrical calibration 
heats, and the open 
circles identify titra
tion reaction heats. 
The large increase in 
the titration heal at 
the tenth point is 
caused by ligand 
protonation after all 
of the thorium has 
been reacted. 

25.004 -

24.998 8000 
Time (s) 

plicated by the fact that the thorium-NTA 
complex is very similar in strength to the 
protonated species, which means that the 
A// values for the ligand protonation must 
be known with some certainty if the heat 
of complexation of thorium is to be 
extracted from the data. 

We attempted to measure the heat of 
complexation of thorium with ethylene-
dinitrilodiacetic acid (EDDA), an analog 
of EDTA with only one carboxylic acid 
group on each terminal nitrogen. The 
heats of reaction we observed were only 
those for the protonation reaction. This 
observation indicates that, at the low pH 
values required to prevent hydrolysis of 
Th 4 + , the H + in solution can effectively 
compete with Th 4 + for bonding sites on 
the EDDA anion. 

Our values of—11.5 and -11.9 kJ/mol 
for ArVmi and ArVm for EDTA are in rea
sonable agreement with the values of 
-12.9 and -12.6 reported previously by 
Doi, who used a batch titration proce
dure.9 Doi's procedure depended on a 
knowledge of the enthalpy of protonation 
of EDTA in order to correct for the heats 
of the protonation when an excess of 
EDTA was reacted with an acidic thori
um solution. Because our procedure 
involves an incremental titration, we 
were able to select only those points for 
analysis where no significant heats of 
protonation of the ligands were observed. 

Discussion 
The stability of thorium-amine-N-

polycarboxylate complexes is a result of 
the large entropy effect obtained when 
the primary hydration sphere of the 
metal ion is displaced by a single multi-
dentate ligand. Because ASgni represents 

Table 1. Thermodynamics of thorium-amine-N-polycarboxylate complexes.' 

(kj/mol) (kj/mol) Ligand «OfP„ 

NTA 12.4 
HEDTA 18.5 
EDTA 23.2 
DTPA 28.8 

-70.8 
-105.6 
-132.4 
-164.4 

+5.5 
-4.4 

-11.5 
-12.3 

ASj„ 
1/molK) log Pi., 

AG,,, 
(kj/mol) 

Aff m 

(kj/mol) (J/molK) 

256 
339 
406 25.2 -143.8 -11.9 442 
510 30.9 -176.4 -12.3 550 

" Values determined a! 25°C in 0. \M KNO,. 
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a stabilization gain resulting from the 
number of water molecules displaced 
from the hydration sphere by the coordi
nating ligand. plots of ASU > | and. there
fore, log P | 0 | , scale linearly with the 
number of strongly interacting coor
dination sites available on the ligand. 
Although relatively small in magnitude, 
the enthalpy values give a more detailed 
picture of the bonding process in these 
species. Figure 2 shows a plot of AHU)I 

vs the number of carboxylate coordina
tion sites for Th 4 + . with data for La-1+ 

shown for comparison. 1 0" Note that 
both cations show similar behavior, in 
that the curves are relatively linear for 
less than four carboxylate coordination 
sites (EDTA) and then appear to level off 
at five (DTPA). The lanthanides may 
even level off at three (HEDTA). which 
would be expected upon formation of the 
noncharged ML complex. 

It can be argued from molecular mod
els that, if all three nitrogen atoms in 
DTPA coordinate with the metal ion, 
the fifth carboxylate cannot coordinate 
strongly with the metal ion for geometric 
reasons. This limitation is not observed 
in the A5|oi correlation because the non-
bonding carboxylate may still be able to 
cause disruption of the cation hydration 
sphere, even though it is not strongly 
bonded to the metal ion. 

Another interesting feature of this plot 
is the anomalous behavior of NTA for 
both Th 4 + and La-1+. The AHm values 
observed for NTA may indicate that only 
two of the carboxyl groups coordinate 
with the metal cation. This is suggested 
in the plot by the proposed displacement 
of the NTA data to a carboxylate coordi
nation number of 2. 

As mentioned previously, the AW|0| 
value for the thorium-EDDA complex 
could not be measured in the strongly 
acidic solutions required in this study to 
prevent Th 4 + hydrolysis. Martell has 
estimated a log Pini for the thorium-
EDDA complex to be about I i .9 (Ref. 1). 
If we use a scaled value of 215 J/molK, 
obtained from a plot of A5 ) 0 I for the 
thorium-amine-N-polycarboxylate com
plexes vs carboxylate coordination num
ber and interpolate a value of+2.6 kJ/mol 
for A// 1 ( M from Fig. 2, we can estimate a 
log P|,„ of 10.8 for thorium-EDDA. 

Summary 
This work shows that the thermody

namic parameters obtained for the 
thorium-amine-N-polycarboxylate com
plexes follow the same entropy cor
relations previously observed for the 
lanthanides. In addition, a closer exami
nation of the enthalpy data gives a more 
detailed look at the bonding in the 
amine-N-polycarboxylate complexes. 
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DevdopMeHt of an Automated, Chromatographic 
Acftulrfe Sepwration System 
C.«. A, ft*—r Wf.lt A. •a*H>Mi H. L. Hail, P. C. VUHmm, —4 D. M. Ue 
\unFTCaiec Mranty uu^tfwtKjj •enM^ji I>M>I 

Figure 1. 
Automated control-
system diagram for 
ACCESS. 

We are interested in the chemical and 
nuclear properties of the heaviest ele
ments, particularly those formed by 
bombarding high-Z targets with light-to-
heavy ions in accelerators or cyclotrons. 
To study these short-lived isotopes, 
high-quality separations of the many 
reaction products must be performed on 
a time scale of the half-lives of the iso
tope of interest, usually several minutes 
or less. To facilitate this work, we have 
developed an automated,. iromatograph-
ic chemical element separator system 
(ACCESS), a computer-controlled sepa
ration system that consists of three parts: 
a sample injection system, a separation 
system, and a collector. After the sam
ple is injected, the activity is moved, 
using solvents, through a system of 
valves and finally onto a chromato
graphic column. Separated samples are 
then collected and prepared for radio
chemical analyses. 

ACCESS has been used in two experi
ments thus far to study the decay proper-
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lies of heavy actinides. In the first, 
chemically separated samples of 7.3-m 
2 4 6 Es and 4.7-m 2 4 7 Es were collected and 
analyzed by alpha- and x-ray pulse-
height spectra. In the second experi
ment, we used ACCESS to search for the 
presumably short-lived, missing isotope 
*>iBk by means of the 2 4 1 Am (a, 4n) 
reaction. 

Design Considerations 
We sought to construct a system 

that could perform high-quality separa
tions rapidly and reproducibly. To 
enhance the quality of th? separation, 
we planned to raise the temperature at 
which the separation would be per
formed. To increase the speed of the 
separations, we planned to pressurize 
the separation column and, to afford 
reproducible separations, automate 
the system. 

Another consideration was the poten
tial for the system to experience contin
ued exposure to the corrosive solvents 
used in the chemical procedures. This 
suggested the use of inert components 
throughout the system. The limited 
availability of chemically inert, low-
volume, precision pumps constrained us 
to a pressure of about 500 psi. Operation 
at this pressure permitted the selection of 
small-volume (0.3-mm-i.d.) Teflon tub
ing, fittings, and pneumatically actuated, 
chemically inert slider valves. 

Finally, we wanted the sy item to be as 
modular and flexible as possible to permit 
adaptation to many types of experiments. 
A variety of separation applications could 
be envisioned for ACCESS. For exam
ple, multiple columns could be used either 
in parallel or sequentially. 

Introduction of Radioactivity. 
Radioactivity is introduced in one of 
two ways. In the first configuration, 
ACCESS is coupled to a target chamber 

http://Wf.lt
file:///unFTCaiec
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at the Lawrence Berkeley Laboratory's 
88-in. cyclotron via a KC1 aerosol-
helium-jel transport system. The recoil
ing products from heavy-ion reactions 
attach to the KG aerosols, which are 
transported to the chemistry area by heli
um gas. The aerosols are deposited on a 
coarse filter-paper frit in a pneumatically 
actuated valve. After a suitable time, 
solvent is pumped through the frit to dis
solve the activity and move it onto the 
column. This method of trapping the 
KC1 ae: jsols is inexpensive and makes 
changing the collection filter easy. 
Several other frit materials (i.e., ceramic 
foam, filter cloth, fritted glass, and glass 
wool) were examined. However, they 
tended to decrease the helium-jet How 
rate and reduce the aerosol collection 
efficiency. Also, their useful lifetimes 
were too short for continuous use. 

The second way of introducing 
radioactivity is by the direct-injection 
configuration. It is essentially the same 
as the first method except that the activi
ty is introduced via an injection loop 
rather than from the filter-paper frit. 
Because this off-line configuration 
maker the system flexible, ACCESS can 
also be used as a routine laboratory ion-
chromatography system. 

Separation. We use well-established 
liquid-chromatographic techniques such 
as cation exchange and revtrse-phase-
extraction chromatography to achieve 
the desired separation.1-2 3oth these 
techniques are widely useu in studies of 
the transplutonium elements. 

We construct our separation columns 
from precision-bore glass tubing and 
chemically inert column end fittings. 
This permits us to vary the column 
length and optimize the separation. A 
typical column resulted in a free-column 
volume (FCV) of 14 drops (13 uL/drop). 

Initially, we used a low-volume preci
sion pump. However, it took several 
minutes for the pump to reach operating 
pressure (400 psi). Also, the volume 
necessary (-8 mL) to change solutions in 
the pump head was significant in com
parison with the desired total elution vol
ume (<2 mL). To circumvent these 

constraints, we have installed a second 
column and pump to maintain the neces
sary back pressure and to reduce the 
system's dead volume. 

Elevated temperatures permit more 
favorable exchange kinetics between the 
resin functional groups and the activity,3 

thereby improving the quality of separa
tion. Therefore, we constructed an alu
minum heater block for the analytical 
column: the block affords uniform and 
reproducible heating of the column during 
the elulions and is covered with ceramic 
paper to insulate it from changes in ambi
ent temperature that may occur during 
continuous use. Changes in column tem
perature would alter the separation equilib
rium and could alter the elution position 
and volume of the desired element. 

Collection. The volume of eluenl con
taining a separated element varies from 
element to element. We chose a fraction 
collector that can independently vary the 
volume of each fraction it collects. Also, 
we designed small hot plates to be insert
ed in the fraction-collector rack in place 
of tubes. This feature allows fractions 
to be collected on heated metal foils 
and evaporated as they are collected. 
These two features allow us to collect 
minimum-volume fractions and to start 
evaporating them immediately after 
separation. 

The downstream end of the analytical 
column tubing is attached to 0.3-mm-i.d. 
Teflon tubing, which was cut at a 45-
degree angle. This reduced the drop vol
ume by nearly a factor of 2. 

Recycling the system requires recondi
tioning the column between elutions. 
This was achieved by using a third pump 
in conjunction with a selector valve able 
to draw from six reservoirs. 

Automation. To control ACCESS, we 
programmed the process control routines 
on an IBM PC using Basic. To interface 
the computer to ACCESS, we selected a 
multifunction input-output (l-O) board. 
With the digital outputs, we controlled 
the pumps and the slider valves used to 
direct the flow of solution through the 
system. The fraction collector was 
also controlled by the PC through an 

RS-232C serial interface (Fig. 1). The 
software controlled the conditioning of 
the column before each separation and 
during all steps of the separation. We 
designed the software to be as modular 
and as flexible as the chromatographic 
components. 

Experimental Results 
Our initial work focused on ihe separa

tion of several lanthanides and involved 
cation-exchange separation using alpha 
hydroxyisobutyric acid (alpha-HIB) as 
the eluent.•,'4 The lanthanides and 
actinides share similar electronic config
urations, oxidation states, and ionic radii. 
Similar elution behavior is a conse
quence of these similarities under these 
chromatographic conditions. Thus, we 
were able to study the longer-lived, more 
readily available lanthanides as models 
for the actinides we wish to study. 

Using the lanthanides m T m , i«Eu. 
and "''""Ho, we observed separation fac
tors that were consistent with previous 
work, although our resolution was 
improved by using smaller drops ( '3 p.L 
vs 45 U.L).-1'4 The rapid separation time 
permits repeated separations, which 
reduce mc errors obtained. We found it 
useful to assemble a data base of 'he 
tracer-elution results. We wrote a com
puter program that uses this information 
to predict the separation factors f jr the 
lanthanides and actinides r luted with 
alpha-HIB as a •unction o r pH. 

ACCESS has been used in two experi
ments. The first was a collaboration 
with a group at Tokyo Metropolitan 
University. With them, we studied 2 4 f , Es 
and 2 4 7 Es using a 2 4 < )Cf target bombarded 
with protons from the LBL 88-in. 
cyclotron. Samples were collected in 
1.1-mL vials directly from the helium 
jet. The activity was dissolved in 200 uL 
of 0.5M alpha-HIB (pH -2 , not adjusted) 
and directly injected into ACCESS using 
the injection loop. A schematic diagram 
of the system used is shown in Tig 2. 

The column consisted of Hamilton 
cation exchange resin, AG-50W X-I2 
(size range 10 to 15 mm) packed in a 
2- x 100-mm glass column. The column 
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was operated at 400 psi and 90°C for 
20 hours. The nominal flow rate under 
these conditions was 17 mL/min/cm2. 
Before each elution. the column was 
regenerated by flushing for 2 min (about 
5 FCVs) with pH 4.20. \M alpha-HIB to 
strip off any residual activity. 1M NH4C1 
was pushed through for 2 min to ensure 
that the resin was fully aminated before 
the next elution. Steam-distilled water 
was flushed through the column for 
3 min to remove any unexchanged 
NH4C1. and 0.05M alpha-HIB was 
passed through the column until the sam
ple was injected. After elution, the frac
tion containing the einsteinium was 
removed from ACCESS, evaporated to 
dryness, and flamed. The entire process 
was repeated every 20 min. This repeti
tion rate was determined to be optimum, 
based on the half-lives and the time 
required to convert the separated ein
steinium fraction to a form suitable for 
alpha counting. The repetition time 
could have been shortened to about 
4 min in the single-column configuration 
with minimal degradation of radiochemi
cal purity, but evaporation of the ein
steinium fraction for alpha counting was 
the rate-limiting step, not the separation. 

Figure 2. 
Schematic diagram 
of ACCESS in the 
direct-injection con
figuration. 

We have also used ACCESS to study 
the light berkelium isotopes produced in 
the 2 4 1 Am (a, .in) reaction, but particu
larly to search for the missing isotope 
2 4 l Bk. The recoiling products were 
swept from the reaction chamber to a 
collection site via a KCl/helium-jet 
aerosol and collected in 1.1 -mL vials. 
After a 10-min period, the activity was 
dissolved in concentrated nitric acid sat
urated with sodium bromate, which oxi
dizes the berkelium from the +3 to the 
+4 oxidation state. This solution was 
injected directly into ACCESS. The col
umn consisted of bis(2-ethylhexyl) 

. orthophosphoric acid (HDEHP)2 sorbed 
on an inert support (Absorbosphere 
C-18) packed in a 0.5- x 40-mm Teflon 
column. Will) high concentrations of 
nitric acid (>lAf), all the trivalent 
actinides will be eluled, while the Bk + 4 is 
strongly bound to the column. Two-
molar nitric acid was then passed 
through the column at 400 psi, with a 
nominal flow rate of 4.5 mL/min/cm2. 
Eight 1-min fractions were collected fol
lowing the injection. Presumably, 
2 4 1 Bk*4 decays by electron capture to 
2 4 l C m + ' (32.8 d), which is no longer 
bound to the column under these condi

tions. Therefore, a plot of 2 4 l Cm activity 
against e'ulion time would yield the par
ent 2 4 l Bk half-life. The results from this 
experiment are encouraging but as yet 
are inconclusive as to the identification 
of 2 4 l Bk. 

Conclusions 
Our automated chromatographic sepa

ration system's modular assembly 
affords maximum flexibility in experi
mental desig-. The separation of 
transplutonium elements can be achieved 
in as little as one or two minutes or can 
be varied to meet the specific needs of an 
experiment. The separations are highly 
reproducible (within 2%) and can be 
done in rapid succession. The system 
can be recycled in about 10 min. 
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Monovalent Lawrenrium is Unlikely 
«. W. Lmwjmd, K. J. Mwdy, It. J. Dwfw, J. F. MM, aad E. K. Hulet 

Extrapolation of the Periodic Table 
properties shows a valence electronic 
configuration for lawrencium of 6d7s2 

with a filled 5f core. However, estimates 
and calculations that include relativistic 
electron velocities1-2 predict that the 
ground-state electronic configuration of 
lawrencium is 7s 2 7p l f i . These calcula
tions show a stabilization of the 7s and 
7p]/T electron orbitals relative to the 6d 
and an increased radius for the 5f core 
due to relativistic effects. The ground-
state electronic configuration could be 
directly measured by a Stern-Gerlach 
experiment as proposed by Hulet-' or 
inferred from measurements of the phys
ical properties of atomic lawrencium. 
One experiment, based on the volatility 
of atomic lawrencium, showed no evi
dence for a 7s27p ground state but did 
not exclude it eithoi.-* 

The chemical properties of lawrenci
um ions cannot be used to determine the 
ground-state electronic configuration, 
but they do provide information on the 
ionization energies of the valence elec
trons. The most stable oxidation state of 
lawrencium was shown by Silva et al.5 

in 1970 to be 3+ in aqueous solutions, as 
expected. It may be possible to reduce 
lawrencium to the 1+ oxidation state if 
the 7s electrons are sufficiently stabilized 
to act as an "inert pair." analogous to 
unipositive thallium. The inert-pair 
effect observed in thallium, lead, and bis-
'iiuth is attributed to relativistic effects6 

that are enhanced for the 6s vs 5s elec
trons. We would expect Lr* to possess 
chemical properties that are similar to 
the chemically analogous alkali metals, 
thallium, and silver. 

A limit of <-0.4 i V for the reduction 
potential of Lr 3 + to Lr+ in aqueous solu
tion was recently reported.7 These exper
iments used the nuclide 2 6 0 Lr (; 1 / 2 = 3 m). 
We report here measurements obtained 
using the new. longer-lived lawrencium 
isotope, -^LrUi/i = 216 m).8 The 

longer half-life of 2 6 2 Lr permitted the 
use of chemical techniques requiring 
more time. 

We chose to use the Sm 2 + —» Snv !+ + er 
reaction couple for the reduction attempt 
because of its high potential (1.55 V). We 
coprecipitated (cocrystallized) a 1 + frac
tion using sodium telraphenylborate or 
chloroplatinic acid with rubidium carrier. 
The 2 + and 3+ actinides do not precipitate 
with these precipitating agents: thus, they 
can be physically separated from the 1 + 

ions by centrifugation or filtration. 
Sodium tetraphenylborate is particularly 
desirable for precipitating the 1 + ions 
because the alkali metals, thallium and sil
ver, are quantitatively precipitated as the 
tetraphenylborates and because the 
tetraphenylborate does not rapidly oxidize 
Sm 2 +, in contrast to the chloropiatinate. 

Experimental 
We bombarded a target containing 

8.4 x I0 1 6 atoms/cm2 2 5 4 Es with 127-MeV 
2 2 Ne ions at the Lawrence Berkeley 
Laboratory's 88-in. cyclotron and col
lected the recoil products on 3.5-mg/cm2 

molybdenum foils. Three bombardments, 
ranging in length from 4 to 8 hours, were 
made. At the end of each bombardment, 
lawrencium was chemically purified, as 
described elsewhere in this report.9 

except that we omitted steps designed 
only to purify lawrencium from gamma-
and beta-emitting isotopes. 

The purified lawrencium fraction was 
transferred to an inert-atmosphere glove 
box after the sample was fumed with 
perchloric acid to destroy any organic 
residues and was then evaporated to dry
ness with hydrochloric acid under helium 
flow. All solutions used in the subse
quent reduction tests were prepared from 
either ethanol or hydrochloric acid and 
water that had been refluxed under an 
argon atmosphere. The lawrencium sam 
pie was then dissolved in a small amount 
of 0.1 N HCI, and a 25% assay sample 
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was removed for direct counting to 
establish the lawrencium chemical yield. 
We added 2 mg of rubidium carrier to the 
aqueous lawrencium fraction before 
transferring the resultant solution to a 
glass cone containing 25 to 50 mg of 
anhydrous samarium dichloride. Ethanol 
was used to rinse any lawrencium 
remaining in the glass planchet to the 
cone. The final solution contained 
0.085 mL of 0.09 rV HCI and 1.25 mL of 
ethanol. The reddish purple of the dis
solved samarium dichloride was used to 
indicate the presence of excess reductant. 

The mixture was then vigorously 
stirred for 30 to 60 s. or until the reddish 
samarium color appeared to have 
decreased to about half its original inten
sity. At this point, a precipitating agent 
for 1* ions was added to the mixture. 
We used sodium tetraphenylborate in 
two experiments and chloroplatinic acid 
in one. The solution was quickly cen-
trifuged and the supemate removed. The 
deep reddish-purple color of the 2* 
samarium was still present after cen-
trifuging when the tetraphenylborate was 
used but not when we used chloropla
tinic acid. This resulted from the reduc
tion of the chloroplatinate ion to PtCl4 

and platinum metal by Sm-*. 
We then determined the amount of 

lawrencium that coprecipilated with the 
rubidium carrier by dissolving and oxi
dizing the precipitate using nitric and 
hydrochloric acids. A small amount of 
- 4 gCf tracer (10 dpm) w as added as a 
chemical-yield tracer for lawrencium. 
We then performed cation-exchange 
chromatography using hydrochloric acid 
solutions and X0'/f ethanol-20rv water 
saturated with 1ICI as eluanls to separate 
lawrcncium from the rubidium carrier 
and residue samarium that had been 
trapped in the precipitate. Tnvalent 
lawrencium eluie* Inmi this column with 

californium, but on its forward edge. 
Samples were evaporated on platinum 
disks and counted for alpha energy and 
fission events using surface-barrier 
detectors. The chemical yield was deter
mined from --WO' alpha events and the 
lawrencium content from fission events. 

Results and Discission 
We observed one fission event from 

the experiment in which the 1* ions were 
precipitated with chloroplalinic acid. We 
expected to observe a total of 19 events 
from all experiments if the lawrencium 
was 1000} reduced to the I+ state. 
Because we expected a few percent of 
the supcrnalt io be trapped in the precip
itate or simply not transferred out of the 
cone containing the precipitate, it is like
ly that the observed fission arose from a 
Lr1* ion rather than a Lr+ ion. For this 
reason, we chose to calculate an upper 
limit for the reduction potential of the 
L r u —> Lr* couple based on five events, 
the 95% confidence limit for the obser
vation of one event. The Nernst equa
tion E - E" - [RTtitFtfiiK gives the 
relationship between the standard elec
trochemical potential and the equilibrium 
coefficient for a reaction couple. For the 
reaction 

Lr- U + 2Sm?* = Lr* + 2Sm , + . 

we can derive the expression /:'" (Lr1* —> 
Lr*) = £" ( S m u -> Sm-*) + 0.0127/n/f. 
where K = (Lr+MSm^l-ALr-'+KSm-*)-, 
assuming that the ratio of the activity 
coefficients is unity. From our visual 
observation of the color change, we esti
mated that the Sin'* and Sm-* concentra
tions were about equal. Then, using five 
L r atoms as the 95'r confidence le\cl 
for the upper limit and 14 l . r u atoms, we 
calculated an upper limit for the reduc
tion potential of lawrencium ol -1.56 V. 

Fven if we were a factor of 10 low or high 
in our visual estimates of the samarium-
ion concentrations, the upper limit would 
change by only ±0.06 V. respectively. 
We conclude that it is unlik;ly that Lr* 
can exist in aqueous solutions. 
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Neutron Emission as a Function of Fragment Energy in 
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In nuclear fission, the total energy 
released, known as the g-value for fis
sion, is determined by the mass differ
ence between the fissioning species and 
the fragments. A large part ofth's total 
energy is given up as kinetic energy of 
the fragments (total kinetic energy, 
TKE). The remainder exists in the form 
of excitation energy of the fragment and 
is dissipated mostly with the emission of 
gamma rays and the evaporation of 
prompt neutrons. 

The number of prompt neutrons emit
ted in a fission event is directly related to 
the excitation energy of the fragments. 
The fragments at scission are deformed to 
some degree; following scission, the 
potential energy of deformation is rapidly 
converted to internal excitation energy. 
The closer the TKE of a fission event is 
to the fission Q-value. the lower is the 
amount of energy available for fragment 
excitation. The spontaneous fission 
(SFl of 2«>Md offers the first good test 
of this relationship in the regime of low-
fragment excitation energies. 

The SF of 2«»Md is markedly 
bimodal.1 with about two-thirds of the 
fissions having TKEs in a distribution 
that peaks at 235 MeV. while the remain
der peak at lower TKEs (see Fig. 1). The 
low -TKE fissions are expected ;o arise 
from elongated scission shapes in which 
the fragments are highly deformed. The 
high-TKE fissions are expected to arise 
from more compact scission shapes in 
which the fragments are nearh spherical. 

Because of this compact scission 
shape, the Coulomb repulsion between 
the fission fragments is greater, which 
results in a higher TKE. There is less 
fragment deformation energy at scission 
and. hence, less excitation energy avail
able for the emission of neutrons and 
gamma rays. Consequently, a measure

ment of the number of neutrons emitted 
at the time of fission should show an 
inverse relationship with fragment 
kinetic energy. 

Experimental 
Because 2 6 < lMd provides a major pro

portion of high-energy fission events in 
which the fragment excitation energy 
should be low, we wanted to determine if 
this manifested itself in a substantially 
lower neutron-emission rate. In 1986, 
we sent a sample of 2 H I Md to Philipps 
Universitat, Marburg, FRG, for counting 
in their neutron counter.- For various 
reasons, the measurement was unsatis
factory, and we wanted to repeal it. 

This year we produced a second sam
ple of about 3000 atoms of 2('»Md from 
the bombardment of 2 5 4 Es with "Ne 
ions. After extensive chemical purifica
tion, we electroplated the mendelevium 
on a thin (25- to 30-u.g/cm2) polyimide 

Figure 1. The TKE 
distribution for the 
SF of »"Md obtained 
from this experiment 
The two Gaussian 
curves represent the 
low- and high-TKE 
regions of bimodal 
fission- the high-
TKE region conlains 
approximately 63% 
ol'thcevcnls. 
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Figure 3. Partial 
neutron-multiplicity 
disuibutions from 
the SF ofM"Md. 
The blue histogram 
(triangular data 
points) is derived 
from fission events 
in the upper 63% of 
the TKE distribution, 
while the black his
togram (square data 
points) is obtained 
from fission events 
in the lower 379t of 
the kinetic-energy 
distribution. 

Figure 2. The total 
neutron-multiplicity 
distribution from the 
SF of w>Md. correct
ed for background, 
dead time, and 
counter efficiency. 
The average multi
plicity is 2.58 + 0.05 
neutrons per fission. 
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Figure 4. A plot 
of neutron multiplic
ity. V. vs<?-TKE 
(fragment-excitation 
energy) for the SFof 
-w,Md shows the lin
ear relationship 
between available 
fragment-excitation 
energy and neutron 
emission. 
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film and sent it to Marburg for the 
neutron-multiplicity measurement. This 
sample was counted for about three 
months without mishap. We made back
ground, dead time, and counter-efficiency 
corrections to the observed neutron-
multiplicity distribution from 1211 fis
sion events, according to the method 
outlined by Spencer et aJ.-1 We used a 
standard of 2 5 2Cf, mounted in a manner 
identical to that of the mendelevium 
sample, to calibrate the response of 
surface-barrier detectors to the fission-
fragment energy and to determine the 
efficiency of the neutron counter. 

Results and Discussion 
The corrected (true) neutron-multiplicity 

distribution is shown in Fig. 2. We 
found the average multiplicity to be 
2.58 ± 0.05 neutrons per fission. This 
number is more than one neutron per 
fission lower than that of other nuclides 
in the heavy-actinide region for which 
neutron measurements have been made. 
More than 25% of the SF events from 
2 6 l l Md emit fewer than two neutrons 
while, in comparison, only about 3% of 
fissions from 2 5 2 Cf emit fewer than two 
neutrons. The distribution variance, 
2.58 ± 0.11, is considerably higher than 
that of 2 5 2 Cf (1.62). This is a result of 
the sum of the breadths of the individual 
distributions from the two modes of fis
sion from 2 6 0 Md. 

The bimodal nature of the SF of 
2 6 ( , Md is amply demonstrated by the 
data in Fig. 3, which shows two partial 
neutron-multiplicity distributions. The 
blue histogram fitted to the triangular 
data points was obtained from SF events 
with TKE values in the upper 63% of 
the energy distribution, with an average 
TKE of 235 MeV. This distribution has 
a low average multiplicity of 1.80 ± 0.05 
neutrons per fission. This indicates that 
there cannot be much fragment excita
tion energy and strongly suggests that 
the fragments at scission must be nearly 
spherical. The black histogram that fits 
the square data points represents the 
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remainder of the TKE values, which 
have an average TKE of 195 MeV and 
an average multiplicity of 3.91 ± 0.09 
neutrons per fission. This latter distribu
tion is more typical of the heavier 
actinides that undergo "conventional" 
unimodal SF. such as --"Cf (v = 3.773) 
(Ref. 3), and indicates the presence 
of considerably more fragment-
deformation energy from an elongated 
scission shape. 

The fragment-excitation energy for fis
sion can be estimated by calculating the 
(5-value for a given distribution of frag
ment masses and subtracting from it ihe 
measured average TKE for events with 
the same mass distribution. We calculat
ed Q values and determined the average 
TKE for several ranges of TKE in the SF 
of -ft"Md and plotted 0-TKE against the 
average number of neutrons emitted by 

The predicted spontaneous-fission 
(SF1 half-lives and total kinetic-energy 
(TKE) distributions of the neutron-rich 
heavy actinide nuclides are extremely 
sensitive to calculations of the potential-
eneTgy surface and inertial mass. Recent 
theoretical calculations' -3 allow two 
or more fission paths in the potential-
energy surface leading to bimodal 
fission4 (both high and low TKE sym
metric fission from the decay of the same 
isotope) but fail to explain the observa
tion of nearly equal branching ratios for 
the fission paths. Further, SF half-lives 
calculated from these new paths in the 
potential-energy surface are inconsistent 
with the newer measured half-lives. Our 

fissions in each energy range (see Fig. 4). 
Higher values of (7-TKE result from the 
lower-TKE fission events and indicate 
fragments with higher excitation energies 
that emit more neutrons per fission. The 
direct linear relationship between excita
tion energy and neutron multiplicity is 
quite evident in Fig. 4; the line was 
force-fitted through the origin and has a 
slope corresponding to about 12 MeV 
per neutron emitted. 

Conclusion 
We have shown that the lower average 

neutron multiplicity from the SF of 
2 6 l lMd indeed results from the lower 
average excitation energy of the frag
ments because the high TKE fissions 
have nearly spherical fragments. We 
have extended the relationship between 
excitation energy and the number of neu-

aim, in measuring the fission properties 
of the heavy, neutron-rich isotopes, is to 
confront theory with additional experi
mental information in the hope that the 
physics of the fission process will even
tually be clarified. 

From experiments conducted in 1985 
and 1987, we discovered two long-lived 
isotopes of lawrencium, 2 6 l L r and 2 6 2 Lr. 
with half-lives of 39 and 216 m, respec
tively.5 The SF activities we observed 
did not necessarily arise from the 
lawrencium isotopes but could have 
come from ihe decay of -hlNo or 2 , ,-No 
formed by electron capture (EC) from 
the longer-lived lawrencium parents. 
Q-value predictions for the EC decay of 

irons emitted to a much lower range of 
excitation energies than previous experi
ments had revealed. 
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2 f , 2Lr are about 2 MeV. making EC decay 
of the 216-m 2 < , 2Lr a strong possibility. 
In the experiments reported here, our 
goals were to determine if 2 6 2 Lr decayed 
by EC and to measure the half-life and 
SF decay properties of it or its daughter. 
2 h 2 No. by measuring the time intervals 
between nobelium K x rays and subse-

1 2 3 4 5 6 7 
Logarithm of photon-fission 

time interval (us) 

Figure 1. The logarithmic distribution of 
time intervals belween Ihe last photon with 
nobelium K x-ray energies preceding a spon
taneous fission event. The smooth curves are 
exponenlial tits to the measured data shown 
by the histogram. 

Figure 2. 
precedim 

120 130 140 
Photon energy (keV) 

The energy spectrum lor photons 
fisiion by 50 ms. 

quent SF events in samples of chemically 
purified lawrencium. 

Experimental 
We bombarded a target containing 

1.4 x I0 1 7 atoms/cm2 of 2 5 4 Es with 
127-MeV 2 2 Ne ions at the Lawrence 
Berkeley Laboratory's 88-in. cyclotron 
and collected the recoil products on 
molybdenum foils. We performed a 
series of bombardments ranging in 
length from 1.5 to 9 hours. At the end of 
each bombardment, we dissolved the foil 
with HNO, and HCI in the presence of 
the rare earth tracers l 7 l Tm and """"Ho 
and passed the resultant solution through 
a Dowex I x 8 anion exchange column 
to remove the molybdenum and unwanted 
reaction products. 

To remove interfering gamma-ray 
activities, we then performed a cation-
exchange chromatographic separation of 
the actinides from the lanthanides using a 
mixture of ethauol and water saturated 
with HCI. 

We separated lawrencium from inter
fering actinides using solutions of 
ammonium a-hydroxyisobutyrate to 
elute the trivalent aclinides from cation-
exchange resin.6-' Actinides and holmi-
um and thulium tracers were eluted from 
the column through a 0.8-mm-i.d. Teflon 
capillary tube that was placed directly 
against the face of an intrinsic germani
um detector. Because lawrencium elutes 
between thulium and holmium, we were 
able to reliably ci'dect a single lawrenci
um fraction by starting the collection as 
the thulium activity decreased, as detect
ed by the germanium detector. We 
stopped the collection at the first indica
tion of holmium activity. Mendelevium 
elules at almost exactly the same posi
tion as holmium and, hence, is efficiently 
separated from lawrencium by this pro
cedure. We evaporated Ihe lawrencium 
fraction to dryness with additional 
"''""Ho tracer and then performed a sec
ond separation of lawrencium from triva-
lenl actinides. as above. 

We prepared the counting sample by 
electroplating the lawrencium onto 
27-u.g/cm2 polyimide films that were 
overplated with 25 |ig/cm2 of gold. The 

chemically purified lawrencium fraction 
was first evaporated to dryness, fumed 
with perchloric acid to destroy organic 
residues, and then transferred to an elec
troplating cell using dilute HNOj and 
isopropyl alcohol. 

We measured the energies of fission 
fragmenls and of photons in the nobcli-
um K x-ray region using surface-barrier 
and intrinsic germanium detectors in a 
specially built, high-geometry counting 
chamber.1* The energies of SF events 
and photons and the lime intervals 
belween Ihe five preceding photons were 
recorded in list mode using computer-
operated measurement and control 
(CAMAC) modules interfaced to an 
LSI-11/73 computer. 

Results and Discussion 
The mean lifetime of 2 f , 2No and confir

mation of 2 l , 2Lr EC decay to 2 6 2 No are 
derived from the distribution of logarith
mic time intervals between photons hav
ing nobelium K x rays and fission events 
as shown in Fig. I. Two distributions, 
which follow Poisson statistics, are 
resolved in the figure. The larger peak, 
with a mean lifetime of 1480 ms. results 
from background photons preceding a fis
sion evenl. We attribute the smaller peak. 
with a mean lifetime of 6 ms. to nobelium 
K x rays from ihe EC decay of 2 h 2 Lr and 
some tailing from background events. A 
similar plot with all photons in lhe 118- to 
150-keV region has a background peak 
v. ith a mean lifetime of 883 ms and a 
smaller peak with a mean lifetime of 
11 ms. From these distributions of t me 
intervals, we calculate a weighted a\ enige 
of 5 ms for the half-life of 2<>2No. 

Considering the efficiency of the ger
manium detectors (34r/() and the Iraction 
ol" K x rays per EC decay, we expected to 
observe only one nobclium K x ray pre
ceding every four fissions. However, we 
observed only about (i5'/i of the nobcli
um K x rays that we expected. Because 
the decay scheme of 2 6 2 Lr is unknown, 
it is quite possible that the missing 
K x rays can be accounted for by sum
ming of Ihe K x rays with gamma-ray 
transitions or L x rays arising from inter
nal conversion in the 2 , , 2Lr decay scheme. 
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This is especially probable because of 
the large counting efficiency of the ger
manium detectors and because - , , : : Lr is 
likely to have a 3 + ground slate that 
would decay to excited levels in : , , : : N o . 

The energy distribution of photons in 
the 118- to 150-keV window for those 
events that are within 50 ms of a fission 
event is shown in Fig. 2. The distribution 
is about that expected for u nobelium K 
x-ray distribution, plus some background, 
except that the ratio of Koc2:Kal events is 
about three limes loo high. We attribute 
the excess events in the 120-keV peak to a 
gamma ray in the 2 6 - N o decay scheme. 

The fission-fragment mass and TKE 
distributions are shown in Fig. 3. The 
mass distribution is sharply symmetric 
(FWHM =12 amu). but the TKE distri
bution is asymmetric, peaking at 
237 MeV. with a lower-energy compo
nent near 200 MeV. This distribution is 
similar to that of other nuclides in which 
we have observed bimodal fission. The 
fraction of high-energy symmetric fis
sion in 2 f , -No is greater than in --^No. the 
other nobelium isotope for which we 
have made TKE measurements. This is 
consistent with our measurements of 
the fission properties of fermium and 
mendelevium isotopes, which show the 
fraction of the high-energy component 
increasing with neutron number. 

Summary 
The presence of (wo almost equally 

populated fission paths in the neutron-rich 
fermium. mendelevium. and nobelium iso
topes does not have a satisfactory explana
tion. Calculations by Moller et al. 1 

indicate a lower inenial-niass path for very 
heavy nuclides as they approach : M F m . 
which can fission into two doubly magic 
"-Sn nuclei. This low inertial-mass path 
for compact shapes produces much shorter 
hall-lives than previously estimated. 
Moller explains the experimental observa
tion of bimodal fission h\ ,i sw nchback 
path (also predicted h\ Brosa el al. i- in 
•Ahich the nucleus initially follows the 
new. lower-inertia path but then u»i go 
either into the new \;ille\ ihigh energy 
symmetric fission) or the old xallev (low 

energy symmetric fission). However, this 
model does not predict the observation 
of nearly equal branching ratios for the 
two paths we find in so many isotopes. 
Moller's calculated SF half-life1' for - , ( , 2No 
is I 0 1 ' less for the lower inertia path vs the 
old path and is 10- shorter than our mea
sured value. The half-life of an even-even 
nuclide like - 6 -No is one of the simplest to 
estimate, yet recent calculations from the 
• me a u t h o r 1 1 0 vary by a range of 10'. 
even the trend of estimated half-lives with 
neutron number for the even-even nobeli
um isotopes is incorrect. Moller overesti
mates the SF half-life of -• , hNo by several 
orders of magnitude; he is very close at 
- w l N o . and he underestimates the 2 ( , -No 
half-life. Although theory now provides 
qualitative explanations for bimodal fis
sion, accurate quantitative predictions for 
both half-lives and fission paths are still 
not obtainable. Finally, we do not observe 
the predicted trend of increasing stability 
against SF upon approaching the 162 neu
tron subshell . 1 1 - 1 3 This may be owing in 
part to the high energy fission path 
observed in bimodal fission. 
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Figure I. Half-lives 
predicted from mass 
tables and SF sys
tematica for the 
decay chains origi
nating from -'''|l()5] 
and-''J[105|. The 
SF esiimales arc 
quite unceruiin. 
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Decay properties of nuclides with neu
tron numbers greater than 257 are pivotal 
in determining future trends in the stabil
ity of nuclei beyond the upper bounds of 
the nuclide charts. Theoretical estimates, 
as we are discovering, offer neither the 
accuracy nor the trends needed to pro
vide confidence in their reliability. 
Without accurate estimates of these 
nuclear properties, our attempts to bridge 
this unknown sea of nuclides in order to 
reach islands of expected stability at the 
superheavy elements or at a strong 162-
neutron subshell have failed. These fail • 
ures can be attributed mainly to the long 
extrapolations of the decay properties of 
the known nuclides in order to estimate 
those in these islands. For the moment, 
it seems that only isotope-by-isotope 
experimental steps upward might tell us 
where nuclear stability ends and if super
heavy elements are a possibility. As part 
of this quest, we have undertaken studies 
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aimed at determining the decay modes 
and half-lives of nuclides just beyond the 
outer border of the known ones, includ
ing two unknown isotopes of element 
105,2«| 105] and 2 M ] 105], which we 
discuss here. 

Experiment and Results 
Figure I shows our most recent esti

mates of the partial half-lives for each of 
the possible decay paths. Those for the 
alpha and beta decay modes were 
derived from a set of mass predictions 
and level schemes described by Moody 
elsewhere in this report.1 The estimates 
for spontaneous fission (SF) half-lives 
were made from extrapolations of sys
tematic trends. Our first experiments to 
detect 2 6 3 [ 105], made in 1984, were 
based on the expectation that alpha 
decay would be the dominant decay path. 
In those experiments, we bombarded 
"4Es with 98.5-MeV " O ions to pro
duce 2 6 3[105] by an incomplete fusion 
reaction and searched for a mother-
daughter sequence of alpha decays.2 

Within 3a limits (95% confidence level), 
such a sequence was not observed in the 
half-life range of two seconds to tens of 
minutes, provided that the formation 
cross section was greater than 5 nb. This 
cross section is well below the 15 to 
2(1 nh we would expeel from (a.3n) 
emission reactions (25 to 30 nb for heavy 
nobclium and lawrencium isotopes). 

Still believing thai alpha emission 
would lie the main decay mode, in 1986 
we made a further attempt at .searching 
for the alpha decay o l 2 " | 1051. The " 
strategy was the same, namely, looking 
for alpha decay of its daughter, the 
known isotope 4-s - , , 'Lr, within 20 s 
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after observing an alpha-panicle in the 
appropriate energy range from decay of 
the parent : f ,- ' | 105]. However, the reac
tion to produce -6-1! 1051 was changed 
to one of complete fusion by using 
71.8-MeV '-'C ions as the projectile to 
bombard - S 4 E s . In the meantime, we had 
revised our predictions for the alpha ener
gy of - w | 105) downward and the half-life 
correspondingly upward. Thus, the energy 
window set for 2 M \ 105] alpha particles 
was between 7.9 and 8.65 MeV. rather 
than the 8.32 to 8.8 MeV used in 1984. 

After bombarding with a total of 
1.07 x 10 1 7 particles of L , C . we found no 
evidence for the alpha decay of -''-'1105] 
to - S 9 L r within the half-life range of sev
eral seconds to tens of minutes. No 
mother-daughter pairs of events were 
observed in the case where the daughter 
might be deposited on the face of an 
opposing detector by recoil from the 
alpha panicle emitted by the parent. In 
the case where the daughter did not leave 
the sample by recoil, the background 
essentially equaled the number of pairs 
of time- and alpha-energy-correlated 
events that potentially qualified as mother-
daughters. Assuming the observation of 
three pairs (95% confidence), we estab
lished an upper limit for the formation 
cross section of 2.7 nb. whereas we would 
expect a cross section of 6 to 10 nb. 

Having ruled out alpha emission as a 
major decay mode for 3 6 3 [ 105] and also 
finding that electron capture (EC) was 
now more favorable (Fig. I). we per
formed a new experiment this past year 
to look for this latter decay mode. The 
strategy was tc bombard for some 
12 hours, allow the 2M[ 105] to decay to 
its EC granddaughter, lawrencium. 
chemically isolate lawrencium, and 
examine the lawrencium sample for the 
decay of 2 6 3 L r by SF. This plan assumes 
that we are correct in our assessment that 
the daughter. 2 , v 1 | 104], decays primarily 
by EC and not rapidly by SF. The SF 
half-life estimate of 4.5 hours for 2 w L r 
that we show in Fig. I can be considered 
reasonable in light of the lower limits we 
have set: 40 min for 2 6 , L r and 8 hours 

for - f t-Lr. The outcome of our experi
ment is shown in Fig. 2. where the upper 
limits for the formation cross section of 
-"•'1105| from the bombardment ot"-- , 4Es 
with 71.8-MeV ' 'C ions is shown as a 
function of half-lives for SF by :<'-'Lr. 
The curve was derived by assuming we 
found three SF events (95% confidence) 

itributable to - w L r , although, in fact, 
none were. From this experiment, it 
appeared that EC decay o f - w | 105] was 
very unlikely to be the main decay mode. 

In our attempts to identify - , , 4 ( 105], we 
thought EC decay to - M | 1 0 4 ] might be a 
viable alternative to SF because of the 
uncertainty in predicting its SF half-life. 
If true, we would then expect, with a 
high degree of certainty, that the even-
even daughter isotope would decay with
in a few seconds by SF. Our experiment, 
which we carried out this past year, con
sisted of a series of short (30-min) bom
bardments of 2 S 4 E s with 71.8-MeV "C 
ions followed by fast (10- to 15-min) 
chemical separations of element 105 and 
then examination of the separated sam
ples for SF activity. The chemical sepa
rations included a cation-exchange 
column in which the V-B series of 
elements (niobium, tantalum, and ele
ment 105) were eluted from the cation 
resin with 0.5M HF, which was then fol
lowed by extraction of the V-B elements 
from a mixture of 6M HC1-6/W HF into 
4-methyl-2-pentanone. With the use of 
added tracers, niobium and tantalum 

10- 3 4 

100 min 
263 

1d 10d 100 d 1y 10y 
Lr half-life for spontaneous fission 

Figure 2. Upper limits for the formation 
cross section of 2 r , , | 105] as a function of the 
SF half-life of :<>'Lr. It was derived on the 
basis of all 2 f , 1 | 105] decaying by Iwo electron 
capture slops to - ( , ,Lr. 

were separated with a 50 to 60% yield, 
while interfering actinides were reduced 
by about a factor of 10 s. However, the 
yield of element 105 is unknown because 
we did not observe fission activity in the 
samples that we could attribute to its 
daughter. 2 , l 4 | 104]. If we assume the 
same chemical yield as for niobium and 
tantalum, that the half-life is 17 min and 
that EC predominates, we arrive at an 
upper limit of about 6 nb for formation 
of=W|i05| . 

Conclusions 
In the easco f 2 ' , : ' | l ( )5 | . we believe we 

have virtually eliminated alpha and EC 
as possible decay modes. We would 
have to conclude that the most likely 
possibility is SF decay with a half-life of 
well under one minute. Drawing a firm 
conclusion from our experiment on pos
sible EC decay by 2 M | 105] is chancier 
because of ambiguities concerning the 
element's chemical properties and 
because the upper limit for the cross sec
tion is not as low as we might wish to 
measure. Nevertheless, the information 
we have now favors short SF by this 
nuclide. Unfortunately, any attempts to 
search for these isotopes through their 
SF decay are seriously hampered by the 
abundance of other SF emitters copro-
duced in other nuclear reactions used in 
making isotopes of element 105. 
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Half-Life Calculations for Actinide and 
Iransactiaide Nuclides 
K.J.Maady 

Figure 1. A com
parison of calculated 
partial half-lives for 
alpha, beta, and EC 
decays with those 
observed experimen
tally, for nuclides 
withZ>89andA'> 
133. A perfect fn 
gives an abscissa 
value of zero. The 
poorest comparisons 
are for half-life esti
mates of odd-odd 
nuclei. 

It is important to have reasonable 
estimates of the life times and decay 
modes of unknown nuclei before de
signing experiments that are aimed at 
producing and detecting those nuclei. 
These calculations are particularly diffi
cult for the region of the chart of the 
nuclides that includes the heaviest 
known elements. Estimates of the par
tial spontaneous-fission (SF) half-lives 
for these nuclei are extremely uncertain: 
nevertheless, it is possible to make rea
sonable estimates of alpha, beta, and 
electron capture (EC) partial half-lives. 

The most important parameter in half-
life calculations is the energy available 
for decay via a particular process. The 
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Beta decay 
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ground-state spin and parity of the par
ent nucleus, and the low-lying excited 
states of the daughter nuclei, are also 
important. Moller et al., 1- among oth
ers, have performed calculations that 
indicate the presence of a nuclear sub-
shell near neutron numbers 162-164. 
This subshell perturbs the systemalics of 
ground-state masses and decay energies 
(^-values). Because it owes its exis
tence to the presence of deformations of 
higher order than quadrupole, the 
assignments of low-energy nuclear 
states on the basis of the Nilsson dia
gram are not feasible. 

Using the calculated masses given in 
Ref. 1 for nuclei near and beyond the 
162-164 neutron shell and the results of 
single-particle calculations with hexade-
capole deformations,3 I have calculated 
partial half-lives for alpha, beta, and EC 
decays of both known and unknown 
actinides and transactinides. 

Calculations 
I generated a set of reasonable masses 

by extrapolating the differences between 
several mass calculations4 and masses 
derived from the decay properties of 
known nuclei5 into the region of 
unknown nuclei. I expressed these dif
ferences in terms of g-values for beta 
and alpha decays, the neutron separation 
energies, and the mass excesses them
selves: then. I extrapolated at constant 
neutron number, at constant proton num
ber, and at constant mass number. This 
generated as many as 12 "corrected" 
mass excess values from each mass for
mula for each unknown mass excess. I 
averaged all of these to give a result that 
was used in further extrapolations. I 
used this technique for nuclei with as 
many as 158 neutrons. Beyond that, I 
used the masses from Re). I. which were 
required to merge smoothly with the 
extrapolated masses. 
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I estimated the single-particle levels for 
unknown nuclei by extrapolating the lev
els of known nuclei according to the 
trends predicted by Moller and Nix.-' The 
results of the Moller and Nix calculations 
reproduce only poorly the absolute ener
gies of the excited states of known nuclei, 
but the relative energy spacing* track fair
ly well. The energy levels of odd-odd 
nuclei were estimated by coupling the 
single-particle levels while assuming a 
splitting of parallel and antiparallel states 
of about lOOkeV. Above excitation ener
gies of 400 keV (or above the pairing gap 
of even-even nuclei). I used the normal
ized level-density expression of Lang'' to 
generate the number of energy levels with 
a given spin and parity in each KK)-keV 
interval of excitation energy. 

Partial alpha-decay half-lives were 
calculated by using even-even decay 
rates and applying hindrance factors 
extracted from decay systematics. 
Using empirical log// values, which are 
somewhat smaller than those of Viola 
and Seaborg. 7 1 calculated the partial 
beta and EC half-lives. 

Results 
From these newly estimated decay 

energies and level structures. I generat
ed partial half-lives for more than 400 
nuclides with atomic numbers between 
Z = Sy (actiniumi and 1= 110. Figure I 
gives a measure of the accuracy of the 
calculations for those nuclides whose 
partial half-lives are known. In all 
three cases t alpha, beta, and EC decay), 
the greatest discrepancies occurred for 
odd-odd nuclei. In addition, many 
high-mullipolarit\ EC and beta decays 
of low '-nergy (less than 100 keV) were 
poorly reproduced by the calculation. 

In the region of (he heaviest elements, 
between the most neutron-rich known 
nuclei and the 162-164 neutron shell, the 
most noteworthy result of the calcula
tions is that EC decay almost always 
dominates over alpha decay. In many 
interesting cases, alpha decay does not 

EC: 96% 

"102 
(known 58 m) 

a : 64% 
EC: 100% 

(known 65 s) 
3.4 d 

1 0 9 \ EC: 100% 

m 108 
a : i o o y u m 

occur until after several EC steps, result
ing in nuclides near the line of beta sta
bility. Several such decay sequences are 
shown in Fig. 2. 

It should be remembered that SF decay 
has not been considered in determining 
these decay modes. Several recent cal
culations1*'' have indicated that half-lives 
for SF decay in the region of shell clo
sure may be quile long: however. SF 
decay must always be considered, partic
ularly for even-even nuclei. 
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Q^SecUoMlrora'! c ft»«ctfc«of 13CIons 

j , W^Wy* - ^- ~ -" i4^) f|LL,H^(Cfc^irtry 

Table 1. Cross sections for heavy nuclide 
production from 71.8-MeV "C ions on»««Es. 

Nuclide Cross section («•>)* 

252ES (3.64±0.51)x 1 27 
253ES (1.32±0.17)x 10 26 
254gEsb (4.63 ± 0.54) x 1025 
254mEs (8.42 ± 1.24) x 10-2' 
^'Es (1.79±0.19)x l e a 
^"eEs (7.3 ± 2.6) x 10 •» 
2fhmEs (1.54±0.42)xl(>29 
; ? i Fm (3.0 ± 0.5 ) x 10-28 
='*Fm (1.76 ± 0.24) x 10-27 
™?m (2.47 ± 0.34) x 10 27 
; MFm (7.77 +0.82) x 1(1 2« 
2«Fm (1.84 +0.29) x llt-2* 
2™Md (4.13 ± 0.42) x 10-» 
2-«Md (6.79 ± 0.68) x 10-=» 
^5»sMd (2.11±0.21)x 102^ 
a»Md <1.7x lo >i 
2<"Lr approx. 3 x 10 32 
2«Lr approx. 1.5x10 33 

• The cross sections have been corrected for 
ingrowth from parent activities and for contri
butions from rea tions with impurities in the 
target. 
b This crosi section does not include reaction 
products with total recoil energies less tian 
approximately 1.5 MeV. 

In the past several years, we have used 
targets of 2MgEs to explore and produce 
new nuclides in a region of the chart of 
the nuclides that is inaccessible by any 
other target/project'le combination.1--1 

The 254gEs target material is the heaviest 
nuclide obtainable in quantities sufficient 
to be useful in heavy-ion reactions where 
beam intensities are limited. Transfer 
reactions, in which part of the heavy-ion 
projectile is transferred to the target 
nucleus, have a special advantage in 
producing these very heavy isotopes 
because many more of the products sur
vive fission de-excitation than do the 
products of heavy-ion fusion reactions. 
This is due to the lower excitation ener
gies of the primary reaction products. 

Transfer reactions with various actinide 
targets have been studied with projectiles 
ranging from "to to "SU (Refs. 1,4-6). 
Transfer reactions with the heaviest pro
jectiles (at energies near the interaction 
barrier) produce broad distributions of 
nuclides with atomic numbers both above 
and below that of the target. If a projec
tile of lower mass is used, the cross-
section distributions narrow, and the 
production of above-target nuclides dom
inates over below-target production. 

We report preliminary results for 
actinide cross sections from the reaction 
of I3C ions with 254gEs. This is the first 
comprehensive measurement of actinide 
transfer products with a projectile as 
light as UC. 

Experimental 
Targets of 40 to 50 ug/cm2 of S-̂ sEs 

were bombarded at Lawrence Berkeley 
Laboratory's 88-in. cyclotron with 
71.8-MeV "Cions. Reaction products 
recoiling out of the target passed through 

a 50-p.g/cm2 aluminum cover foil and 
were either stopped in molybdenum 
catcher foils mounted close to the target 
or were attached to KC1 aerosol particles 
that were .wept along a capillary and 
deposited on polypropylene foils. We 
counted some of these samples without 
further processing; others, we dissolved 
and chemically pro-essed, isolating 
fractions of Es, Fm, Md, and Lr. We 
stippled these fractions on platinum disks 
for counting. 

Using surface barrier detectors, we 
counted all samples for alpha particles 
and spontaneous-fission events. The 
pulse-height spectra were recorded peri
ods Jly for as long as eight months after 
the irradiations. The yields we obtained 
from decay-curve analyses were used 
to calculate the cross-section set given 
in Table 1. 

Discission 
Frorn previous work with heavier pro

jectiles,5 we are able to exclude the pos
sibility of significant production of 
nuclides with atomic numbers less than 
that of the target. We were able to mea
sure the cross sections for all important 
reaction products. The cross section for 
2 5 4 sEs, which was calculated on the basis 
of five experiments that gave the same 
result, has contributions both from 
nuclear scattering and from elastic 
(Rutherford) scattering at larger impact 
parameters. On the basis of the other 
einsteinium cross sections, we estimate 
the nuclear contribution to be about 3 x 
10 - 2 6 cm 2. The total transfer yield is 
therefore about 80 mb. 

A bombarding energy of 71.8 MeV is 
only about 1 MeV over the reaction bar
rier. At this energy, we calculate7 the 
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total reaction cross section to be about 
270 mb. Fusion accounts for about 
60 mb, leaving 210 mb available for 
transfer reactions. The observed transfer 
yield is more than a third of this value, 
indicating that a significant fraction of 
the primary reaction products is formed 
with little more excitation energy than 
their fission barriers. This is typically 
about 5.5 to 6.5 MeV for these nuclides.8 

In the upper portion of Fig. 1, we plot 
the observed yields for mendelevium iso
topes against their mass numbers. In the 
lower portion of the figure, we show the 
^-values for their formation via binary 
reactiot.s. The most probable primary 
mendelev um product mass, about 258 
murs units, is determined by the transfer 
of two protons and a number of neutrons 
defined by the NIZ of the projectile. 
Because of the low reaction energy, at 
most only 22 MeV can be supplied by 
the collision to make mendelevium iso
topes; the binary Q-values allow only 
mass numbers between 257 and 259. We 
would expect the primary product distri
bution to be narrow, peaking at mass 
258: however, our observed distribution 
peaks at mass 257. This indicates that on 
the average only one neutron is emitted 
in the de-excitation of the primary prod
ucts that form the mendelevium isotopes. 
This corresponds to an average excita
tion energy of about 7 MeV. 

Lawrencium isotopes can be produced 
in two ways. First, there is sufficient 
energy in the difference between the 
entrance-channel energy and the 
Coulomb repulsion in the exit channel 
to provide for the formation of these 
nuclides via transfer reactions. Second, 
it is possible to form these products via 
the precompound emission of an alpha 
particle during the formation of the 
incomplete fusion nucleus - w 103. In 
this process, an alpha particle emitted 
from the projectile carries away substan

tial excitation energy before complete 
fusion of the pro' ctile residual with the 
target nucleus. Then, de-excitation via 
the emission of neutrons results in the 
observed reaction products. The magni
tudes of the cross sections we observed 
are consistent with what we would 
expect from either mechanism. 

254 256 258 260 
Product mass number 

Figure 1. The observed cross sections tor the 
production of mendelevium isotopes in the 
reaction of 71,8-MeV I3C on 2«sEs. and the 
g-values for their formation via a binary pro
cess. The curve through the cro-s sections is 
Gaussian, wilh FWHM = 2.25 mass units, 
which fits similar producls of the reaction of 
other heavy ions wilh -MEES (Ref. 1). 
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Possible Two-Phonon Octupole States in ^Zr 
E. A. Heary, R. A. Meyer, L. G. Maaa, awl A. Aprahaniwi; K. H. Maier (Haha-Meitner 
butitme, We* Berks, FRG); ami N. Roy (Saa JoeeState Uaiveratty, Saa Jott, Calif.) 

Figure I. Selected 
levels for %Zr 
(Ref.6). Excited 
levels at 3082,3176, 
and 3483 keV are 
candidates for two-
phonon octupole 
states. Transitions 
indicated by dashed 
lines are placed on 
the basis of energy 
only. 

«*» 

We have examined our in-beam 
gamma-ray and conversion-electron data 
on the nuclear structure of % Z r with the 
aim of identifying candidates for two-
phonon octupole states in that nucleus. 
A two-phonon octupole excitation would 
consist of a quartet of levels with 
spin/parity values of 0 + , 2+, 4 + , and 6+ at 
about twice the excitation energy of the 
one-phonon 3- state in nuclei. Searches 
have been conducted for this fundamen
tal nuclear excitation in nuclei such as 
1 4 6 Gd and 2()8Pb that have 3- states at rel
atively low energies.1'2 Evidence for 
such states has been generally inconclu
sive, although the coupling of one and 
two particles to two-phonon octupole 
states has been observed.3 

Nazarewicz et al.4 predict softness 
toward octupole deformation in transi
tional nuclei near N = 56, including 9 5Zr. 
In ^Zr, the 3- level is at 1897 keV, only 
somewhat higher than the 2f level and 
lower than the collective 21 level. In 
the heavy zirconium nuclei, the 3- level 
is reasonably collective [B(E3) = 20 
Weisskopf units (W.u.)], and the collec
tivity increases somewhat as neutron 
pairs are added to wZr (Ref. 5). In addi
tion, a 5~ level exists at 3120 keV that 
decays mainly to the 3- level, and it is 
probably a quadrupole-octupole two-
phonon state. A signature of the two-
phonon octupole quartet would be fast 
El transitions to these 3- and 5- levels. 
The number of other levels in 9 6 Zr with 
spins and parities 0 + , 2 + , 4 + , ai;d 6 + is 
low because of its double subshell clo
sure and the relatively high energy of the 
collective quadrupole stale. Thus, 9 6 Zr is 
an attractive nucleus in which to search 
for the two-phonon octupole states. 

Data and Discussion 
We have previously reported on our 

data and level scheme for 9 6 Zr (Ref. 6) 
and proposed the existence of a two-

phonon octupole multiplet in 9(>Zr 
(Ref. 7). Our conversion-electron data 
revealed three intense El transitions with 
energies of 1185, 1279, and 363 keV. 
These three transitions establish positive 
parity for the excited levels at 3082, 
3176, and 3483 keV, respectively. The 
spins of the 3082- and 3483-keV levels 
are con<ctra;.ned by various other data to 
be 4 and 6, respectively. We believe the 
level at 3176 keV may have a spin of 2 
because we observe a weak 1595-keV 
gamma ray that could be a transition 
from the 3176-keV level to the 0+ level 
atI582keV. Although other spins are 
possible if the placement of the 1595-
keV transition is incorrect, a spin of 2 is 
assumed in this discussion. A partial 
level scheme showing levels and transi
tions important in the analysis of possi
ble two-phonon octupole states is shown 
in Fig. I. In addition to the more intense 
transitions that have been previously 
placed by coincidence relationships,6 

several weak transitions are included 
which are placed only by energy sums. 
Their placement is not definite, but their 
intensities at least provide an upper limit 
for potential transitions. 

Collected in Table 1 are data pertinent 
to the characterization of the 3082-, 3176-, 
and 3483-keV levels as possible two-
phonon octupole states. These data 
include transition branching ratios, 
reduced El and E2 transition rates for 
those levels with measured lifetimes,8 

and the reduced transition-rate ratios 
B(E1 ):B(E2). In the actinide nuclei and 
heavy barium nuclei, a value of 10-° fnr 2 

for B(E1 ):B(E2) is regarded as a good 
indication of octupole deformation.9 The 
B(E1 ):B(E2) ratios lor the 3082-, 3176-, 
and 3483-keV levels are up to 40 times 
those found in actinide and barium nuclei. 
However, the measured half-lives for the 
3082- and 3176-keV levels reveal that the 
E2 transitions depopulating these levels 
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have approximately single-particle 
strength, whereas those in the actinide 
and barium nuclei are highly collective. 
Nevertheless, the El transition rate for the 
3176-keV level is greater than ICH W.u.. 
and the El transition rate for the 3082-
keV level could be greater than I0" 4 W.u. 
The absolute El transition rate for depop
ulation of the 3483-keV level requires a 
measurement of its half-life. However, 
the B(E 1 ):B(E2) ratio for the 3483-keV 
level is similar to that of the 3176-keV 
level, suggesting that the EI decay from 
the 3483-keV level could be fast. 

Absolute El transition rates have been 
compiled10 for nuclei with masses from 
90 to I SO. Few values are known for E t 
transitions from positive to negative pari
ty levels. Those that are known all have 
B(EI) values less than IO-> W.u. Values 
for El transitions from negative to posi
tive parity levels (e.g.. 3 _ —» 2 + . or 1- —> 
0 +) are typically KH to 1(H W.u. The 
latter transitions are generally concen
trated in nuclei between barium and 
gadolinium, where the low-lying nega
tive parity levels are regarded as arising 
from octupole vibration or deformation, 
and the influence of octupole deforma
tion on collective band structure is sug-
gested.y Thus, one signature of the 
two-phonon octupole slates is their decay 

by El transitions with transition rates 
greater than 1(H W.u. 

We see. by comparing El transition 
rates in % Z r to the systematica just 
described, that the 3176-keV level and 
possibly the 3083-keV level are good 
candidates for two-phonon octupole 
states. A half-life measurement is 
needed for the level at 3483 keV to 
determine the El decay rate from that 
level. However, the large B(E1 ):B(E2) 
ratio of the 3483-keV level, similar to 
that of the 3176-keV level, suggests that 
it is also a good candidate. 

Conclusion 
We have identified three positive pari

ty levels :n % Z r that are possible candi
dates fo- two-phonon octupole stales. If 
this identification can be strengthened 
and confirmed, it would be the first time 
that more than one member of the two-
phonon octupole quartet has been identi
fied. Further experimental work in this 
direction would include a measurement 
of the half-life of the 3483-keV level: 
improved half-life values for the 3176-
and 3082-keV levels: confirmation of 
placement of the weaker transitions: a 
definitive spin assignment for the 3176-
keV level: a search for collective E3 
transitions in favorable cases (e.g.. from 

the 6+ 3483-keV level to the 3 1897-
keV level); and reaction studies such as 
UUI'). which can be used to identify and 
study octupole stales. 
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Table 1. Characterization of levels in «Zr as possible two-phonon octupole states. 
Initial Final 
level level Branch <ia* B(EWb 

(keV) (keV) Transition (%) (ps) (W.u.) B(E1):B(E2) 

3()82(4-| 1897(3 ) 1I85IEI) 92 2 <1 .3x l (H 1.2 x 10" 
2225(2-) 857(E2| 4 <l.4 

31761(2)-) 1897(3 ) I279(EI) 83 0 . 5 6 1 * 3.3*',';; x io -> 45 x 10'' 
1582(0-) 1595(E2| 7 ().38*,',i, 

3483(6-) 3120(5 i 
2857(4-) 

36KEI) 
626IE2) 

93 
5 

29 x 10'• 

' Taken from Ref. 8. 
" B(E1) values greater than 1(14 W.u. suggest the influence of octupole vibralion or deformation. 

239 



Nuclear Chemistry 

Single-Proton Transfer Experiments on a 1 4 8 Gd Target 
L.G.Mmm,D.lDtcm*a,H.E.MMU,amaT.H.Mamtj;r.lUtmtku(!mttit<*nr 
Kerapfcyafc, KcrBfcndNwpantate JaUca, JaNcfc, FKG); H. J. Scaccrer ( P a y * 
Ptairlaiiat, *ty Tteaatochea Uatverdtft Maacaaa, FUG); ami P. G. Burke 
(McMarter Uafonttjr, HanMtoa, Oatario, Caaada) 

Figure 1. 
Experimental 
results for the 
i4«Gd(t,a)'47Eu reac
tion: (a) Alpha spec
trum at 40 degrees. 
Peaks are labeled by 
the excitation energy 
(keV) above the 
ground state in l47Eu 
and by the proton 
orbital, (b) Angular 
distributions of alpha 
particles. The solid 
curves are theoretical 
distributions from a 
DWBA calculation. 

Studies of l 4 f lGd and neighboring 
nuclei suggest a double shell closure* at 
Z = 64 protons and N = 82 neutrons.' 
The proton shell, or subshell, closure at 
Z = 64 results from a larger energy gap 
between the l,? 7 / 2 and 2</5/2 orbitals, 
which are filled al 64 protons, and the 
higher-lying hu/2. </V2. and ,v w orbitals 
below the Z = 82 shell closure. A direct 
way to investigate the 64-proton shell 
closure is by single-proton transfer reac
tions, which probe the occupancy of the 
five proton orbitals between the 50 and 
82 magic numbers. These experiments 
would be most valuable if performed on 
the 82-neutron target nucleus l 4 6 Gd 
because the strength of the proton-shel! 
closure deteriorates rapidly as the neutron 
number deviates from N = 82. However, 
it is unlikely that useful targets of 14*Gd 
can be fabricated because of its short 
(48-d) half-life. Therefore, the best avail
able target is i 4 8 Gd. 

Several years ago, we fabricated two 
targets of radioactive l 4 S Gd for use in 
charged-particle spectroscopy experi
ments.2 The l 4 8 Gd, which decays by 
alpha emission with tl/2 = 75 y, was pro
duced by spallation reactions in tantalum 
at the Isotopes Production Facility of the 
Los Alamos Meson Physics Facility 
(LAMPF).3 After chemical purifications 
at Los Alamos and LLNL, target spots of 
approximately 1 |xg of l 4 s Gd were 
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l - W 148 147 * " | J * 
1 4 8 Gd(l, a)1 4 7Eu gm U n 

E,=18MeV 1 
a spectrum at 9=40° 1 
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deposited directly onto 50-pig/cm- car
bon foils by the LLNL isotope separator. 

In proton-stripping experiments with 
the l 4 ( lGd(-1He,d)i4'fb reaction, we clear-
iy identified4 the five low-lying levels in 
l 4 T b that are produced by proton transfer 
to the five shell-model orbitals between 
Z = 50 and 84. The spectroscopic factors 
showed that the #7/2 and cli!2 orbitals are 
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nearly full in U 8 Gd. and the hl l/2. d^. 
and .v^ are nearly empty, indicating that 
proton-pair correlations across the Z = 64 
gap are quite weak in this N = 84 nucleus. 
In this article, we will compare the results 
from the stripping experiments with 
new data from the complementary 
l 4 SGd(t.a) l 4 7Eu pickup reaction. 

Experimental 
The l 4 SGd(t.a) experiments were 

performed with 18-MeV tritons at the 
tandem Van de Graaff Laboratory at 
McMaster University. We obtained 
alpha-particle spectra at nine angles 
between 7.5 and 45 degrees. The analyz
er was an Enge split-pole spectrograph, 
which provided an overall energy resolu
tion of 22 to 25 keV full width at half 
maximum (FWHM). The integrated tri-
ton beam current on target, needed for 
obtaining absolute cross sections from 
the alpha spectra, was monitored by 
counting elastically scattered tritons 
from Gd in a Si(Li) detector subtending 
a known solid angle. The l f , 9Tm(t,a) 
reaction provided the data for energy 
calibration of the spectrometer. 

Figure 1(a) shows the alpha spectrum 
obtained at an angle of 40 degrees. We 
used a spectrum-fitting code, FITEK. 
and the spectrometer calibration curve to 
obtain relative intensities and the l 4 7 Eu 
excitation energies associated with each 
peak. The intensities were converted to 
absolute cross sections by comparing the 
counting data with the elastic-scattering 
cross sections calculated in the distorted-
wave Born approximation (DWBA) by 
the DWUCK code. 

Figure 1 (b) shows the angular distribu
tions of the (t,a) cross section for the four 
lowest energy levels in l 4 7Eu. For these 
four levels, the comparison with the calcu
lated angular distributions from DWUCK 
clearly establishes the angular momentum 
transfer ($-value) and, hence, the orbital 
from which the proton was picked up. 
These orbitals and jP-values, as labeled in 

Figs. 1(a) and (b). agree with results from 
other recent work* on l 4 7Eu. (No evi
dence exists for the .v^ state in l 4 7Eu.) 

Discussion 
The relation between the differential 

(t.a) cross section for a particular state in 
the residual nucleus and the cross section 
Orjw calculated in the DWBA is 

do*( 0; ,.,, _ , ~. . 
^ = NS / C o D W (6). (I l 

The constant N is a normalization factor 
which, for the (t.a) reaction, has values 
of about 23. but which requires empirical 
adjustment for the target and energies 
used. The spectroscopic factor Sje is the 
fraction of the total cross section o D W 

associated with a particular state. For 
states of the same spiny populated by the 
pickup reaction, the quantity H2j + I )SJ{ 

gives the number of particles (protons) 
for the (j,l) orbital in the target nucleus. 
Thus, the pickup and stripping reactions 
are sensitive measures, respectively, of 
the particles or fullness. V-. and the 
vacancies or emptiness. U2. for the 
orbitals of the target nucleus. 

Table 1 summarizes the proton pickup 
and stripping results for l 4 i iGd. We have 
normalized the (^He.d) and (t.a) results 
so that S(2/' + 1 )Sji for the levels shown 
equals 18 (the number of vacancies) and 
14 (the number of protons), respectively. 

in the 50-82 shell. Thus, wc ignore pos
sible weak populating of higher-energy 
states of the same (j,l). The (Mle.d) and 
(l.cc) results are in excellent agreement, 
as shown by the fact that ( / : + I ' 2 = 1 for 
each of the orbilals. 
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Table 1. Spectroscopic factors Sjt for single-proton transfer PHe.d) 
and single-proton pickup (t,a) on a l 48Gd target. 

Spectroscopic 
Excited-state energy in strength 

Proton residual nucleus (keV) (3/+l)S,y 
orbit PHe,d) (t,a) ( 3He4) (t,a) 1/2+ V* 

24,: 207 0 1.6 4.1 0.95 
U'7C 460 229.3 1.3 7.1 1.05 
l / l , , , . 36 625.3 10.2 2.2 1.04 
2</v2 101 755.1 3.3 0.6 0.98 
3.v„, 0 

1= 18.0 
1.6 

14.0 
0.8 + •; 

' Normalized so that the sum of (2j+t ).S',P equals 18 and 14 for the 
PHe.d) and (t.a) reactions, respectively. 
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Measurement of Magnetic Dipole Ground-State 
Transitions in 1 4 8 > 1 5 0 Nd and 1 5 2 Sm by Using Inelastic 
Electron Scattering 

TtctaiKhe HicWclwlr, Danutadt D41M, FRG); R. A. Meyer aad E. A. Henry 

In 1984. a hitherto unknown orbital-
magnetic-dipole mode was discovered in 
deformed rare-earth nuclei by using 
high-resolution, inelastic electron scat
tering.1 This orbital-magnetic-dipole 
(isovector Ml) mode can be visualized 
by analogy to the electric giant dipole 
resonance (El mode). The El mode is 
caused by translational oscillation of 
neutrons against protons, while the M1 
mode can be visualized . ' !< scissor-like 
configuration (see Fig. 1). The orbital 
M'. mode is excited strongly by magnetic-
dipole radiation through coupling to the 
proton convection current and has been 
called the "scissors mode."2 Such modes 
have been found in deformed nuclei 
ranging from ^Ti to 2 M U . For even-
even nuclei, we can expect J" = 1 + states 
with energy that scales as £,.= 668/H'-1 

MeV, where 5 is the mass-deformation 
parameter.-' For nuclei near A = 150, this 
leads to £,.= 3 MeV. 

Since the experimental discovery of 
this excitation mode, various theoretical 
models have been developed to describe 
it.-1 A systematic study of neodymium 
nuclei and nearby nuclei presents the 
opportunity to compare theory with the 
experimentally determined development 
and behavior of the scissors mode from 
the N = 82 closed neutron shell to l s l )Nd, 
a nucleus that is deformed. This orbital 

Figure 1. Classical 
two-fluid picture 
of collective vibra-
'ions of neutrons, v. 
against protons. K, 
leading lo isoveclor 
El and Ml modes, 
respeciively (see 
Ref. 3 for details). 
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M1 mode is delected best by electromap -
netic probes such as (e,e') and (y.y'y. they 
are usually unobserved, or only weakly 
observed, with hadronic probes such as 
(p,p'). Thus, preliminary identification 
of the scissors-mode stales can be made 
simply by comparing (e,e') and (p p') 
scattering experiments. In order to study 
the distribution and variation of strength 
in nuclei that are not purely rotational, we 
have searched for the scissors mode in 
l 4 l iNd and l 5 2Stn and have complemented 
these measurements with measurements 
in the almost purely rotational nucleus 
l 5 ( ,Nd, which is an isotone of l 5 2 Sm. 
Since the experiments and their detailed 
analyses are still in progress, we present 
here only preliminary results. 

Experiment 
The (e,e') experiments are being car

ried out at the Darmstadt Technische 
Hochschule, Darmstadt, FRG, electron 
linear accelerator (DALINAC) facility. 
Isotopically enriched targets 10 mg/cm2 

thick have been used. To date, two spec
tra for each target have been measured at 
a scattering angle of 165 degrees, one at 
a bombarding energy of 25 MeV and the 
other al an energy of 30 MeV. Total 
beam time needed for these measure
ments has amounted to six weeks. 

Simultaneously with the (e,e') experi
ments, (Y,7'j experiments have been per
formed at the new superconducting 
accelerator at Darmstadt.4 These experi
ments have identified 1+ stales at excita
tion energies of EK = 2.931 (>-«Nd), 
2.992 (""Nd). and 3.090 ( l4«Nd) MeV 
with excitation strength of B(M1 )T = 
0.5.0.2, and 0.2 |ijj,. respectively. 

The preliminary analysis of the experi
mental data that we have collected so far 
for the series 1 4 X Nd K 8 . 15(lNd.„,, and 
'•,2Sm^|. which bridges the transition 
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from nonsymmetric-rotor ground stale to 
a fully rotational symmetric rotor, has 
yielded the background-subtracted spec
tra shown in Fig. 2. The line shapes are 
determined with elasticalK scattered 
electrons. Although more statistics will 
be required, these vers preliminary spec
tra already show the expected growth in 
scissors mode resonance from nearly zero 
in i4 SNd to an identifiable strength in 
I S 2Sm. Even though more spectra at dif
ferent momentum-transfer values must be 
taken, the form factors obtained so far 
yield results that are in agreement with-
the results from the (y.y'1 experiments. 

Conclusion 
We have identified l + stales in l 4 s Nd. 

l s"Nd. and | 5-Sm nuclei that can be iden
tified as belonging to the M1 scissors 
mode of nuclear vibration. Further data 
will be taken for these nuclei and other 
lighter neodvmium nuclei. These data 
will characterize the systematic develop
ment of this excitation mode in nuclei 
from the N = 82 closed neutron shell to 
the nearly completely symmetric rotor 
nucleus l 5 , lNd. Once they are well char
acterized, these results will form a basis 
for in-beam gamma-ray and conversion-

electron studies of the same nuclei. 
These studies wili focus on exploring the 
electromagnetic de-excitalion of these 
scissors modes and their development 
(e.g.. see Ref. 5). 
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Figure 2. Preliminary (e.e') spectra taken at 
25 MeV and 6= I65dea. 

The Nuclear Structure of Deformed Odd-Odd Nuclei: 
Experimental and Theoretical Investigations 
R. W. Hon*; A. K. Jaia (UaiveraMy of Roorkee, Roorkee, Iadia, oa leave at Florida Stete 
Uaivenftv, Trtlaaawee, Fla.); P. C. Sood(Raaara* Wada Uaivertkr, VaraaiM, Iadte, 
oa leave at Florida State Uaiveratty, TiHiawr, Fla.); aad R. K. Sfediae (Florida State 
Uaivernity, TaHaaaane, Fla.) 

Among several papers that have treated 
the calculation of Gallagher-Moszkowski 
(G-M) matrix elements and Newby shifts 
in odd-odd rare-earth nuclei, two of the 
more comprehensive are those of Boisson 
et al.' and Elmore and Alford.2 Because 
we are not aware of the publication of 
similar • urveys since the mid-1970s and 

because neither of these papers treated 
actinide nuclei, we have begun an effort 
to update these data. 

Data Compilation and Update 
A summary of experimentally deter

mined G-M matrix elements for odd-odd 
nuclei in the aclinide region is given in 
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Table 1. Eighteen different proton-neutron 
configuration pairs are represented in 
this data set. Recent experimental data 
were taken from Refs. 3-6. Matrix ele
ments for a given configuration pair that 
are observed in two or more nuclei tend 
to show good agreement; there does not 
appear to be any strong dependence on 
trass number. These replicate data are 
not listed in the table, but the nuclei in 
which replicates occur are indicated, and 
the £ 0 _ M entry in the table is an average 
of the experimental values. 

In the two far-right-hand columns of 
Table 1. the experimental daia are com
pared with theoretical calculations. In 

the first of these, the calculations7 were 
made by assuming a simple zero-range 
force (ZRF) between the unpaired nucie
ons and using harmonic-oscillator wave 
functions for the unpaired nucieons. The 
single adjustable parameter. (X,,W. that 
characterizes the ZRF is obtained from a 
fit to the data set. For these actinide 
data, a value of a,,W = 1.03 MeV 
was derived. 

Boisson el al.1 reported on G-M matrix 
elements for a set of 27 different proton-
neutron configuration pairs in rare-earth 
nuclei. Tin se experimental data are 
labeled "Set A" in their report (see Fig. I). 
They calculated matrix elements in the 

same manner as indicated above, assum
ing a ZRF and using harmonic-oscillator 
wave functions, and derived a value of 
o^W = 0.79 MeV. As can be seen in 
Fig. 1, where data from holh the rare-earth 
and actinide regions are plotted, an almost 
equally good fit to the rare-earth experi
mental data can be made if one assumes 
an o^W of 1.03 MeV. It appears that the 
constant that characterizes the ZRF in 
these two regions need not take on differ
ent values. The data in Fig. I, whici. are 
plotted in approximate fashion according 
to increasing mass number (from bit to 
right), indicate no trend with mass number. 
This latter observation apparently supports 
the concept that G-M matrix elements are 
independent of pairing effects. 

Bennour et al.8-9 modeled the levels of 
odd-odd nuclei using the Hartree-Fock 
approximation. They determined the 
ingredients of a Bohr-Mottelson unified-
model description from the Skynne III 
interaction through the adiabatic limit 
of a time-dependent Hartree-Fock-
Bogoliubov approximation. This effec
tive nucleon-nucleon force has been 
derived from the saturation properties 
(energy, radius) of closed-shell nuclei 
such as i<>0, -«>Ca, 4 8Ca, «°Zr, and 
2()spb,io In their description of nuclear 
states in a deformed nucleus, the single-
particle wave functions and energies, the 
static-equilibrium core properties, and 
the residual neutron-proton interaction 
are all determined from the same effec
tive interaction. In a detailed compari
son of the experimental levels schemes 
of i«Tb. ™Lu, and 2-«Np, Bennour 
et al.8 found good correspondence with 
their calculations. Their calculated G-M 
matrix elements are compared with 
experimental data from actinide nuclei in 
Table I. The agreement with experiment 
is really quite remarkable, considering 
the absence of any ad hoc renormaliza-
tion. The root-mean-square (rms) 
deviation for this set of calculations vs 
experiment is 71 keV. 

Calculation of the other readily observ
able manifestation of the neutron-proton 

Table 1. Gallagher-Moszkowski matrix elements for actinide nuclei. 

fi«.M(keV) 
Configuration Experi- Calculated 

Proton Neutron Nucleus mental ZRF* HF* 

1/2*400? l/2*63li -'*Np 88.0 31.7 X 

1/2 530T 7/2 74.lT -'"Pa 78.9 116.6 X4 
l/2*63ll ;«Np 101.8 109.6 52 

5/2*642? 1/2*6314 =->»Np 82.4 69.8 51 
5/2*622? "»Np.2«Am 36.2 39.7 70 

5/2-5234. 1/2 5014. :*Ara.»Aiti 45.4 43.8 40 
1/2*6314 =»Np.»2«Am 55.0 60.3 71 

»Ara 70.0 63.6 69 
1/2*620? "2Am 21.9 116.4 22 
5/2*622? ™Np.-->"Am 6.1 95.2 12 

2*-Am, -44Am 
7/2*6244 2" Am 200.2 207.7 341 

3/2 521? 9/2 734? 2«Bk 186.5 134.4 116 
7/2*613' 25"Bk 66.4 60.0 105 
1C-620? ""Bk 110.3 114.9 139 

7/2*633? 9/2 734? «*Bk 122.0 188.6 344 
7/2*613? ='"Bk 135.0 46.6 72 
1/2*620? »>Bk 83.6 60.4 57 
3/2*6224. »"Bk 91.2 68.8 37 
1/2 7614- ^"Bk 38.0 — 41 

rms deviation: 46 71 
a From Rcf. 7. 
u From Ref> ;. 8 and 9. 
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residual interaction, the Newby shift seen 
in K - 0 bands, has traditionally yielded 
results that were at odd? with experiment. 
Varying assumptions regarding the 
parameters that describe a finite-range 
central force between the unpaired nucle-
ons have not provided adequate descrip
tions of the Newby shifts, as compared 
with the reasonably satisfactory fits to 
the G-M matrix element data. Several 
authors have concluded that an interac
tion much different from that obtained 
from fitting experimental G-M matrix 
elements is required in order to predict 
the Newby shifts more accurately. The 
tensor part of the residual interaction is 
known to be of importance for the 
Newby shifts in triplet configurations. 

Frisk'' has recently examined this 
problem of calculating Newby shifts. He 
has fit the parameters in a phenomeno-
logical type of residual neutron-proton 
force to experimental Newby shifts for 
20 "most reliable" bands and obtained 
an rms error of 16 keV. This force is 
described by six parameters and includes 
a tensor-force contribution. The most 
striking difference between the parame
ter set he derived and other sets fitted to 
G-M splittings is the strongly attractive 
space-exchange term. On the other 
hand, this parameter set is not useful 
when calculating G-M splittings, and the 
reason for this is not understood. Frisk 
has proposed an empirical rule for the 
sign of Newby shifts for K = 0 rotational 
bands from pure ./-shells. His rule is the 
following: the favored spins in a K = 0 
band, / F , where the angular momentum 
of the proton and neutron orbitals (jp.jn) 
are good quantum numbers, are given by 
the expression / F = Op +7n)mod 2. The 
rule seems to work well, with 14 of 22 
configurations conforming to it. One 
of the exceptions, the pl/2"[530] -
nl/2+[631] band that occurs in 2 3 4 Pa, 
2*>Pa, and » 8 Np, is listed in Table 2. A 
careful reexamination of the experimen
tal data for these nuclei has not produced 
any reason to change the sign (or value) 
of the experimental Newby shifts. In the 

rather limited number of examples given 
in Table 2, the rms error for Frisk's 
results is no better than for those calcu
lated using a zero-range7 or the Hartree-
Fock approximation.9 

" From Ref. 7. 
" From Rets. 8 and 9. 
c From Ref. 11. 

In calculating G-M matrix elements, 
several authors have assumed a finite-
range central force for the residual interac
tion. The usual result was only a modest 
improvement in the correspondence with 
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Figure I. 
Comparison of 
experimental and 
calculated G-M 
matrix elements 
assuming a zero-
range force for odd-
odd nuclei in the 
rare-earth and 
actinide regions. 

Table 2. Newby terms for A"=0 bands in actinide nuclei. 

E(N) (keV) 
Configi •ration 

Neutron Nucleus Experimental 
Calculated 

Proton 
•ration 

Neutron Nucleus Experimental ZRF" HF» Frisk* 

1/2+400? 1/2+6311 a»Np -3.1 -17 

1/2-530? 1/2+63 |J. i upa -42.5 -^4.2 12.5 27 
2.wpa -45.9 ^14.2 16.4 26 
2-'»Np -44.2 -43.1 17.0 25 

5/2+642? 5/2+622? "«Np -49.3 -59.1 -73.0 -29 
» A m -59.4 -59.1 -73.0 -29 

5/2-5231 5/2+622? 23«Np 23.3 -15.2 13.0 27 
*«'Am 28.0 -14.7 13.2 27 
2«Am 27.3 -14.6 13.4 27 
M A m 25.7 -14.5 13.0 27 

7/2+633? 7/2+6244- » A m 33.1 14.9 63 

7/2+613? 2*>Bk -25.0 -58 -63.2 -19 

Mean deviation: 20 30 24 
rms deviation: 26 53 53 
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experiment, as compared with the zero-
range calculations (e.g.. a reduction of the 
rms deviation from a typical value of 40 to 
45 keV by only about 5 keV). In contrast. 
Boisson et al. 1 produced a very significarit 
improvement in the rms deviation, bring
ing it down to 17 keV for their data Set A. 
by introducing some effects of the polar
ization of the core by the odd particles. 
These effects were introduced by polariz
ing the intrinsic-spin operators and by 
adding a long-range central force, as well 
as including a tensor force. With these 
modifications, the total number of 
adjustable parameters was increased to 

Figure 2. 
Comparison of 
experimental and 
calculated G-M 
matrix elements for 
rare-earth odd-odd 
nuclei where a 
finite-range (long 
and short 1 cenlral 
force thai includes 
core polarization 
effects is assumed in 
the calt alation (data 
Set A from Ref. I). 

seven. A comparison of their calculations 
with experiment for data Set A is shown in 
Fig. 2. We have applied the predictions 
obtained from this force (designated CPTL 
(for central-polarized-tensor. long-range) 
in Table 3] to five new G-M matrix ele
ments that have been measured in the rare-
earth region. The results are given in 
Table 3. along with those for a ZRF and a 
central force (CF). all taken from the cal
culations of Boisson et al.1 It can be seen 
thai for these configuration pairs, the pre
dictive power of the various forces are all 
about the same, " i th mis deviations of 
100 keV. This result is somewhat surpris-

166 170 174 178 182 186 
Mass number 

Table 3. G-M matrix elements, rare-earth region, predicted values for 
newly measured cases.3 

Configuration 
Proton Neutron 

3/2-411? 7/2*633? 

EcMfteV) 

Nucleus 

"*Ho 

Experi
mental 

191.2 

Calculated values 
ZRF 

X7 

CF CPTL 

94 146 

1/2-4111 1/2 521 J- i'«Tm 192.5 130 l.«) 94 

1/2*41 l i 7/2 5144- ™Lu 122.9 1X0 171 321 

9/2 514? 7/2 5144. i*>Lu -6X.2 -260 -239 -141 

5/2-402? 5/2 512? i'*Lu 129.0 150 145 169 

Data listed above rms deviations: 105 95 10X 
No. of entries: 5 5 5 

Data Set A (Ref. 1) rms deviations: 43 40 17 
No. of entries: 27 27 27 

ing. in view of the previous results with 
the CPTL force. Of course, the data sam
ple in Table 3 is quite limited and cannot 
be assumed to provide a meaningful test of 
predictive power. 
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Predictions of Nuclear Properties on the Astrophysical 
r-Process Path 
A. Aprahaaiaa aa4 E. A. Bmry 

Neutron-capture processes on various 
time scales have been shown1-2 to be of 
utmost importance in the description of 
the observed abundances of elements 
heavier than iron. The time scales can be 
roughly separated into slow (s-) and rapid 
(r-) processes. The s- refers to a capture 
process which is slow compared to the 
beta-decay lifetimes (10 s y); whereas the 
r- refers to those which are rapid in com
parison (1 to 1000 ms). The key to 
understanding either process lies in the 
microscopic nuclear physics of the ele
ments involved. The s-process is quite 
well understood since the nuclei involved 
are longer lived and closer to stability. 
However, the r-process environment has 
remained a mystery because the nuclei 
involved are generally far from stability 
on the neutron-rich side and therefore 
extremely difficult or (at times) altogeth
er impossible to measure. It is, therefore, 
necessary tr> determine crucial informa
tion on nuclear binding energies, excited 
states, beta-decay raies, fission barriers, 
and yields either by extrapolation from 
the known properties of nuclei closer to 
stability or by predictions resulting from 
model calculations. Both approaches 
have their inherent limitations since mea
sured values or parameters of the models 
act only as a crude guide to unknown 
nuclei. Figure 1 shows3 a comparison of 
calculated nuclear masses from three dif
ferent mass equations and newly 
measured values where disagreements are 
easily of the order of several MeV. 

A new approach has recently been 
developed7"9 for uniformly viewing 
large regions of nuclei. The basis of the 
approach is to view various nuclear 
properties as a function of the valence 
neutron-proton product (/Vp/Vn) instead of 
N. Z, or A. In this way, complex nuclear 
systematics can be greatly simplified. 
The purpose of the work we report here 
is to exploit this idea by applying it to 
the parametrization of collective-model 

calculations and thereby to predict the 
properties of unknown nuclei (with 
known /Vp/V„ products) on the r-process 
path near the elemental-abundance peaks 
at / l=150andl90. 

Calculations 
The essence of the /VpWn scheme is the 

neutron-proton interaction and the role it 
plays in the determination of structure in 
heavy nuclei. A number of recent studies 
have shown that the n-p interaction is the 
controlling agent for the onset of defor
mation and the development of collectivi
ty. The point is illustrated in Fig. 2. A 
traditional plot of the first 2* energies for 
a series of nuclei in the A = 150 region is 
shown in Fig. 2(a). What is observed is a 
complicated function of Z. Figure 2(b) 
shows the same data as one smooth func
tion of NpNn, the product of the number 
of valence protons and neutrons (counted 
as holes past midshells or midsubshells 
where appropriate). Similar simplifica
tions occur for various other nuclear-
structure properties, including 4} :2{ 
energy ratios, B(E2)s, etc. Furthermore, 
comparisons of similar properties in 
vastly different nuclear regions yield sim
ilar results. That is, the curves for five 
different nuclear regions (A = 100, 130, 
150. 190, and 230) are nearly identical. 
These results have several significant 
implications. 

First, the existence of a single smooth 
curve for a given region facilitates mak
ing predictions even if only a few points 
are known. Often, the NpN„ values of 
many nuclei far off stability are less than 
those of some well-known nuclei close 
to stability. For example, the l f i f ,Ba 
nucleus is 28 neutrons away from the last 
stable barium isotope, but it has an NpNn 

value of 96, which lies in a well-defined 
region of Fig. 2. In this way, the proper
ties of unknown nuclei can be deter
mined by interpolation rather than 
extrapolation of known values. 

Figure 1. Comparison of experimental and 
calculated mass excesses for Rb nuclei. The 
black, blue, and gray curves are the predic
tions of mass equations by Myers,4 Liran and 
Zeldes.*" and Moller-Nix/1 respectively. 
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The second implication is the possibil
ity of parameterizing model calculations 
in terms of /Vp/Vn. If a nuclear region can 
be described so simply, then the parame
ters of any model may be simply writlen 
as a function of NpNn and allow a unified 
description of a whole region. 

The latter point was tested for approxi
mately 100 known nuclei from A = 100 to 
200 within the IBA framework10 using six 
parameters. Comparisons of empirical 
and calculated values for nuclear-structure 
indicators, such as the energy of the first 
2+. the ratio of the 4 | :2 | . and the B(£2) 
transition strengths, show excellent agree-

Figure 2. Systematica of the first 2* energies 
in the A = 150 region as a function of (a) 
MZand(b)AUVn. 

Ba Ce Nd Sm Gd Dy Er Yb 

ment. The calculations clearly reproduce 
empirical trends. 

We. therefore, selected two regions of 
nuclei that correspond to elemental abun
dance peaks of the r-process (.4 = ISO and 
190). In these regions, the proton num
ber, Z. falls between the 50-82 shell, and 
the neutron numbers are in the 82-126 
shell. The sequences of unknown nuclei 
that have been calculated are shown in 
Fig. 3. Both of the chosen regions corre
spond to shape transitions from spherical 
to deformed. This type of a region is par
ticularly simple to describe within the 
IBA. The Hamiltonian simply contains 
two terms. 

H = end - KQ Q , (I) 
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where 

Q = (s*d + d*s) + V 1/5 x l d + a r . (2) 

The spherical and deformed limits arise 
from the absence of the second and first 
term, respectively. The transitions 
between the two regions are determined 
by the size of the parameter e. In these 
calculations, we write £ as a function of 
/Vp/V„ in the following way: 

-6(NJV - A/„) 
E = E„e " ; . (3) 

with the parameters e, 9. and Nu. In 
each region, we keep all five parameters 
(K, x- £(). 8 a "d NQ) constant and simply 
vary e as a function of NpN„. In this 
way, for each nucleus, we get energies 
of excited states, spins. £2 strengths, 
and the structure contribution to the 
binding energy. 

Results and Discussion 
Nuclear binding energies are on the 

order of a thousand MeV. The total bind
ing energy of a nucleus is conventionally 
expressed as a sum of macroscopic and 
microscopic terms. The macroscopic 
component results mainly from liquid-
drop properties of the nucleus. This term 
is by far the larger component, but it is 
fairly well understood. The microscopic 
component is typically 10 to 15 MeV in 
magnitude, and it depends on subtle 
nuclear-structure effects that have been 
very difficult to predict. 

We calculate the microscopic contri
bution to the total binding energy. The 
remaining challenge, then, is to deter
mine the direct relation of calculated 
microscopic effects to total binding 
energies. One approach is to write the 
binding energy for a given isotopic 
chain as 

binding energy = C + ANn + BElBA , (4) 

where C and A are constants, Nn is the 
number of valence neutrons, and BE[BA 

is the calculated structure contribution. 
The parameters C and A can be deter
mined from measured total binding 
energies and then used along with the 
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calculated BEIBA values to yield the 
binding energies of isotopes far from sta
bility. The results of such a comparison 
in the A = 150 region are shown in Fig. 4. 
The calculated and measured values for 
this region are in good agreement. These 
predictions, however, represent only a 
preliminary attempt at calculating crucial 
nuclear properties along the r process 
path. The relation of calculated micro
scopic values to total binding energies is 
worthy of further investigation. 

In conclusion, the A/JVn approach 
represents a unique tool for the parame
terization of nuclear models and there
fore provides a reliable method for the 
prediction of nuclear properties far 
from stability. 
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0(5) group; thus, many properties of 
low-lying states that have been viewed 
as evidence for 0(6) also apply for the 
U(5) scheme.4 Many of the attempts to 
characterize this region have focused on 
a single nucleus, l 9 5 Pt. The motivation 
for the work described here was to 
extend our knowledge of the level prop
erties and systematics in this region by 
studying the previously unexamined 
electromagnetic decays of states in 2 0 < lPt. 

The l98Pt(t,p) reaction, with detection of 
the emerging protons, was used in the only 
previously reported study of the structure 
of 2«ipt (Ref. 5). We have also employed 
the (t,p) reaction to populate excited states 
in 2 W IPt; however, to investigate the elec
tromagnetic decay properties of these 
states, we chose to detect gamma rays and 
internal-conversion electrons. 

11001—i—I—i—I—i—I—i—L 
84 88 92 96 100 

N 
h'igure 4. The lotal binding energies for 
select nuclei from the A = 150 region. The 
data points indicate measured values; the 
solid lines are the predictions. 
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Figure 1. The level scheme of -'"'Ft deduced 
from this work. The widths of the solid arrows 
are proportional to the transition intensities 
observed with the |l|,Pt(t.pY) reaction at E, = 16 
Me V. The widths of the open arrows repre
senting the two observed EO transitions are not 
indicative of their intensities. The dashes at 
the 1118-keV level and the 111 X-keV EO tran
sition indicate tentative placement. 

Experimental Procedures 
The (t,p) reaction was performed on 

I.45-mg/cm2 metallic-foil targets, 
enriched to 95.8% in | l«Pt, with 16-MeV 
triton beams from the Los Alamos Ion 
Beam Facility's tandem Van de Graaff 
accelerator. All spectra were recorded in 
coincidence with the emitted protons to 
select the (t,p) reaction from competing 
neutron-emission channels having higher 
cross sections. The details of the reaction 
chamber and the detector system 
employed forp-yand p-y-y coincidence 
measurements are given in Ref. 6. In (his 
arrangement, the protons are delected in 
an annular plastic scintillator (the result
ing geometric solid angle is about re stera-

2256.2 

2120.0 
2096.4 
1990.5 m 
1906.0 
1884.0 
1692.3 
1583.1 
1566.8 

1268.2 
1181.3 
1118 
1103.1 

867.5 

470.1 

dians). which is lined with a tapered alu
minum absorber that stops scattered tritons 
and reaction-produced deuterons but 
allows the protons to penetrate through to 
the scintillator. Because protons pass 
through the absorber and may not be 
stopped in the scintillator, individual pro
ton groups are not resolved in this detector. 
The scintillator is effective in reducing the 
contributions from neutron-emission 
channels by a factor of more than 20. 

Conversion electrons were detected 
with a lens-type superconducting 
solcpoidal spectrometer with the experi
mental arrangement described in Ref. 7. 
Gamma-ray spectra were recorded simul
taneously with a high-purity germanium 
(HPGe) detector, but, because of the 
high beam currents necessary for the 
conversion-electron measurements, the 
HPGe detector was placed approximately 
50 cm from the target. The gamma-ray 
spectra were recorded in coincidence with 
protons detected by an annular silicon 
detector. This spectrum has considerably 
lower contributions from other sources 
than those taken in coincidence with the 
scintillator, primarily because of the belter 
protoi. selection of the silicon detector, 
but it is of much poorer statistical quality. 

The electron spectra revealed a line at 
1583 keV, which likely corresponds to 
the ground-stale decay of the 0+ state 
observed by Cizewski et al.5 at 1579 keV. 
A weak line at 1118 keV that had no cor
responding gamma ray was also identi
fied and suggests a 0 + state at that 
energy. Without additional information 
on the origin of this y<.ak in the electron 
spectrum, however, it is impossible to 
make a firm placement. We deduced 
internal conversion coefficients for 
intense transitions from the measuied 
gamma-ray and electron intensities, 
assuming that the 470-keV 2+ -» 0 + 

transition is of pure E2 multipolarily. 

Results and Discussion 
The level scheme of -""Pt obtained 

from our measurements is shown in 
Fig. I. All level placements, except 
for those indicated as EO decays, are 
based on observed p-y-y coincidences; 
and the multipolarities indicated were 
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obtained from the measured internal 
conversion coefficients. 

In general, our results support the level 
assignments of Cizewski et al.5 for the 
low-lying states. Of the lowest-lying 
levels observed in this study, only the 
unnatural-parity 3 + state at 1181 keV and 
the tentatively placed 1118-keV 0? state 
were not observed by Cizewski et al.5 It 
is surprising that a low-lying 0 + state 
would not be observed in the (t,p) reac
tion; however, the (K slate in l 9 8 Pt was 
similarly unobserved with this reaction.5 

We have also established several new 
levels at excitation energies greater than 
1.6 MeV. which seem to have no corre
sponding levels in the proton spectra of 
Cizewski et al. 

Gamma rays that result from feeding 
by the 299.1 - and 463.5-keV EI transi
tions from the 1567-keV 5" level were 
observeo in the delayed gamma-ray spec
tra with characteristic half-lives of 14.3 ± 
0.6 ns. It is possible that a retardation of 
these El transitions by greater than 106 

with respect to the Weisskopf estimates 
could be the source of the observed iso
merism, but it seems more likely that the 
5- level is populated by a low-energy 
(<100-keV). unobserved isomeric transi
tion. The low-energy region of the 
gamma-ray spectrum showed no evi
dence of a delayed transition, but this is 
not unexpected, considering that the low-
energy radiations were . "verely attenuat
ed by absorbers, and most low-energy 
photons were rejected by the timing dis
criminators. The internal-conversion 
electron spectra did not extend to ener
gies low enough to provide any useful 
evidence on this transition. 

The negative-parity states in the even-
mass platinum isotopes have been inter
preted8-9 as semidecoupled stales 
involving a fully aligned i|3 /2 neutron 
with a poorly aligned low-y partner. A 
perusal of the systematics of negative-
parity excitations in the even-,4 platinum 
nuclei suggests that it is the low-energy 
7- -» 5- E2 transition that is responsible 
for the isomerism observed10 in the 
lighter nuclei. The reduced E2 transition 
rates in Weisskopf units (W.u.), along 
wilh the predictions by Toki et al.,* are 

shown in Fig. 2 for these transitions. For 
comparison, we have assumed that the 
unobserved 7- —> 5~ transition has an 
energy of 50 keV and have determined 
the value of B(E2; 7~ -» 5~) to be 15 W.u. 
in 2 ( x lPt. Thus, the observed trend of 
decreasing collectivity for this transition 
with increasing mass is reproduced, as 
expected, for a transition from rotation-
aligned to single-particle structure. 

To date, detailed calculations within 
the IBA model for 2 l x )Pt have not been 
performed, probably for two reasons. 
First, extensive data for this nucleus 
were previously unavailable, and second, 
one must question whether this nucleus 
has too few valence bosons for this 
description to be applicable. 

Fewell1' and Leviatan et al. 4 have 
pointed out the difficulties in distinguish
ing between the u(5) and 0(6) symme
tries when only the low-lying states are 
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considered. For the stales for which data 
exist in 2 ( K IPt, the relative B(E2)s are 
identical in the UI5) and 0(6) symmetry 
limits. In Table 1, we compare our mea
sured B(E2) values with those of l % P t 
and of the U(5) and 0(6) limits. Except 
where noted, the experimental values for 
a x , P l have been corrected for the mea
sured M1 mixtures. The presence of 
large Ml amplitudes indicates a signifi
cant degree of symmetry breaking, and, 
as expected, the degree of symmetry 
breaking in - l l 0Pt is much greater than 
that observed in the lighter platinum 
nuclei. The small value of the ratio, 
B(E2; 2% -> 0|):B(E2: 2t -> 2|), is con
sistent with both the U(5) and 0(6) limits 
of the IBA model. 

Figure 2. Reduced E2 transition probabilities, 
in Weisskopf units, lor the 7- —» 5- transitions 
of the semidecoupled negative-parity bands in 
the even-mass platinum isotopes (adapted from 
Ref. 10). The open point is the value deduced 
for 2 l , lPt from this work, and the line illustrates 
the available theoretically calculated values.'' 

Table 1. Relative B(E2) values in '"It and ™Pt compared to values 
calculated with the IBA model in the l)(5) or CK6) limit. 

Transition U(5) or 0(6) i*Pt" mpt 

2: - »0 ; 0 0.001 <0.I0 
^ 2 | 100 100 100 

3, - » 2 | 0 0.13 0.19 
->2t 100 100 100 
-»4* 40 95 i> 

4, - > 2 | 0 1.8 0.66 
-»2 ; 100 100 100 
^4J 91 109 IIOO 

' Data from Ref. 1. 
h Unobserved low-energy transition. 
* Pure E2 multipolarity assumed. 
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Conclusion 
Although the occurrence of a triplet of 

states in 1 9 8 Pt has been taken 1 2 1 3 as an 
indication of the onset of vibrational 
structure in the heavier platinum nuclei, 
we see little evidence of such behavior in 
20opt. The level structure of 2 0°Pt is, in 
fact, more similar to '9*Pt than to 1 9 8Pt. 
Therefore, an 0(6) structure, rather than 
a vibrational or V(5) structure, 's sug
gested. Comparisons of available 
relative E2 transition probabilities do 
not, however, permit a clear distinction 
between the 0(6) and U(5) symmetry 
classifications to be drawn for 2 ( x lPt. 
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When very low-lying negative-pan:_ 
states were discovered in the radium 
region1 during the mid-1950s, the possibil
ity of nuclei having stable octupole defor
mation was considered.2 In the region of 
nuclei just beyond the double-closed shells 
of 2 0 S Pb, the £9/2 a n d y ^ neutron and the 
fj/2 and 11 3 / 2 proton levels are energetically 
very close together. Couplings among 
these orbitals give rise to low-energy 
(/it = 3-) two-quasi-particle configurations, 
and a superposition of these configurations 
could form the microscopic basis for 
stable octupole deformations.3 

In 1980, Chasman4 showed that incipi
ent octupole-deformation effects give 
rise to parity doublets in many odd 

nuclides of this mass region, including 
2 2 7 Ac. Subsequently, Moller and Nix5 

calculated a minimum in the nuclear 
potential-energy surface for nonzero 
oclupole deformation. The lowering of 
the ground-state energy because of addi
tional stability coming from octupole 
deformation improved the agreement 
between calculated and experimental 
masses in the region around 2 2 2 Ra. 

These theoretical studies inspired sev
eral experimental searches for evidence 
of stable octupole deformation in the 
mass region 220 < A < 230, even though 
targel materials are unstable and radioac
tive sources have short half-lives. The 
first experimental confirmation of 
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octupole deformation came from the 
observation6 of the predicted ground-
slate parity doublet in 2 2 9 Pa. This was 
soon followed by a study of " 7 A c 
(Ref. 7). In the present study, we tested 
the postulate of a stable octupole defor
mation with new information from one-
particle transfer-reaction experiments. 

Details of the experiment and a com
parison of the experimental level structure 
with model calculations of Leander and 
Chen8'9 were presented in Ref. 10. In this 
article, we show that the experimental 
cross sections derived from our data pro
vide a sensitive test for the presence of 
stable octupole deformation in --7Ac. 

Experimental Nuclear Structure 
Factors 

Using a one-nucleon transfer reaction, 
one can assign specific bands in reflection-
symmetric deformed nuclei. This is 
because the cross section for populating 
each member of a rotational band can be 
calculated with reasonable accuracy. The 
addition of octupole deformation to the 
nuclear potential affects the wave func
tions of the states and. hence, the spectro
scopic strengths for populating members 
of a rotational band. Thus, as a test of 
the existence of octupole deformation in 
: 2 7 Ac. one can compare the nuclear-
structure factors of the present work with 
those predicted for various magnitudes of 
P3. the parameter that provides a measure 
of static octupole deformation. 

The differential cross section for a strip
ping reaction with an even-even target, 
exciting a state with spin I. is given by 

daldSi = (21+ 1VV 5,,<|if(e), (1) 

where N is a norm, zation factor, S J f is 
the spectroscopic factor, j = I. and $p(8) 
is the intrinsic single-particle cross sec
tion for the transfer of a nucleon with 
orbital angular momentum JP. The spec
troscopic factor, which contains all the 
nuclear-structure information about the 
final states populated in the reaction, is 
expressed as follows: 

where the Cjm are the spherical ampli
tudes of the Nilsson states, the a u are the 
mixing amplitudes, and the (7U are the 
pairing factors. In studies of deformed 
nuclei, the squared quantity in Eq. (2) is 
often called the nuclear-structure factor. 

The computer code DWUCK'' was 
used to calculate the various single-
particle cross sections. (|>{(6), necessary 
to describe the (ou) and (-'He.d) reac
tions on - 2 6Ra. The optical-model 
parameters were taken from Ref. 12. 
Normalization factors of N = 6.14 and 
N = 1.04 were adopted for the t 'He.d) 
and (ot,t) reactions, respectively. 

Nuclear Reaction Spectroscopy 
to Test Models for vAc 

Data from the present work are com
pared with two sets of theoretically cal
culated structure factors. The first set is 
obtained from a reflection-symmetric 
Nilsson model calculation, with pairing 
and Coriolis effects included. The 
parameters used for the Nilsson calcula
tion were K = 0.058. u = 0.646, fj2 = 0.17, 
(J, = 0.0, and P 4 = 0.09. Emptiness fac
tors, t/fj, for the various orbitals in the 
2 2 6 Ra target were estimated from the 
observed excitation energies in 2 2 7 Ac, 
assuming that the Fermi surface for 2 2 7Ac-
was at the position of the 3/2-[532] 
orbital and for 2 2 6 Ra was approximately 
250-keV lower. The pairing strength 
parameter was A = 0.79 MeV. Coriolis-
mixing calculations were performed for 
both the positive- and negative-parity 
banuo. For positive-parity levels, the 
calculations included all rotational bands 
based on the spherical )i_v2 level. For 
K = 7/2 and greater, the bandhead ener
gies were estimated from harmonic oscil
lator calculations and systematics. For 
the three experimentally known bands, a 
least-squares fit was made to all of the 
levels of the 3/2+|651) band, to the 
I = 5/2 and 13/2 members of the 
5/2+|642] band, and to the 1 = 5/2, 9/2, 
and 13/2 members of the 1/2+1660] band. 
Variables in the calculation were the 
unperturbed bandhead energies of the 
three bands, a common moment of iner
tia, and a decoupling parameter. The 

Coriolis matrix elements were fixed at 
50% of their theoretical values. 

For the negative-parity levels, the 
Coriolis-mixing calculations included the 
three experimentally observed bands, plus 
the K = 7/2 and 9/2 bands from the h9l2 

spherical state with estimated excitation 
energies. A least-squares fit was made to 
all of the negative-parity experimental 
levels except the I = 9/2 and 11/2 mem
bers of the K*= 1/2- band. Variables in 
the calculation were treated just as in the 
calculation for positive-parity bands. 

The second set of nuclear-structure 
factors was predicted using the adiabatic 
reflection-asymmetric rotor model of 
Meander and Chen.s There was no 
reduction of Coriolis matrix elements in 
this calculation. Inclusion of a standard 
reduction factor would substantially 
lower the calculated structure for the 
13/2+ level at 211 keV and 9/2- level at 
127 keV, as well as change other struc
ture factors. Values for the K" = 3/2+-
bands are from Ref. 8, while those for 
the 5/2* and 1 /2+- bands have been 
obtained more recently.9 The two theo
retical sets are compared with experi
mental values in Fig. 1. 

Note that there have been no arbitrary 
adjustments or renormalization in either 
the measured or calculated results. The 
comparisons involve absolute values. 
Also, in extracting the experimental val
ues from the measured cross sections, we 
assumed that the reaction process is 
described by a single-step distorted-wave 
Born approximation process. It is well 
known, however, that multistep processes 
in the reaction mechanism can be signifi
cant, particularly for weakly populated 
members of bands. Therefore, considera
tion should be restricted to the half-dozen 
or so levels for which the strengths 
shown in Fig. 1 are reasonably large (e.g., 
at least 10 to 20% of that for the most 
strongly populated member of the band). 

From Fig. I it is seen that a better 
overall description of the observed spec
troscopic strengths is obtained with the 
Nilsson model for P3 = 0. with Coriolis-
mixing effects included. The adiabatic 
reflection-asymmetric rotor model of 
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Leander and Chen underestimates most 
of the largest strengths by an approxi
mate factor of 2 to 3. (The excellent 

Figure 1. The experimenlal and calculated 
structure factors for stales in --7Ac. The pro
posed experimental energies are noted above 
each state. An asterisk (*) shows that some or 
all of the measured strength may be the result 
of another state or stales that cannot be experi
mentally resolved: a question mark (?) denotes 
that no assignment has been made on the basis 
of this research. 

agreement in Ref. 8 was obtained by 
renormalizing the experimenlal strengths 
to agree with the calculated values.) 

Conclusions 
Earlier papers have shown that 

octupole effects provide a better descrip
tion of certain nuclear properties, such as 
level ordering and spacing, decoupling 
parameters, magnetic moments, etc. 
However, the present experiment shows 
that the spectroscopic strengths for 
single-proton stripping reactions are in 
better agreement with predictions of the 

Nilsson model with no octupole defor
mation. Although the model of Leander 
and Chen can reproduce Ihe correct level 
order and accounl for the observed parity 
doublets, the calculated nuclcar-struclure 
factors for most of the strongly populat
ed levels tend to be too small by a factor 
of 2 to 3. 
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Nuclear isomerism plays a key role 
in the current conceptual designs of a 
gamma-ray laser.' In these designs, the 
isomeric state stores a large amount of 
energy that would be released to provide 
a coherent beam of electromagnetic 
radiation. Nuclear isomerism results 
from one or a combination of nuclear 
structure factors: a small energy differ
ence between nuclear energy levels, 
a large spin change between levels. 
K-forbiddenness of the transition con
necting levels in the case of deformed 
nuclei, or a large difference in nuclear 
shape between the isomer and lower-
energy levels. Of these factors, nuclear 
shape isomerism (major-to-minor-axis 
ratio of 2:1) is the least studied, and vir
tually no systematic experimental infor
mation exists on isomer occurrence as a 
function of nuclear mass and charge, iso
mer decay modes, isomer spin and parity, 
or other properties. 

We are studying the gamma-ray decay 
of shape isomers in light actinide nuclei 
to extend the systematic knowledge of 
their properties and to develop tech
nique': and strategies to identify shape 
isomers in nuclei where the fission decay 
mode does not occur. 

The nucleus - 3 7Np is known from fis
sion studies2 to have a shape isomer at 
2.85 ± 0.4 MeV with a half-life of 45 ns. 
Based on the fission half-life systematics 
of Metag.1 this isomer decays mainly by 
gamma-ray emission, with the gamma-
ray branch being about 99.9c/c. With the 
2 3 l iU(p,2n) reaction we used in the exper
iment, the shape isomer is formed with a 
total cross section calculated to be 40 ub. 
We have previously obtained an upper 
limit of 5.3 |ib (2o" standard deviation) 
for any single gamma ray with an energy 
between 16CX) and 3300 keV associated 
with the decay of the isomeric slate back 
to the first well.4 Subsequent statistical 

model calculations suggested to us that 
the decay of the shape isomer by a sin
gle, intense gamma ray might not be the 
dominant de-excitation mode. Rather, up 
to 10 or more primary transitions in that 
energy range might depopulate the iso
meric level, with virtually none of them 
having a cross section of as much as 
5.3 \ib. These calculations suggested, 
however, that the 2- , 7Np shape isomer 
would decay up to half the time to certain 
less deformed, low-lying levels, depend
ing on the isomer's spin and parity. These 
low-lying levels generally have short half-
lives or decay promptly. Thus, a 45-ns 
component in their decay curve would 
indicate that they are probably populated 
by the gamma-ray decay of the shape iso
mer. We report here on the experiment 
designed to search for this process. 

Experimental Procedure 
In this experiment, we exploited the 

capabilities of our solenoidal conversion-
electron spectrometer, which is described 
in detail in Ref. 5. A thin target of urani
um oxide (300 |ig/cm2 of -^U) mounted 
on a carbon foil (30 p.g/cm2) was bom
barded with 12-MeV protons from the 
tandem Van de Graaff accelerator at 
Los Alamos National Laboratory. 
Conversion electrons were transported 
by the solenoidal magnetic field through a 
baffle system to a 200-mm2 Si(Li) detec
tor, the energy-dispersive element in the 
spectrometer. A 100-mm2 Si(Li) fission-
fragment detector monitored the prompt 
fission fragments and, together with the 
measured fission cross section for this 
reaction.6 determined the number of 
prompt fissions that occurred in the target. 
This value served to calibrate the other 
reaction cross sections. 

Low-energy transitions of interest in 
2 , 7 Np included the 208-keV transition 
between the 3/2 level at 267 keV and 
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Figure 1. A time-integrated conversion-
electron energy spectrum. The 208-keV tran
sition L and M conversion-electron peaks 
originating from the 267-keV level in 2"Np 
are identified. The peaks observed in this 
spectrum arise mainly from the direct reac
tions. The insert shows a schematic represen
tation of a shape isomer such as --"Np that 
decays by both fission and gamma-ray decay. 
Gamma rays emitted during the shape isomer 
decay are either primary (directly from the 
shape isomer) or secondary (from lower-lying 
levels). The 208-keV transition is a secondary 
transition. 

1.2 x10 5 I 

the 5/2- level at 59 keV. and the 96-keV 
transition between the 1l/2+ level at 
129 keV and the 7/2+ level at 33 keV. 
The K conversion electrons from the 
208-keV transition and. particularly, the 
L conversion electrons from the 96-keV 
transition occur at low energies where the 
spectrum is dominated by electrons from 
the interaction of the proton beam with 
the atomic electrons of the target nuclei. 
Therefore, the spectrometer transmission 
was adjusted to detect the 208-keV-
transition L conversion electrons, since in 
this region the electron background fails 
rapidly with increasing energy. Data for 
this higher-em i ay region were accumu

lated for 82 hours; 1.41 x l() | u fissions 
occurred in the target during that time. 

Data Analysis 
The 208-keV-transition L and M 

conversion electron peaks are clearly vis
ible in the time-integrated spectrum 
shown in Fig. 1. This transition, and oth
ers visible in the spectrum, result mainly 
from direct population by the (p.2n) 
reaction. If a portion of the counts from 
these transitions is due to decay of the 
-•,7Np shape isomer, that portion will be 
characterized by the 45-n.s half-life of the 
isomer. Figure 2 shows the lime distri
bution of the 208-keV-transition L peak 
after 10 hours of data accumulation. A 
background has been subtracted and 
20 counts added to all channels to display 
the statistics at late times. The 208-keV 
transition originates from a level that has 
a half-life of 5.2 ± 0.2 ns.7 A prelimi
nary value for that half-life extracted 
from the data of Fig. 2 is 5.4 ns, in excel
lent agreement with the accepted value. 
A component with a 45-ns half-life can
not be seen in this spectrum or in the 
summed time spectrum. 

To examine the time distribution of the 
208-keV-transition L peak in detail, the 
electron spectrum was projected from the 
two-dimensional data for two time peri
ods: 67 to 157 ns and 157 to 255 ns after 
the beam pulse. After 67 ns. all but 
0.019% of the 267-keV level, populated 
directly or through other states, had 
decayed. Thus, only about 200 counts 
occur in the 208-keV-transition L peak 
during the 67-157-ns time period unless 
the shape isomer decays to the 267-keV 
level. The electron spectrum for the first 
time period is shown in Fig. 3. As can be 
seen, several weak, long-lived peaks in 
the region of interest complicate the data 
interpretation. Careful fitting of the spec
trum indicates that the mulliplet near 
186 keV consists of two unidentified 
peaks, with one 1.4 keV below and the 
other 1.4 keV above the energy of the 
208-keV-transition L peak. These two 
peaks are also observed in the later time 
period. The ratio of counts in the two time 
periods indicates that the half-lives of these 
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Figure 2. Decay with time of the 208-keV-transition L peak. A time 
spectrum from a nearby background region has been subtracted and 
20 counts added to each channel. The 267-keV level from which this 
transition originates has a 5.2-ns half-life that is clearly observed. No 
45-ns component, indicative of population from the isomer decay, is 
observed in this spectrum. 
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periods indicates that the half-lives of these 
two peaks are greater than 60 ns. No peaks 
are detected in this energy region when 
6.4 (is has elapsed after the beam pulse. 
From these considerations, we conclude 
that a 45-ns component was not observed 
for the 208-keV-transition L peak. 

We can calculate an upper limit for 
the decay of the shape isomer to the 
267-keV level from an analysis of the 
background counts in the vicinity of the 
208-keV-transition L peak. The two-
sigma upper limit obtained is 17 (jb. 
This value includes the combined two-
sigma uncertainty of 24% in the central 
values of the various parameters of the 
cross-section calculation. 

We emphasize that the upper limit 
deduced above is valid only for a truly 
structureless background. The fact 
that long-lived small peaks exist in the 
spectrum during the important time peri
od makes it difficult to rule out the pos
sibility of some isomer feeding to the 
267-keV level at about the value 
deduced above for the limit. Further 
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analysis is required to elucidate the limi
tations of these data. 

Calculations 
We have performed calculations using 

the STAPLUS code" to study the 
gamma-ray decay of the shape isomer. It 
is assumed that the population of the iso
meric state "tunnels" through the poten
tial barrier by mixing with states at 
nearly the same energy in the normal 
ground-state potential well. The admixed 
isomeric level can then decay by dipole 
electromagnetic transitions in the normal 
way through low-lying discrete levels to 
the ground state. 

The shape isomer decay calculations 
for :-1 7Np were carried out with the 
populated level at three different 
energies—2.4. 2.8. and 3.2 MeV—since 
the isomer energy has an uncertainty of 
0.4 MeV. Because the isomer's spin and 
parity are unknown, the populated level 
was assigned spin values from 1/2 to 
15/2. For each of these eight spin val
ues, the production cross section was 

II 
?5 

220 

calculated under two sets of lc* _i condi
tions and for both positive and negative 
parity. Each set of discrete ! vels con
tained 110 energy levels. The two sets 
differed only in the completeness of the 
branching-ratio information. 

The first set included branching ratios 
reflecting the assumption that levels in a 
rotational band decayed to lower levels 
of the same band until the bandhead 
level was reached. The decay of the 
bandhead level to levels in other rota
tional bands was then calculated using a 
rotational model. The second set of dis
crete levels included all the experimen
tally known branching ratios. The 
branching ratios of about 20% of the 
levels were modified in the second set 
compared to the first. 

The calculation of the population of a 
low-energy discrete level depends signif
icantly on the branching-ratio informa
tion. Figure 4 shows the population of 
the 267-keV level (which is depopulated 
mainly by the 208-keV transition) when 
the two sets of discrete-level information 

1 1 1 

Positive 
parity 

i i i i 

-

Negative 
parity 

L 1 i i i i 

Figure 3. Eleciron energy spectrum for a time period 67 lo 156 ns 
after the beam pulse. Delayed peaks of unknown origin are indicated 
by arrows below the histogram. Two such peaks bracket the expected 
position of the 20X-keV-transition L electron peak. Both peaks have a 
half-life greater than 60 ns. Tb e small peaks make identification of 
low-level population of the 267-kcV level difficult. 

3 5 7 9 11 13 15 1 3 5 7 9 11 13 15 
Isomer spin (2J ft) 

Figure 4. Calculation of the production cross seclion of the 267-keV 
level from the shape isomer decay as a function of the isomer spin and 
parity. The calculation of the cross seclion is done with two sets of 
discrete-level information: the set with calculated branching ratios 
(blue histogram), and the set that contains the known experimental 
data (black histogram). In these calculations, the production cross 
section for the shape isomer is assumed lo be 40 pb. These calculated 
cross-section histograms are to be compared to Ihe measured upper 
limit of 17 pb. 
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are used. The cross section for popula
tion of the 267-keV level by isomer 
decay is about 50% of the isomer popu
lation (assumed to be 40 u.b) when the 
isomer spin is 1/2 and the discrete-level 
set containing the measured data is used. 
The cross section of Fig. 4 is to be com
pared with the experimental upper limit 
of 17 |ib. assuming that other delayed 
transicons do not mask evidence of real 
population by the isomer. 

Conclusions 
Our present experiment is the first 

reported attempt to identify shape isomer 
gamma-ray decay by characterizing its 
population of low-lying discrete levels. 
Analysis of data so far indicates that the 
cross-section upper limit for population 

of the 267-keV level is near the cross 
section that a calculation would predict. 
Other electron peaks observed in the 
experiment have not yet been subjected 
to detailed analysis and may yield infor
mation about the shape-isomer decay. 
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Figure I. Singles 
and coincidence 
rales in the ga.' ;oun-
tersfor 100-MeV/A 
niobium + gold as a 
function of laborato
ry angle. The solid 
squares represent the 
total number of 
events of each classi
fication (FF. HR. or 
IMF) at the specified 
angle. The other 
symbols represent 
me number of those 
detected in coinci
dence with an IMF. 

Collisk ,is of energetic heavy ions pro
vide the best tool for studying the nuclear 
equation of state. By varying such param
eters as the projectile and target masses 
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and the incident projectile energy, we can 
examine the nuclear response to high ener
gy densities and temperatures and to com-
pressional and high spin effects. These 
studies are made by measuring and com
paring particle-production cross sections, 
particle masses and energies, and total 
charged-particle multiplicities observed in 
heavy-ion reactions. However, differences 
in the nuclear responses are often subtle 
and require precise measurements, which 
are difficult to make in an accelerator 
environment. Furthermore, large multi
plicities often impose staggering require
ments on detector granularity and dynamic 
range for complete measurements. 
However, complete measurements are not 
always necessary when studying specific 
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effects in heavy-ion reactions. With 
appropriate choices for target, projectile, 
and incident energy, exclusive measure
ments over a fraction of 4n can yield suffi
cient information to make a detailed 
analysis of specific nuclear responses or 
reaction mechanisms. 

We have chosen to study the niobium + 
gold system at bombarding energies of 50, 
75. and 100 MeV/A. In this energy range, 
the reaction mechanisms are changing 
rapidly from those that dominate at low 
energies (e.g., fusion-fission, compound-
nucleus decay, and evaporation) to those 
associated with higher energies (e.g.. mul-
tifragmentation and single-particle interac
tions). The large projectile allows us to 
explore any collective dynamic effects that 
might influence the collision process and 
the observed angular distribution of reac
tion products, while the large projectile 
energy range allows us to explore the 
incident-energy dependence of the mea
sured cross sections in 'his low- to high-
energy transition region. 

Experimental Apparatus 
The complex nature and high charged-

particle multiplicities associated with 
heavy-ion reactions require very sophis
ticated detector systems that are capable 
of particle identification with high granu
larity over broad ranges in particle mass 
and energy. The Pagoda detector array 
has been described in detail in a previous 
report.' The array has been upgraded 
during the past year to increase the solid-
angle coverage and dynamic range and 
to improve the light-particle trigger 
response. However, the basic design 
criteria and operational characteristics 
remain unchanged. 

The Pagoda detector array consists 
of three subsystems: 

• A cylindrically oriented, eight-
element array of identical, position-
sensitive gas counters, which provide 
energy loss (dEldx and E) and time-of-
flight measurements. 

• A large-angle array of fast/slow 
plastic phoswich detectors, which are 

sensitive to light particles (p, d. t. and 
alpha) and to energetic, intermediate-
mass fragments that pass through the gas 
counters. (These new fast/slow plastic 
detectors replaced the CaF2/fast plastic-
modules used last year.)1 

• An array of similar fast/slow plastic 
phoswich detectors placed at forward 
angles to identify projectile-like (i.e.. 
beam velocity) particles. (These detec
tors were discussed previously.)2 

The number of large-angle phoswich 
detectors was increased from 44 to 54, 
which increased our solid-angle cover
age for light particles to backward angles 
(the CaF2 detectors covered only forward 
angles) and lowered the light-particle 
trigger thresholds to between 4 and 
5 MeV/A. This improves our ability to 
understand the reaction mechanisms that 
occur in heavy-ion collisions, since light-
particle production is a dominant part of 
the total reaction cross section. 

We also performed a number of addi
tional calibration experiments during the 

past year at LBL's 88-in. cyclotron and 
the Los Alamos Van de Graaff. The data 
are now sufficient for final detector cali
brations, which will give us total kinetic 
energies, mass identification, and veloci
ties for virtually all of the detected parti
cles within the limits imposed by 
detector resolution. 

Preliminary Results 
Although our final detector calibra

tions are not available at this writing, we 
have made a number of preliminary 
observations that are not dependent on 
specific detector responses. All the 
data presented below are from our 
100-MeV/A niobium + gold experiment 
completed in December 1987. 

Figure 2. The correlations between two FFs 
(lop). IMF and FF (middle), and two IMFs 
(bottom) as a function of the relative angle 
between the fragments for 100-MeV/A 
niobium + gold. The normalizations are 
arbitrary. 
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Figure 3. The correlations between coinci
dent, light, charged panicles in the large-angle 
phoswich detectors and an FF, HR, or IMF 
trigger in one of the gas counters located at 
36 degrees. Zero degrees represents the beam 
direction; positive angles are on the right-hand 
side of the beamiine, and negative angles are 
on the left-hand side. 

The relative numbers of events for frag
ments detected in the gas counters are 
shown in Fig. 1. (The angles in the figure 
are the centers of the gas modules mea
sured from the beam direction.) A prelim
inary classification of events, based on 
timing information and ion-chamber pulse 
height, has been made to facilitate the pre-
calibration data analysis; particles in the 
gas counters are tagged by mass as 
an intermediate-mass fragment (IMF), 
4 < A < 70; a fission-like fragment (FF), 
70 < A < 110; or a heavy residue (HR), 
A < 110. These mass assignments are 
approximate and arbitrary, pending the 
more detailed mass calibrations. Notice 
that the IMF cross sections decrease 
monotonically with increasing detection 
angle and that the HR cross sections 
decrease even more rapidly. As expected, 
fission-like fragments show a somewhat 
flatter (.''.stribution. The FF-FF coincidence 
probability appears to be lower by a factor 
of 2 (based on Monte Carlo estimates) than 
the expected fission-fission coincidence 
rate, suggesting that a large fraction of the 
particles identified as fission-like are not, 
in fact, products of symmetric gold fission. 

Figure 4. The ratio 
of all hodoscope 
events—measured 
at 6 = 5 degrees in 
coincidence with 
FFs (top), HRs 
(middle), and IMFs 
(bottom) in the gas 
counters—to the 
inclusive hodoscope 
spectra. This ratio 
is plotted as a func
tion of the A£ signal 
of the hodoscope, 
which is roughly 
proportional to the 
mass of the detected 
particle. The rise in 
the upper spectrum 
indicates that when 
an FF is identified 
in the gas counters, 
there is a preference 
for larger fragments 
(i.e.. larger A£ 
signals) in the 
hodoscope. 
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Angular correlations between particles 
delected in the gas counters are produced 
by dividing the spectrum of relative 
angles between coincident particles by the 
corresponding spectrum produced with 
noncoincident particles. Figure 2 shows 
the relative angle correlations between 
FFs and lMFs. The correlation between 
two fission fragments shows a narrow dis
tribution, with the peak corresponding to 
a momentum transfer of about 3% of 
the beam momentum (3% of 41 GeV/c. 
where r is the speed of light), with signifi
cant cross sections for momentum trans
fers up to about 10% of the beam 
momentum. The correlation between an 
IMF and an FF exhibits a broad peak on 
the opposite side of the beam (probably 
a result of asymmetric fission) and a 
broader distribution covering all angles 
(probably a result of actual FF-IMF coin
cidences or IMF-IMF coincidences where 
the FF has been improperly identified). 
The correlation between IMFs is essen
tially flat, except at small angles where 
Coulomb repulsion suppresses the corre
lation. We expect this small-angle sup
pression to provide information on the 
time scale of fragment emission. 

Correlations between light particles 
detected in the large-angle phoswich 
arrays and fragments detected in the gas 
detectors are shown in Fig. 3. While the 
correlations with the IMFs are virtually 
independent of the light-particle detection 
angle (the data points lie along a horizon
tal line), those associated with FFs and 
HRs are forward peaked. This indicates 
that these fragments are primarily associ
ated with peripheral collisions. Light-
particle multiplicities are frequently used 
to determine or define the centrality or 
violence of a collision. The measured 
multiplicities in the 54 large-angle 
phoswich detectors indicate that the FFs 
and HRs are indeed associated with more 
peripheral reactions than the IMFs. 

We introduced the forward-angle 
hodoscope into the PAGODA array to 
allow a more precise determination of 
the impact parameter by measuring 
projectile-like fragments. A single large 
fragment in the hodoscope (A = A p r o j c c l i | e ) 
would indicate a peripheral collision 
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because it is expected that the more cen
tral reactions would break up the projec
tile (as well as the target) into smaller 
pieces. Preliminary correlations do 
indeed associate FFs with the larger frag
ments in the hodoscope and. hence, the 
most peripheral reactions (see Fig. 4). 
IMFs are associated with the most cen
tral collisions (smallest fragments in the 
hodoscope), and HRs with more interme
diate impact parameters. 

The analysis of the niobium projectile 
data will continue through the end of 
calender year 1988. A proposal to con
tinue our fragmentation studies with 
lighter beams (iron and neon) was 

accepted by the Bevalac Program 
Advisory Committee in June. This final 
experiment should be completed by 
early 1989. 
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Single-particle inclusive measure
ments in high-energy nuclear physics 
have provided the foundation for a num
ber of models of interacting nuclei.1 

Such measurements yield information 
on the endpoints of the evolution of 
highly excited nuclear systems. 
However, they suffer from the fact that 
the observed particles can be formed in 
a large number of very different evolu
tionary paths. To learn more about how 
relativistic heavy ions (RHIs) proceed, 
we are performing a series of experi
ments in which all nuclear fragments 
issued from the projectile are analyzed 
for each individual interaction. 

Present theoretical models for RHI 
collisions can be distinguished by their 
prediction of the excitation phase of 
the reaction.2 The distinction is in the 
energy- and momentum-transfer spectra 
to the projectile or prefragment before 
dissociation. We have designed our 

experiments so that all the original nucle-
ons in the projectile can be accounted for. 
This enables us to reconstruct the trans
fer spectra for all decay channels to an 
acef'acy of a few MeV. Hence, we are 
able to distinguish the reaction mecha
nism (or mechanisms) responsible for the 
fragmentation of any particular channel. 

Experimental Procedure 
We are making these measurements at 

Lawrence Berkeley Laboratory's Bevalac 
with the Heavy Ion Superconducting 
Spectrometer (HISS).3 The HISS system, 
shown in Fig. 1, consists of a large (1-m-
gap, 2-m-diam) superconducting dipole 
(30-kG maximum field) and a set of 
facility detectors. These detectors 
include two sets of drift tubes and one 
drift chamber for measuring particle tra
jectories and a large multisegmented 
scintillation array for velocity, (3, and 
charge, Z, measurements. We are able to 
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calculate the rigidity. R. for each projec
tile fragment by coupling each frag
ments trajectory with a predetermined 
set of Chebychev coefficients that char
acterize the field of the magnet.4 We 
then combine these rigidities with the 
charges obtained from the scintillation 
array to obtain the vector momentum. 
(p = ZR). for each particle. Complete 
particle identifications are accomplished 
using the velocity and the momentum to 
obtain the mass. A. for each particle. 

Results and Discussion 
We completed measurements with l 2 C 

and l 6 0 projectiles at 2.1 GeV/A on car
bon. CHi. beryllium, and uranium tar
gets in 1983. We have concentrated a 
major portion of our analysis efforts 
since that time on individual decay 
channels in which the projectile nucleus 
can be completely reconstructed. These 
investigations, both singularly and 
collectively, have yielded a wealth of 
information on the reaction dynamics 
involved in peripheral collisions. The 
first decay channel we completed was 
)2C(i2C,3a)X(Ref. 5). We found that 
both the excitation spectrum and the 
transferred momentum distributions 
were consistent with a collectively excit
ed '-C nucleus decaying into three alpha 
particles. Unexpectedly, we found that 
the 3a channel was not a major contrib
utor to the large cross section for alpha 

particles seen in the single-particle 
inclusive measurements. These results 
were made more interesting with the 
completion of the work on the ( 1 2C. 
"B + p) decay channel.6 We found that 
this channel not only included the low-
energy, excitation-decay spectrum found 
in the 3a channel, but also a high-energy 
tail. As shown in Fig. 2. our dissection 
of this spectrum uncovered three distinct 
mechanisms: 

• An excitation-decay peak at beam 
velocity and low transverse momentum. 

• A quasi-elastic nucleon-nucleon 
scattering ridge lying along the nucleon-
nucleon elastic scattering line. 

• An inelastic nucleon-nucleon scatter
ing plateau in the region of high transverse 
momentum and below beam velocity, 
which is indicative of It production. 

The character of the excitation-decay 
peak was further clarified with the inves
tigation of the ( l f O, l 5 N + p)on berylli
um and uranium targets. As shown in 
Fig. 3. we found that the low-energy peak 
could be completely explained by a com
bination of diffractive dissociation7 and 
electromagnetic dissociation (EMD).8 

At the present time, we are investigating 
the (i2C.l(lBe + 2p) and (l^C.-'He + 2a) 
dissociation channels. We should be able 
to determine the maximum contribution to 
the spectrum from the nuclear Wiesacker-
Williams phonon model9 by inspecting the 
momentum distributions of the two pro

tons in the ( l : C, l 0 Be + 2p) events. The 
energy spectrum of the two alpha particles 
in the (^C.'He + 2a) channel will deter
mine if the final fragment spectra are 
populated by means of a sequential or a 
multipronged type of process. 

Meanwhile, the analysis of the collec
tive or general effects of all channels is 
beginning to yield information on more 
central collisions. From a study of the 
relative populations of projectile frag
mentation patterns and their associated 
internal excitation energy spectra, we 
know that a simple abrasion picture is 
sufficient to describe the surviving mass 
fraction.10 Further, a clear correlation 
exists with threshold energy, suggesting 
that the process is dominated by phase-
space. In other studies, we are investi
gating all reactions in which the entire 
mass of the original projeclile has been 
accounted for. but the observed charge 
sum has changed by one or more charge 
units. These "charge exchange" reac
tions should yield a complete picture of 
the pion exchange process involved in 
the inelastic nucleon-nucleon mecha
nism. ' ' This work should yield impor
tant information on the nuclear equation 
of state, and possibly elucidate the quark 
modeling of the nucleus. 

Summary 
Through these studies, we see a 

"picture" of relativistic nucleus-nucleus 

Beam TOT 

Neutron 
wall (100 cm) 

11° 

SW(220cm) 

22° 
TW1(200cm) 

TW2 

Figure I. Layout of HISS for the June 19XX running of the RHI projectile fragmentation experiment. Beam scintillators (TOE 
TOT. UDEW. E. and DS) define the trigger with logic (TOFTOTEl„E,„UDEWDS I. Drift lubes I DTI and DT2) determine 
the incoming beam particle's trajectory, while ihe drift chamber determines the charged projectile fragment's trajectories. The 
time-of-flight (S W. TWI. TW2) scintillation array determines the charge and time of Hight for all projectile fragments. 
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'•'gure2. Velocity vs 
transverse momentum 
for protons from (a) 
H ( ' C " B + p)Xand 
(b)i-'C(i^C. "B + p)X. 
Note the peak at low 
transverse energy 
and beam velocity. 
The line shows the 
location of nucleon-
nucleon quasi-elastic 
scattering. 

Figure 3. 
(a) Excitation energy 
spectra for U( "O. 
>*N + p)Xand 
Be(i»0.''iN + p)X 
normalized in the 
region between 
50 and 100 MeV. 
(b) The spectra from 
(a) subtracted and 
compared to theo
retical EMD cal
culations. The 
low-energy data 
lying to the left of 
the expected EMD 
peaks are consistent 
with the diffractive 
dissociation model. 

Invariant mass-mass ( 1 6 0) 
(MeV) 

*• gure2. Velocity vs 
transverse momentum 
for protons from (a) 
H C C i ' B + pJXand 
(b)i-'C(i^C. "B + p)X. 
Note the peak at low 
transverse energy 
and beam velocity. 
The line shows the 
location of nucleon-
uucleon quasi-elastic 
scattering. 

collisions starting to materialize. The 
picture suggests that: 

• For interactions just outside the 
combined radii of the two nuclei, the 
nuclei are able to capture virtual quanta 
from the coulomb field surrounding the 
other participating nucleus. 

• For interactions on the order of the 
combined radii of the two nuclei, single 
nucleons in a participating nucleus can 
pass through the nuclear "skin" of the 
other nucleus and be diffracted away 
from the parent nucleus. 

• For interactions closer than the 
combined radii of the two nuclei, a 
"participant/spectator" type of mecha
nism is dominant, with the participant 
part being well described by an intranu
clear cascade process and the spectator 
part being well represented by a statisti
cal decay type of process. 1 2 

The Future 
We have completed a second set of 

measurements this summer with 4 He and 
- n Ne projectiles at 2.1 GeV/A. We 
expect the analysis of the 4 H e data sam
ple to supply an exact characterization of 
the diffractive scattering mechanism and 
to provide the best possible data with 
which to study the quasi-elastic and 
inelastic nucleon-nucleon scattering pro
cesses. In contrast, the 2 0 N e data sample 
should supply more information on col
lective or bulk effects. The integration of 
these two data sets with the l 2 C and l 6 0 
data should supply a complete picture of 
the evolution of peripheral RHI colli
sions, from simple "skin" effects experi
enced in the collisions of light ions to the 
hydrodynamic mechanisms witnessed in 
the interactions of larger nuclei. 
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S ince the U.S. and the Soviet Union 
signed the Partial Nuclear Test 
Ban Treaty in 1963, all U.S. 

nuclear tests have been conducted under
ground. This treaty not only precludes 
atmospheric testing of nuclear explosives 
but also prohibits the crossing of interna
tional borders by detectable quantities of 
radioactive material from nuclear tests. 
In addition, it is federal, olicy that quan
tities of radioactive material above strict
ly defined guidelines should not exit the 
boundaries of the Nevada Test Site 
(NTS) and should not be inadvertently 
released on the NTS. The Laboratory's 
Containment Program is responsible for 
preventing the release of radioactivity 
and radioactive debris from LLNL's 
underground nuclear tests. To this end, 
we play many roles in the conduct of a 
nuclear test, from the planning stages 
through the analysis of data gathered 
during and after detonation. 

When a nuclear test is first placed on 
the test schedule, it is si.-d. in conjunc
tion with representatives of LLNL's Field 
Operations Program, in the most appro
priate existing drill hole (there is a stock
pile of holes that have already been 
drilled at NTS). The depth of a hole that 
has already been drilled determines, in 
large part, the yield of the event that can 
be expended in that hole. If no suitable 
hole exists, a new hole must be drilled. 

Whether an existing hole is chosen 
or a new hole must be drilled, the 
Containment Program carefully reviews 
each proposed site, paying particular 
attention to the geologic setting, adjacent 
drill holes, and containment experience 
in the area. The selection of a suitable 
depth of burial (DOB) to optimize both 
containment prospects and use of avail
able test areas is based on these factors. 

A containment scientist assigned to 
each event is responsible for assembling 
all relevant geologic, geophysical, engi
neering, historic, and computational 
information. The containment scientist 

chooses a final DOB and designs a stem
ming plan—the plan for filling and plug
ging the hole after the experiment has 
been emplaced. The containment scien
tist prepares the Containment Prospectus, 
a comprehensive document that presents 
all relevant information, expected event 
phenomena, and justification for the 
conclusion that the event will be satisfac
torily contained. Each event is presented 
to the Containment Evaluation Panel 
(CEP), a group of specialists who advise 
the Manager of the Nevada Operations 
Office of the U.S. Department of Energy 
on the containment prospects of every 
proposed event. No event can proceed 
unless the CEP concurs with the test 
sponsor that the likelihood of successful 
containment is high. 

During FY88, all LLNL events were 
presented to the CEP, and all events con
ducted were successfully contained. In 
addition to preparing LLNL events for 
the CEP, our containment personnel care
fully reviewed the tests proposed by the 
Los Alamos National Laboratory and the 
Defense Nuclear Agency to determine the 
adequacy of their containment designs. 

The Containment Program also has the 
responsibility for determining the hydro-
dynamic yield of some nuclear tests. The 
Kearsarge Event in August 1988 present
ed a unique opportunity for conducting 
hydrodynamic yield measurements using 
CORRTEX (Continuous Reflectrometry 
for Radius versus Time Experiment) 
techniques. (Kearsarge was part of the 
Joint Verification Experiment conducted 
by LLNL, Los Alamos, and the Soviet 
onion as part of the continuing negotia
tions to ratify the Threshold Test Ban 
Treaty. See more about Kearsarge in the 
chapter on Field Operations.) Both the 
U.S. and the Soviet Union decided to 
field CORRTEX cables and sensors to 
determine the practicability of using this 
technique for measuring hydrodynamic 
yield. Kearsarge was located in a drill 
hole that had been sited and drilled by 

Los Alamos. Because of the CORRTEX 
yield experiments, the stemming plan 
was modified so as to provide a suitable 
environment for the sensors, as deter
mined by both the U.S. and the Soviet 
Union. In addition to these unique fea
tures, Kearsarge was prepared and pre
sented by the Containment Program on 
an accelerated time scale to meet political 
requirements. The containment objec
tives in this experiment were achieved: 
Kearsarge was satisfactorily contained, 
and very high quality CORRTEX data 
were obtained. 

In addition to these test events, the 
Containment Program was involved in 
other specific tasks related to different 
facets of testing such as the develop
ment of a fast, high-explosive- (HE) 
driven pipe closure. This device is for a 
planned future test involving exposure 
of a target to prompt radiation followed 
by rapid closure of the line-of-sight pipe 
between the source and the exposed tar
get. We tested a closure that sealed a 
0.46-m-diam pipe in less than 1 ms. The 
sealed plug was more than 1 m in length 
and was composed of aluminum, steel, 
and copper driven on axis by about 
300 lb of HE. 

Containment Program personnel have 
also been working on several projects in 
support of specific test work, including 
certifying a new computer code for con
tainment calculations; providing faster, 
more efficient data processing for log 
processing and data-base retrievals; test
ing a carbon-oxygen well-logging tool; 
evaluating a new containment stemming 
plug diagnostic system; and measuring 
cavity pressure histories from nuclear 
tests. Work on these projects is described 
in more detail in the articles that follow. 
Progress on these projects enables us to 
evaluate sites faster and more effectively 
and to better determine the effectiveness 
of our containment plans. 
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Measuring Cavity Pressure in Nuclear Tests 
B.C.H»*M 

Figure I. Schematic 
diagram of the appa
ratus (one of three) 
used for measuring 
cavity pressure on 
the Cornucopia 
Event. 

An underground nuclear test is typical
ly conducted in an emplacement hole 
hundreds of metres deep that has been 
back-filled with sand, gravel, and con
crete plugs. These plugs, which vary in 
thickness and strength, serve not only to 
prevent radioactive material from reach
ing the surface but also, ideally, to con
strain it to a region near the explosion 
cavity. When we determine the appro
priate depth of burial (DOB) for a 
device, we have to make it shallow 
enough to be economical but deep 
enough to reasonably ensure contain
ment given the expected yield of the 
device and the particular geology of the 
hole. To do this, we have developed 
sophisticated computer models that con
sider each site's geologic structure and 
physical properties to predict explosion 
effects such as ground motion, confining 
stresses around the cavity, and cavity 
pressure. However, to be able to assess 
the performance and relative accuracy of 
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these computational models, we must 
develop a data base of the measured val
ues for each of these effects that can be 
compared with predictions. 

Over the past 25 years, many attempts 
have been made to measure a cavity 
pressure history. Unfortunately, few 
attempts have succeeded in giving even 
partial pressure histories. Furthermore, it 
has been difficult to establish the validity 
of data from supposedly successful 
measurements. In the mid-1980s, we 
devised a new scheme based on the 
results of past attempts and phenomeno-
logical observations from reentry studies 
of events detonated in tunnels under 
Ranier Mesa at NTS. This new scheme 
was designed to optimize chances of 
maintaining pressure communication 
with a nuclear cavity. The essential ele
ments of the new design included a fluid-
filled, helically coiled capillary tube and 
a reservoir containing high pressures (up 
to 12.000 psi) for blowing the fluid from 
the tubing after cavity formation (see 
Fig. 1). Three separate but identical sys
tems were fielded on the Cornucopia 
Event at Yucca Flat in 1986.1 Figure 2 
shows a plot of the three resulting pres
sure traces. The agreement between 
channels was extremely good, giving a 
believable pressure lecord that extended 
from zero time through cavity collapse. 
A similar measurement set was fielded 
on a Defense Nuclear Agency (DNA) 
tunnel event (Mission Ghost) under 
Ranier Mesa :n 1987.2 Figure 3 shows 
the two com' ilete data sets in a log-log 
format. Although the absolute levels are 
quite different, these data suggested three 
separate stages of cavity pressure decay. 
The absolute differences in the traces of 
the two events are not particularly sur
prising because there were significant 
differences in material properties, geo
logic structure, and yield, each of which 
is believed to play a role in developing 
the initial pressure. Following a study of 
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Cornucopia data, we concluded that 
pressure decay could be described in 
terms of three stages': 

• Stage I—Initial pressure is either 
much lower than predicted or hydrofrac-
tures allow the initial cavity pressure to 
drop to a level controlled by non-evem-
related confining stresses within a very 
short time (about 50 s on Cornucopia). 

• Stage II—The addition of mass 
combined with additional hydrofractures 
maintains a nearly constant pressure for 
a relatively long period (about one hour 
on Cornucopia) while the temperature 
drops to near the melting point of rock 
(about 1400 K). 

• Stage III—Heal conduction and 
Darcian How out of the cavity cause a 
monotonic pressure decay until collapse. 

Although our conclusions concerning 
the last two stages seemed fairly well 
based in theory, we were not as comlVi; 
able with our conclusions concerning the 
first stage, as a result of the uncertainty 
in lime required by the high pressure 
(7000-11.000 psi) to remove the fluid 
from the capillary tubing. (This time 
was impossible to calibrate because we 
do not know the exact configuration of 
the tubing after detonation.) In an 
attempt to obviate this difficulty, we 
fielded a modified measurement set on 
the Rhyolite Event in Yucca Flat in 1988. 
This configuration differed from the pre
vious ones in that it did not have a pres
sure reservoir for blowing out the fluid. 
Figure 4 contains the pressure data from 
this event. Although there is now an 
uncertainty of up to about 100 psi 
because of the fluid in the tubes, we 
believe that the Rhyolite data are ^p re -
sentative of cavity pressure from after 
about 2 s. 

The Rhyolite data suggest that the 
pressure histories determined from 
Cornucopia and Mission Ghost are not 
representative of cavity pressure dur
ing the period called Stage I and that 
the beginning of the relatively constant 
Stage II is probably representative of 
the initial cavity pressure, which is 
controlled by cavity growth, prompt-

shock-induced mixing of material, and 
the possible occurrence of hydrofrac-
ture. If these interpretations are cor
rect, there is a qualitative difference 
between Cornucopia, which had an ini
tial pressure of less than half the over
burden, and the more recent Mission 
Ghost and Rhyolite events, which had 
initial pressures considerably greater 
than overburden pressure. More data 
are needed to determine whether this 
difference is indicative of measurement 
or modeling difficulties. 

Current plans include fielding of simi
lar measurement sets on one DNA and 
one LLNL event. 
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Figure 2. Plot of three pressure traces, 
which gives a complete pressure history of 
Ihe Cornucopia Event cavity from the explo
sion to cavity collapse about nine hours later. 
(The first minute is obscured by the thickness 
of the traces and is clipped at 4(K) psia.) 
Agreement between the three traces is 
extremely good. High pressure was applied 
to the fluid in the helix tubes about 2 s before 
detonation. The increased rate of pressure 
drop in the minutes before collapse strongly 
suggests that reduced cavity pressure brought 
on. rather than resulted from, cavity collapse. 

Figure 3. The Mission Ghost cavity pressure 
appears lo have distinct stages of decay, simi
lar to those of Cornucopia. The pressure his
tories suspected of being Ihe result of fluid 
"blow-out" are shown as dashed lines. 

Figure 4. Pressure dala from the Rhyolite 
Event are believed to be representative of cavi
ty pressure from less than 2 s on. suggesting 
that the "plateaus" seen on Cornucopia and 
Mission Ghost are the initial starting pressures, 
while 1he pre-plateau pressures are artifacts of 
the fluid removal process. 
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Adapting Carbon/Oxygen Logging for Use at the 
Nevada lest Site 
j a a HMNI 

Figure 1. 
Laboratory experi
ment for simulating 
NTS borehole condi
tions. A logging 
sonde was pulled the 
length of three boxes 
filled with silica sand 
and limestone mix
tures. Tests were run 
with both constant 
and varying gaps 
between sonde and 
sand mixtures and 
with both dry and 
saturated mixtures. 
Center box shows 
simulated washouts 
used for tests with 
varying gaps. 

1 Logging 
sonde 

When a nuclear explosive is tested 
underground at NTS, rock in the imme
diate vicinity of the explosion is heated 
to very high temperatures. If any of that 
rock contains carbonates (dolomite or 
calcite), they are dissociated, and the car
bon combines with oxygen to form car
bon dioxide. When the rock cools, the 
carbon dioxide remains a gas, increasing 
both subsurface pressure and the possi
bility of a delayed leak. Consequently, 
the process of evaluating potential test 
sites includes checking for substantial 
amounts of carbonates. Carbonate con
tent is expressed as equivalent carbon 
dioxide (C0 2), the amount of C 0 2 that 
would be generated if all the carbon in 
the cavity region combined with oxygen 
after the explosion. 

At present, we estimate the rock's car
bonate content as a function of depth by 

Screed cross section 

chemically analyzing drill cuttings or 
sidewall samples obtained after the bore
hole has been drilled. Estimated accura
cy as stated by the contractor performing 
these analyses is 0.01 weight fraction 
C0 2 , corresponding to about 0.0225 
weight fraction calcium carbonate. 
Evidence suggests this claim is opti
mistic. In addition, neither drill cuttings 
nor sidewall samples are fully represen
tative of the surrounding rock because 
some rock is washed out during drilling 
and sampling. Finally, sidewall sam
pling is costly in our larger-diameter 
boreholes since the drill rig must some
times remain onsite. For these reasons, 
we are working to adapt a commercial 
neutron-induced gamma-ray spec
troscopy log for estimating carbonate 
content. Such a log would test a much 
larger (and presumably more representa
tive) sample than the few grams used in 
chemical analyses and would be continu
ous rather than discrete. 

Neutron-induced gamma-ray spec
troscopy logging, commonly called 
carbon/oxygen (C/O) logging, is used 
routinely in the petroleum industry. The 
rock is irradiated with 14-MeV neutrons, 
and the gamma-ray spectra resulting from 
inelastic scattering are recorded as a 
function of borehole depth. The ratio of 
the number of gamma rays in an energy 
window appropriate to scattering from 
carbon to the number in a window appro
priate to scattering from oxygen (the C/O 
parameter) is used as a measure of the 
ratio of carbon to oxygen in the rock. 

Conditions at NTS are very different 
from those encountered in the petroleum 
industry. Boreholes are usually air-filled 
with diameters frequently between 2 and 
3.5 m. The walls are often rough; 2-cm 
rugosity is common over much of a bore
hole's length. Obviously, the standard 
petroleum industry calibrations and cor
rection algorithms for small-diameter, 
liquid-filled, smooth-walled holes are not 
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necessarily appropriate for our conditions. 
We. therefore, conducted a series of 
experiments to determine whether com
mercial C/O logging could be adapted 
and calibrated to accurately estimate the 
carbonate content around NTS boreholes. 

Laboratory Experiments 
A laboratory experiment was designed 

to simulate the wall of a 2.4-m-diam bore
hole. It uses three reinforced-concrete 
boxes, each having inside dimensions of 
about 4.9-m length. 2.4-m width, and a 
minimum of 1.2-m depth. One box is 
filled with silica sand, and the other two 
contain mixtures of silica sand and 
ground limestone. The three boxes are 
about 0.01. 0.12, and 0.24 by weight 
limestone, which is equivalent to 0.004. 
0.052. and 0.104 by weight C02. The 
ends of the boxes are circular arcs, so 
that their contents can be screeded (grad
ed) with a long rod to simulate a section 
of a cylindrical borehole (Fig. 1). The 
absence of an opposing borehole wall 
introduces some error, and computer 
modeling is needed to get a better esti
mate of this error. 

The three test boxes are aligned with a 
common longitudinal axis to allow the 
logging sonde to be pulled their full 
length. A logging winch is used to pull 
the sonde slowly over the boxes, provid
ing a continuous log. At the ends of 
each box, an adjustable support gives a 
gap or standoff between the sonde and 
the cylindrical test surface. A commer
cial sonde (a cylindrical tool about 
12.5 cm in diameter and 3 m long) was 
fitted with extensions at each end to keep 
it well supported while being pulled. 
The boxes are watertight so that after 
experiments with dry material are com
pleted, each box can be saturated with 
water. Since the silica sand and ground 
limestone both contain roughly the same 
range of particle sizes, the water content 
of the saturated mixtures should be 
approximately the same; in our tests it 
was about 16% by weight for all boxes. 

The first set of experiments was per
formed with dry test material screeded 
into a smooth concave arc with a radius 

of 1.2 m. Runs were made at 0.3 and 
0.6 m/min at uniform gaps of 0, 2.5. 5. 8. 
13, and 20 cm. Gamma-ray energy spec
tra were recorded approximately every 
8 cm along the boxes. For each gap run. 
we averaged the resulting C/O parameter 
over the central 4 m of each box and 
plotted the C/O parameter against C 0 2 

content. The C/O parameter increased 
v, ith COi content and decreased with 
increasing gap We obtained parallel 
lines with the position of their intercepts 
approximately linear with gap. 

The boxes were then saturated with 
water and the tests repeated. The C/O 
parameter decreased markedly in the 
water-saturated material. The fit to 
straight lines is good, and the lines are 
nearly parallel. 

We obtained an algorithm for calcu
lating carbonate content from the C/O 
parameter, gap, and water content by 
least-squares fitting to our data. The 
good qual'ty of the fits led us to con
clude that we can correct the C/O 
parameter for a constant (known) gap. 
An important question was whether the 
same correction would be valid for a 
varying gap, representing washouts. 
Consequently, we ran experiments simi
lar to those described above but with the 
sand screeded into varying gap configu
rations by a notched template attached 
to the screed rod. 

For these experiments, we used only 
the middle box. Four templates varied 
the washouts from 2.5 to 7.5 cm deep. 
We found that when we corrected the 
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C/O parameter as a fu.iction of position 
for a varying gap, our algorithm did not 
give as good agreement with measured 
carbonate content as we obtained for a 
uniform gap. In other words, a plot of 
C/O parameter against position does not 
track the varying gap in a reproducible 
way. However, if we averaged the vary
ing gap and the C/O parameter over 
the cental 4 m of the box. agreement 
between calculated and true average car
bonate content was good. 

Figure 2 shows the difference between 
the average C 0 2 calculated from the 
algorithm and the true average value of 
0.052 (dry weight fraction) as a function 
of average gap for each of the four 
washouts. For most gaps, the difference 
is within our tolerance of 0.01; it is best 
for an average gap of between 6 and 12 
cm. The results were very similar for 
saturated experiments. 

Field Experiments 
Two logs were run in 2.4-m-diam 

boreholes at NTS. The commercial 
sonde was mounted on a large steel skid 
to force its face toward the borehole 
wall. Since the gap discrepancy is at a 
minimum between 6 and 12 cm, we 
installed a spacer to create a nominally 
constant gap of about 7.5 cm from a 
smooth borehole wall. We also used an 
aluminum caliper arm to measure the 
true value of the gap midway between 
source and detector. The measurement, 
averaged over an appropriate depth range, 
was used to apply a gap correction. The 

Figure 2. Differ
ence between true 
CO, content (0.052 
weight fraction) and 
that calculated from 
the C/O log versus 
gap for four washout 
configurations in dry 
material. 
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skid, as deployed, increased the C/O 
parameter by approximately 0.016: this 
number was subtracted from the raw 
parameter for a skid correction. 

Figure 3(a) shows the weight fraction 
of COi equivalent from the raw log cor
rected for gap and skid versus that 
obtained from sample measurements for 
one of the holes. When a water correc
tion was attempted, the log was severely 
overcorrected (Fig. 3(b)]. The neutron 
log used to obtain the water content was 
run six years before the C/O log. and it is 
quite possible that the rock near the bore
hole wall dried out in the interim. This 

hypothesis is supported by the capture 
spectra obtained from the log. The 2.2-
MeV hydrogen peak is much smaller in 
these spectra than in the spectra obtained 
from the saturated laboratory experi
ments. We plan to use the capture spec
trum, rather than the neutron log. to 
obtain the water correction. 

Conclusions 
Laboratory tests of a commercial 

neutron-induced gamma-ray spectroscopy 
logging system adapted to NTS condi
tions indicate that the C/O parameter is 
affected not only by the carbonate con-

10 20 
C0 2 (wt%) 

10 20 
C0 2 (wt%) 

Figure 3. Comparison of CO; content in borehole U9cv at NTS as determined from chemical 
analysis f samples (data points) and from logging values that are (a) gap- and skid-corrected 
and (b) gap-, skid-, and water-corrected. Water values were chosen to be 0.18 by volume above 
300 ft and 0.29 beJow 300 ft. corresponding to attempts at averaging a neutron log. 

tent of the material used to simulate the 
borehole wall but also by its water con
tent and by the gap between the sonde 
and the wall. For a given water content, 
an algorithm can be constructed to calcu
late carbonate content from the C/O 
parameter and the gap. 

In tests with material that had a CO : 

content of 0.052 (dry weight fraction), 
our algorithm gave the CO : content aver
aged over depth correctly within 0.01 for 
both dry and saturated material, with the 
average gap between sonde and sample 
as large as 12.5 cm and varying by as 
much as 7.5 cm. Although our tests 
were not so comprehensive at other car
bonate contents, the results suggest that 
the corrections will be satisfactory. 

Preliminary field logging results 
appear to agree fairly well with data 
from chemical analyses. Of course, if 
the latter data were wholly satisfactory, 
the log would not be required. The 
agreement, at least, tells us that nothing 
is seriously wrong with our procedure. 

At this point we have gone nearly as 
far as we can with physical modeling and 
must turn to computer simulations for 
further information. In particular, such 
simulations will be useful in characteriz
ing what happens when some or all of 
the calcite in a rock formation is replaced 
by dolomite. C.'-^puter simulations will 
also be useful in helping to develop a 
water correction based on the capture 
spectrum. There is evidence that this 
effect is significantly nonlinear, but we 
are optimistic that a suitable corre '.ior-
can be developed. 
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Plug Evaluation Diagnostics Systems 
B. C HarftM 

The primary responsibility of the 
Containment Program is to ensure that 
all reasonable actions have been taken to 
prevent the accidental release of radioac
tive material and radioactivity to the 
atmosphere. Because we do not have 
unlimited resources, containment sys
tems must be designed to be practical as 
well as adequately conservative. This 
requires the development of models 
that are containment-related and cost-
effective means for stemming emplace
ment holes. This, in turn, requires an 
aggressive measurement program to 
determine whether stemming design 
criteria are met. determine the effective
ness of containment systems, and create 
a phenomenology data base for the 
development and validation of contain
ment models. 

To gather stemming plug emplacement 
and performance data in a cost-effective 
manner, we have developed an electronic 
multiplex system for plug evaluation 
diagnostics (PED). The PIED multiplex 
system can gather up to 24 data channels 
from various instrument locations deep 
in an emplacement hole and transmit 
those data to a surface recording trailer 
via a single coaxial cable. In practice, 
the PED system now replaces one 
coaxial and three multiconduclor 
cables with a single coaxial cable or. 
alternatively, allows us to perform a 
much more extensive set of measure
ments using the same number of cables. 
The PED system gathers data from each 
of 16 s\ itches. 4 temperature sensors. 2 
pressure transducer^, and 2 radiation-
level monitors at the rate of once each 
per second (see Fig. I). 

In addition, monitoring the length of the 
coaxial cable extending from the deepest 
PED system to the surface a'lows us to 
measure the rate and extent of chimney 
formation during collapse Monitoring 

the length of a coaxial cable extending 
from the PED system to the device posi
tion allows us to measure strong shock 
position versus time immediately follow
ing detonation. The latter measurement 
can be used to derive the hydrodynamic 
yield of the nuclear device. 

Figure 2 illustrates PED data from a 
typical set of gypsum concrete level 
switches during plug installation. The 
sw itches are designed to indicate the 
level of gypsum slurry and give an indi
cation of its ability to (low into narrow 
regions, such as between cables. The 
temperature histories can be compared 
with those of other plugs installed in 
similar settings to give a qualitative 
indication of plug competency. 

Figure 3 shows a typical set of pressure 
and mutation data. Note that the radiation 
level remains at backg-nmd. The pres
sure trace shows a sha , crease at zero 
time as a result of ground-motion-induced 
compaction of the stemming, followed by 
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a slou decay toward pre-zero-lime levels. 
Both radiation and pressure measure
ments indicate the successful performance 
of the deeper gypsum plugs on this 
event—no radioactive cavity material 
reaches the level monilored. 

The PED system has now been used 
successfully on several events, and we 
expect to use it routinely on most 
future events. 

Figure 2. Both the 
measured tempera-
'ire histories and the 

svsiiches showing the 
gypsum levels indi
cate a typical stem
ming plug. 

Figure 3. Pressure 
and radiation data 
from station 33 
relayed via Ihe PED 
system indicate thai 
no radioactive gases 
v. ere present ahove 
the tuo deepest gyp
sum plugs. 
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Calculations of Underground Nuclear Explosions Using 
DYNA2D 
w.c IJ.T. 

In the U.S.. nuclear tests are conducted 
underground to prevent the release of radi
ation and radioactive debris. The geolo
gies in which these tests are conducted can 
be complicated—they often consist of 
many layers of material with different ten
sile strengths, bulk and shear responses, 
water saturation and porosity, as well as 
faults and cracks. Failure to recogni/.e the 
effects of different material properties and 
geologic features on the shock wave gen
erated by the explosion could lead to a 
containment failure, as exemplified by the 
Baneberry Event in 1970. which released 
radioactive debris to the atmosphere 
through shock-generated cracks that 
extended from the working point to the 
surface. Following the Baneberry Event, 
numerical simulations of underground 
nuclear explosions (including Baneberry) 
were performed to identify potential con
tainment weaknesses. 

Until October 1988. the numerical 
simulations were done using TENSOR, 
which is a two-dimensional. Lagrangian. 
finite-difference hydrocode. TENSOR 
was operational only on the CDC 7600 
computers, which were shut off in 
October 1988. Efforts by others to 
make a version of TENSOR run on the 
Cray computers were initiated in antici
pation of the shutdown of the CDC 7600s 
but were unsuccessful. Consequently, 
we chose to use DYNA2D.1 which 
is a two-dimensional. Lagrangian. 
finite-element hydrocode. We selected 
DYNA2D because it is a state-of-the-art 
hydrocode that is used worldwide. It 
is approximately six times faster than 
TFNSoR. has slide-lines, color graphics, 
and portability (it is easily transferred to 
other machines). There is also a three-
dimensional version that will allow anal
yses oi very complex geologies. 

Our immediate goals were to duplicate 
TENSOR', capabilities. The reasons for 
this were practical, not technical. The 
Containment Evaluation Panel (CEP). 

which approves events for detonation 
based on probability of successful con
tainment, had developed confidence in 
TENSOR'S calculations over the past 
15 years. We did not want to weaken this 
confidence, so we added those features of 
TENSOR to DYNA2D that are necessary 
to do geologic problems: geologic mate
rial models, dezoning. and overburden. 
We also modified the DYNA2D post
processor to produce graphical output of 
quantities relevant to containment so that 
TENSOR and DYNA2D output could be 
compared. In this article, we will show 
the results of our efforts by comparing 
calculations done with DYNA2D and 
TENSOR. We demonstrate that both 
codes produce similar results. 

What Is A Containment 
Calculation? 

A typical numerical simulation of 
an underground nuclear explosion con
sists of constructing a two-dimensional 
representation of the test geology, as 

shown in Fig. 1. The results of well 
loggings, analyses of cuttings, and geo
logic surveys are used to construct the 
numerical representation of the test 
geology. The colors represent different 
materials. Although the geology is 
three-dimensional, two-dimensional 
{axisymmetric about the z axis) represen
tations have been found to be adequate 
(to date). The geology is divided into 
small, discrete elements (see Fig. 1) in 
which the equations of motion (conser
vation of mass, momentum, and energy) 
are differenced and solved. The parame
ters for the material model are obtained 
from experimental data when possible, 
or from theoretical models when data are 
not available. The cavity, centered at 
/• = 0, z = 0, contains the device, which is 
modeled as a gas with an appropriate 

Figure 1. Typical 
computational incsh 
used in containment 
calculations. 
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pressure-volume relation. Typically, the 
calculation begins at approximately 3 ms 
(0.1 Mbar cavity pressure) so that radia
tion can be neglected. The calculation is 
terminated at approximately 1 s, which 
is usually long enough for the dynamic 
solution to approach static equilibrium. 
In order for there to be "good numerical 
containment," we examine the stress 
field around the cavity and the spatial 
extent of material that has failed in ten-

Figure 2. Out-of-
plane hoop stress at 
800 ms for an event 
planned for hole 
U8n. as calculated 
by (a) TENSOR and 
(b) DYNA2D. 

sion during the calculation. We look for 
a spatially thick region around the cavity 
in which the in-plane (Gee) ar>d out-of-
plane (o^,) hoop stresses are compres
sive (see Fig. 1) and exceed the cavity 
pleasure. We also require a thick region 
of uncracked material between the cavity 
and the surface; that is, we do not want 
to see a pattern of cracks (even if they 
are currently closed) that extend from the 
cavity to the surface. In general, inter

preting the results of numerical calcula
tions and making conclusions about 
containment is subjective and difficult. 
The numerical calculations are useful 
because they allow us to do controlled 
sensitivity studies to address particular 
containment issues that arise. These sen
sitivity studies can be done quickly and 
easily with DYNA2D because it is 
extremely fast and user-friendly. 

Comparisons of DYN A2D and 
TENSOR 

Figure 2 shows contours of the out-of-
plane hoop stress at 800 ms for an event 
planned for hole U8n, as calculated by 
DYNA2D and TENSOR. Identical 
meshes, boundary conditions, and mate
rial properties were used in the calcula
tions. The contour levels (colors) are 
identical in both calculations, increasing 
from dark blue to red. Compressive 
stresses are positive. The calculations are 
very similar and show "good numerical 
containment." The complicated material 
geometry and large number of materials 
(14) with different material properties 
assures us that the agreement is not fortu
itous and that we have incorporated the 
relevant features of TENSOR'S geologic 
model in DYNA2D. We have compared 
other DYNA2D and TENSOR simula
tions of events that showed good, 
marginal, and poor compressive stress 
fields around the cavity at late times. 
These simulations also were in agree
ment. Consequently, DYNA2D is a 
reliable tool for doing containment calcu
lations and can be used for all future 
LLNL containment calculations. 

Reference: 
1. J. O. Hallquist, User's f. tamialfor 

DYNA2D—An Explicit Two-
Dimensional Hydrodynamic Finite 
Element Code with Interactive Rczoning 
and Graphical Display, Lawrence 
Livermore National Laboratory, 
Livermore, Calif., UCID-18756, Rev. 3 
(1987). 
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Containment Program personnel col- and make comparisons to similar types 
lect rock samples and geophysical log of data from other drill-hole locations to 
data to use for evaluating a drill hole as a help determine if anything unusual is 
site for a proposed nuclear test. The data present al the proposed site. Rock sam- Figure 1. Processing flow diagram of data to 
permit us to characterize the site itself pies give us three types of data: C 0 2 be plotted by CEPP. 
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Figu e2. CEPP 
input form request
ing data file names. CEPP Version IV Co*piled 12-21-1388 (File totes] 

Calcaiated Properties File 

Ehusi File- .,.4.UUI.5lt,.,IJ|.UJJ 

toe Sussar|j Files 

Caliper File'. tdai;[vM.dfi51fflii5HifHJ.bin5 
Velocity File: tdat:[v85.dOZlggWMa.btn5 
tensity File: tdat:LvQ4.dDBlUHMBi.bins 

tdat : [ « 0 4 , d 8 5 ] g r a . bins 
S R B . b i n s 

tdat: I'M.immbTMW,. bins 

Sesistiviijj rile; 
C!SH File: 
C02 File (first): .... ._. 
CIS File (second): tdat: [v05.d023BM«l«,pin5 
CD2 File (third!: 
Hater File: tdai:M4.d05]l 

Hore.Files(i! Plot-Calculated^) Plot-Siuwars<3) 

CEPP Version W Caviled 12-21-1938 [Plot Units] 

mw mm 

UStS LIMITS: 
Plot Units: mm 
6o(«) HsIpCFfii B3ck.up(F?) 

Figure 3. CEPP input form requesting Hatj 
plotting limits. 

content, grain density, and mineral con
tent. Geophysical logs provide us with 
eight different types of data: acoustic 
impedance, density, hole diameter, natu
ral gamma radiation, remanent magnetic 
field, resistivity, velocity, and water con
tent. There may be more than one log 
for a data type; for example, we obtain 
density data from both a gamma-gamma 
log and a gravimeter. We use 10 codes 
to process the sample and log data. Also, 
the epithermal neutron log, from which 
we obtain water content, requires cali
brations for correct interpretation, so we 
have two calibration codes to process 
these data. Two codes allow us to model 
the geologic setting and correct density 
data for the effects of nearby structure. 
Another code uses measured data to cal
culate physical properties, porosity, gas 
porosity, and saturation, all of which we 
use to help predict the phenomenology 
of an event. 

In the past, these codes were run on 
CDC 7600 computers. However, we 
have recently completed a large project 
in which all of these codes were convert
ed to an in-house VAX. This conversion 
included packaging the codes more effi
ciently by encapsulating multiple smaller 
routines (modules) into parent codes, 
adding forms that make operating the 
codes straightforward and simple, and 
adding a history file of all actions taken 
on a data set (for quality assurance pur
poses). The codes meet the Containment 
Program's software specifications, which 
were set to produce high -quality, main
tainable production software. This 
includes structured Fortran coding and 
analysis as well as design reports and 
documentation including programmers' 
and users'manuals. Command fii v> for 
each code link and compile modules and 
libraries to create an executable file 
when changes are made. 

This conversion project gave us an 
opportunity to make the codes operate 
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more efficiently. Before, processing a 
log consisted of running many small 
codes, taking oulpul from one c^de and 
using it as input for another. Now, relat
ed codes are linked as one general code 
with modules, requiring no operator 
interaction after starting. The addition 
of forms to the front of the codes allows 
the user to supply all necessary informa
tion for running the code at the begin
ning of the session. Initiation of the 
form starts the code, and the operator is 
free to work on something else as data 
processing progresses. Finally, history 
files keep records of all actions taken on 
a data set. This is an excellent means of 
retracing steps to determine how a data 
set was manipulated. 

During the conversion, we also wrote 
several special-purpose codes to give us 

some of the capabilities we had on the 
CDC 7600s thai were unreasonable to 
port and convert. For example, we now 
have codes to read the geophysical data 
from magnetic tape, change the formal of 
data when necessary, create (digitize) 
data, and display data. An example is 
CEPP, which was written on the VAX to 
allow us to make log summary plots for 
presentation. CEPP plots eight data types 
(not counting lithology) on one page. 
Similar plots were made on the CDC 
7600s but were actually drawn and 
pieced together using a graphics editor. 
The flow chart in Fig. 1 shows how the 
data plotted by CEPP are processed. The 
data types are shown in the boxes on the 
right side of the figure. Input forms used 
for CEPP are shown in Figs. 2 and 3. 
The first form asks for the names of files 

lo be plolled; Ihese are structured file 
names from our data base. The second 
form appears when one chooses the menu 
option "plot_summary." It requests 
working-point information and shows the 
ranges of Ihe data along with the plotting 
limits t- which the code defaults. The 
opr '.lor can override the defaults to 
c „in custom plotting limits. Figure 4 
shows the final plot, which can be sent to 
a laser printer as a paper copy or view-
graph. Il used to take at least one day to 
generate this plot on the CDC 7600s; we 
can now produce it in minutes. 

The code conversion project is com
pleted, which has given the Containment 
Program streamlined data processing, 
resulting in more efficient use of person
nel and computer time. 
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Figure 4. Log summary plol produced 
by CEPP. 
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