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#### Abstract

The asymptotic theory of Choudhary and Felsen [IEEE Trans. Ant. Prop. AP-21, 827 (1973)] on the propagation of scalar inhomogeneous waves in twodimensional isotropic media is extended to the case of three-dimensional vector fields. The theory is applied to the propagation of Gaussian beams in nonhomogeneous media. The wave trajectory equations are then reformulated for anisotropic media and used for tracking a Gaussian beam in a tokamak plasma.




## I. Introduction

High frequency microwave beams are used in some of the most powerful diagnostics of thermonuclear plasmas. ${ }^{1.2}$ By measuring the spectrum of electromagnetic waves, which are either injected into the plasma or generated within the plasma itself, it is possible to obtain important information on plasma density (interferometry), magnetic field (polarimetry), electron temperature (radiometry), turbulence (scattering), etc. A crucial factor in the interpretation of experimental data is the location and size of the investigated plasma region. This is determined by the degree of collimation of the probing wave, by the characteristics of the launching and receiving antennas, and by plasma inhomogeneities which deflect and spread the wave bear. To improve the measurement spatial localization, use is made very often of highly collimated waves, such as the Gaussian beam of a laser, and waves are launched and received with focussing elements, like lenses and curved mirrors. The effect of plasma refraction is estimated with ray-tracing techniques based on the theory of geometrical optics. ${ }^{3,4}$ Cnfortunately, even though the wavelength of the probing wave is, in most cases, much shorter than the plasma scale lengths, the approximation of geometrical optics breaks down near the focal region where the diagnosed plasma is usually located.

In the conventional theory of geometrical optics, ${ }^{3,4}$ the local description of the field is given in terms of homogeneous plane waves $\mathbf{E}(\boldsymbol{r}) \exp [-i k S(r)]$, where $k$ is the free-space wave number, and $\mathbf{E}(\mathbf{r})$ is a spatially dependent amplitude. The function $S(\mathbf{r})$ is the wave phase which is assumed to be a real quantity in a loss-free medium. These functions are obtained from the leading terms of an asymptotic series expansion of the solution of Maxwell's equations and can only describe fields whose armulitude does not change appreciably over a distance of a wavelength. This impairs the validity of the geometrical approximation near a focal point or a caustic. In order to deal with these cases, Choudhary and Felsen ${ }^{5}$ have extended the theory of geometrical optics of two-dimensional scalar fields by including evanescent or inhomogeneous waves, i.e., plane waves with complex phase (or eikonal), $S(\mathbf{r})$.

In this paper, the theory of geometrical optics with complex eikonal is used
for the study of wave beam propagation in nenhomogeneous media. In Sec. II, the existing scalar theory ${ }^{5}$ is reviewed and extended to three-dimensional vector fields. In Sec. III, the theory is applied to the propagation of Gaussian beams in nonhomogeneous isotropic media. In Sec. IV, the equations of the wave trajectory are generalized for anisotropic media, and the results are used for the propagation of a Gaussian beam in a tokamak plasma. Finally, the conclusions are summarized in Sec. V.

## II. Complex Eikonal

The formulation of geometrical optics with evanescent waves follows the route of conventional theory. The only difference is that the local plane waves are assumed to have a complex rather than a real phase, $S(\mathbf{r})$. The electric field is taken in the form

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=\mathbf{E}_{0}(\mathbf{r}) \exp [-i k S(\mathbf{r})+i \omega t], \tag{1}
\end{equation*}
$$

where $\omega$ is a real frequency, and $\mathbf{E}_{\mathrm{o}}(\mathbf{r})$ is a slowly varying function which, as an Ansatz, is expressed as a series in powers of $1 / k$

$$
\begin{equation*}
\mathbf{E}_{\mathrm{o}}(\mathbf{r})=\sum_{n \geq 0} \frac{\mathbf{e}_{n}}{k^{n}}, \tag{2}
\end{equation*}
$$

where $\mathbf{e}_{n}$ are complex functions of position. A priori, with very few simple exceptions, it is impossible to say whether this expansion is valid either as a convergent or as an asymptotic series. Nevertheless, experience supports its use and, in most cases, it is the orly tractable method.

Substituting (1) and (2) and equivalent equations for the magnetic field into Maxwell's equations, one obtains from the lowest order terms the eikonal equation

$$
\begin{equation*}
(\nabla S)^{2}=n^{2}, \tag{3}
\end{equation*}
$$

and from the first order terms the transport equation for the amplitude $\mathbf{e}_{0}$

$$
\begin{equation*}
\left(\nabla^{2} S+2 \nabla S \cdot \nabla\right) e_{0}+2\left(\mathrm{e}_{\mathrm{o}} \cdot \nabla n / n\right) \nabla S=0 . \tag{4}
\end{equation*}
$$

The vector $e_{0}$ must also satisfy the subsidiary condition

$$
\begin{equation*}
\mathbf{e}_{\mathbf{0}} \cdot \nabla S=0 \tag{5}
\end{equation*}
$$

which is derived from the lowest order term in the divergence of the electric displacement. The function $n(\mathbf{r})$ which appears in Eq. (3) and (4) is the local refractive index of the medium which, for simplicity, is assumed isotropic and loss-free.

By casting $e_{0}$ in the form

$$
\begin{equation*}
\mathbf{e}_{\mathbf{0}}=E(\mathbf{r}) \mathbf{e}, \tag{6}
\end{equation*}
$$

with $E(\mathbf{r})$ a solution of

$$
\begin{equation*}
\left(\nabla^{2} S+2 \nabla S \cdot \nabla\right) E=0 \tag{7}
\end{equation*}
$$

the amplitude transport equation (4) becomes

$$
\begin{equation*}
\nabla S \cdot \nabla \mathrm{e}+(\mathrm{e} \cdot \nabla n / n) \nabla S=0 \tag{8}
\end{equation*}
$$

with the auxiliary condition

$$
\begin{equation*}
\mathrm{e} \cdot \nabla S=0 \tag{9}
\end{equation*}
$$

To solve the eikonal equation, it is convenient to write $S(\mathbf{r})=K(\mathbf{r})+i I(\mathbf{r})$, with $R(\mathbf{r})$ and $I(\mathbf{r})$ real functions, and to introduce the unit vectors

$$
\mathrm{s}=\nabla R / \beta, \quad \mathrm{t}=\nabla I / \alpha,
$$

with $\beta=|\nabla R|$ and $\alpha=|\nabla \eta|$. Upon separation into real and imaginary parts, Eq. (3) gives

$$
\begin{align*}
\beta^{2}-\alpha^{2} & =n^{2}  \tag{10}\\
\mathbf{s} \cdot \mathbf{t} & =\mathbf{0} . \tag{11}
\end{align*}
$$

Along the tangent lines of the vector field $s$, which are normal to the surfaces of constant phase $R$, the innaginary part of $S$ remains constant. These lines are the
equivalent of the phase rays of conventional geometrical optics. The important difference is that, in the case of complex eikonals, the power flow deviates from the direction of advancing phase fronts. ${ }^{5}$. Along the tangent lines of the vector field $\mathbf{t}$, which are normal to the surfaces of constant exponential amplitude $I$, the real part of $S$ remains constant. In the following, these lin $;$ will be referred as phase and amplitude paths (or rays), respectively. Nevertheless, it should be stressed that neither the total wave amplitude nor the total phase is constant along these lines. If $s$ and $t$ are the arc-length along these two sets of lines, the trajectory equations are

$$
\begin{equation*}
\frac{d}{d s}(\beta s)=\nabla \beta, \quad \frac{d}{d t}(\alpha t)=\nabla \alpha \tag{12}
\end{equation*}
$$

with $\beta$ and $\alpha$ subject to condition (10).
By writing

$$
E(\mathbf{r})=\exp [u(\mathbf{r})+i v(\mathbf{r})]
$$

with $u$ and $v$ real functions, Eq. (7) reduces to the following set of equations

$$
\begin{align*}
& \nabla \cdot(\beta \mathrm{s})+2 \beta \mathrm{~s} \cdot \nabla u-2 \alpha t \cdot \nabla v=0  \tag{13}\\
& \nabla \cdot(\alpha \mathrm{t})+2 \beta \mathrm{~s} \cdot \nabla v+2 \alpha \mathrm{t} \cdot \nabla u=0 \tag{14}
\end{align*}
$$

These equations were first derived in Ref. 4 as the transport equations for twodimensional scalar fields. In the case of vector fields, the solution of Eq. (8) is also needed for determining the wave amplitude.

To solve Eq. (8), it is convenient to introduce the unit vector $\boldsymbol{\phi}=\mathbf{s} \times \mathbf{t}$ and write $\mathrm{e}=e_{s} \mathrm{~s}+e_{t} \mathrm{t}+e_{\phi} \phi$ which put condition (9) into the form

$$
\begin{equation*}
\beta e_{t}+i \alpha e_{t}=0 \tag{15}
\end{equation*}
$$

This equation, together with (10), (11), and (12), makes the component of Eq. (8) along the $s$-axis equivalent to the component along the $t$-axis. In other words, once condition (15) is verified at one point of a phase or amplitude path, it remains valid over the whole path. Thus the field $\mathbf{e}$ is determined by Eq. (15) and the $t$ - and $\phi$-components of Eq. (8) which can be written as

$$
\begin{equation*}
\nabla_{\bullet}\left(\frac{n}{\beta} e_{t}\right)+i\left(\frac{\alpha}{\beta}\right) \nabla_{t}\left(\frac{n}{\beta} e_{t}\right)=e_{\phi}\left[i\left(\frac{\beta}{n}\right) \nabla_{\phi}\left(\frac{\alpha}{\beta}\right)+\frac{n}{\beta} \phi \cdot \nabla_{t} t\right], \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{s} e_{\phi}+i\left(\frac{\alpha}{\beta}\right) \nabla_{t} e_{\phi}=-\frac{n}{\beta} e_{t}\left[i\left(\frac{\beta}{n}\right) \nabla_{\phi}\left(\frac{\alpha}{\beta}\right)+\frac{n}{\beta} \phi \cdot \nabla_{s} t\right] \tag{17}
\end{equation*}
$$

where, for brevity, $\nabla_{s} \equiv \mathbf{s} \cdot \nabla, \nabla_{t} \equiv \mathbf{t} \cdot \nabla$ and $\nabla_{\phi} \equiv \phi \cdot \nabla$. These equations were obtained by using Eqs. (10), (11), (12), and the relation

$$
\phi \cdot\left(\frac{\partial t}{\partial s}+\frac{\partial s}{\partial t}\right)=0
$$

which is derived from the vector identity

$$
\nabla(\mathbf{a} \cdot \mathbf{b})=\mathbf{a} \times(\nabla \times \mathbf{b})+\mathbf{b} \times(\nabla \times \mathbf{a})+(\mathbf{a} \cdot \nabla) \mathbf{b}+(\mathbf{b} \cdot \nabla) \mathbf{a},
$$

by using $\mathbf{a}=\nabla R, \mathbf{b}=\nabla I$, and Eq. (11).
From (16) and (17) one obtains the equation

$$
\begin{equation*}
\nabla_{s} f+i\left(\frac{\alpha}{\beta}\right) \nabla_{t} f=0 \tag{18}
\end{equation*}
$$

with $f=\left(n e_{t} / \beta\right)^{2}+e_{\phi}^{2}$, which admits solutions with $f=$ const. along phase and amplitude paths. For the case of axial symmetry, like a circular Gaussian beam propagating in vacuum or in a cylindrical lens-like medium, the right-hand side of Eqs. (16) and (17) are zero and the functions ( $n / \beta) e_{t}$ and $e_{\phi}$ can be taken constant along a phase or an amplitude path.

This completes the set of equations for the lowest order approximation of the propagation of evanescent waves in isotropic media.

## III. Gaussian beam

In this Section, the theory described in Sec. II is applied to the study of the propagation of a Gaussian beam. The computation of the wave field proceeds as follows:
(a) Solve the phase path equation (12) subject to conditions (10) and (11), given an initial phase front where the values of $R(=$ const.) and $I(\mathbf{r})$ are prescribed. This provides the functions $\alpha(\mathbf{r})$ and $\beta(\mathbf{r})$ and the field of vectors $\mathbf{s}, \mathbf{t}$, and $\phi$.
(b) Solve the amplitude transport equations (13) and (14), given the value of $E(r)$ on the initial phase front.
(c) Solve the amplitude transport equations (16) and (17) together with Eq. (15), given the value of $\mathbf{e}$ on the initial phase front.
The phase path equation can be integrated with the Runge-Kutta method, ${ }^{6}$ while the two-step Lax-Wendroff scheme ${ }^{6}$ can be used for solving the amplitude transport equations.

To solve the field equations, it is convenient to define on the initial phase surface a system of curvilinear coordinates ( $\rho, \phi$ ) with the contours of constant amplitude $I$ as the $\phi$-lines. If $\rho$ and $\phi$ are the unit vectors along the two coordinate lines, $\phi$ coincides with the homonymous vector of Sec. II. By using the solution of the phase equation (12), which can be written as

$$
\begin{equation*}
\nabla_{\mathbf{s}} \mathbf{s}=\frac{\nabla_{\perp} \beta}{\beta} \tag{19}
\end{equation*}
$$

with $\nabla_{\perp}=\nabla-\nabla_{\bullet}$, it is possible to extend the definition of these coordinates to every phase surface by assuming constant values of $\rho$ and $\phi$ on a phase path. Since the function $I(r)$ is also constant along these rays, the vector $\phi$ of Sec. II continues to coincide with the unit tangent vector of the $\phi$-line. By making use of the equation

$$
\begin{equation*}
\nabla_{t}=\frac{1}{(\rho \cdot t)}\left(\nabla_{\rho}-(\rho \cdot \phi) \nabla_{\phi}\right) \tag{20}
\end{equation*}
$$

with $\nabla_{\rho} \equiv \rho \cdot \nabla$, one can rewrite the transport equations in the new system of coordinates ( $\rho, \phi, s$ ).

Before dealing with the case of nonhomogeneous media, it is instructive to consider that of vacuum propagation and compare the results with known analytic solutions of the wave equation. Figure 1 shows the phase paths obtained with numerical integration of Eq. (19) for a circular beam propagating in vacuum with a wavelength of 0.5 cm . The wave has an initial spherical phase front with a radius of curvature of 150 cm and a Gaussian electric field distribution with $1 / e$ radius of 10 cm . Obviously, in the conventional theory of geometrical optics all rays would have converged towards a single point.

These results and those obtained from the amplitude transport equations can be compared with well-known and widely used solutions of the parabolic wave equation. ${ }^{7}$ In a Cartesian coordinate system ( $x, y, z$ ) with the $z$-axis along the direction of beam propagation and the vector potential A polarized along the $x$-axis, a solution of the parabolic wave equation is ${ }^{8}$

$$
\begin{equation*}
\mathbf{A}=\mathbf{x} U \exp \left[-i k z-\left(x^{2}+y^{2}\right) / w^{2}\right], \tag{21}
\end{equation*}
$$

with

$$
\begin{equation*}
U=w^{-1} \exp \left[i \psi(z)-i k\left(x^{2}+y^{2}\right) / 2 R\right] \tag{22}
\end{equation*}
$$

and $w^{2}(z)=(2 b / k)\left(1+z^{2} / b^{2}\right), 1 / R(z)=z /\left(z^{2}+b^{2}\right)$, and $\tan [\psi(z)]=z / b$. The argument of the exponential in Eq. (21) must be compared with the eikonal $S(\mathbf{r})$, the phase $\psi(z)$ of Eq. (22) with the value of the function $v(r)$ obtained from the solution of Eqs. (13) and (14), and the value of $R$ with the radius of curvature of the phase fronts. Excellent agreement is found in all three cases; consequently, the theory of Sec. II is equivalent to the parabolic approximation. Since this consists of neglecting the second derivative in $z$ of the slowly varying wave amplitude, Eq. (21) implies that the approximation is valid whenever (kw $)^{-2} \ll 1$, i.e., when the beam radius is larger than the wavelength. This condition can be rewritten as $\alpha^{2} \ll 1 \approx \beta^{2}$.

Let us now consider the case of propagation in nonhomogeneous media. Figure 2 shows the effect of a variable index of refraction with spatial dependence $n(\mathbf{r})=1-0.3 \exp \left[-\left((x-20)^{2}+(z-25)^{2}\right) / 75^{2}\right]$ on a Gaussian beam with initial linear polarization and the same conditions of Fig. 1. As an example of solution of the amplitude transport equations, Fig. 3 displays the value of $e_{t}$ versus the optical length $d=\int_{0}^{s} 3\left(s^{\prime}\right) d s^{\prime}$ for the rays of Fig. 2 which propagate below the central ray. The standard theory of geometrical optics would have given constant values along completely different trajectories.

## IV. Wave tracking in anisotropic media

The theory described in Sec. II cannot be used for tracking a wave in an arisotropic medium which is the case of interest for the diagnostic applications mentioned in the Introduction.

The starting point in the derivation of the wave trajectory equations in anisotropic media is again the eikonal equation, i.e., the consistency condition for solution of the lowest order eikonal approximation of Maxwell's equations. As in Sec. II, we consider only the case of a loss-free medium and, analogously to Eq. (3), we cast the eikonal condition in the form

$$
\begin{equation*}
D(\mathbf{r}, \nabla S) \equiv(\nabla S)^{2}-n^{2}(\mathbf{r}, \nabla S)=0 \tag{23}
\end{equation*}
$$

where now, contrary to the isotropic case, the refractive index $n=n(\mathrm{r}, \nabla S)$ is also a function of the complex vector $\nabla S=\beta s+i a t$. In the following, we shall consider the case of a cold magnetized plasma and take for $n$ the Appleton-Hartree expression. ${ }^{9}$ This depends also on the mode of propagation, i.e., the ordinary and the extraordinary modes.

The theory is considerably simplified by the assumption that $\alpha \ll \beta$. By expanding the function $D(\mathrm{r}, \nabla S)$ around $\nabla S=\beta_{\mathrm{s}}$ and keeping terms of up to the second order in $(\alpha / \beta)$, we get

$$
\begin{equation*}
D(\mathbf{r}, \boldsymbol{\beta})+i \alpha(\mathbf{r}) \mathbf{t} \cdot \frac{\partial D(\mathbf{r}, \boldsymbol{\beta})}{\partial \beta}-\frac{\alpha^{2}(\mathbf{r})}{2} \mathbf{t t}: \frac{\partial^{2} D(\mathbf{r}, \beta)}{\partial \beta \partial \beta}=0 \tag{24}
\end{equation*}
$$

where $\beta=\beta s$, and use is made of the dyadic notation. Upon separation into real and imaginary parts, Eq. (24) gives for a loss-free medium (i.e., when $n^{2}(r, \beta)$ is a real function)

$$
\begin{equation*}
H(\mathbf{r}, \beta) \equiv \beta^{2}-n^{2}(r, \beta)-\alpha^{2}(\mathbf{r})+\frac{\alpha^{2}(\mathbf{r})}{2} \mathrm{tt}: \frac{\partial^{2} n^{2}(\mathbf{r}, \beta)}{\partial \beta \partial \beta}=0 \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{t} \cdot\left(2 \boldsymbol{\beta}-\frac{\partial n^{2}(\mathbf{r}, \boldsymbol{\beta})}{\partial \boldsymbol{\beta}}\right)=0 \tag{26}
\end{equation*}
$$

For an isotropic medium (i.e., when $n^{2}=n^{2}(\mathbf{r})$ ), these two equations coincide with Eqs. (10) and (11), respectively.

From Eq. (25) one can derive the wave trajectory equations which, in Hamiltonian form, are

$$
\begin{equation*}
\frac{\Delta \mathbf{r}}{d \bar{l}}=\frac{\partial H / \partial \beta}{|\partial H / \partial \beta|}, \frac{d \boldsymbol{\beta}}{d l}=-\frac{\partial H / \partial \mathbf{r}}{|\partial H / \partial \boldsymbol{\beta}|}, \tag{27}
\end{equation*}
$$

where $l$ is the arc-length along the trajectory. Equations (27) must be solved self-consistently with Eq. (26). The latter constrains the group velocity to be tangent to the surface of constant exponential amplitude $I$ which, contrary to the case of isotropy, is not necessarily orthogonal to the surface of constant phase $R$ (i.e., $\mathbf{s} \cdot \mathbf{t} \neq 0$ ).

For an anisotropic medium, the derivation of the transport equations for the lowest order field amplitudes is considerably more difficult than in the case of isotropy. The problem is the same as in the standard theory of geometric optics in media with non-Hermitian dielectric tensors which has been treated very elegantly in Ref. 10. Since the algebra quickly becomes very cumbersome, the reader is referred directly to this paper, and to Ref. 11 for more algebraic details.

Figures 4 and 5 show two examples of numerical integration of the trajectories equations for the case of a Gaussian beam propagating in a tokamak medium with the extraordinary and the ordinary mode, respectively. The beam characteristics and its initial conditions are those of Fig. 1, and, like in many of the diagnostics mentioned in the Introduction, it is injected from the top of the plasma torus along a downward vertical direction. The magnetic configuration has a Shafranov equilibrium ${ }^{12}$ with the characteristics of a typical TFTR discharge in the enhanced confinement mode, ${ }^{13}$ and with a toroidal magnetic field of $50 k G$. The electron density is constant on magnetic surfaces with the value of $7 \times 10^{13} \mathrm{~cm}^{-3}$ on the magnetic axis.

It is the presence of the last two terms in the left-hand side of Eq. (25) which prevents the formation of a focal point or a caustic surface. Since the contribution of these terms becomes important only near the focal region, one must switch to the new formalism only in the vicinity of the focus. Nevertheless, it is less cumbersome to use everywhere the wave trajectory equations (27) since their numerical complexity is not greater than that of the ray equations of conventional geometrical optics. As a matter of fact, the numerical code used for tracking the beams of Figs. 4 and 5 was just a straightforward modification of a standard ray-tracing code used previously ${ }^{14}$ for the study of Electron Cyclotron Heating in tokamaks.

## V. Conclusion

In this paper, the asymptotic theory of Choudhary and Felsen on the propagation of scalar inhomogeneous waves in two-dimensional isotropic media has been extended to three-dimensional vector fields. The theory has been applied to the propagation of Gaussian beams in vacuum, where it is in very good agreement with analytic solutions of the parabolic wave equation, and in nonhomogeneous media.

The wave trajectory equations have been generalized for anisotropic media by expanding the eikonal equation into a power series of ( $\alpha / \beta$ ) and keeping terms of up to the second order. In a loss-free medium, the solutions of these equations are subject to the constraint that the direction in which the amplitude decays most rapidly is perpendicular to the wave trajectory. An example of solution has been given for the case of propagation of a Gaussian beam in a tokamak plasma.

In conclusion, the geometrical theory of propagation of inhomogeneous waves in nonuniform media has been extended to vector fields and to anisotropic media. It provides a simple and powerful tool for calculating the lowest order diffraction effects in complicated nonhomogeneous media where the solution of the wave equation becomes very cumbersome, if not impossible.
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## Figure Captions

Fig. 1. Phase paths of a Gaussian beam propagating in vacuum along the $z$-axis with a wavelength of 0.5 cm , starting from an initial spherical phase front with a radius of curvature of 150 cm .

Fig. 2. Same as Fig. 1 with a variable index of refraction.
Fig. 3. Value of $e_{t}$ versus the optical length $d=\int_{0}^{d} \beta\left(s^{\prime}\right) d s^{\prime}$ along the phase paths of Fig. 2 which propagate below the beam central ray. Values increase from the center to the edge of the beam.

Fig. 4. Wave trajectories of the Gaussian beam of Fig. 1 propagating in a tokamak plasma with the extraordinary mode. The plasma density is assumed constant on magnetic surfaces (dashed circles).

Fig. 5. Same as Fig. 4 with the ordinary mode.


Fig. 1


Fig. 2


Fig. 3


Fig. 4


Fig. 5

Or. Frank d. Paoloni, Univ of waliangong, aUSTRALI* Prot. M.H. Brennen, Univ Sydner, australia
pigsta Reseerch Lab. Australign Net. Univ., AUSTRAK A
Prot. I.R. Jones, Filinders Univ., AUSTRALIA
Prot. F. Cap. inst Tmeo phys, austria
Prof, M, Hinder,instut lur Theoretiseme Onysik, AuSTRiA M, Coosstns, Astronomisch instituut, BELGidm
 Contission-European. Dg-xil Fusion Prog. BELGIUM Prot. R. Boucique, Rijksuniversitait Gent, BELGifm Dr. P.H. Sakanake, Instiquto Fisica, BRAZI, Instituta De Pesquigas Espac osi=1NPE, ERAZ'L Docmmants Office. Atomic Energy of Canada nimted. CANADA Dr. M.P. Bechynsk $i$, MPB Technologies, inc., CAMAOA

Dr. H.M. Skersgara, Univprsity of Saskatchomen, Chuada Dr. H. Bernara, University of British Columbia, CANADA Prof..

Prof. S.R. Sremivatiff, University of Calgary, camana Prot, Tutor M. Johnston, IMRS-Energit, CAMADA
Dr. Botion, Centre cathation de fution magnetigu*. CANADA Or. C.R. Jemes, Univ. of Alberta, CMNADA

Dr. Peter Lukac. Komenskung Univ, CZECroslovakia The Librerian, Culhe Laboretory, ENGLAND The Librarian, Rutherford AgDietan Laboratory, ENELAMD Mrs. S.A. Hytchinson, JET Librgry, ENGiAND
C. Monttet, Leo. de Physique oss Milieur Ionisel, FRAMCE J. Radet, CEM/CADARADE - Bat 5DG, FRAMCE
ms. C. Rinni, Librarian, Univ. of loannine, GREECE
Dr. Tom Mull, Acadery Bibliographic Ser., MOMG KONG
Draprint Library, Hungarien Acaseay of Sciences, mumahy
Dr. B. Das Gupte, Sahn inst of Nuel. Phys. . indin
Dr. P. Kas, Institute for piaser Research, NOIA
Dr. Philip Rosendu, Igreyt Inst. of Teen, ISRAEL
Lidrarian, dnt'I Ctr Theo Phys, ITALy
Prot, G. Aostagni, lstituto Ges lonizzat, Dat CNR. ITALY
Miss Cletia De palo, Assoc EuphTOM-ENEA, ITALY
Dr. G. Grosso, istituto di fisica del Plasma, ITALY
Or. H. Theto. Tosnida Res 8 Dav, JAPAN

Pro*. Kroj, Nishimama, Unix op wrostima, JAPMN
弓 rector. Opp", berge Tomangk Res. JAER!, JAPMN
P-n'. Sstoshi lion. Kyushl Universitr, JAPAN
Restaren into Centar. Magovo univers ty, JAPAN
Prot. S. Tanako. Kyoto Universify, JAPMN
L. Drory, Kroto Univergity, JAPAn

Prot. Nobuyuk inaul, University of Tomyo, APAN
S. Mor:, JMER: JAPAN
H. Jeong, Librarian, Korma havoncea Energy Res ing., kOREd Prot. D.l, Choi, The Korea mex. inst of Sci \& Tect, ROREA Prat. B.S. iniloy, University of Maikato, NEW zealard Institute of Plasea Physics, PEOPLE'S REPUBLIC of OHINA Librarian, institute of Phys., pegole's REPUELIC of Owint Litorary. Tsing mu uniwarsity, pedele's Refublic of OHINA 2, bi, Soutnwat inst. PNysics, PEDPLE'S REPUELIC OF CHINA Prof. J.A.C. Caprar, inst Superior fecnico. Portugal Or. Octovi明Perehs, AL I CUZA Univarsity, ROMANIA Or. Jem da villiers. Fusion Studies, AEC, SO AFRICA Prof. M.A. Hellberg, University of Netal, SO AFRICA C.I.E.M.A.T., Fusion Div. Ligrary, SPAIN

Dr. Lennart Stentio, University of UEEA, SinEDEN Lidrary, Payat institutb of Tech, SWEDEN
Prof. Hans Wilmalmeon, Chalmars Uniy of Tech, SwEDEN Cantre Phys des Plases, Ecole Polytecn Fed, SwirZERLAND Bibilotheen, Fgelngt veor Plesap-Fysica, TME NETHERLANDS Meria Durgut, Midale Eagt Tmennical Universipy, Tupany Dr. O.O. Ryutov, Siberian Acad Sci, ussR
Dr. G.A. Elisefv, Kurchatov instifute, USSR
Dr. V.A. Glumikh, inst Electrophysicel Apporgtus. U55 Prof. O.5. Padiehenko, inst, of Phys. \& Tech. uSSR Dr. L.M. Kouriznnykh, institute of Gen. Physics, USSR Nuclear Ales. Estadismeat, Julich Ltd., W. Gepoant Bigligthek, Inst. Fur Plasmaforschung, W. GERAMH Or. K. Schingler, Rumr-universitat Bochum, W. GERMant
 Librarion, Max fianck institut, W. Gerahay

Prof. R,K, Janter, :nst of Phys, TuGOSLAVIA

