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An experimental search was performed to look for the direct production of neutrinos or neutrino-like particles, i.e., neutral particles which interact weakly with hadrons, in proton-nucleus interactions at 400 GeV incident proton energy. Possible sources of such particles include the semi-leptonic decay of new heavy particles such as charm, and the direct production of a light neutral Higgs particle such as the axion.

The production of these particles has been inferred in this experiment by energy nonconservation in the collision of a proton with an iron nucleus. The total visible energy of the interaction was measured using a sampling ionization calorimeter. The calorimeter was calibrated with muons. This calibration was adjusted slightly by requiring consistency in the calorimeter shower profile for primary interactions beginning at various depths in the calorimeter. Fluctuations in the electromagnetic and hadronic components were reduced using a weighted measurement algorithm. After correcting for beam intensity effects and cutting the data to eliminate systematic effects in the measurement, the final resolution of the calorimeter was 1.5% and increased with decreasing incident beam energy with a square root dependence on the beam energy.

Energy nonconservation in the data is manifest as a non-Gaussian distribution on the low side of the calorimeter measured energy.
Model calculations yield the fraction of events expected in this
non-Gaussian behavior from the various sources of neutrinos or neu-
trino-like particles. A maximum likelihood fit to the data with
the theoretical fraction of events expected yields the 95% confi-
dence level production cross section upper limit values. The upper
limits for general production of neutrino-like particles for various
parameterizations of the production cross section are presented.
The following specific upper limits have been established:

- Charm particle production < 670 barns
- Supersymmetric particle production carrying an
  additional quantum number "g" < 30 barns (mass of 1 GeV)
- Axion production < $10^{-3}$ times the $\pi^0$ production
cross section
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CHAPTER I
Introduction

The weak force plays a unique role in the scheme of particle physics. The weak interactions are responsible for the decays of the long-lived particles. These particles decay via the strong interactions because of either kinematic or quantum number effects involved in the decay.

As an example consider the decays of the charged pi-meson (pion) and K-meson (kaon). The pion is a member of the lightest strongly interacting multiplet. Consequently the pion cannot decay by strong interactions into other hadrons and can only decay weakly. The pion decays almost 100 percent of the time into a muon and a neutrino. Other pion decays are several orders of magnitude less probable than the above muon decay. The decay of the kaon is a more interesting case. The kaon has a mass of more than three times the mass of the pion and one would naively expect the kaon would decay very quickly into pions by way of the strong interactions. The kaon does not decay this way, however, because it carries an additional property called strangeness. Strangeness is conserved in strong interactions and the kaon is the lightest particle with this property. Thus, as with the pion, the kaon only decays through the weak interactions. Unlike the pion, the kaon has a large contribution to its decay rate from hadronic decays, but its branching ratio into a muon and a neutrino is still large, about 64 percent [1]. As a comparison between the effects of strong and weak interactions in the decays of particles, consider the rho meson. This particle is allowed to decay via strong interactions. The rho meson has a lifetime of $10^{-28}$ sec [1] and decays almost exclusively into two pions. The lifetime of the kaon on the other hand is $10^{-8}$ sec [3].

The same quantum number considerations which play such a dominant role in the decay of the lightest strange particles such as the kaon play an analogous role in the decay of the "new" particles, the lightest charmed mesons [2]. Energy conservation requires that a heavy particle decay into a lighter particle. The light charmed hadrons cannot decay into lighter hadrons and still conserve their charm characteristic. Since charm is conserved in strong interactions these particles cannot decay via strong interactions, but can only decay weakly into other particles. Because the charmed particles are so heavy, the number of weak hadronic decay modes is much larger than in the kaon case, but the leptonic modes in the decay of this particle are still significant, their sum being approximately 22 percent [3].

In view of the above quantum number effects in the decays of strongly interacting particles, a natural experimental question is how one can go about detecting the production of new particles in strong interactions. If this new particle is heavy, such as in the charm case, the hadronic decay modes constitute a major fraction of the decays. Traditionally in searches for new states, combinations of secondary pions (and/or kaons) are studied and an enhancement in the effective mass distribution of these pions is viewed as an indication of a particle. For the "new" particles, this method has problems. Since the production cross section for these "new" particles is presumably small, just the phase space combinatorics of uncorrelated
particles will swamp the search with a large background. These hadronic backgrounds can be circumvented however, if one concentrates on the leptonic decays. One important question is whether the branching ratio into leptons is large enough to accommodate a significant yield in the data. From the previous discussion, it would seem that the leptonic branching ratios are large enough to produce a measurable rate. A problem with this technique is that the neutrino in the final state is not detected, and thus the mass of the decaying particle cannot be reconstructed. Because of this fact, production of these "new" particles is manifested as an enhanced signal of leptonic final states over the background in lieu of a mass bump in an effective mass distribution.

In an experiment performed at the Fermi National Accelerator Laboratory, our collaboration decided to search for the production of new particles in proton-nucleus collisions by concentrating on these leptonic decay modes. Muonic decay modes were used in lieu of electronic modes because of the easy identification of muons by their penetration through large amounts of matter. This identification, as well as momentum analysis of the produced muons, can be accomplished by using a solid steel toroid system placed behind the target that has been magnetized to saturation. By dispersing spark chambers throughout the toroid system, one can measure the deflection of the muon trajectory in the magnetic field in the steel and determine the momentum. Identification is achieved simply by the penetration.

Along with muons, neutrinos are inevitably produced in the decay of these new particles. A typical structure for a new particle decay then, would be a muon with energy missing, from the interaction. This missing energy is due to the neutrinos which carry away energy from the decay. The missing neutrino energy can be determined if the target is also a calorimeter. The calorimeter would measure the total energy of the hadronic system in the interaction. This measurement, in combination with the muon energy would yield the neutrino energy. The neutrino energy is found by comparing the sum of the calorimeter and muon energies to the incident proton energy. Any difference between these two must be due to neutrinos.

Since the incident energy is important in the missing energy comparison, it should be known precisely for each event. In this experiment, the incident proton was allowed to pass through an air-gap magnet immediately before the target-calorimeter. By measuring the deflection of the proton trajectory in this magnetic field, one obtains the momentum of each proton striking the target-calorimeter, removing any doubts about the incident energy.

Combining all of the above elements together the result is a consistent set of apparatus for measuring the muonic decays of new particles. This apparatus consists of a momentum analyzed proton beam striking a target-calorimeter with the final state muon energy measured in a solid steel magnet system.

As well as measuring the neutrino energy associated with muons produced in new particle decays, the calorimeter allows us to measure the production of other particles also. To see this, consider the interaction of a proton in the calorimeter. At some level the measured energy would be statistical in nature, leading to a Gaussian shape for the measured energy. The Gaussian shape can be altered, however, if a new particle large amounts of energy were
leaving the calorimeter undetected. Such a source of undetected energy would be the production of neutrinos or neutrino-like objects which interact only weakly with the nuclei in the calorimeter. Since they do not interact, any energy going into these objects will not be deposited in the calorimeter. This alters the mean profile of the calorimeter distribution by the addition of a low energy tail arising from those events which have a large amount of energy going into this neutrino-like sector.

A calorimetry search is sensitive to the above production over a wide and previously unexplored region of kinematic variables. If the source of these neutrinos were the decay of some unstable particle, then the decay has to occur before the particle can interact with the nuclei of the calorimeter. This requires that the lifetime of these particles be shorter than 10^{-10} secs. If this undetected energy is due to the production of some new neutrino-like object, then this means that the particle must leave the calorimeter without interacting. This implies that the particle-nucleus cross section must be less than one percent of the proton-nucleus cross section for a typical calorimeter of approximately 20 absorption lengths. If these neutrino-like particles can decay, then the fact that they must leave the calorimeter before decaying puts a lower limit of 10^{-9} secs for the lifetimes of these particles.

An experiment of this magnitude searches for new particle production in several ways. One hopes to see an enhanced signal of single muons coming from the primary interaction as an indication of new particle production. Simultaneous decay of pair produced new particles would lead to muon pair production with a large amount of missing energy. Finally, extra low energy tails on the calorimetry data would yield evidence for new particle production. What follows addresses the last of these possible signals. During the course of the data running, indicated above, a small fraction of proton calorimeter events were taken as a running monitor of the calorimeter performance. This thesis is an analysis of this calorimetry data in order to search for the production of neutrinos or other neutrino-like objects.

Chapter II is a discussion of a few viable theoretical candidates for these particles, Chapter III is a discussion of the apparatus, and Chapter IV describes the data taking procedures of the experiment. Chapter V is a detailed presentation of the calorimetry analysis and finally, Chapter VI gives the results and conclusions derived from the calorimetry data.
As discussed in the previous chapter, a calorimetry search is sensitive to two classes of particles. The first class is those states that decay rapidly into neutrinos or neutrino-like particles. The second class is particles which are long-lived and interact only weakly with the nuclei of the calorimeter. To emphasize this point further, Table I shows the range of lifetimes and cross sections for which a calorimetry search is sensitive. Also noted are the other types of experiments which are sensitive in these particular ranges. The rest of this chapter will discuss these two classes of particles.

A. Heavy Particle Decay

1. Charmed Particles

A very likely candidate for the new particle decays would be hadronic production of charmed particles \( \{c\} \). As mentioned in the first chapter, the lightest charmed mesons can only decay weakly. The strong decays are forbidden by conservation of charm. Because of this, the branching ratio for charmed mesons into leptons is large. Measurements at \( e^+e^- \) colliding beam accelerators indicate semileptonic branching ratios of approximately 11%. Copious production of charmed particles in proton-nucleus collisions followed by their semileptonic decay, as shown in figure 1(a), would lead to a substantial production of neutrinos.

The experimental situation in hadronic charmed production has
Fig. 1 (a) Hadronic pair production of charmed mesons and semi-leptonic decay of these mesons into \( K^+\pi^-\nu\bar{\nu} \).

(b) Hadronic production of \( t\bar{t} \) via a quark-anti-quark annihilation process. The \( t \) decays producing a \( \nu \) plus final states containing other leptons and hadrons.
then the cross section limits range from < 3 ubarns to as much as < 40 ubarns. A recent measurement by Ushida et al. has established a positive charm signal of 25 ± 13 ubarns for charm production at 400 GeV which is inconsistent with previous limits. This inconsistency may be due to scanning inefficiencies in the earlier experiments. Even so, a charm cross section of from 5-15 ubarns is not inconsistent with these experiments.

The anomalous production of $\mu^+\mu^-$ pairs in hadronic interactions has been investigated as an indication of charm production. This final state configuration cannot come from electromagnetic sources such as lepton pair production or the decays of known mesons, but could be due to the associated production and weak decay of charmed particles where one of the particles decays into an electron and one decays into a muon. Two colliding beam experiments at 53 GeV center of mass energy have published results on this signature. L. Baum et al. have set a limit of < 91 ubarns for the production of charmed particles from this source (taking a 10% branching ratio into leptons for D decay). A. G. Clark et al. have seen a positive signal of $70 \pm 16$ ubarns for charm production. Scaling this number to 400 GeV (center of mass energy of 27.4 GeV) yields a cross section of $23 \pm 12$ ubarns for charm. This is consistent with a limit of 51 ubarns set by an $e^+\mu^-$ search using 300 GeV neutrons.

As well as the production of lepton pairs, the production of single leptons in hadronic interactions is also indicative of weak decays of new particles. Investigating a prompt muon signal, our collaboration has determined that approximately 50% of the prompt muons in the kinematic range of $p_T > 0.8$ GeV/c occur singly. Assuming that all of these prompt single muons originate from weak decays yields a cross section of approximately 30 ubarns/nucleon for the production of charm particles. An earlier measurement of the polarization of prompt muons had previously set a limit of less than 10% of the prompt muons arising from weak decays of new particles. This previous experiment was performed at high $p_T$ and is not inconsistent with the single muon measurement of our group.

Of the lepton searches, the ones most directly applicable to this analysis are the so called beam dump experiments. In these experiments, one dumps a beam of protons onto a thick target and attempts to detect neutrinos produced in the proton interactions downstream of the target. The thick target severely suppresses neutrino production from uninteresting long lived particle decay so that neutrinos could only be coming from the decays of short lived objects such as charmed particles. After subtracting for a residual contribution to the detected neutrinos from unabsorbed background decays, one is left with an enhancement indicating a prompt neutrino signal. Using various models for the production and decay of charm particles, the prompt neutrino signal yields a charm cross section. The high energy beam dump experiments have all seen positive signals for prompt neutrino production. Model dependent calculations yield charm cross sections of from 12 to 50, assuming linear A dependence, for HERA and Sargamelle. The CDF group has measured a smaller cross section of 10 ubarns. The discrepancy between the CMS measurement and the other two measurements is not presently understood.

It is very difficult to compare the charm search experiments
because of the model dependent calculations for the experimental acceptance. The problem lies in the fact that most experiments see only a small percentage of the produced charmed particles. The fraction detected is intimately connected to the dynamics of the production process. Different models for these production mechanisms lead to a different acceptance and thus to a different total cross section.

The problem is compounded further by the fact that most experiments use nuclear targets rather than hydrogen. To obtain the cross section on protons alone (i.e. cross section per nucleon) one must assume a model for the $A$ dependence of the cross section. Given all of the above facts, it appears that a charm cross section of from 10 - 50 barns is not inconsistent with the available data.

2. Heavy Lepton Decays

The discovery of the heavy lepton in $e^+e^-$ annihilations indicates that there now exist three charged lepton pairs in nature, the electrons, muons, and the $\tau$. Unlike the other two, the $\tau$ is very short lived ($\tau = 2.3 \times 10^{-13}$ secs.) and decays quickly into a $\nu_\tau$ neutrino ($\nu_\tau$) plus other particles, some of which could be additional neutrinos. Hadronic production of a $\nu_\tau\bar{\nu}_\tau$ pair as shown in figure 1(b), could lead to a missing energy tail due to these neutrinos.

The number of $\tau$ leptons produced in proton-nucleus interactions can be calculated using the data from $\sqrt{s} = 200$ GeV production in hadronic interactions [18]

$$
\sigma_{\text{total}} (pp \rightarrow \nu_\tau\bar{\nu}_\tau^-) = \int_{2m_\tau} \sigma (pp \rightarrow \nu_\tau\bar{\nu}_\tau^-) \, dx
$$

Using a best estimate for this total cross section of the form (2.1)

$$
\frac{\sigma (pp \rightarrow \nu_\tau\bar{\nu}_\tau^-)}{\sigma_{\text{total}} (pp \rightarrow \nu_\tau\bar{\nu}_\tau^-)} = 0.4 \times 10^{-3}
$$

and assuming a flat $y$ distribution, the above integral yields

$$
\sigma_{\text{total}} (pp \rightarrow \nu_\tau\bar{\nu}_\tau^-) = 0.9 \times 10^{-23} \text{ barns}
$$

Of the 150,000 proton interactions considered in this thesis, the above total cross section corresponds to .002 events. Thus $\nu_\tau\bar{\nu}_\tau$ production is not a major contribution to the low energy calorimeter distribution.

3. Neutral Vector Boson Decays

Production and decay of the neutral intermediate vector boson, $\zeta^0$ [19], could be a possible source of neutrinos in hadronic interactions. One possible mechanism would be the production of the $W^0$ through quark-anti-quark annihilation similar in spirit to the Drell-Yan model (20). This mechanism is shown in figure 2(a). Because of the limited energy available in the center of mass, 400 GeV proton interactions on a stationary target would only be sensitive to masses for the $\zeta^0$ of 77 GeV or less. Gauge theory estimates of the $\zeta^0$ mass place it in the area of 70-100 GeV [19] so that such quark-anti-quark mechanisms should not produce a $\zeta^0$.

A virtual $\zeta^0$ could be produced through resonance production of a $\phi(1020)$ [21] and its subsequent decay into a virtual $\zeta^0$. Such a mechanism is shown in figure 2(b). Estimates of the $\z\bar{\z}$ decay mode of the $\phi(1020)$ [22] yield a ratio
The production of the $\psi(3100)$ through a quark-antiquark annihilation process is shown in Fig. 2(a). The $\psi(3100)$ then decays into a $\nu\bar{\nu}$ pair, leading to the expression for the cross section:

$$\Gamma (\psi \rightarrow \nu\bar{\nu}) = \frac{3 (\alpha/\pi)^2}{(4/9)} \left( \frac{m_{\psi}^2}{m_{\nu}} \right)^2$$

where the factor of 3 comes from the number of possible neutrinos in the decay and the factor $4/9$ is the charge of the charmed quark squared. Many measurements of $\psi(3100)$ production have been performed which indicate a significant $\psi$ cross section. Using this experimental value of 21 nanobarns [24] for the total $\psi(3100)$ production cross section followed by $\nu\bar{\nu}$ decay, one expects only

$$N_{\nu\bar{\nu}} \approx 10^{-3} \times \frac{21 \times 10^{-33} \text{ cm}^2}{87 \times 10^{-33} \text{ cm}^2} \approx 0.25 \times 10^{-3}$$

where the denominator is the single event cross section for the data reported here. Thus, this source of prompt neutrinos is also not very viable.

4. Supersymmetric Theories of Strong Interactions

If the present ideas on supersymmetry are correct, then an additional source of heavy particles which could decay into neutrino-like objects comes from these particles, giving the additional supersymmetry quantum number. Below this, the principles of supersymmetry and the phenomenology associated with this new symmetry are discussed below.

One of the basic fundamental tenets of all physical theory is that the laws of nature are invariant under Lorentz transformations. This property is Poincare invariance. It could be possible though, that the laws of nature are invariant under an even larger group of transformations, a symmetry which requires invariance under Poincare
transformations, but also invariance upon transformations of spin, i.e., from fermions to bosons and vice versa. Such a symmetry is called supersymmetry and has been under theoretical investigation for the past several years.

In supersymmetric theories, rotations of spin are accomplished by application of spinorial generators which rotate fermions into bosons and vice versa. The spinorial generators form an algebra with the Poincare generators and the Lagrangian of the interaction is formulated in such a way to be invariant under all transformations. If supersymmetry were exact then for each fermion there would exist a boson partner and vice versa in a large particle multiplet. This leads to such undesirable characteristics as spin-0 leptons and spin-1/2 vector bosons. Clearly, supersymmetry has to be broken. However, if it is broken in a gauge invariant way, then the interaction may still be supersymmetric even though the undesirable particles are extremely massive and undetectable.

Supersymmetric theories lead to an interesting phenomenology. There exist realistic models of elementary particle interactions incorporating supersymmetry. These have an additional conserved quantum number designated \( R \). Demanding \( R \) invariance in the interaction of elementary particles requires that the supersymmetric partners of the octet of gluons (gluinos) should be massless. Since gluinos interact with quarks strongly, this gives rise to new hadrons, \( R \)-hadrons, containing this new quantum number. The traditional particles all have \( R=0 \) while an interesting menagerie of particles exist with \( R \neq 0 \). In addition, some of these hadrons will decay, as shown in figure 3 ("nuino" stands for a gluino or photino, the fermionic partner of the photon).
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 photon). The lifetime of such particles can be estimated if it is assumed that supersymmetry is broken in a way similar to weak interaction spontaneous symmetry breaking (27). In this case the mass of the exchange particle in the $t$ ($m_t$) and $s$ ($m_s$) channels is $m_s$, the mass of the intermediate vector-boson. The coupling constants in those two channels, $g_t$ and $g_s$ respectively, are then equal to the weak coupling constant $g_s$ so that the decay coupling strength is

$$C_{\text{decay}} = \frac{g_t^2}{m_t^2} = \frac{g_s^2}{m_s^2} = \frac{g_s^2}{\pi^2} \frac{\alpha_s}{\alpha}$$

where $\alpha_s$ is the strong coupling constant. Taking $g_s^2/m_s^2 = \alpha$ and $g_s^2/m_s^2 = 1.1 \times 10^{-2}$ an estimate of the lifetime for a $R$-hadron mass of approximately $1.2 \text{ GeV/c}$ yields $\tau = 10^{-12} - 10^{-15}$ seconds. An additional factor of 20 over the weak decay lifetimes is obtained because there is no $\sin^2\theta_c$ factor in those decays. This lifetime range is well within the sensitivity of this experiment as shown in Table I. A requirement for detection of these particles in this experiment is that the muon leaves the calorimeter without interacting which implies, from Table I, that the muon-nucleus cross section be less than $1\%$ of the total proton-nucleus cross section. To get an estimate of the muon interaction cross section we only need to look at the diagrams in reverse. This leads to a cross section estimate of

$$\sigma_{\mu\text{-nucleon}} = \frac{\alpha_s^2}{\pi^2} \sigma_{\text{vp}}$$

again, well within the limits of $10^{-12}$ required in this experiment (27).

All of the above considerations are highly model dependent, but serve to illustrate that a calorimetry search is sensitive to this type of production. It is also worth adding that although our sensitivity does require a certain window on the muon interaction cross section, this window is not very restrictive and makes this experiment much more insensitive to this model dependent calculation than other experiments which require the muon to interact to be detected.

8. Weakly Interacting Particles

As previously discussed and shown in Table I, a calorimetry search is sensitive not only to the production and decay of short lived heavy particles, but also to the direct production of weakly interacting particles. As indicated in Table I, the lifetimes of these particles have to be longer than $10^7$ seconds in order to leave the calorimeter before decaying. Also, the interaction cross section of these particles with nuclei has to be less than $1\%$ of the proton-nucleus interaction cross section since they must leave the calorimeter ($\gamma$-ray interaction lengths) without interacting.

There exist several theoretical candidates for such massive weakly interacting particles. The Higgs particle in standard gauge theories of weak interactions would satisfy such constraints (26). Lately, interest has turned to a light pseudo-scalar Higgs-type particle called the axion (29), which may be necessary in removing CP violation in strong interactions. This particle will be discussed more fully below. Extended theories of the weak interaction with large gauge groups require heavy neutral leptons which could be detected in a calorimetry search such as this one. Recently E. C. van has postulated that the next generation of quarks (truth and beauty) may be quasi-stable and fall into the
category of weakly interacting and long-lived particles (41). If these ideas are correct then a calorimetry search is sensitive to this type of production.

Present experimental limits and the axion case are discussed below.

1. Axions

In the last years, there has been a tremendous amount of theoretical discussion concerning the possible existence of a light, neutral, quasi-stable particle called the axion or higslot (29). Briefly, this particle arises in a somewhat natural way in the consideration of field theories of strong interactions. Due to non-unique vacuum solutions to the field equations of the theory (instantons) (32), the Lagrangian of the theory contains a form which violates CP (charge conjugation times parity) invariance in strong interactions (33). Strong experimental evidence indicates that CP is a conserved quantum number in strong interactions so that these CP violating terms in the Lagrangian must be spurious. One method to eliminate these terms is to impose an additional symmetry (with a symmetry group U(1)) on the Lagrangian (34). Invariance under this new symmetry then allows one to rotate into a frame where these CP violating terms vanish. To impose this additional symmetry, one incorporates a new doublet of particles. After all of the dust settles (spontaneous symmetry breaking, Higgs mechanism, etc.), one is left with a light (~100 KeV) long lived (~380 secs) neutral particle, the axion.

Model dependent estimates of the axion decay mode of the kaon (29,45) yield values which are only an order of magnitude less than the present upper limit on this decay (35). Theoretical calculations (46) of the product of the axion production and interaction cross sections are approximately an order of magnitude or more greater than the upper limits for this quantity from the beam dump experiments (4). Although these limits do not hold well for the axion, there is some room left in the experimental data for the axion to exist (26). There are models of the axion with a larger symmetry group which would incorporate the kaon data and still leave the axion intact to help with CP (36). Also, the axion could be more massive than first believed (30). If the axion exists, it should be produced in hadronic interactions. Estimates of the axion-proton cross section yield values on the order of 10^4 times the pion-proton cross section (29). Thus the produced axion would leave the calorimeter without interacting. This would yield a missing energy tail, similar to neutrinos in the measured energy distribution and thus this experiment is sensitive to this production and can establish limits on its cross section.

It should be noted that there are other mechanisms besides the axion mechanism which would eliminate the CP non-conserving terms in the Lagrangian. One way is to require that one of the quarks be massless (39). The massless quark is usually taken to be the up quark. There are problems with this approach because of the fact that calculations using current algebra relations and the SU(3) properties of the pseudoscaler mesons yield a finite mass for the quarks (10). One must be sure that in assigning a massless up quark, one is consistent with these calculations. Recent work seems to indicate that these current algebra results remain when the up quark is massless (39).
2. Existing Data on Long-lived Particles

Several searches for long-lived particles have been performed at high energy accelerators. Most of these searches have looked for massive charged particles. In these types of experiments, one chooses a momentum for the particles produced in a target. The mass of the produced particle is then determined by time of flight information for the particle. Using this method several experiments have set limits on the invariant cross section of from \(0.01-4 \, \text{ubarn/GeV}\) for the production of massive penetrating charged particles. These limits are sensitive to the mass and lifetimes of these particles.

Only a few searches have been performed looking for neutral particles. Gustafson et al. have performed a search for neutral hadrons with mass greater than 2 GeV using time of flight techniques and a hadron calorimeter to measure the neutral particle energy. Using their data they set limits of

\[ \frac{d^2 \sigma}{dp^2} < 10^{-32} - 10^{-34} \, \text{cm}^2/\text{GeV}^2 \]

for various masses. Since the particle is required to interact in the calorimeter this places a lower limit of \(0.005\) for the interaction cross section of these particles. Rochis et al. have searched for neutral heavy leptons produced in \(p^{-}\) interactions by looking downstream of a thick target for the decay

\[ \nu^0 \rightarrow \mu^- \pi^+ \]

They quote a limit of

\[ \text{BR}(L^0 \rightarrow \mu^- \pi^+) \sigma(pN \rightarrow L^0) < 3 \times 10^{-35} \, \text{cm}^2/\text{nucleon} \]

for masses less than 1 GeV and a lifetime range between \(10^{-10}\) and \(10^{-8}\) seconds. This measurement also requires \(x_2 \equiv \frac{P_L}{P_T} > 0.2\). The fact that the heavy leptons must pass through the thick target implies an upper limit for the interaction cross section of

\[ \sigma < 0.02 \, \text{ubarn} \]

In addition to neutrinos, the beam dump experiments mentioned previously can place limits on the production of neutral weakly interacting particles as well. In this case, an excess of neutral current type events over that expected from normal neutrino interactions would indicate the production of a new neutral particle. Since this neutral particle must interact to be detected, one can only set limits on the product \(\sigma(pN \rightarrow a^0) \sigma(a^0N \rightarrow X)\) where \(a^0\) is the neutral particle and \(N\) the target nucleus. The high energy beam dump experiments set limits of

\[ \sigma(pN \rightarrow a^0) \sigma(a^0N \rightarrow X) < 10^{-67} \, \text{cm}^2 \]

This is to be compared with \(9 \times 10^{-66} \, \text{cm}^2\) as calculated by Ellis and Gaillard for the case where \(a^0\) is the axion discussed above. If one assumes that both the interaction and production cross sections of these particles is related to the pion cross sections

\[ \sigma(pN \rightarrow a^0) = \sigma(pN \rightarrow \pi^0) \sigma(a^0N \rightarrow X) = 4\sigma(pN \rightarrow X) \]

then one obtains

\[ K < 10^{-6} \]

which is 2 orders of magnitude smaller than the limit from kaon decay for a light neutral particle.
The beam dump limits would have to be corrected however, if the neutral particle had a shorter lifetime than expected because of possible decay before reaching the detector.

C. Summary

How does a calorimeter search compare with the beam dump experiments? Since calorimetry measurements are affected by the incident beam intensity, the data taking rate is limited. The beam dump experiments on the other hand are only limited by the accelerator intensity. Correspondingly, the beam dump experiments are more sensitive to direct neutrino production. However, a calorimeter search is nicely suited for detecting particles that decay into something other than neutrinos where the decay product has an interaction cross section less than 1% of the proton interaction cross section but greater than the neutrino interaction cross section or where the decay product has an interaction cross section much less than the neutrino cross section.

For detection of weakly interacting particles a calorimeter search is less sensitive than a beam dump experiment to theoretical estimates of the particle interaction cross section since the particle need not interact to be detected but only has to leave without interacting. This advantage is negated somewhat by the finite resolution of the calorimeter.

For the detection of new long-lived particles, a calorimeter search has the advantage that the beam search experiments do not have that all masses and all lifetimes greater than $10^{-9}$ s are simultaneously measured. However, this property also implies that if something were leaving the calorimeter, the mass and lifetime are unknown. Since the neutral particle must interact to be detected, the same comments with regards to the interaction cross section of these new particles for the beam dump experiments also apply to the beam search experiments.
CHAPTER III
Experimental Apparatus

This experiment was performed at the Fermi National Accelerator Laboratory using the hadron beam in the Neutrino area. Four hundred GeV protons from a production target 1 km upstream of our apparatus were incident on the target calorimeter located in Lab E. The incident energy of each beam particle was momentum analyzed and the energy of the interaction was measured in the hadron calorimeter. Located behind the calorimeter was a steel toroidal magnetic spectrometer for measurement of final state muons produced in the interaction.

Scintillation counter banks were located behind the calorimeter, in the toroidal spectrometer, and behind the toroidal spectrometer. These counters were used to identify muons and select events of interest. Wire spark chambers in the toroidal spectrometer measured the curvature of the muon and thus determined its momentum.

A small PDP 11 computer was used to collect data from the various detectors and transfer this data to magnetic tape for further analysis. The computer also monitored the performance of the apparatus and provided analysis of some of the data as it was collected.

It is useful to consider each aspect of the apparatus in detail. Since this thesis is concerned only with the calorimetric aspects of the experiment, the toroidal spectrometer will not be discussed. The interested reader is referred to references 14 and 26.

A. Beam

The beam was first accelerated to 400 GeV in the main ring, then extracted and delivered to the experimental areas, shown in figure 4. This experiment used only a small fraction of the total beam available from the accelerator. This small fraction then struck a 30 cm copper target. Secondary particles produced in the target from nuclear interactions with the protons were then transported approximately 1 km downstream to be used for physics purposes in the calorimeter-toroidal spectrometer apparatus located in Lab E. The schematic of this 1 km long beam line is shown in figure 5. Both the charge and momentum of the beam particles could be selected and this was accomplished by the first series of dipoles in the beam.

The total phase space accepted by the beam line downstream of the production target was very small with an angular acceptance of .3 milliradians and a momentum bite of 1% (44). The data in this thesis used 400 GeV protons, but some calibration runs were taken at lower energies from 30 to 300 GeV. Some calibration data was also taken at a test run of the accelerator at 450 GeV. Varying the beam energy allowed us a check on the calorimeter linearity.

In addition to normal hadron running, the beam line could be used to produce momentum analyzed muons. To accomplish this, the beam line was set to some nominal energy less than 400 GeV. Muons from hadrons decaying both before momentum selection and after momentum selection were then transported down the beam line. To help remove undecayed hadrons still left in the beam, six feet of polyethylene was placed in the beam at the last torus before the detector. A reasonable flux of
Fig. 4 Fermilab external beam lines and experimental areas. This experiment was performed in LAB E just upstream of the 15' bubble chamber. This figure is not drawn to scale.

Fig. 5 The hadron beam line to the 15' bubble chamber used in this experiment. The last bend (16 mrad) provided momentum information for each proton hitting the detector.
The best muon/hadron ratio obtained was 30% but typically it was more like 15%.

As a protection against off-momentum particles, the momentum of the incident beam particle was measured for each event by a tagging system upstream of the apparatus. The system consisted of two planes of proportional wire chambers upstream of a magnetic dipole, followed by two more proportional wire chambers downstream. The last chamber was immediately upstream of the target calorimeter and provided interaction vertex information as well as momentum tagging. The chambers measured both the horizontal and vertical portion of the beam with 48 wires in each direction with 1 mm spacing. The dipole magnet consisted of two 20 foot main ring dipoles with a 4 inch horizontal and 2 inch vertical gap. The total bend was 16 mr and provided a momentum resolution of 1%.

B. Calorimeter

The hadron calorimeter consisted of two major sections. The front section of the calorimeter, known affectionately as "MacMurphy" (45), contained most of the shower. The rear section, known just as affectionately as the "Chief," was primarily for absorbing long showers and identification of muons prior to the toroids. Figure 6 shows a schematic of the calorimeter.

MacMurphy consisted of 45 steel plates 30 inches on a side. These forty-five plates were divided into twenty 1/12 inch thick plates followed by twenty-five 2 inch thick plates. The first 41 plates were each separately mounted on a cylindrical bearing rail along the top support 1-beam. By moving these plates...
the beam direction it was possible to change the mean density of the
calorimeter for study of the hadron decay background. For this analysis
only the most compacted configuration was used. The last four plates
were welded to the support I-beam for structural reasons.

Mounted to the back of each steel plate was a 30 inch x 30 inch
x 1/4 inch plastic scintillator with an adiabatic light pipe made from
UVT acrylic plastic. Each scintillator was viewed by a RCA 3342A
photomultiplier tube. The high voltage base for each photomultiplier
contained an amplifier (x40) so that both an amplified (HI) and an un-
amplified (LO) signal was obtained from each tube. Each counter was
also equipped with an LED which could be pulsed both manually or by
computer control. The LEDs were used extensively as counter diagnostics
and to cross calibrate the unamplified and amplified outputs of each
counter.

The phototubes were vertical and alternated top to bottom for
every counter. The position of the phototube was left-right asymmetric,
with the direction of this asymmetry rotated every other counter. This
was done to facilitate close packing of the counters and to remove
systematic geometric effects. For precise calorimetry, it was crucial
that the response of each counter be uniform across the entire counter.
To insure this, each counter was mapped in both the horizontal and
vertical directions with a nuclear source. Nonuniformities in the
horizontal direction were reduced by systematically degrading the signal
in those portions of the light pipe that transported light from seg-
ments of the counter showing relatively larger pulse height. This
difference was typically less than 10% across the counter. In the
vertical direction, a 25% systematic shift was found in the counter
pulse height as one moved the source from the center of the counter
and the light guide to the edge of the counter. It was determined
that this effect was due to blue scintillation light being attenuated
in the counter and was corrected by placing yellow filters in front
of the photocathode.

Portions of the calorimeter had several hundred minimum ionizing
particles traversing the counters, and with a several hundred kHZ
beam rate, this corresponded to large amounts of light impinging
on the photocathode. Each phototube was measured to check its gain versus
this large rate. These measurements are discussed in Appendix B. It
was evident that some tubes experienced significant gain changes as
a function of the incident rate. In assigning phototubes to the counters,
care was taken to place the tubes most insensitive to rate at shower
maximum, with the other tubes further downstream. Also, the direction
of the gain changes were alternated as much as possible to partially
cancel residual effects.

The gains of the photomultiplier tubes were monitored on an event
by event basis and a long term basis by a spark gap light flasher which
was viewed by a fiber optic bundle. The fiber optic bundle consisted
of 8 separate fiber optic strands, 1 went to the first 8 counters in
calorimeter, while 3 more went to phototubes external to the calorimeter
and 1 was kept as a spare. The three external phototubes served as a
reference for normalization of the spark gap signal. Two of these ref-
ence tubes also viewed an Americium source included in a BaF2(Tl)
 crystal. The signal in these tubes from the Americium acted as an
absolute normalization for the phototube gains.
The flasher was triggered once before the beam spill and once after each event taken during the spill. The flasher signals taken before the spill served two purposes. The ratio of the counter signal to reference tube signal for the off-spill flasher triggers, along with the Americium information in the reference tubes, was used to adjust the phototube gains in the off-line analysis for long term gain drifts. In addition, these off-spill ratios served as a calibration for the same ratios calculated from the event flasher triggers taken during the spill. The spill ratios were used in studying beam rate associated effects. The trigger logic for the light flasher system is shown in figure 7. The gate to the flasher ADCs was generated by the coincidence in the reference tubes due to the pulsing of the flasher. Due to hardware difficulties, the actual flashing of the spark gap occurred several tens of usecs after being triggered. To keep noise voltage from giving spurious gates during this time, the coincidence of the reference tubes was only allowed to occur within a 10 usec window which opened after an 80 usec wait time.

The "Chief" consisted of ten 4 inch thick steel plates, 48 inches vertically, and 45 inches horizontally. These plates were mounted on an 1-beam support structure positioned approximately 50 inches behind MacMurphy. Behind each steel plate were four 1/2 inch x 48 inch x 10 inch plastic scintillator counters which measured the energy deposition. These counters were viewed by Amperex 56 APP phototubes attached to a lucite light pipe. Each counter had an LED attached to the bottom of the counter for diagnostic purposes. The direction of the phototube was alternated after each plate to avoid systematics due to attenuation in the counters and also for close packing considerations.
The main purpose of the Chief was to absorb anomalously long hadron showers. The intensity at the Chief was on the average very low and no provision was made to monitor the gain. The Chief also served to identify muons by penetration of the muon through the forty inches of steel in the Chief. This property was used to eliminate muons from the events of interest which will be discussed in Chapter V.

The electronics involved in the calorimetry measurement is shown in Figure 8. Briefly, the 1/4 output from each MacKurphy counter was fanned out through resistive dividers. The 1/4 output from this divider was then ganged together to form a SUPERLO. The SUPERLO was used to calculate the pulse height in a counter when the 1/4 output for the counter saturated. This will be discussed in a later chapter. For counters 1-31 the 3/4 output from the resistive divider was fanned out through a d.c. coupled fan out. One of these outputs went into the calorimeter ADCs, the other into the flasher ADCs. For counters 2 through 9, a third output was hardware summed to form the $T_2-T_9$ requirement for the beam trigger. All ADCs except the flasher ADCs were then gated by a level from the trigger module when a trigger was received. The HI outputs (i.e. Photosensitive phototube signal) were directly coupled to the ADC through an a.c. coupled fan out.

The signals from the Chief counters were fanned out through an a.c. coupled fan out. One output went directly to the ADCs for pulse height analysis. The other output was added to the three other counters in the appropriate plane to form a total signal for each plane. The plane pulse heights were then added to form a SUPERLO for the Chief counters. The plane pulse heights in planes 6 through 10 were also used in the two muon trigger. Even though the shower particle intensity
at the Chief was on the average very small, some effects due to the a.c. coupling were evident in the front few planes of the Chief. Because of this, the a.c. fan outs were replaced with resistive dividers in the second half of the run.

C. Trigger Counters and Logic

A schematic of the apparatus showing the positions of all the trigger counters is shown in Figure 9. The counters downstream of the Chief (C, S1, S2, ACR1-3, T2, P1-3, MV, S3, T4) will not be discussed here since they were used only for defining the muon topology for the event. The interested reader is directed to theses of Wyatt Brown and Eric Siskind.

Since any energy measurement ultimately rests on the energy of the incident beam, the beam particle as defined by the trigger counters should be as clean as possible. The initial beam was defined by the upstream trigger counters B0, B1, B2 and HALO shown in figures 6 and 9. B0 was located farthest upstream and just covered the hole in HALO immediately downstream. The dimensions of B0 were 3 inches x 3 inches x 1/16 inch. The thickness was kept to a minimum to reduce background from interactions in the counter. HALO was identical to a MacMurphy counter (30 inch x 30 inch x 1/4 inch) with a 2 1/2 inch x 2 1/2 inch hole in the center to allow passage of the proton beam. HALO was mounted to the upstream side of a steel block to prevent backscatter from the proton interaction in the calorimeter from giving spurious hits in the counter. This "albedo filter" was made from a 30 inch x 30 inch x 12 inch steel block with a 2 1/2 inch x 2 1/2 inch hole in
the center to exactly match the hole in HALO. Further definition of
the beam was given by B1 (7 inch x 2 inch x 1/4 inch) and B2 (30 inch
x 30 inch x 1/4 inch). The size of B1 was a good match to the beam
evelope at the face of the calorimeter. All of the beam counters
were viewed by Amperex 56 AVP phototubes. The outputs from these
counters were also pulse height analyzed.

A schematic of the beam logic is shown in figure 10. A primary
beam particle trigger was defined as a coincidence between B0, B1, B2
with no hit in HALO. The primary trigger was put in anti-coincidence
with (B0+B1)B2, called BLOB, delayed by 60 nsec and advanced by
60 nsec. These timing coincidences were to insure no additional hits
in the calorimeter near the beam particle of interest. As well as this
time requirement, the primary beam trigger was also put in anti-coinci­
dence with B0 delayed 50 nsec (5 r.f. buckets) and advanced 50 nsec.
Again this was to insure that there were no additional beam particles
near the beam particle of interest. To be certain that there was only
one particle in the triggering r.f. bucket, an added requirement called
for the total hardware sum of all the counters \( E_{\text{sum}} \) be less than 600 GeV.
Finally, the trigger demanded that the proton interact within the
first eight plates by requiring that the hardware sum of counters 2
through 9 be greater than 270 m.i.p. The final trigger, call INV, was

\[
\text{INV} = B0·B1·B2·\text{HALO}·\text{BLOB}·\text{ADVANCED}·\text{BLOB}·\text{ADVANCED}·B0·\text{DELAYED}
\]

\[
\text{ADVANCED} \quad (E_{\text{sum}} < 600 \text{ GeV}) \cdot \left( \sum_{i=2}^{9} N_i < 270 \text{ m.i.p.} \right)
\]

where \( N_i \) is the number of minimum ionizing particles in counter \( i \). INV
was the only trigger requirement for the events used in this analysis. The
events with only an INV trigger were labeled INTERACTING BEAM (I.B.) events.
D. Electronics

Most of the electronics used to process signals in this experiment were fairly standard and do not deserve added comment. However, some of the hardware was of unique design and should be discussed. Further, problems encountered with some of the conventional modules need to be elaborated.

The phototube gain measurements discussed in Appendix B indicated that the large anode currents associated with large beam intensities could severely affect the phototube signal. To correct for these effects in the off-line analysis, it was crucial that one had a measure of the beam intensity during the time the event was taken. To this end, special modules were built to measure the beam intensity before the event. The modules were the EVENT HISTORY, the FLASHER HISTORY, and the FLYING SCALER.

The EVENT HISTORY and FLASHER HISTORY measured the beam intensity on a short time scale. Each module provided a history of the beam on a single r.f. bucket basis up to 192 r.f. buckets (approximately 3 nsec) before the event. Briefly, these devices were effectively sophisticated shift registers. The input to the shift register was the logical signal BLOB defined previously. This logical signal is simply any particle striking the calorimeter. The clock to this shift register was provided by the r.f. signal of the accelerator. Hits in BLOB registered as 1 at the input and were shifted by the r.f. Clocking for the EVENT HISTORY was inhibited by an event trigger in the apparatus. This inhibit occurred a fixed time (approximately 10 r.f. periods) after the trigger decision so that a large spike occurred in the EVENT HISTORY for the hit associated with the beam particle which gave the trigger. Clocking for the FLASHER HISTORY was inhibited by the reference tube coincidence which generated the gate for the flasher ADCs. This inhibit also occurred a fixed time after the coincidence, but due to an oversight, the flasher gate arrived just off scale of the FLASHER HISTORY for most of the run. This oversight was corrected late in the run by addition of a delay to the inhibit of the FLASHER HISTORY and allowed a determination of the timing. This is only relevant for corrections to the flasher ratio from tails due to beam particles hitting the calorimeter immediately before the flasher fired. Each module was also equipped with internal diagnostic hardware for checking the operation of the module.

A typical EVENT HISTORY distribution is shown in figure 11. One notices immediately the peak due to the trigger particle. In addition, requirements in the trigger requiring no additional beam particles near the event can be seen as voids in the background distribution before and after the trigger particle. This device was most useful in the rate correction to the measured energy. The hit pattern for both of the HISTORYs was written to tape for each event then cleared to continue counting.

The FLYING SCALER consisted of twelve 8 bit scalers and a 16 bit scaler. The 16 bit scaler counted the number of r.f. buckets. The 8 bit scalers counted BLOB. The way the device worked is that certain of these scalers were wired on specific hit patterns triggering in the r.f. bucket. This had the effect that the scalers were cleared periodically. The first such event was cleared every 16th of the r.f. counter in such a way that scalers 1 was cleared when the least
Fig. 11 Typical hit distribution in the EVENT HISTORY. The large peak is the position of the particle which triggered the event. Depletions before and after the triggering particle are due to the time requirements in the beam trigger.
correction for this nonlinearity was made in the analysis. The actual charge, $Q$, deposited in the ADC was derived from the channel count in the ADC from the relation

$$Q = KC^a$$

where $C$ is the channel number and $K$ and $a$ are constants. $a$ ranged from 1.00 to about 1.08 depending on the ADC channel. Unfortunately, only the first one hundred and forty-four channels of the ADCs were measured. This means that the flasher ADCs were not corrected according to the above formula. The linearity of the flasher ADCs had to be determined separately from the low intensity INTERACTING BEAM running.

E. Data Collection

A DEC PDP 11/45 computer was used to collect the data for each event and transfer this data to magnetic tape. In addition to these collection functions, the computer also acted as a monitor of the equipment performing several tests during the data collection to insure the quality of the data. Most of the data was transferred to the computer using standard CAMAC hardware to interface to the experimental equipment. The CAMAC system was then interfaced to the PDP 11 by KINETIC SYSTEMS CAMAC interface. The NaI hardwired histogrammer was attached directly to the PDP 11 UNIBUS. These devices were read directly into the computer via DMA transfer.

As mentioned previously, the computer monitored all phases of the experiment. The pedestal values for each ADC channel and the values for these ADCS when the LEDs for each counter were pulsed were monitored before each beam spill during the entire run and a message was printed out at the terminal if they were outside windows set by the experimenter. The FLYING SCALER was continuously checked for reasonable counting rates by calculating the beam intensity from the scaler counts. The computer also performed diagnostics on the spark chambers such as checking fiducial values, spark bank overflow, spark chamber efficiency, etc. Probably the single most useful diagnostic was the single event display on the graphics terminal. Problems became very obvious by simply looking at a few events on this display. The histogramming capabilities of the on-line program were almost limitless. Flexible conditions on the histogramming allowed one to study any experimental parameter under any condition. This allowed for a close watch to be kept on the apparatus and insured the integrity of the data. This program, a version of MULTI (Multi-task system) written and subsequently adapted for this experiment by J.F. Bartlett, contributed greatly to the success of the experiment.
CHAPTER IV
Data Taking Procedures

A. Normal Running

Several different types of data records were taken during the course of the experiment. At the beginning of a data run, a data record was written to tape denoting the start of a run. These BEGIN RUN records contained pertinent information about the run such as magnet current, purpose of the run, etc. Prior to each beam spill, three additional types of records were taken. The first of these recorded the ADC values without any particles striking the counters. These PEDESTAL records were used to determine the charge associated with each ADC due simply to the gating of the ADC. This had to be subtracted from the ADC measurement to determine the ADC signal for real energy deposition in the counters. The second of these pre-spill records recorded the ADC values after the LEDS in each counter were pulsed. These LED records were used to check that each phototube was operating correctly. The light flasher was also fired and the corresponding ADC values recorded on the pre-spill LED records for use in flasher studies without complications from beam particles in the calorimeter. The last record, the BEGIN SPILL record, wrote the NaI hardware histogram information to tape for later analysis. During the beam spill, both events with muon triggers and INTERACTING BEAM triggers were taken. The INTERACTING BEAM events (I.B.) were normal interacting protons without any muon requirement whatsoever. The only requirement for this trigger was a good beam particle as defined in the previous chapter. Because this logical combination occurred very often, not every proton satisfying this requirement was accepted. Only after a preset number of logical signals was a trigger accepted. This prescaling had the effect of distributing the INTERACTING BEAM triggers randomly in the spill. This helps avoid systematic effects which could occur if the INTERACTING BEAM events were associated with a given time in the spill. The final record was written after the beam spill. These END SPILL records contained additional NaI histogrammer information and the values of all of the scalers which counted during the spill.

B. I.B. Runs

As well as the I.B. events taken during the normal running, a few runs were taken with only I.B. triggers. During these runs all of the muon triggers were turned off and the prescaler on the logical I.B. signal was set to 0 so that every I.B. coincidence generated an event. These runs were taken at a very low beam intensity, typically $1 \times 10^7$ protons per pulse. The low intensity kept any adverse rate effects on the calorimeter to a minimum. This allowed one to study the calorimeter response without the added complications due to gain shifts in the phototubes. This low intensity data also served as a check on the quality of the rate correction applied to the main body of data.

C. Muon Runs

To calibrate the calorimeter counters and to also align the spark chambers, several runs were taken with a muon beam. The muon running
was divided into two parts. The first involved strict alignment of the chambers. The alignment data was useful for calibrating the Chief counters, but could not be used for the MacMurphy counters because of spark chamber noise problems in the HI ADCs. The second part of the muon running involved turning off the spark chambers and running only calorimeter calibration data. This data was used for calibration of both the MacMurphy and Chief counters.

CHAPTER V

Data Analysis

The final data sample from this experiment consisted of 50 magnetic tapes and 15 trillion data bits. The purpose of this analysis is to convert this collection of ones and zeros into some meaningful form. The first stage of the analysis consisted of selecting the I.B. events out of the total sample by using the trigger bit pattern written on tape for each event. The second procedure involved correction to the ADC for nonlinearity, calibration of the calorimeter, then finally conversion of the calorimeter response to an energy. The last procedure was to improve the energy measurement by judicious use of cuts on the data. After all of these procedures the best possible energy measurement was obtained. Any neutrino production could then be searched for in this energy distribution.

A. ADC Response

Conversion of the number of counts in the ADC to energy deposited in the scintillator involved several steps. The first step involved subtracting the pedestal value for each ADC from the ADC value written on tape. This pedestal value was determined from the PEDESTAL event taken before each spill. After subtraction of the pedestal, all of the calorimeter ADCs were corrected for nonlinearity using the coefficient determined for each ADC. As mentioned in Chapter III, this correction is of the form

\[ C' = C^a \]

where \( C' \) is the corrected channel number, \( C \) the actual channel number.
and a varies from 1 to 1.00 depending on the ADC. All subsequent
analysis was done with the corrected channel number.

The SUPERLOs mentioned in Chapter III were used to obtain the
pulse height in those counters which saturated their ADCs. This pulse
height was obtained using the relation

\[ C_{i}^{\text{sat}} = (C_{\text{SUPERLO}}^{i} a_{i} C_{i}^{i}) / a_{i} \]

where \( C_{i}^{\text{sat}} \) is the real number of channels in the saturating counter \( i \),
\( C_{\text{SUPERLO}}^{i} \) is the number of channels in the SUPERLO which contains counter
\( i \), \( a_{i} \) is the fraction of the pulse height in counter \( i \) which contributes
to SUPERLO \( i \) (i.e., \( a_{i} \) times the number of counts in the ADC for counter \( i \)
equals the contribution in counts for counter \( i \) to the ADC for SUPERLO \( i \)),
\( C_{j}^{i} \) is the number of channels in the non-saturating counters in SUPERLO \( i \),
and \( N_{j} \) is the number of counters comprising the SUPERLO. The sum in
the above expression is over all of the non-saturating counters in SUPERLO \( i \).

If more than one counter is saturated in a given SUPERLO, then the excess
in the SUPERLO beyond the sum of the non-saturating component is divided
equitably among the saturating counters.

B. Calorimeter

For calorimetry techniques as discussed in Appendix A to work
effectively, the number of charged particles at various depths in the
calorimeter must be counted correctly. Since the response of a counter
to a minimum ionizing particle (m.i.p.) varied, this number had to be
determined individually for each counter. This relative calibration
was accomplished by three different methods:

1. Muon Calibration

Muons are ideally suited for the purpose of calibrating the calorimeter
counters relative to each other. Muons can penetrate large amounts
of matter without interacting. Thus, a moderate energy muon, say 50 GeV,
can penetrate the whole calorimeter easily. By measuring the pulse
height in each counter for this muon a simultaneous measure of a single
m.i.p. in each counter for the same particle is obtained. This is
exactly the relative calibration necessary for good calorimetry.

The amplified outputs (Uin) from the phototubes were used for the
muon calibration. A typical muon pulse height distribution in the Uin
is shown in figure 12. One notices immediately the prominent Landau
tail on this distribution. The best measure of a muon from this distribu­
tion is the mean, but because of the tail, the mean is susceptible to
statistical fluctuations. To circumvent this problem it is useful to
use the mean of the distribution cut at \( \pm 3 \sigma \) times the mean of
the distribution. This value was calculated iteratively. A cut at \( \pm 3 \sigma \)
times the mean was used to eliminate effects of the long tail. The cut
at .25 times the mean was to ensure that the distribution was adequately above pedestal and that there was no contribution from width in the pedestal. This procedure was done for each counter and subsequently yielded the m.i.p. value for that counter.

Since it is the unsensitized output (LO) which is used in the calorimetry, one must determine the LO calibration from the muon values in the HIs. This required measuring the amplifier gain, i.e. the HI/LO ratio, for each counter. This was accomplished in two ways. The first method used the LEDs that were mounted in each counter. The driving unit that fired these LEDs had a variable amplitude feature. The LEDs were pulsed and the amplitudes changed. A straight line fit to a plot of HI versus LO for different LED amplitudes yielded the HI/LO ratio.

The second method used the muon pulse height itself. The events on the Landau tail were used to plot HI versus LO. A straight line fit to the plot of HI versus LO again yielded the HI/LO ratio. The muon method had an advantage over the LED since the frequency spectrum of the light emitted by the counter from muons is the same as for the particles traversing the counter during a shower, whereas the LED frequency spectrum might have been significantly different. This is an important consideration for amplifiers with a finite bandwidth.

There was an approximately 1% systematic difference in these two methods for the HI/LO ratio.

Although the muon calibration is an unbiased measure of the calorimeter calibration, it was not completely adequate for two reasons. First, the small overlap between the HIs and LOs caused large errors in the HI/LO ratio. Limited effectiveness of the method. Secondly, there was an indication that the pulse height associated with the muon...
was creating adverse effects on the measurement. Recall that the HZs are a.c. coupled to the ADC units. At a large bion rate this a.c. coupling could cause pedestal shifting in the Xe units due to build up of charge on the coupling capacitors. For these reasons, the muon calibration values were adjusted using the shower calibration method described in the next section.

2. Shower Calibration

This calibration method relies on the fact that on the average, the shower profile should be independent of the position of the first interaction. Therefore, the profile for showers that begin in plate 2 should be the same as for showers beginning in plate 1, except shifted downstream by the thickness of one plate. Those showers beginning in plate 3 would be shifted by a thickness of two plates, etc. From a consistency requirement between these various shower positions, the forty-five calibration constants corresponding to a single m.i.p. for each counter are obtained by minimizing the \( \chi^2 \) from comparison of these showers.

For this method one needs to define an algorithm for determining the beginning of the shower. By the very nature of the method, the calibration is sensitive to the actual details of the algorithm. In general, the beginning of the shower is found by searching for a positive gradient in the pulse height distribution of the calorimetry counters. If we call \( i_{\text{BEG}} \) the plate in which the shower starts, then the positive slope implies

\[
N_{i_{\text{BEG}}} > N_1 > N_{i_{\text{BEG}}+1} > N_2 > N_{i_{\text{BEG}}+2} > N_3
\]

where \( N_i \) is the number of m.i.p. in the counter behind plate \( i \) and \( N_1 > N_2 > N_3 \). For reasonable values of \( N_1, \) \( N_2, \) and \( N_3, \) \( i_{\text{BEG}} \) is unambiguously defined for fast rising showers. Very slow rising showers however, can be confused with other showers which have a large backslash ("albedo") from the primary interaction which occurred further downstream. The algorithm used in this calibration technique used \( N_1 = N_2 = 5 \text{ m.i.p.} \) and \( N_3 = 10 \text{ m.i.p.} \) as defined by the muon calibration above.

The \( \chi^2 \) obtained from comparing the profiles for showers at various depths is

\[
\chi^2 = \frac{1}{2} \sum_{i=1}^{45} \left( \frac{C_k \cdot H_{i_{\text{BEG}},k} - C_k \cdot H_{i_{\text{BEG}}+1,k}}{(C_k \cdot H_{i_{\text{BEG}},k} + C_k \cdot H_{i_{\text{BEG}}+1,k})^2} \right)^2
\]

where \( H_{i_{\text{BEG}},k} \) is the number of m.i.p. in counter \( k \) for showers starting in plate \( i \) as determined from the muon calibration; \( \theta_{k,i} \) is the error in \( H_{i_{\text{BEG}},k} \) and \( C_k \) is the yet undetermined calibration constant for counter \( k \). One notes immediately that the \( \chi^2 \) above is left invariant if each \( C_k \) is multiplied by some fraction \( f \). To remove this ambiguity, an additional constraint was imposed requiring that the sum of the new calibration constants be equal to the sum of the muon calibration constants (\( \sum_{k=1}^{45} C_k = 45 \)).

This can be added to the above \( \chi^2 \) using a Lagrange multiplier \( \lambda \) to obtain

\[
\chi^2 = \frac{1}{2} \sum_{i=1}^{45} \left( \frac{C_k \cdot H_{i_{\text{BEG}},k} - C_k \cdot H_{i_{\text{BEG}}+1,k}}{(C_k \cdot H_{i_{\text{BEG}},k} + C_k \cdot H_{i_{\text{BEG}}+1,k})^2} \right)^2 + \lambda \sum_{k=1}^{45} (C_k - 1)
\]
Realizing that $C_k$ will be only slightly different from the mean value, $C_k$ can be expanded about the mean value

$$C_k = 1 + \delta_k$$

Expanding the quantity in $X^2$ above, keeping only terms to first order in $\delta_k$, the following is obtained

$$X^2 = \sum_{i=1}^{N} \frac{1}{\sigma_{i,k}^2} a_i^2 = \sum_{i=1}^{N} \frac{1}{\sigma_{i,k}^2} \left( I_i - \theta \right)^2 \left( 1 + \delta_i \right) \left( 1 + \delta_i \right) + \omega^2$$

where

$$\delta_i = a_{i,k} - a_{i,k}^0$$

To obtain the minimum value of $X^2$, $X^2$ is differentiated with respect to $\delta_k$ and the resulting is set equal to 0

$$\sum_{i=1}^{N} \frac{1}{\sigma_{i,k}^2} \left( I_i - \theta \right) \left( 1 + \delta_i \right) = 0$$

By solving the set of $N$ linear equations ($a_{i,k}^0$ and the Langrange multiplier $\lambda$), the $N$ calibration constants are obtained. One can redefine $a_{i,k}^0$, $N_{i,k}$ and $\theta$ using these new calibration constants and redo the calculation again until a convergent solution is found. As advertised, these constants differed only slightly from the mean calibration constants. To estimate how well the chosen calibration performed in measuring the energy, the final resolution was compared to the resolution obtained from the minimization of the resolution which will be discussed in the next section.

3. Minimization of the Resolution

In this technique one optimizes the calibration constants consistent with a minimum resolution for the apparatus. This method yielded the smallest resolution possible and gave a good check of the other calibration method.

The error in the measured energy is

$$(\Delta E)^2 = \frac{1}{\sigma_{i,k}^2} \left( I_i - \theta \right)^2 \left( 1 + \delta_i \right) \left( 1 + \delta_i \right) + \omega^2$$

and $\omega^2$ is the variance of units. In practice, within the error bars for each calibration, one wants to use the calibration $N_{i,k}$ that is the smallest or most consistent with the final resolution. This is because $N_{i,k}$ is the average energy. Note the factor of $\sigma_{i,k}^2$ which is the uncertainty in the energy.
change with a change in \( C_j \) from the mean value

\[
E_{\text{MIN}} = \sum_{j=1}^{N} \frac{4N}{C_j d_j N_j} - \frac{1}{N} \sum_{j=1}^{N} \frac{C_j d_j N_j}{L_j} = E
\]

Differentiating \( \sigma^2 \) with respect to \( C_j \) and setting the result to 0 the equation

\[
0 = \frac{\partial \sigma^2}{\partial C_1} = \sum_{j=1}^{N} \left( \frac{4N}{C_j d_j N_j} - \frac{1}{N} \right) d_j N_j
\]

Solving this set of equations yields the 45 calibration constants.

With infinite statistics, this minimization technique would be the best way to calibrate the calorimeter. However, the statistics are not infinite and the statistical accuracy limited the results of this method. Because the experiment was only optimizing with respect to the resolution, there were correlations between the calibration coefficients to reduce the resolution which gave unreasonable solutions for the constants. Because of these problems the minimization method was only used as a check on the other methods.

4. Weighting

As is mentioned in Appendix A, the response of the calorimeter is different for electromagnetic energy deposition and hadronic energy deposition. The electromagnetic shower initiated by an electron or a photon will have a characteristic length governed by the radiation length in the steel of the calorimeter, approximately 1.77 cm. That is to say, all of the energy associated with an electromagnetic cascade will be deposited in a few radiation lengths. Hadronic showers, on the other hand, have a characteristic length equal to the absorption length of the calorimeter, approximately 17.1 cm, an order of magnitude larger. Also, the total measured energy in an electromagnetic shower is larger than a hadronic shower since the electromagnetic shower will not lose energy to the unmeasured nuclear sector. The response of the calorimeter for electromagnetic energy deposition would then be fairly short showers with large pulse heights, while hadronic showers would be longer with reduced pulse height. In addition, the resolution is better for electromagnetic cascades because there is no width usually associated with energy lost to the unmeasured nuclear sector.

Because of these differing responses to electromagnetic and hadronic energy, the measured energy will be sensitive to fluctuations in the \( \pi^0 \) content in the primary hadronic shower. Since the \( \pi^0 \) decays almost instantaneously into two photons, showers with a large \( \pi^0 \) content will have most of the beam energy deposited as electromagnetic showers, being fairly short and with large pulse heights. This effect in the data can be studied by investigating the dependence of the total energy and resolution on the second moment of the distribution \( n \), where \( n \) is defined as

\[
\eta = \left( \frac{\sum_{j=1}^{N} N_j^2}{N} \right) / \left( \frac{\sum_{j=1}^{N} N_j}{N} \right)^2
\]

\( N_j \) is the number of m.i.p. particles in counter \( j \). For a uniform distribution, \( \eta \) is \(.159\). For a triangular distribution over five counters, \( \eta \) is \(.48\). The \( \eta \) distribution for an I.B. run is shown in figure 13. The dependence of the calorimetry parameters on the second moment is shown in figure 14. Increasing energy and improving resolution
Fig. 13 The shower profile second moment distribution for an I.B. run. \( n_i \) is the number of m.i.p. in counter \( i \).

\[
\left( \frac{\sum n_i^2}{\sum n_i} \right)^{1/2} / 45
\]

Fig. 14 Dependence of the calorimeter parameters on the second moment of the shower profile. The value of the second moment for two possible distributions is indicated. The measured energy conversion from m.i.p.-inches to GeV is 0.0559.
for an increase in the second moment is indicative of a larger \( n^2 \) component.

To mitigate the second moment effects described above, a weighted pulse height was used in calculating the measured energy. The weighting function was taken to be of the form

\[
u_i = 1 - xf(N_i)
\]

where \( x \) is some fraction of the function \( f(N_i) \) to be determined empirically and \( \nu_i \) is the weight for counter \( i \). The measured energy is then

\[
E = K \sum_{i=1}^{N_j} \frac{w_i d_i N_i}{\sum_{i=1}^{N_j} w_i}
\]

where \( d_i \) is again the thickness. Here \( i \) and \( K \) is a normalization to insure that the average weighted energy is equal to the average unweighted energy. Several functions were tried for \( f(N_i) \). Figure 15 shows the energy and resolution of the calorimeter as a function of the fraction \( x \) for a linear form of \( f(N_i) \)

\[
f(N_i) = N_i
\]

A clear minimum in the resolution is apparent. All of the forms studied for \( f(N_i) \) gave a minimum in the resolution. The final form of \( f(N_i) \) used was the linear function

\[
f(N_i) = N_i / 1500.
\]

Noting that the minimum occurs at \( x = 0.2 \), one obtains the final weighting factor

\[
\nu_i = 1 - 1.34 \times 10^{-9} N_i
\]

For measured energies less than 400 GeV, the weighting factor was given an additional energy dependence.
where $E_{\text{MEAS}}$ is the unweighted measured energy in GeV. $E_{\text{MEAS}}$ was used rather than the beam energy to avoid systematic effects for events with a large amount of missing energy. A logarithmic plot of the measured energy after weighting is shown in figure 16. There does not appear to be any non-Gaussian behavior in the measured energy. To reinforce this point, the same distribution is shown in a probability plot in figure 17. This distribution is linear, indicative of a Gaussian character.

The response and resolution of the calorimeter using the weighted energy are shown in figures 18 and 19. A fit to the form $A + BE_{\text{MEAS}}$ for the weighted energy yields $A=2.5\pm0.3$ GeV, $B=1.003\pm0.004$ with a $\chi^2$ of 0.34 per 5 degrees of freedom. A similar fit to the unweighted energy yields $A=1.1\pm0.27$ GeV, $B=1.003\pm0.004$ with a $\chi^2$ of 2.8 for 5 degrees of freedom. The negative offset may arise from slight pedestal shifts during the spill. Also, there seems to be a small systematic (1-4% increasing with decreasing energy) shift in the weighted energy. This shift may be due to a miscalculation in the explicit energy scaling in the weighting formula. Taking into account this negative offset, a fit to the weighted energy of the form $A + BE_{\text{MEAS}}^3$ for the resolution yields values of 71.3±1.8% and -5102±005 for $A$ and $B$ respectively, with a $\chi^2$ of 27 for 5 degrees of freedom. A similar fit to the unweighted energy yields $A=64.3\pm1.6$, $B=-484\pm0.05$, with a $\chi^2$ of 19 for 5 degrees of freedom. The $\chi^2$ for the weighted energy gets a large contribution from the low energy points where the weighting scheme may be losing its effectiveness. Fitting only from 100 to 450 GeV yields $A=61.4\pm3.4$% and $B=-484\pm0.01$ with a $\chi^2$ of 5.7 for 3 degrees of freedom.

In conclusion, the weighted energy appears to be a good measure of the calorimeter performance at large energies. Degradation effects begin to appear at the lower energies. The calibration methods and the resolutions obtained from these measurements are shown in figure 18.
Fig. 17 Calorimeter response after weighting plotted on probability paper. A Gaussian response function translates as a straight line on this plot. Figure (a) is the unweighted measured energy and figure (b) is the weighted measured energy.

Fig. 18 The weighted measured energy versus incident beam energy.
Table II.
Calibration results

<table>
<thead>
<tr>
<th>Method</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUONS</td>
<td>4.60 %</td>
</tr>
<tr>
<td>SHOWER DEVELOPMENT</td>
<td>3.03 %</td>
</tr>
<tr>
<td>MINIMIZE RESOLUTION</td>
<td>3.42 %</td>
</tr>
<tr>
<td>SHOWER DEVELOPMENT WITH WEIGHTING</td>
<td>3.78 %</td>
</tr>
</tbody>
</table>

C. Rate Corrections to the Energy

Figure 20 is the measured energy at a high beam rate (300 kHz).

The dashed histogram in figure 20 is the low intensity measured energy with the same number of events. It is clear that the measured energy suffered from beam rate effects. The origins of these effects stemmed from two sources. The first source arises from contributions to the total energy from beam particles that preceded the triggering particle. The second source of rate effects is due to gain shifts in the phototubes due to large currents in the anodes associated with the high counting rate. This second effect was mentioned previously in the discussion on apparatus. Fortunately, data was available to correct the energy for these rate effects. The corrections applied to the data to overcome these effects are discussed below.

1. EVENT HISTORY Correction

The pulse height associated with a shower in the calorimeter had
a long tail extending out to several hundred nanoseconds. At high
drates, when the separation between consecutive beam particles de-
creased, it was possible for another beam particle to impinge on the
calorimeter while the tail from the previous particle was still finite.
This would lead to a measurement of the energy which was too large.
The flasher system and the FLASHER HISTORY were used for studying this
overlap effect. Once the effect was understood the EVENT HISTORY
could be used to correct the calorimeter data.

To determine the amount of pulse height from the tail of preceding
particles to the flasher signal, first the amount due to the flasher
itself must be determined. To do this one uses the flasher data from
the LCD events taken before the spill. Using the flasher values for
reference tube 1 and the calorimeter counters on this pre-spill event
one forms the ratio

\[ i_1 = \frac{R_{FL1}}{R_{FLT1}} \text{LE} \]

where RFI is the reference tube 1 flasher value and RFI is the flasher
value for counter i. The LE indicator on this ratio means that it was
measured on pre-spill events. To calculate the counter flasher value
for the event flashers, one uses the reference tube 1 value for the
event flasher and the above ratio. The calculated counter event flash-
er value is then

\[ (F_{i})_{CALC \text{ EVENT}} = \frac{F_{i}}{R_{FL1}} \text{LE} \frac{R_{FLT1}}{R_{FLT1}} \text{EVENT} \]

\[ = F_{i} (R_{FL1})_{EVENT} \]

Subtracting this calculated value from the actual flasher value,
\( (F_{i})_{EVENT} \) yields the difference due to the tails from the particles
before the flasher. To study the time dependence of this effect, those
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events with only one hit in the FLASHER HISTORY have been selected.

Figure 21 is a plot of the function

\[ f(t) = \sum_{i=1}^{31} \left( \frac{T_{FLASHER}^{CALC} - T_{EVENT}}{T_{EVENT}} \right) \]

versus the position of the beam hit before the flasher in the FLASHER HISTORY where the sum over \( i \) is all of the counters which view the flasher. A fairly logarithmic dependence on the position is evident for times less than 20 r.f. buckets. There is an indication of deviation from this behavior at later times, but the effect at these later times is small and the statistics are poor. This behavior for each of the flasher counters has been fitted to a form

\[ A_i(t) = (F_{FLASHER}(t))^{EVENT} - (F_{FLASHER})^{CALC} = A_i e^{-t/\lambda} \]

where \( t \) is in r.f. buckets, \( A_i \) and \( \lambda \) are to be determined from the data. Figure 22 shows the \( \chi^2 \) distribution for this fit for various values of \( \lambda \), where \( \chi^2 \) is defined as

\[ \chi^2 = \sum_{i=1}^{31} \sum_{j=1}^{1} \frac{(A_j(t_i) - A_j e^{-t_j/\lambda})^2}{\sigma_j^2(t_i)} \]

where the sum over \( i \) is for a hit within the first 50 r.f. buckets of the FLASHER HISTORY, the sum over \( j \) is all of the counters which view the flasher, and \( \sigma_j^2(t_i) \) is the error in \( A_j(t_i) \). The minimum occurs for \( \lambda \approx 7.5 \) r.f. buckets although \( \lambda = 8.0 \) buckets is not significantly worse. For \( \lambda \approx 7.5 \) r.f. buckets, \( A_i \) was approximately 20% of the average shower profile value in counter \( i \). With \( A_i \) and \( \lambda \) determined, the EVENT HISTORY hit distribution was then used to correct the measured calorimeter energy. A plot of the energy before and after the EVENT HISTORY correction is shown in figure 21. The dashed histogram in
Fig. 22 $\chi^2$ distribution for a fit to the flasher differences of the form $Ae^{-t/\lambda}$ where $t$ is the position of the hit in the FLASH HISTORY.

Fig. 23 High intensity measured energy after EVENT HISTORY correction (solid histogram) and before rate correction (dashed histogram).
figure 23 is the uncorrected energy. A significant portion of the high tail is now removed from the data. The residual tail will be discussed in a later section.

Although the EVENT HISTORY correction removes some of the high intensity effects, a glimpse at figure 23 indicates that there are additional rate effects. One such effect is discussed next.

2. FLYING SCALER Correction

Prior to the data taking, measurements were performed on each of the phototubes to study the effect of the gain at high anode currents. These measurements were mentioned briefly in Chapter III and are discussed at some length in Appendix B. The residual rate effect mentioned above could certainly be associated with these effects. The FLYING SCALER was most useful for studying these effects. Although the fluctuations are large, a 400 GeV proton will deposit some average number of m.i.p. in each counter. Keeping track of how many protons hit the calorimeter and when they arrive will give a measure of the current in each phototube since the total current is just the charge deposited at the anode from a single m.i.p. times the average number of m.i.p.s per proton times the number of protons per second. It is possible to study the measured energy as a function of this current.

As discussed in Chapter III, the FLYING SCALER contained twelve scalers. For each scaler the number of protons in a given time interval and the time before the event at which this intensity occurred is available. To study the rate effects with the FLYING SCALER, it was useful to parameterize the FLYING SCALER data in terms of a quantity called the rate parameter, $n$, which accounts for possible relaxation effects in the gain shifts by using the time information of the FLYING SCALER. $n$ is determined from the FLYING SCALER by the relation

$$ n = \frac{1}{2} \sum_{i=1}^{12} N_i e^{-t_i/\lambda_{FS}} $$

when $N_i$ is the number of counts in the $i^{th}$ scaler and $t_i$ is the time before the event which this $i^{th}$ scaler was counting. $\lambda_{FS}$ is a characteristic time associated with the intensity effects on the phototube gain. $\lambda_{FS}$ is not known a priori, but must be determined from the data.

Figure 24(c) shows a plot of the fractional change in the measured energy versus the rate parameter with $\lambda_{FS} = 300$ usecs. There is a clear monotonic dependence on the rate parameter. The dependence on the rate parameter for various values of $\lambda_{FS}$ was investigated. The value $\lambda_{FS} = 300$ usecs produced a dependence of the fractional energy on the rate parameter which best approximated an exponential distribution and was thus chosen for the rate parameter calculation. As a comparison, the dependence of the fractional energy on the total number of counts in the FLYING SCALER ($\lambda_{FS} = \infty$) is also shown in figure 24(b). The fractional energy change does not go to zero with $\lambda_{FS} = \infty$ as expected if the $\lambda_{FS} = \infty$ rate parameter was a good indicator of the rate effects in the phototube. The measured energy in these plots has been corrected using the EVENT HISTORY correction.

Although the energy dependence on the rate parameter was not a simple function, this dependence could still be used to correct the energy for this effect. This is done by simply interpolating between the data points in figure 24(c). For a given event one first calculates the rate parameter from the FLYING SCALER data. Having determined
the range in which this parameter lies in figure 24(a), a linear interpolation scheme is used to determine the fractional energy shift

\[ \frac{\Delta E}{E}(n) = \left( \frac{\Delta E}{E}(n_2) - \frac{\Delta E}{E}(n_1) \right) \left( n-n_1 \right) / \left( n_2-n_1 \right) + \frac{\Delta E}{E}(n_1) \]

with

\[ n_2 > n > n_1 \]

\( \Delta E/E(n_1) \) is the measured fractional energy change at the value of the rate parameter \( n_1 \). Having determined the fractional change, the FLYING SCALER corrected energy is determined from the relation

\[ E_{\text{CORR}} = E_{\text{MEAS}} \left( 1 - \frac{\Delta E}{E(n)} \right) \]

where \( E_{\text{MEAS}} \) is the uncorrected energy. Figure 25 shows the EVENT HISTORY corrected energy before and after the FLYING SCALER corrections. The final corrected measured energy relative to the low intensity measured energy is shown in figure 26. After applying the cuts described below the final resolution was increased by approximately 3% of the low intensity value.

D. Data Cuts

In an attempt to reduce low energy tails arising from systematic calorimeter effects, cuts have been applied to the calorimeter data. These cuts are discussed in detail below.

1. Position of Primary Interaction

Events with a large amount of albedo which occur in the first plate will tend to have a lower energy than the rest of the events because this albedo leaves through the front of the calorimeter.
Fig. 25 High intensity measured energy after CALIB. (solid) and EVENT HISTORY correction (dashed histogram) and after only the EVENT HISTORY correction (dashed histogram).

Fig. 26 Low intensity measured energy (solid histogram) and final corrected high intensity measured energy (dashed histogram).
These large albedo events will also give a large pulse height in counter B2 which is mounted to the front of the first plate. By including B2 as a counter in the shower algorithm for determining the beginning of the shower, these large albedo events will appear as showers which begin before the first plate.

Figure 27 shows the beginning of the shower. The beginning of the shower is defined as the first counter with more than 30 m.i.p. followed by another counter with more than 30 m.i.p., a slightly different definition than used previously for the shower development calibration. A systematic effect is seen for events which begin close to the front of the calorimeter. Accordingly, a cut was applied requiring that the shower begin in or beyond plate 1 as determined from the algorithm. A cut was also applied requiring that the interaction occurred before the 10th plate to help remove abnormally long showers.

2. Total Energy Sum

A cut was placed on the data such that the total interaction had less than 500 GeV total energy. This cut was used to eliminate events with two particles in the same bucket.

3. Shower Profile Cuts

Although on the average, the hadron shower is completely contained in the calorimeter, longitudinal fluctuations in the shower profile could yield systematic effects in the measured energy. In particular, very long showers have lower energies due to particles lost out.
of the back or side of the calorimeter.

One source of longitudinal fluctuation would be showers that have a high energy hadron leaving the back of MacMurphy giving a large pulse height in the Chief with possible energy being lost out of the back of the calorimeter. One indication of this would be large simultaneous energy deposition in contiguous Chief planes. This can be studied by using the variable

$$\text{SUMCON} = \text{MAXIMUM} \left( \begin{array}{cc} \text{CHIEF}, & \text{CHIEF}, \\
\text{CHIEF}, & \text{CHIEF}, \\
\text{CHIEF}, & \text{CHIEF}, \\
\text{CHIEF}, & \text{CHIEF}, \\
\text{CHIEF}, & \text{CHIEF} \end{array} \right)$$

where \(n_i^{\text{CHIEF}}\) is the number of m.i.p.s in the \(i^{th}\) Chief plane. Figure 28 shows the measured energy as a function of SUMCON. There is an indication that for large values of SUMCON the measured energy is lower. A cut was applied to the data requiring SUMCON be less than 30 m.i.p.s.

Another source of fluctuation would be the relative amount of energy deposited in the first 20 plates to the total energy. A small value for this quantity would indicate that most of the shower occurs deep in the calorimeter. Very long showers could produce particles which leave the calorimeter through the back or the side. Figure 29 shows the measured weighted energy as a function of the fraction

$$E = \frac{\sum_{i=1}^{20} E_i}{E_{\text{MEAS}}}$$

where \(E_i\) is the energy measured in counter \(i\). A systematic effect on the energy measurement is readily apparent. The data was cut requiring that the ratio \(R\) be greater than 0.5.
A number of minor cuts were put on the data to help improve the quality of the beam. These cuts consisted of requiring the pulse height in the first PMT to be less than a certain value, and that the number of hits in the second PMT be less than or equal to 1 in both x and y. A cut was also applied requiring that the instantaneous beam rate before the trigger as calculated by the FLYING SCALER rate parameter be less than 212.5. This last cut was used to facilitate the FLYING SCALER rate correction.

5. Muon Cuts

Muons created in the hadronic shower will give rise to a low energy tail similar to e production. These muons would leave the calorimeter without interacting, losing energy only through ionization. To be sure that only muons giving rise to a low energy tail, the events with muons in the final state have to be removed from the data sample. Events with muons in the data were eliminated using two cuts, both of which rely on the fact that the muon's penetrating power offers a unique signature for identification. Muons which were at low angles to the beam line were eliminated by a cut on the Chief pulse height. Wide angle muons were eliminated using the ferroelectric acrylic counter information. The acrylic counters are shown in figure 9. The penetration of the steel in front of these counters gives a clearly identified muon. The spark chamber information was not used since this data was not available for all of the runs.

A m.i.p. in a given Chief plane was defined as any counter in that plane giving more than 0.75 times the muon calibration value of a m.i.p. in the Chief.
\[ (1 \text{ m.i.p.})_i = \chi_{\text{CHIEF}} > .25 \]

where \((1 \text{ m.i.p.})_i\) is either 0 or 1 and means that the Chiet plane \(i\) had indications of one or more m.i.p. \((1 \text{ m.i.p.})_i\) is then summed over all of the planes in the Chief.

\[ \text{TOTL} = \frac{1}{10} \sum (1 \text{ m.i.p.})_i \]

and a cut was placed on TOTL to remove penetrating particles, i.e. muons.

To find the position of this cut, the TOTL distribution is studied for events with previously identified muons in the Chief. Events with muon triggers were selected for this purpose. It was also required that these events with muon triggers have only 1 reconstructed track in the spark chambers, that the momentum of the muon be measured in the toroid spectrometer, and that the transverse position of the track be such that it penetrated all of the Chief. These constraints insured that a real muon penetrated the total length of the Chief. A large beam rate was also selected to take account of a.c. coupling effects in the first few Chief planes. Figure 30 shows the TOTL distribution for these events. There are only 2 events out of the 14,623 events in the sample with TOTL less than 5. Thus for the I.B. events it is required that TOTL be less than 5. A calculation based on the measured muon rate from unbiased proton interactions (1%) yields a contribution of .25 events with muons which passed the TOTL cut in the final data sample.

Wide angle muons in the data sample were eliminated by requiring that no more than 1 out of the 3 acrylic counter planes fired. The efficiency of an individual acrylic counter was determined by comparing...
the number of times all three of the acrylic planes fired to the number of times only two of the planes fired for muon events with reconstructed momentum. Since the muon trigger only required that two of the counters fire, this method gives an unbiased measure of the counter efficiency. An individual counter thus measured gave an efficiency of approximately 90%. The efficiency of the acrylic counters for detecting muons if two or more are required to fire is then
\[ P_{\text{WIDE}} = p^3 + 3p^2(1-p) + .729 + .243 = 97.2\% \]
where \( p \) is the efficiency per plane in the acrylic counters and \( P_{\text{WIDE}} \) is the total probability of the acrylic counters to detect the muon.

Using the prompt \( \mu/\pi \) ratio of \( 10^{-4} \), measured in proton-proton interactions [47] and taking \( N_\mu = 10 \), the calculated number of events in the data sample due to wide angle muons only is
\[ N_{\text{WIDE}} = \frac{1}{3} \times 10^5 \frac{\text{PROTON}}{\text{PARTICLE}} \times 10^{-4} \times (1-P_{\text{WIDE}}) \text{ events}. \]

The factor of \( 1/3 \) comes from those wide angle muons which also traverse the Chief and were subsequently eliminated by the cut on TOTL. This calculation assumes that the prompt muons come only from the primary proton interaction in the calorimeter.

The effect of these cuts on the low intensity J.B. data was to decrease the resolution from 3.48% to 3.40% and to eliminate 16% of the events. For the whole data sample, the effect of the cuts was to reduce the number of events from 197,168 to 150,499 and to improve the resolution from 3.84% to 3.51%. The fraction of events lost due to the various cuts is shown in Table III. The energy distribution after all

<table>
<thead>
<tr>
<th>Cuts</th>
<th>Fraction Lost (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginning of shower</td>
<td>5.64</td>
</tr>
<tr>
<td>Total energy</td>
<td>.77</td>
</tr>
<tr>
<td>Ratio of energy in 1st meter</td>
<td>2.70</td>
</tr>
<tr>
<td>Energy in Chief</td>
<td>1.75</td>
</tr>
<tr>
<td>Muon in Chief</td>
<td>4.30</td>
</tr>
<tr>
<td>Wide Angle Muons</td>
<td>1.61</td>
</tr>
<tr>
<td><strong>Good Beam Particle Cuts</strong></td>
<td></td>
</tr>
<tr>
<td>Particle in ADC gate</td>
<td>1.37</td>
</tr>
<tr>
<td>Rate Parameter</td>
<td>3.80</td>
</tr>
<tr>
<td>HALO cut</td>
<td>1.00</td>
</tr>
<tr>
<td>Unique Beam track</td>
<td>3.75</td>
</tr>
<tr>
<td>Clean beam requirements</td>
<td>5.51</td>
</tr>
<tr>
<td><strong>Total fraction of events lost by cuts</strong></td>
<td>23.55</td>
</tr>
</tbody>
</table>

The energy distribution after all the cuts had been applied is shown in figure 31.

Table III.

Percentages of events lost by cuts.
How can the energy distribution shown in figure 31 yield information on the production of neutrinos and other neutrino-like particles? First, one must determine the contribution due to the calorimetry process alone in the low energy distribution in figure 31. Excesses beyond this measurement contribution then allow us to set limits on the production of weakly interacting particles. Given a model for this particle production, one must calculate their contribution to the calorimeter response for each of these production models. From these model calculations and the observed distribution, a maximum likelihood analysis then yields the amount of cross section going into these neutrino-like particles.

A. Calorimetry Backgrounds

At some level one expects that the measurement process in hadron calorimetry will obey the law of large numbers leading to a Gaussian response function for the measured energy distribution. Figure 37 and Table IV are more detailed versions of the energy distribution of figure 31. If we compare the data to the Gaussian distribution calculated from a fit to the low energy side of the measured energy distribution, a slight enhancement is noticed. One is leery of claiming evidence for prompt neutrinos based on this data. There could be additional sources of background that might fake such a signal. Although the data has been cut to ensure complete containment of the hadronic shower, there is no definitive way of ruling out an

Fig. 31 Final calorimeter measured energy after all corrections and cuts.
Table IV.

Expected and observed number of low energy events

<table>
<thead>
<tr>
<th>Energy</th>
<th>Gaussian</th>
<th>Data</th>
<th>Excess</th>
</tr>
</thead>
<tbody>
<tr>
<td>355-360</td>
<td>201</td>
<td>191</td>
<td>-13</td>
</tr>
<tr>
<td>350-355</td>
<td>64.1</td>
<td>66</td>
<td>+1.9</td>
</tr>
<tr>
<td>345-350</td>
<td>17.7</td>
<td>26</td>
<td>-8.3</td>
</tr>
<tr>
<td>340-345</td>
<td>11.7</td>
<td>8</td>
<td>-3.7</td>
</tr>
<tr>
<td>335-340</td>
<td>9.1</td>
<td>2</td>
<td>-1.0</td>
</tr>
<tr>
<td>330-335</td>
<td>11.7</td>
<td>2</td>
<td>1.83</td>
</tr>
<tr>
<td>&lt;330</td>
<td>0.4</td>
<td>3</td>
<td>2.96</td>
</tr>
</tbody>
</table>

Fig. 32 Low energy distribution of figure 31. The dashed histogram is the measured energy distribution expected from a Gaussian response function using the $\sigma$ obtained from a fit to the low side of figure 31.

Fluctuation in the transverse energy deposition with energy leaving the sides of the calorimeter. A naive calculation indicates that the high $p_T$ process usually associated with proton-proton interactions is unlikely to cause such a fluctuation. Nevertheless, some heretofore unknown mechanism may produce such events. Large amounts of energy leaving the front of the calorimeter seems unlikely as a source of a low energy tail.

As well as the above-mentioned background, an enhanced energy distribution could arise from neutrinos due to decays of $\pi$ and $K$ produced in the hadronic shower. Considering the fact that the neutrino energy has to be 50 GeV or more, the contribution from $\pi$ and $K$ decay can be estimated by just considering the first interaction in the calorimeter. Realizing that the $\pi$ produced in any decay has to come out in the calorimeter for the event to be accepted due to the
muon cuts on the data, the number of decays is then

$$N_{E_v > 50} = BR(h \rightarrow \nu) \cdot N_{p} \cdot \frac{\int_{E_{THRES}}^{E_{MAX}} dE' \cdot f_{\text{had}}(E') \cdot dE'}{E_{THRES}^{50}(E')dE'}$$

where

- $E_v$ = neutrino energy
- $N_{E_v > 50}$ = the number of events with $E_v$ greater than 50 GeV
- $N_{p}$ = the number of $\pi^0$ (Ks) produced per proton in the data sample
- $BR(h \rightarrow \nu)$ = branching ratio for the hadron to decay to a neutrino
- $E_{THRES}$ = the threshold energy for production of 50 GeV neutrinos
- $f_{\text{had}}(E')$ = the probability that a particle of energy $E'$ decays within one interaction length in the calorimeter
- $p_{\text{had}}^{E_{THRES}}(E')$ = the probability that a particle of energy $E'$ is produced in the first interaction
- $E_{\text{MAX}}^{50}(E')$ = the probability that a particle of energy $E'$ decays to give a neutrino energy greater than 50 GeV
- $E_{\text{MAX}}$ = maximum hadron energy consistent with a range out in the calorimeter

The decay probability within one interaction length is simply

$$p_{\text{had}}^{\text{decay}}(E') = 1 - e^{-\frac{E'}{\gamma^2 h_T}}$$

with

$$\gamma = \frac{p_{\text{had}}}{E'}$$

where $\gamma$ is the Lorentz factor.

$r$ is the hadron lifetime and $\lambda_n$ is the pion absorption length in the calorimeter. The production probability is taken to be of the form [48]

$$E \frac{d^3\sigma}{dp^3} = A \left( \frac{p_T}{M} \right)^2 \left( 1 + \frac{p_T^2}{M^2} \right)^{-q(x_R)}$$

with

$$x_R = \frac{E_{\text{MAX}}}{E_{\text{THRES}}}$$

where $E_0$ is the center of mass energy of the produced hadron and $E_{\text{MAX}}$ is the maximum value of this quantity. The neutrino spectrum is taken to be flat from the threshold energy to the maximum allowed neutrino energy for the decay. This is of the form

$$p_{\text{had}}^{E_{\text{THRES}}}(E') = 1 - \frac{E_{\text{THRES}}}{E'}$$

For the two body decays

$$h \rightarrow \nu \mu, K \rightarrow \nu \mu$$

the muon energy in the decay has a probability distribution which is flat from

$$\frac{E_{\mu}}{E_h} \leq E_{\nu} \leq E_h$$

where $E_{\nu}$ and $E_h$ are the energy and mass of the decaying hadron respectively, $E_{\mu}$ is the muon energy, and $M_{\mu}$ is the muon mass. For the decays to contribute the muon must range out in the calorimeter which places an upper limit of less than 2.5 GeV for its energy. Thus, $h \rightarrow \nu\mu$ (and at most 1.7 for neutrino) and satisfy the condition on the muon energy. For $h \rightarrow \nu\mu$, 1.5 GeV there is a range of hadron energies which would satisfy the muon energy condition and give a
In this case the probability for a 50 GeV neutrino in the decay is

$$P_{\nu} = \frac{M^2 - (1 - \frac{M_f^2}{M_K^2})E^{'}}{E'}$$

For the three body electronic decays of the kaons

$$K^+ \rightarrow \pi^+ e^+ \nu$$

all kaon energies above threshold contribute. In this case the neutrino energy in the decay will range from

$$0 < E_{\nu} < (1 - \frac{M_f^2}{M_K^2})E$$

Thus, kaon energies above 52.4 GeV will contribute. Putting the conditions into the above integral and using the production spectrum and multiplicities (scaled by 1.45 to account for nuclear effects) for $K^+\bar{K}^0$ production in proton-proton interactions ($N_h$), the following is obtained

$$N(K^+ \rightarrow \mu^+ \nu)_{E>50} = .0006 \text{ events}$$

$$N(K^+ \rightarrow e^+ \nu)_{E>50} = .005 \text{ events}$$

for a total of .006 events. Therefore, shower particle decay is a negligible contribution to the low energy tail distribution.

Although there may be sources of undetermined background in the low energy tail, this data can still be used to set limits on the production of neutrino-like objects. One can rely on the fact that at best, the number of events from neutrino-like sources has to be less than or equal to the observed data. In this spirit, the final production limits established in this thesis have been determined for three possible cases:

1. no Gaussian background; 1 event with energy less than 300 GeV
2. a normal Gaussian background for all events
3. the observed data in all background

where the Gaussian background is calculated from the $\sigma$ obtained from a fit to the low side of the measured energy from 335-400 GeV. This fit yields a value of $13.85$ GeV/$c$ with a $\chi^2$ of 16.5 for 13 degrees of freedom. The $\sigma$ for the whole distribution is 14.04 GeV, but this value is affected by the high energy tail of the distribution discussed below and is not a good measure of the Gaussian response on the low energy side of the distribution ($\chi^2$ of 44.3 for 13 degrees of freedom). The true upper limit is clearly case 1, but it is worthwhile to consider the other two cases as well to get an indication of the range of cross section values consistent with the data.

B. High Energy Tail

The prominent feature of the final measured energy distribution is the tail on the high energy side of the measurement. What is the origin of this tail? How does it effect the results of this experiment? If we compare the high tail in figure 31 to the energy before the rate effects are corrected, shown in figure 20, a strong similarity is evident. The FLATTEN SCALER correction is not large enough to account for this tail, being at most a few percent. It is similar though, to the energy distribution obtained for those events when there is evidence of particles hitting the scaler: during the ABC gate as indicated by
the EVENT HISTORY. The following discussion considers this high energy tail in detail. The point of what follows is that the high energy tail is due to an extra deposition of energy in the calorimeter and does not effect the physics of the low energy tail.

There are two possible sources which could deposit more than 400 GeV in the calorimeter and both involve the fact that it is possible to have more than one particle in or near the r.f. bucket of the triggering particle. Approximately 20% of the high intensity data was selected to investigate these sources. Considering just those good events with energies beyond 450 GeV, there are 43 events in the high energy tail whereas 7 events are expected. Thus, there is an additional 36 events not accounted for.

Recall that a subtraction is made to the measured energy for tails arising from beam particles before the event. This correction is of the form

\[ \Delta E(t) = N \times e^{-t/\lambda} \]

where \( \lambda \) is 7.5 r.f. buckets. The EVENT HISTORY which is used in this subtraction records only whether there was a particle hitting the calorimeter, not how many particles. Thus, there is no way of telling whether there was one or more than one particle in the bucket before the event.

Looking at the EVENT HISTORY distribution for the 43 events beyond 450 GeV, there are 10 events with hits within 20 r.f. buckets of the beam particle.

One expects only 4 events with random hits from the EVENT HISTORY distribution from the total sample. Events with double hits beyond 20 r.f. buckets could not contribute a significant amount to the measured energy. If all of these hits were double hits then this would explain part of the high energy tail. Is this number consistent with the total EVENT HISTORY distribution? Figure 3c is the distribution of the first hit in the EVENT HISTORY other than the beam hit. The distribution in figure 3b can be used to calculate the number of events expected with double occupancy in a bucket. The double occupancy probability per bucket is simply

\[ P_{\text{double}} = \frac{N_{\text{total}}}{2} \]

where \( P_{\text{double}} \) is the probability per bucket for a hit in the EVENT HISTORY, \( N_{\text{total}} \) is the number of events in the total sample, \( N_i \) is the number of hits in bin i, and the factor 2 comes from 2 buckets per bin. The double hit probability is just \( P_{\text{double}} \)

\[ \text{Bin}_{\text{double}} = 2 \times P_{\text{double}} = N_i \times \left( \frac{N_{\text{total}}}{2} \right) \]

where again the factor 2 comes from 2 buckets per bin. The number of double hit events is simply \( N_{\text{double}} \)

The number of events calculated from the above prescription is 13 events for hits up to 20 buckets before the event which is not inconsistent with the 10 events observed.

A similar high energy tail would occur if particles were hitting the calorimeter after the beam hit and during the ADC gate. These events are eliminated in the analysis by checking the EVENT HISTORY distribution within this time period. However, if the EVENT HISTORY were inefficient then a few such events could still be in the final sample. The light ishaper system was used to investigate this source.
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Fig. 33 The distribution of the first hit in the EVENT HISTORY other than the triggering particle for the high intensity data sample considered in the text.
Fig. 34 The pulse height distribution for the beam defining counter 30 for the 43 high energy tail events discussed in the text. The dashed histograms are the single particle (1 PART) and two particle (2 PART) distributions normalized to 43 events. The last bin in the two particle distribution represents the overflow for pulse heights greater than 5 m.i.p.

Particle and two particle (calculated from the single particle) B0 distribution normalized to 43 events. Although the actual distribution resembles neither of these other distributions, it appears that there is some contribution due to two particles. A fit constraining the sum of the single and two particle contributions to be equal to the total yields 18 ± 3 single particle and 25 ± 3 two particle events in the above distribution with a $\chi^2$ of 35 for 6 degrees of freedom. The poor $\chi^2$ simply indicates that the one and two particle contributions are not clearly resolvable in the B0 pulse height distribution. Nevertheless, this does provide additional evidence that the high energy tail is due to a real extra deposition of energy.

After subtracting the number of events from double hits in the EVENT HISTORY correction and 2 particles in the B0 distribution, one is left with 1 ± 6 events. This is within statistical accuracy of being zero. The above discussion thus provides evidence that the high energy tail is due to additional energy deposition and that the physics of the low energy tail is not affected by this deviation.

C. Missing Energy Monte Carlo

The production of neutrinos or neutrino-like particles will produce an enhanced low energy tail on the measured energy distribution. How much enhancement will depend on the production dynamics of these particles and on the resolution of the calorimeter. A Monte Carlo calculation was performed to determine the effect of the production of these particles. The neutrino-like particles are assumed to be produced in the primary proton interaction with a nonvanishing cross section of the
where \( p_T \) is the transverse momentum of the particle, and \( x_F \) is the Feynman scaling variable.

\[
x_F = \frac{1}{L_{\text{MAX}}}
\]

\( L_{\text{MAX}} \) is the maximum kinematically allowed momentum in the center of mass. After transforming to the lab frame, the response of the calorimeter is determined by the relations

\[
E_{\text{MEAS}} = \frac{400}{L_{\nu}} \epsilon, \quad \sigma_{\text{MEAS}} = 13.85 \left( \frac{L_{\text{MEAS}}}{400} \right)^{1/2}
\]

where \( L_{\nu} \) is the neutrino (or neutrino-like particle) energy in the lab frame, \( E_{\text{MEAS}} \) is the average measured energy, \( \sigma_{\text{MEAS}} \) is the width, and 13.85 is the calorimeter resolution at 400 GeV from the fit discussed previously. The square root dependence is obtained from the study of the resolution versus incident beam energy discussed in Chapter V. A random number is chosen from a Gaussian probability distribution with a mean and width given by the above relations to simulate the calorimeter. This calculation was then performed a large number of times to obtain the probability distribution, \( P(E_{\text{MEAS}}') \), the probability per produced neutrino-like particle that the calorimeter will measure a given energy \( E_{\text{MEAS}}'. \) A comparison of these theoretical probabilities to the data will yield the amount of neutrino-like particles in the calorimetry data for the particular dynamic functions \( i(x_F, p_T) \) chosen.

D. Maximum Likelihood Analysis

Because of the limited statistics involved in the tails of the measured energy, the actual limits for the production of these neutrino-like particles are determined using a maximum likelihood method. In this method, one calculates the likelihood function for a given number, \( N \), of produced particles, \( N \). That is the function

\[
L(N) = \prod_{i=1}^{N_{\text{BINS}}} P_i(N)
\]

where the total product is over all of the bins in Table IV. \( P_i(N) \) is the probability that the data in the \( i \)th bin originated from the production of \( N \) particles. This probability is assumed to obey a Poisson distribution

\[
P_i(N) = \frac{N_i^N e^{-N_i}}{N_i!}
\]

where \( N_i \) is the number of events in the \( i \)th bin. The value \( N_i \) is determined from the theoretical probabilities, \( P_i \), the Gaussian background, \( G_i \), and the number, \( N \), from the relation

\[
N_i = G_i + N P_i
\]

The number of produced particles, \( N \), is then that value which maximized \( L(N) \). To determine the confidence limit, one needs only to integrate \( L(N) \) from zero up to that value of \( N \) such that

\[
\int_0^N L(N') dN' = f \int_0^\infty L(N') dN'
\]

The value \( f \) determines the confidence level of \( N \). If \( f \) equals .66 then \( N_{.66} \) is the 66 percent confidence limit. If \( f \) equals .9 then \( N_{.90} \) is the 90 percent limit and so on. A typical likelihood function is shown in figure 35 with the confidence limits indicated.
1. Supersymmetric Particles

The distribution of figure 32 can be used to set limits on the production of R-hadrons, the supersymmetric analog to the normal hadrons discussed in Chapter II. To do this, a model is needed for the production of these particles. In this model, it is assumed that the R-hadron and its anti-particle are produced as an associated pair in the interaction. To account for phase space correlation of the pair produced R-hadron and its anti-R-hadron, it is assumed that the R-hadron and its anti-R-hadron are produced as a "particle" of mass $M$ (40) with

$$M = 2 N_{R} + A$$

where $N_{R}$ is the mass of the R-hadron. The additional mass $A$ is assumed to obey an exponential distribution

$$\frac{d\sigma}{dE} \propto e^{-2A}$$

The particle of mass $M$ is then assumed to be produced with the double differential cross section:

$$\frac{d^{2} \sigma}{dM_{r} dT} \propto (1 \cdot \frac{1}{M})^{n} e^{-\beta M}$$

The measured hadronic production of the $p(3115)$ is of the form above with $n = 5$ and $\beta = 1$ (40) so that the distribution in probably reasonable for the production of a heavy particle with new quantum numbers. In particular, $n = 5$ and $\beta = 2$ were also used for R-hadron production, as well. The "particle" is then allowed to decay into two R-hadrons. These individual R-hadrons are then assumed to decay into two pions and a muon (27) (either a photon or a gluon as discussed in Chapter I)

$$p_{R} \rightarrow \pi^{\pm} \mu$$
The mass of the R-hadron is not known and several values of \(M_R\) were used to estimate the dependence of the cross section on the R-hadron mass. Also, since the exact form of the differential distribution is not known, several values for this parameter were tried.

The 95% confidence limits for the parameters used are shown in Table V. It is assumed that the cross section for R-hadron production obeys a linear dependence on the atomic weight of the target particle, in this case Fe. The cross section limit is small for the more massive particles and decreases with decreasing \(n\). The value of 33 \(\mu\)barns for \(n = 1\) GeV appears already significant. Theoretical considerations on the nature of supersymmetric interactions would indicate a substantially larger cross section if indeed the gluino was massless [27]. This small limit already indicates that contemporary theoretical ideas regarding supersymmetry may require some alterations [27].

2. Charm Production

A viable source for the production of prompt neutrinos would be the production and weak decay of some new heavy particle, presumably charm. A Monte Carlo calculation using the model presented in the following discussion was used to estimate the charm production cross section limits derived from the data in Table IV.

Hadronic charm production is presumably manifested as the production of \(b\bar{b}\) pairs in proton-nucleus interactions, the \(b\) meson being the lightest known charmed hadron. The pair production of the \(b\bar{b}\) pair has been considered in two ways. The first treats the \(b\) and \(\bar{b}\) as being produced independently. The second has the \(b\) and \(\bar{b}\) correlated.

### Table V.

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>Production Spectra</th>
<th>Cross Section Limit ((\mu)barns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5)</td>
<td>(a = 5, b = 2)</td>
<td>167</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 4, b = 2)</td>
<td>55</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 5, b = 2)</td>
<td>43</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 6, b = 2)</td>
<td>52</td>
</tr>
<tr>
<td>(3)</td>
<td>(a = 5, b = 2)</td>
<td>11</td>
</tr>
<tr>
<td>(5)</td>
<td>(a = 5, b = 2)</td>
<td>5</td>
</tr>
<tr>
<td>(0.5)</td>
<td>(a = 5, b = 2)</td>
<td>82</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 4, b = 2)</td>
<td>26</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 5, b = 2)</td>
<td>33</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 6, b = 2)</td>
<td>36</td>
</tr>
<tr>
<td>(3)</td>
<td>(a = 5, b = 2)</td>
<td>8</td>
</tr>
<tr>
<td>(6)</td>
<td>(a = 5, b = 2)</td>
<td>3</td>
</tr>
<tr>
<td>(0.5)</td>
<td>(a = 5, b = 2)</td>
<td>36</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 4, b = 2)</td>
<td>11</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 5, b = 2)</td>
<td>14</td>
</tr>
<tr>
<td>(1)</td>
<td>(a = 6, b = 2)</td>
<td>17</td>
</tr>
<tr>
<td>(3)</td>
<td>(a = 5, b = 2)</td>
<td>3</td>
</tr>
<tr>
<td>(5)</td>
<td>(a = 5, b = 2)</td>
<td>3</td>
</tr>
</tbody>
</table>
in phase space. This correlation is accomplished by producing the D-\bar{D} pair as a \( \phi'(3770) \) and then allowing the \( \phi'(3770) \) to undergo a two-body-decay into the D and \( \bar{D} \) similar in spirit to the supersymmetry calculation. The differential cross section for the hadronic production of the \( \phi'(3770) \) was taken to be of the form

\[
\frac{d^2\sigma}{d\omega d^2p_T} = (1 - |x_f|^2)|e^{-b\omega}|^2
\]

As previously mentioned the measured \( \phi'(3190) \) production cross section is of the form above with \( n = 5 \) and \( b = 2 \) (2q). Since there is no real model for charm production, this analysis also takes the values \( n = 5 \) and \( b = 2 \) for charm production. For independent production of the D-\bar{D} pair, the individual Ds were taken to obey this distribution.

Measurements from \( e^+e^- \) annihilations provide data on the decays of the charmed meson. The semileptonic decays are well described by the decay

\[
D \rightarrow K \begin{pmatrix} e \\ \nu \end{pmatrix} \nu \]

or \( K^0(890) \begin{pmatrix} e \\ \bar{\nu} \end{pmatrix} \nu \)

with approximately equal portions of K and \( K^0(890) \). The total branching ratio into electrons (muons) is approximately 11%.

The total neutrino spectrum from charm production and decay consists of several components. The electron semileptonic decays contribute to this spectrum both from the decay of a single D and also when both of the produced Ds decay. There is also a contribution from muon decays where the muon ranges out in the calorimeter. This implies a muon of less than 3.5 GeV. Again both single decays and double decays of the D mesons contribute to these muon range out events as well. A

A typical lab energy neutrino spectrum for \( D_{e3} \) decay is shown in figure 36. The total neutrino spectrum from these contributions is determined from the total semileptonic decay branching ratio (11) for each produced D-\bar{D} pair from the relation

\[
\rho_{\text{meas}} = 2(1 - 11) \left( D_{e3}(\text{SINGLE DECAY}) + D_{\mu3}(\text{SINGLE DECAY}) \right) + 11 \left( D_{e3}(\text{DOUBLE DECAY}) + D_{\mu3}(\text{DOUBLE DECAY}) \right)
\]

where \( D_{e3}(\text{SINGLE DECAY}) \) is the calorimeter energy spectrum from \( D_{e3} \) decay of a single D. \( D_{e3}(\text{DOUBLE DECAY}) \) is the spectrum for simultaneous decay of both Ds. \( D_{\mu3}(\text{SINGLE DECAY}) \) is the calorimeter energy spectrum for \( D_{\mu3} \) decay of a single D when the lab energy of the muon is less than 3.5 GeV and \( D_{\mu3}(\text{DOUBLE DECAY}) \) is the same spectrum for simultaneous decay of both Ds. The number of decaying D-\bar{D} pairs is calculated from this neutrino spectrum and the distribution in figure 32. To get the total number of D-\bar{D} pairs, this number is divided by the semileptonic branching ratio, 11%.

The maximum likelihood 95% confidence level upper limit from the data yield values shown in Table VI. Again, it is assumed that charm particle production varies linearly with the atomic number of the target particle. Those labeled "Associated" refer to correlated production of the D-\bar{D} pair. Those labeled "Inclusive" refer to independent production of the individual Ds.

How do these measurements compare with other experiments which search for charm particles? Unfortunately, the statistical weight of this measurement is such that this result is consistent with all previous searches. This measurement is directly related to the prompt neutrino measurements from the CERN beam dump experiment (3).
Fig. 36 Laboratory neutrino energy spectrum expected from $D_{s3}$ decay.

Table VI.

<table>
<thead>
<tr>
<th>Parameterization</th>
<th>Cross Section Limit (ubarns)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case 1</td>
</tr>
<tr>
<td>ASSOCIATED</td>
<td>845</td>
</tr>
<tr>
<td>INCLUSIVE</td>
<td>287</td>
</tr>
<tr>
<td>CERN</td>
<td>944</td>
</tr>
<tr>
<td></td>
<td>Case 2</td>
</tr>
<tr>
<td>ASSOCIATED</td>
<td>670</td>
</tr>
<tr>
<td>INCLUSIVE</td>
<td>212</td>
</tr>
<tr>
<td>CERN</td>
<td>686</td>
</tr>
<tr>
<td></td>
<td>Case 3</td>
</tr>
<tr>
<td>ASSOCIATED</td>
<td>291</td>
</tr>
<tr>
<td>INCLUSIVE</td>
<td>90</td>
</tr>
<tr>
<td>CERN</td>
<td>293</td>
</tr>
</tbody>
</table>

To compare this measurement to those experiments, the charm production model assumed by those experiments was used to calculate the calorimeter response expected in this experiment using the Monte Carlo program. In this model, the $D$ and $\bar{D}$ are produced independently with a double differential distribution of

$$
\frac{d^2\sigma}{dx_fdp_t^2} = (1 - |x_f|)^3 e^{-\frac{p_t^2}{2}}
$$

The semileptonic decay spectrum in this model is the same as previously discussed. Using the same prescription for calculating the total calorimeter energy spectrum from the individual $D_{s3}$, $\bar{D}_{s3}$...
contributions, the maximum likelihood calculation of the 95% confidence level upper limit produces values also shown in Table VI labeled "CLRH." To compare with the beam dump experiments, the charm cross section is taken to obey an $A^{2/3}$ dependence on the atomic weight of the target particle. These limits are consistent with the 100-400 barn charm cross sections reported by these experiments.

3. General Particle Production

In a very general way, the distribution in figure 31 can be used to set limits on the production of a large class of neutrino-like particles. To accomplish this, the double differential cross section for the production of these particles is assumed to be of the form

$$\frac{d^2\sigma}{d\theta dE_T} = (1 - |x_T|)^u e^{-\beta|y_T|}$$

The production limits are then studied as a function of the parameters $u$ and $\beta$. The 95% confidence limit for various values and for different masses of these neutrino-like particles are shown in Table VII. A linear dependence on the atomic weight is assumed. A quick perusal of these numbers indicate that the production of any new neutrino-like particle has to be greatly suppressed.

The axion discussed in the second chapter falls into this category of non-interacting particles. To determine the axion contribution to the distribution of figure 39, a Monte Carlo calculation is performed using the theoretically motivated assumption (29,50) that axions are produced with the same distribution as $e^0$. The $e^0$ energy spectrum is assumed to obey the radial scaling prescription of Taylor et al.
for the inclusive production of secondary particles in proton-proton interactions. In the radial scaling formalism the invariant cross section is written in the form

\[ E \frac{d \sigma}{dp^2} = M(x_R) \left[ 1 + \frac{p_T^2 + 2x_R}{p_T^2 + x_R} \right] q(x_R) \]

where \( M(x_R) \), \( b^2(x_R) \), and \( q(x_R) \) are all functions of the radial scaling variable

\[ x_R = E^* / E_{\text{MAX}} \]

where \( E^* \) is the center of mass energy of the secondary particle and \( E_{\text{MAX}} \) is the maximum allowed energy for this secondary particle consistent with kinematic and quantum number constraints. The lab energy spectrum obtained from the invariant cross section above has been modified to account for nuclear effects by the relation

\[ \frac{d \sigma}{d\epsilon_{\text{LAB}}} = A \left( \frac{d \sigma}{d\epsilon_{\text{LAB}}} \right)_A \]

where \( \frac{d \sigma}{d\epsilon_{\text{LAB}}} \) is the lab momentum spectrum for particles produced in proton-nuclear interactions with a nucleus of atomic number \( A \), and \( A \left( \frac{d \sigma}{d\epsilon_{\text{LAB}}} \right)_A \) in the same spectrum for \( A = 1 \), and \( a(x_{\text{LAB}}) \) is a function of the lab momentum

\[ x_{\text{LAB}} = P_{\text{LAB}} / M \]

\( a(x_{\text{LAB}}) \) was taken to be

\[ a(x_{\text{LAB}}) = \begin{cases} \frac{1}{15} - \frac{1}{15} x_{\text{LAB}} & 0 < x_{\text{LAB}} < 0.3 \\ \frac{0.075}{0.075} x_{\text{LAB}} & 0.3 < x_{\text{LAB}} < 0.7 \\ -25 x_{\text{LAB}} & x_{\text{LAB}} > 1 \end{cases} \]

This parameterization has been extrapolated from measurements of particle spectra from proton-nucleus collisions (51). Since pions are produced with an \( E^{2/3} \) dependence on atomic weight, this dependence is also
assumed for axion production. Table VIII shows the 95% confidence level upper limits for two possible masses of the axion. Also shown is the ratio

\[ R = \frac{\sigma(pN \rightarrow e^0)/\sigma(pN \rightarrow n^0)}{\sigma(CpN \rightarrow a^0)/\sigma(pN \rightarrow TT^0)} \]

The value of 130 mbarns/nucleon has been used for \( \sigma(pN \rightarrow e^0) \) as measured in proton-proton interactions \(^{52}\). The values in Table VIII are certainly consistent with the results of the CERN beam dump experiments.

Table VIII.

<table>
<thead>
<tr>
<th>Mass (GeV)</th>
<th>Cross Section Limit (pbarns)</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>165</td>
<td>(10^{-2.9})</td>
</tr>
<tr>
<td>1</td>
<td>125</td>
<td>(10^{-3.1})</td>
</tr>
<tr>
<td>Case 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>112</td>
<td>(10^{-3.1})</td>
</tr>
<tr>
<td>1</td>
<td>87</td>
<td>(10^{-3.3})</td>
</tr>
<tr>
<td>Case 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>46</td>
<td>(10^{-3.4})</td>
</tr>
<tr>
<td>1</td>
<td>37</td>
<td>(10^{-3.5})</td>
</tr>
</tbody>
</table>

Although the beam dump experiments do not quote the model used in calculating the axion acceptance, it is clear that the beam dump experiments are more sensitive to the detection of the axion than a calorimetry search since these experiments are not rate limited like a calorimetry experiment. However, should the axion properties be different than the accepted model, then the beam dump limits would vary. In particular, if the lifetime were less than presently believed, the beam dump limits would have to be corrected for lifetime effects whereas a calorimetry search is still sensitive as long as \( \tau > 10^{-9} \) secs. It is also worth repeating that a model assumption for the interaction cross section has to be made to interpret the beam dump results as a limit on the production cross section for the axion. Although this is also true for a calorimetry search, the calorimetry search is much less sensitive to these assumptions since it is only the upper limit on the interaction cross section which is of importance in the calorimetry experiment.

E. Conclusions

This thesis was a novel attempt to measure possible production of neutral weakly interacting particles, either neutrinos or neutrino-like particles, in proton-nuclear interactions. The signature for such production would be energy nonconservation in the interaction manifest as an enhanced tail on the low energy side of the measured energy distribution of a hadron calorimeter.

To maximize the experimental sensitivity to such production, the analysis of the calorimeter data has strived to obtain the best resolution possible. This was done by first determining a precise calibration for the calorimeter including corrections for the hadron shower components, then cutting the data to eliminate spurious low energy tails often associated with hadron calorimetry. Lastly, corrections have been applied to the data to alleviate effects such as
particle pile up and gain shifts due to high counting rate in the calorimeter phototubes. The final resolution of 3.1% for the total measured energy distribution compares favorably with measurements performed with other hadron calorimeters (53). This final distribution shows a small enhancement over the Gaussian fit to the low side of the measured energy.

Although the sensitivity of the experiment is limited, the data have established that the production of any new neutrino-like particle is less than 2.0 pb at the 95% confidence level. The 95% confidence limits obtained by interpreting the low energy tail of the measured energy distribution as due to neutrino production leads to values for charm production which are consistent, if somewhat less sensitive, to other complimentary measurements in the high energy beam dumps. The experiment has also established that axions are produced at less than 0.001 times the rate of $\pi^0$ production in proton-nuclear interactions. This limit is consistent with, although 5 orders of magnitude larger than, the upper limit of $10^{-8}$ established by the high energy beam dump experiments.

**Calorimeter**

Calorimeter action was first seen in cosmic ray physics to measure the energies of very energetic particles (14). Cosmic ray energies can be large (several TeV) and preclude magnetic analysis. However, they can be measured by total absorption methods. With the advent of very high energy accelerators, particle physicists quickly incorporated these techniques. Several of the many applications include measuring scaling variable distributions in neutrino interactions (55), measurement of neutron energy (56), and a high transverse momentum trigger for a multi-particle spectrometer (57). Recently, calorimetry techniques have been actively pursued as nonmagnetic energy measurement for use in experiments at proton-proton colliding beam facilities (58). This experiment uses calorimetric techniques in a novel way to infer neutrino or neutrino-like particle production in hadron-hadron interactions. This particle production manifests itself in two ways. One way is a shift in the mean measured energy for events with a muon in the final state (the other lepton in the semi-leptonic decay which gave rise to a muon). The other would be a significant tail on the measured energy distribution from events with a very energetic neutrino or neutrino-like particle produced in the interaction. In either case, it is clear that a fundamental understanding of the lost mechanisms in the calorimeter is important. This is necessary for a quantitative discussion of "missing energy". It is useful then to discuss briefly the physics and fundamental limitations of hadron calorimetry methods (50). It is worth noting that one of the FCH...
experiments (MAC) is attempting to measure the neutrino associated with semi-leptonic decays of particles produced in positron-electron annihilations in a similar way (661).

1. Physical Processes in Hadron Calorimetry

When you mention calorimetry one immediately thinks of measuring chemical reactions by changes in temperature. Similar techniques in particle physics are not feasible. A 40 GeV particle interacting in the first part of our calorimeter (10 tons of steel) will only raise the temperature of the steel by $10^{-18}$ degrees.

Fortunately, an indirect measurement of this heat can be made. This technique uses the fact that this heat is manifested as electron-ion pairs in the medium due to the ionization of its atoms. To a good approximation, the energy of ionization is some constant value $E_{I\text{ON}}$ for a single electron-ion pair. Therefore, if one just counts the number of ion pairs and associates an energy $E_{I\text{ON}}$ with each one, by energy conservation the incident particle energy is

$$E_{\text{INCIDENT}} = E_{I\text{ON}} \cdot \int dN(x) dx$$

where $N(x)$ is the total number of ion pairs and $dN(x) dx$ is the number of pairs in a width $dx$ at a depth $x$ in the medium. The incident energy is thus proportional to the sum of the number of particles counted at various depths in the medium.

The shower created in the medium consists of electromagnetic and hadronic components. The electromagnetic component, arising from decays of $\pi^0$ produced in the medium, consists of a shower of electrons and photons due to such processes as pair production, bremsstrahlung, ionization, and Compton scattering. The number of electrons in these showers are very large. For instance, a 10 GeV shower will have on the average approximately 50 electrons at the peak of the shower. The hadronic component of the shower is more complicated since these particles can interact with the nuclei in the medium. In these interactions, some fraction of the produced particles are neutral pions and will decay into two photons initiating electromagnetic cascades in the medium. The rest of the energy will go into the production of charged secondaries (pions, kaons, nucleons, etc.). In addition, a fraction of the energy of the interaction will go into nuclear break-up. Hadrons produced in these secondary interactions will have tertiary interactions and so on. This nuclear-electromagnetic cascade will continue until particle production is no longer kinematically possible, at which point the hadron will range out or be absorbed in the nucleus. One then sees that the actual particle number measured at various thicknesses will be a complicated function of this nuclear-electromagnetic cascade.

The actual shape of the shower profile can be estimated by noting that the number of particles from electromagnetic cascades is much larger than that due to ionization by relativistic charged particles. Thus, the energy going into neutral pions will, to a large extent, determine the total number measured. One can naively sketch a "typical" shower profile. Once the neutral pions from the first interaction will have lost all the electromagnetic energy (on the average one-sixth of the incident particle energy), the decay of these neutral pions will give a peak in the ionization profile, labeled $I_0$.
figure 37. Since the neutral pions from the second, third, etc. generations of interactions will be of much lower energy, they will show up as a small extended distribution, labeled 2 in figure 37. The sum will yield the total profile shape, labeled curve 3 in figure 37. This "typical" profile should be compared to the measured profile for a 400 GeV proton shower in our calorimeter shown in figure 38. Clearly, on an event by event basis, the profile shape will vary dramatically. This is simply due to the statistical nature of the nuclear interaction.

Although all of the energy of the incident particle will be lost in the medium not all of it will be measured. This is true for several reasons. First, a fraction of the energy will be lost in overcoming nuclear binding effects. Secondly, the heavily ionizing particles produced in the nuclear break up will saturate the dE/dx in the medium and thus not obey the linear relation above (61). These mechanisms play a major role in hadron calorimetry and provide a lower limit on the ultimate resolution obtainable. This can be seen by noting that the average number of interactions in the calorimeter for a 400 GeV proton is around 300. Monte Carlo calculations indicate that approximately 800 GeV of the initial proton energy is lost by this mechanism.

2. Calorimeter Design Considerations

The important physical parameters of a calorimeter are

(i) the hadronic absorption length of the medium
(ii) the total length and transverse dimension of the medium
(iii) the radiation length of the medium
(iv) the distance between successive detection layers

Fig. 37 Typical calorimeter shower height distribution. Curve 1 is due to e ± from the primary interaction. Curve 2 is from particle production in the secondary interactions, and curve 3 is the sum of curves 1 and 2.
The material properties of interest are the radiation length and hadronic absorption length of the medium. The hadronic absorption length of the medium should be as short as possible. This stems from the fact that for calorimetry methods to be useful, one must contain the whole nuclear cascade. Generally, the nuclear cascade has dissipated after 10 or 11 nuclear interaction lengths, although this does depend on the incident energy \([E]\). However, fluctuations in the longitudinal development are large. To contain these fluctuations, a calorimeter with a somewhat larger number of interaction lengths is required. The calorimeter used in this experiment is \(\frac{17}{3}\) interaction lengths total. In addition, a short interaction length reduces the number of pions that decay causing a low energy tail.

It is absolutely imperative that the total length of the calorimeter be long enough to contain the nuclear cascade. Only a few percent loss out of the back of a calorimeter will change the resolution by a factor of two. This can be traced to fluctuations in the longitudinal development of the shower. Although on the average only a small percentage of the energy is lost, there will be events with significant punch through out the back of the calorimeter. Not only does this ruin the resolution, but worse, introduce non-Gaussian tails on the low side of the energy measurement. The data from this experiment can be used to indicate the size of this effect by simulating a calorimeter of somewhat shorter length. Figure 38 shows the calorimeter measured energy for the full calorimeter (solid histogram) and for a calorimeter which consists only of the first 30 plates (40 inches of steel total). Although the average measured energy is only slightly less for the...
Fig. 33 Calorimeter measured energy for the full calorimeter (approximately 3 meters) (solid histogram) and the same distribution for a calorimeter consisting of only the first 30 plates (approximately 1.3 meters) (dashed histogram, arbitrarily cut off at 300 GeV). Noncontainment in the second case leads to non-Gaussian behavior in the low side of the measured energy.

Plots such as this verify that for the full calorimeter, the resolution is worse by almost a factor of 2 (0.15% versus 0.04% for the full calorimeter). The low energy distribution for the shorter calorimeter is highly non-Gaussian.

These same comments also hold true for the transverse size of the calorimeter as well. It should be large enough for complete transverse containment. The number of interaction lengths required to contain the shower transverse to its axis is not well known. For this calorimeter, the measured energy in the most expanded configuration is 37% less than the measured energy in the most compacted configuration with a 40% increase in the width of the distribution. This reduction in measured energy is presumably due to particles being lost out the side of the calorimeter. A Monte Carlo calculation indicates that approximately 80% of energy is being lost transversely in the most compacted configuration of the calorimeter.

The shower in the calorimeter will consist of an electromagnetic component which will roughly determine the number of particles counted and a hadronic component which will determine the shower length. As noted, the hadronic absorption length should be kept short in order to keep the total amount of material at a minimum yet still contain the shower. Since the radiation length of the medium governs the electromagnetic shower, one would like to sample the shower frequently enough on this scale to reduce fluctuations in the measured energy from this sampling error. However, since the radiation length is proportional to \(N\) and the hadronic length is proportional to \(A\), the requirement of a short interaction length implies a short radiation
length. Thus, to sample the electromagnetic component well, the sample spacing must be very small. But a small sample spacing implies that the sampling material becomes an appreciable fraction of the density, thus increasing the effective absorption length and giving rise to increased probability for pions in the shower to decay. In practice, one has to optimize the material used in order to compromise these two conflicting specifications. The criteria for optimization will depend on the actual physics use.

The effects of the sample spacing can be seen by realizing that the sampling is just an approximation to the total integral of the shower profile. The increment in depth times the energy at a given depth approximates the total energy. Thus, the sample spacing should be as small as possible. As previously noted, the sample spacing should be a good match to the radiation length in the medium, but not so small as to cause adverse effects on the hadronic absorption length. Also, the cost goes up quickly with a decrease in the sample spacing. The data from this experiment can also be used to indicate the effects of sample spacing as well. This is done by effectively neglecting counter information and assuming a different effective spacing. Figure 40 shows the results of this analysis. The spacing factor in that figure is defined as the distance between successive counters, i.e., a spacing factor of 2 means that every other counter is taken to give pulse height information. No attempt has been made to eliminate possible systematic errors in figure 40 induced by selecting specific counters in the calorimeter such as possible bad counters or slightly different attenuations. Nevertheless, it still gives one a feeling for the degradation in the resolution with increasing sample size.
APPENDIX B

Photomultiplier Gain Tests

At a very high beam rate, several of the phototubes could have as much as 100 µA of current in the phototube during the spill. Measurements were performed on each phototube to determine the effects of these large currents on the gain of the phototube.

A schematic of the test set up is shown in figure 41. Briefly, the phototube signal from the pulsing LED was integrated with the ADC and then converted to an analog signal to drive the chart recorder. This pulsing LED was coupled to the ADC using a capacitor. This a.c. coupling separated the gain measurement of this pulsing LED from the d.c. background due to the second LED. The second LED was used to mimic large background currents from the high rate. The gain of each tested phototube was equalized using an Americium source imbedded in a NaI(Tl) crystal. The beam spill was simulated by an electronic timing mechanism which turned the second LED on for 1 second every 11 seconds. In this situation, a higher beam rate was simulated by a larger voltage across the second LED giving rise to a larger current at the anode of the phototube from this d.c. LED. The test consisted of studying the behavior of the pulsing LED signal versus the d.c. current at the anode due to this second LED.

The effects caused by the large current varied considerably among the tested phototubes. Some phototubes had a negative gain shift while others showed positive gain shifts. The test results for two typical phototubes are shown in figure 42. The results of these tests were used in placing the phototubes on the counters in the calorimeter.
Those phototubes that showed only a minor variation with d.c. current were placed on the counters near shower maximum with those tubes with significant effects being disbursed in portions of the calorimeter with a small average number of particles. In addition, an attempt was made to alternate the sign of the rate effect in phototubes on contiguous counters in order to partially cancel residual effects due to the high rate. Even after these precautions, the measured energy still suffered from large beam rates as discussed in Chapter V.
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