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Nuclear Waste-Form Risk Assessment for U.S. Defense 
Waste at Savannah River Plant 

Annual Report FY 1982 

Abstract 

A network model was developed to simulate the hydrological flow and the transport 
of radionuclides from a deep geological repository to the biosphere subsequent to closure. 
By means of very efficient computational methods for solving the fundamental differential 
equations, a code was developed to treat in great detail the effects of waste form charac
teristics and of repository designs on the repository risks. It is possible to examine near 
field effects heretofore not attempted. Without sacrificing the essential details of descrip
tion, the code can also be applied to perform probabilistic risk analyses to high confidence 
levels. Analytical results showed: 

1 ) For waste form release rates greater than approximately 5 X 10~7/yr, dose to man 
is insensitive to release rate and release rate uncertainty 

2) Significant reduction in dose can be achieved through simple design modifications 
3) A basalt repository generally does not perform as well as a salt repository 
4) Disruptive events are relatively unimportant for repository safety. 

1. Introduction 

Background 

Significant quantities of high-level nuclear 
waste have been generated in defense programs 
at the Savannah River Plant (SRP). The waste has 
been stored in aboveground storage tanks and 
will be incorporated into a solid host form suitable 
for permanent disposal in a deep geologic reposi
tory. The Department of Energy (DOE) has been 
sponsoring research and development on borosili-
cate glass, the reference waste form for SRP 
waste, and on potential alternative hosts such as 
SYNROC, coated particles, and others. The possi
ble geologic media in which to construct the final 
repository might be bedded salt, basalt, or tuff. 
The choice of a suitable combination of solid form 
and geologic medium depends, in part, on the re
sulting risk of exposure to present and future gen
erations. Savannah River Laboratory has been 
supporting the present work at the Lawrence Liv-
ermore National Laboratory (LLNL) to perform an 
assessment of risk ior the storage of borosilicate 
glass and alternativi' waste forms containing SRP 
waste in deep geologic repositories. This, the third 
j nnual report, presents a discourse of our work on 
probabilistic risk assessment (PR A) of geologic 

nuclear waste repositories. A portion of this work 
was presented in the second annual report.1 An 
abbreviated version of the work on PRA was 
given in an interim report." In this report we 
present not only a combined and detailed dis
course of the material appearing in the prior re
ports, but also new work accomplished more 
recently. 

To immobilize the nuclear high-level defense 
wastes (HLW) for permanent disposal in a Federal 
Repository, Savannah River is developing a 
nuclear Defense Waste Processing Facility 
(DWPF). Borosilicate glass is the reference waste 
form and a crystalline ceramic form, SYNROC, is 
the primary alternative for the immobilization of 
SRP waste in the DWPF. The objective of our 
work is to provide timely, state-of-the-art scien
tific information on long-term risks of disposing 
of defense HLW in solid waste forms in geologic 
repositories. Technical data to satisfy the National 
Environmental Policy Act (NEPA) needs for an 
evaluation of the waste form alternatives require 
development of a model which predicts not only 
individual dose at the "accessible environment" 
but also population dose associated with an exten
sive water use system. 



A final EIS has been published for the 
DWPF.5 However, the final choice of the DWPF 
waste form was left open. To support the choice 
of a waste forui for the DWPF, a technical data 
base of risks and costs of viable alternatives is 
needed. This document provides a risk assess
ment for the leading DWPF waste form, borosili-
cate glass, and for a waste form defined to have a 
lower release rate of radionuclides in layered salt 
and basalt. 

Recently the regulatory and adjudication 
guidance on what constitutes an acceptable risk 
assessment procedure has tended toward the 
probabilistic approach. LLNL has developed sub
stantial expertise in applying probabilistic risk 
analysis to nuclear waste disposal. We have com
piled extensive probabilistic data bases for differ
ent media during the past five years. These data 
bases provide the means to predict realistically the 
biological impact of high-level nuclear waste dis
posal in various geological media, including bed-
ded-salt and basalt. A number of studies using 
this expertise and data base, including sensitivity 
and uncertainty analyses on risks associated with 
high-level commercial wastes and spent fuel, 
have been made for both the DOE and the 
Nuclear Regulatory Commission (NRC).4"8 

To satisfy NEPA requirements as currently 
perceived, we have chosen to provide state-of-
the-art information as consistent as possible with 
existing national standards. The main standards 
guiding us in the development of our numerical 
results were the Nuclear Regulatory Commis
sion's 10CFR20,10CFR50, and draft 10CFR60, and 
the Environmental Protection Agency's draft 
40CFR191. 

Technical Approach 

The most probable process for release of sig
nificant quantities of radionuclides to the human 
environment from a closed, deep geologic nucieai 
repository is leach of the waste form and ground 
water transport.9 The process involves a scenario 
which allows ground water to contact the waste, 
leach the radionuclides, and transport them to the 
human environment. To provide a scientific anal
ysis, we must deal not only with the complexity of 
the phenomena, but also with uncertainties inher
ent in the processes and in extrapolation of data 
over extended periods. Although it may introduce 
additional uncertainties, computer modeling is a 
necessary means to quantitatively forecast the be
havior of radionuclides in repositories. At the out
set of the program, we reviev.cd the available 

computer models. They range in degree of com
plexity from simple one-dimensional, single flow-
path models to those involving highly detailed, 
three-dimensional, finite-difference and finite-
element representations.*'"'"22 

Because of convenience and availability, we 
initially selected the MACRO23 codes developed 
at LLNL. These codes are based on the concept of 
a general model-management tool that systemati
cally samples finite-probability representations of 
parameters to propagate uncertainty to the final 
results. The initial version, MACROl, did not 
readily allow physical constraints and correla
tions, while the language features of its successor 
were much more general than we required. Fur
ther, its usage of conditional probability arrays in 
some cases of highly constrained and correlated 
systems could lead to an inordinate number of 
computations. 

Recognizing the need for a physically consis
tent yet versatile model, we have developed the 
MISER code. It was written to efficiently study the 
effects of repository system design in a probabilis
tic framework in both the near-field and far-field. 
MISER is written in a modular fashion to allow 
rapid implementation of new or improved mod
els. It is user-oriented, and extensive graphical 
output is generated. MISER computes dose to 
man at risk-sensitive observation points. Monte 
Carlo techniques are applied, where appropriate, 
to account for parameter uncertainties and 
correlations. 

The MISER Model 
The MISER model can be conceived of as a 

combination of four numeric;:! submodels: 
Wasie Package Model. This model describes 
the radionuclides originally in the canister and 
their release as a function of time to the surround
ing excavation. The original amount of radionu
clides in a canister, a nonstochastic (certain) quan
tity in this analysis, is used to calculate the set of 
radionuclides as a function of time in the system. 
Thus, the total amount of radioactivity in the total 
system is certain. Its spacial distribution as a func
tion of time is uncertain, however. Conservative 
assumptions were made in deriving a waste form 
release rjie for the basecase analysis. 

*No single, detailed code exists which couples all hydrologi-
cal. chemical, transport, canister stress, corrosion, and other 
phenomena using eitner finite-difference or finite-
element methodology. 

T 



Hydrology Model. This model consi;t-s of a de
fined network and parameters that describe the 
flow paths, the locations of the source canisters, 
and the locations of the monitor points. Under 
simplifying assumptions, we solve the steady 
state hydrology using D'Arcy's law and the con
servation of water. 
Transport Model. This computes the radionu
clides transported as a function of time and posi
tion. Thousands of radionuclide flux pulses can be 
transported. These are accumulated over time and 
then converted to dose. 

Biological Impact Models. To provide a spec
trum of results compatible with today's regula
tions we emphasize two sets of results: an indi
vidual drinking from a well at the edge of the 
"accessible environment," which we call the Ac
cessible-Environment-Individual (AEI) model, 
and a population dose model for the current Co
lumbia River water-use system, the Columbia 
River population (CRP) model. 

Monte Carlo Treatment. Our reported results 
of Monte Carlo uncertainty analyses are based on 
100 random trials. To ensure that the results are 
relatively independent of the procedure we have 
compared results from 5 independent runs with 
100 trials each, with 200 trials, and with 500 trials. 
In general we found that results agree within one 
or two bins of the discretized output space. That 
is, we believe 100 trials per computation give an 
adequate level of accuracy. 

Correlations and Constraints . Although the 
physics does not dictate correlations and/or con
straints on certain of the physical parameters, the 
measured data often show these properties. For 
example, measurements of permeability and ef
fective porosity tend to show a strong relation
ship. 2 4 Or, the retardation factors of the actinides 
are typically greater than those of the fission 
products. 2 5 

Further, the selection of a layered medium 
model network is based on levels of different 
permeabilities. To ensure that the random selec
tion of parameters reflects the proper ordering 
(e.g., aquifer permeability greater than that of an 
aquitard), we incorporate correlations by using a 
pairwise correlated selection procedure for normal 
and log-normal distributions. 

Technical Results and Conclusions 

Our approach is to focus on a "basecase" sce
nario, the uneventful (normal) bedded-salt sce

nario with a waste form which conservatively 
simulates the release from borosilicate glass, the 
reference waste form for the DWPF. We refer to 
this as the REFERENCE waste form. No aedi t is 
taken for chemical interactions with other parts of 
the engineered system and the geologic media, or 
for limited solubility of some wasre elements. The 
basecase doses are compared with other doses 
from representative scenarios, including disrup
tive events, different waste package release rates, 
and different geologic media. 

In general, we found median dose rates 
("best-estimates") far below natural background 
radiation levels for individual doses and nearly 
trivial results for integrated population doses. The 
reduction of these small doses by using a lower 
waste package release rate, the ALTERNATIVE 
waste form, instead of the REFERENCE waste 
form is consequently small, even though the re
duction factor at times was greater than an order 
of magnitude. Where the doses were large in the 
probabilistic analysis (i.e., at high confidence lev
els), the effect on dose of improving the waste 
form was small. This indicates that there are other 
mitigating factors which vitiate the influence of 
release rates when doses are high. Thus, where 
one would hope to gain the most from a better 
waste form, there seems to be little dependence 
on waste form durability. 

Basecase 
The generic layered-salt repository model in

cludes general features of sedimentary basins con
taining bedded salt. It does not represent any par
ticular basin. It is intended as a model with 
properties characteristic of a real basin which has 
had a moderate amount of exploration. 

For the basecase individual dose we find: 
• For the layered salt repository with REF

ERENCE waste form, our best-estimate of peak 
dose rate to an individual using a well located one 
mile downstream from a repository (i.e., the AEI 
dose) is about three orders of magnitude below 
the dose he would receive from background radi
ation. If the confidence level of the calculation is 
increased from 50 to 90%, then the AEI peak dose 
increases to 10 mrem/yr, still an order of magni
tude below background. If, however, the individ
ual is part of the Columbia River water-use sys
tem with an average diet of only contaminated 
food, he will roceive approximately one ten-mil
lionth of background radiation. 

• Improving the waste form by changing to 
ALTERNATIVE reduces the peak dose obtained 
from a well one mile downstream over a factor of 
10 for doses below the 70% confidence level. 



Above the 90% confidence level, however, there is 
little or no improvement. 

For the basecase population dose: 
• Integrated population dose over the first 

million years results in only a 200 person-rem to
tal dose, less than one tenth of the dose consid
ered to lead to a single additional premature can
cer for the 50% confidence level estimate. 
Increasing the confidence level from 50 to 90% 
increases the integrated population dose to 2000 
person-rem. 

• Improving the waste form by changing to 
ALTERNATIVE reduces by 190 person-rem in one 
million years the best-estimate integrated popula
tion dose calculated using REFERENCE. 

Alternative Site 
Another leading candidate medium for a de

fense waste repository is basalt. The basalt model 
is intended to include general features of flood 
basalt basins. It is not a simulation of any particu
lar site, but has characteristics similar to those of a 
real site with moderate exploration. 

• The basalt repository yields higher doses 
(by approximately a factor of 5-50) than the 
layered-salt repository for the integrated popula
tion dose and the peak individual dose one mile 
downstream. It was a better performer by about a 
factor of 10,000 than the layered-salt repository 
for the individual with his well above the reposi
tory, the limiting individual (LI) case, since more 
waste could migrate through the rock barriers in 
basalt, instead of up the well just downstream of 
the shafts. Including the bypass in the design re
duced the well-above-repository dose to zero. 

• Improving the waste form by changing to 
ALTERNATIVE reduces the basalt repository 
dose one mile from the repository by 1 mrem/yr 
and the integrated population dose by 50^ person-
rem. 

Design Alternative 
In cases where the waste form is assumed to 

dissolve fairly rapidly, repository design features 
could have a strong effect on near-field doses.26 

To analyze the possible effects of repository de
sign on predicted doses, we have calculated the 
doses from a salt repository with an engineered 
hydraulic bypass which would provide a path be
neath the repository, which is more permeable to 
the flow of ground water than the backfilled 
repository itself. 

We found: 
• The BYPASS increases containment time 

of the initial pulse from 7000 to about one million 

years when all parameters have median values. 
Also, using a full uncertainty study, at the 90% 
confidence level the BYPASS reduces the AEI 
dose by a factor of fifty. 

• Using the improved waste form, ALTER
NATIVE, does not improve the performance of 
the repository with BYPASS at the 50% confi
dence level. At the 90% confidence level it im
proves performance by 0.2 mrem/yr for AEI and 
18 person-rem for integrated population dose. 

Disruptive Events 
To determine the magnitude of the hazard if 

future disruptive events occur, we have looked at 
events that are both sufficiently probable and also 
likely to lead to high doses. The risk from all the 
important scenarios can be incorporated into a 
single curve which provides a single probabilistic 
measure of performance. 

Incorporating possible flaws or disn.ptive 
events into the analysis changed the best esti
mates of the peak individual dose rate by about e 
factor of three. This is a small change compared 
with the dose increase of a factor of 100 between 
the 50 and 90% confidence levds. This result im
plies that the major risk sensitivities in a perme
able layered-salt system are due to the inability to 
measure and predict the geohydrologic processes 
of a given scenario, and not to the effects of dis
ruptive events. 

Alternative Criteria 
No definitive standard criteria exist with 

which forecasts of the radiological consequences 
of high-level waste disposal can be unequivocally 
compared. For individual dose there are several 
locations in our model wh^re forecasting the dose 
seems reasonable. We chose three different loca
tions. The first dose is from a well just down
stream from th« shafts (LI); the second is a well 
one mile from the repository edge (AEI); and the 
third is an average individual who lives in the Co
lumbia River water-use system (CRI). The calcu
lated level of dose is several orders of magnitude 
between an individual who drinks water from a 
well located one mile downstream and an individ
ual who obtains his water an-*1, food from the Co
lumbia River water-use system. For comparison, 
the difference in dose between different waste 
forms is typically below a factor of 10. Our results 
indicate that great care should be taken in choos
ing the location at which the repository risks are 
to be measured, calculated, or regulated. 



Waste Form Release Rate 
Waste form release rates and their uncertain

ties (as represented by the median and geometric 
standard deviation of a lognormal distribution) 
are important parameters for the purpose of this 
report. We studied the effects of release rates and 
their uncertainties to see how improvements in 
waste form technology affect repository safety. 

• The low-dose ends of the dose vs release 
rate curves are sensitive to both release rate and 
release rate uncertainty, but the high release rate 
ends of these curves (for 90% confidence levels) 
are insensitive to release rate and release rate un
certainty. This is true for release rates greater than 
approximately 5 X 10~ 7/yr. 

• The choice of waste form should be insen
sitive to uncertainty of waste form release rate. 
Where the doses are sensitive to uncertainty, the 
doses are orders of magnitude below background. 
Where the doses are significant fractions of back
ground, they are insensitive to uncertainty. 

Point-Source and Extended-Source 
Repository Models 

We analyzed different point-source reposi
tory models to establish how the assumptions in
voked in this commonly used model affect predic
tion of individual dose. Our results show that the 
assumptions in a point-source model are quite ar
bitrary and can lead to poor or misleading predic
tions of near-field individual doses. Also, predic
tions from point-source models of curies released 
to the near field must be considered very ques
tionable. To adequately predict repository releases 
in the local vicinity will require more sophisti
cated models of the repository than point-source 
models. 

We also compared the point-source model 
with extended-source models. We showed that 
the dose difference between a conservative point-
source model and a detailed 1000-canister model 
is about two orders of magnitude. Besides these 
differences, the predicted radionuclide causing the 
peak dose is also different. 

Sensitivity and Uncertainty Analyses 
Using the 89 -pa thway network of the 

basecase salt repository, we studied the sensitivity 
of dose to both hydraulic gradient and to some 
numerical modeling choices. Over horizontal gra
dients from 10 " b and 10 2 m/m, both the LI and 
the AEI doses generally decrease linearly with 
horizontal gradient. The CRI dose, on the other 
hand, showed insensitivity over a wide range of 
the horizontal gradient. Over the range of 10" 3 to 

1 0 _ 1 m/m, the impact of vertical hydraulic gradi
ent is not nearly as important as horizontal gradi
ent. Other sensitivity analyses were carried out to 
ensure that our results were not biased by the 
number of canisters used to represent the reposi
tory or by the assumed shape of the release pulse. 

Calculated repository performance is sensi
tive to input and intermediate parameter values. 
Because of parameter uncertainties our input and 
results are represented by lognormal and lognor-
mal-like distributions, respectively. To help to un
derstand model sensitivities, we calculated the 
correlation of the logorithms of selected input and 
intermediate parameters with dose rates. The 
most significant correlations are the Group I dose 
rate, the peak dose rate time-of-arrival, and the 
Group II dose rate. 

To establish the approximate precision of our 
results, we ran our basecase for five 100-trial runs. 
By combining results we obtained a 500-trial case. 
We found that mean values for the 100-trial cases 
fell within 10% of the 500-trial case. These cal
culations also allowed us to test the procedure of 
extrapolation to higher confidence levels by using 
a lognormal distribution. The results of extrapola
tion to 99% confidence level showed that such a 
procedure may be unrealistically conservative. 

Comparison Study 
As a step towards model verification we re

viewed the current literature. In addition, we com
puted the release of 2 4 0 Pu and 2 3 6 U from a simple 
network, point-source repository as reported by 
Sandia. , s We found excellent agreement between 
our MISER model and the Network Flow and 
Transport (NWFT) model. Sandia reported excel
lent agreement between the NWFT network 
model and the three-dimensional finite-difference 
model SWIFT; therefore, we may conclude that 
the MISER model also agrees with that finite-dif
ference model. 

Additional Comments 
The results presented have been taken out of 

the context of the main body of this work. To pro
vide proper perspective, two important points 
must be made. 

The first point is that we have made many 
conservative assumptions in the analysis which 
bias our dose frequency distributions toward high 
doses. Two examples of important conservative 
assumptions follow. 

The first example is our use of a convective 
flow model in layered salt. It is possible, in a well-
chosen site, that convective flow in salt is zero. 



Thus, under nonflawed conditions the transport 
of radionuclides to the human environment 
would require either a disruptive event or a 
Brownian diffusion. If a disruptive event occurs, 
then the doses obtained are similar to those ob
tained in convective flow calculations; however, 
in a probabilistic analysis, the probability of the 
disruptive event must be folded into the calcula
tion. This leads to a smaller risk than predicted by 
the convective flow probabilistic risk calculation. 
If no disruptive event occurs, then calculations 
show very low peak dose rates. Thus, the convec
tive flow method, with appropriately low 
permeabilities, will either be valid or lead to con
servative results.27 

The second example of an important model
ing conservatism is that the release fate was calcu
lated from leach rate obtained in laboratory ex
periments over short durations with high oxygen 
content in the water. Because the oxygen content 
in ground water is usually low, leading to much 
lower release rates, and because release rates for 
many radionuclides would likely be constrained 
by solubility limits, the release rates used in this 
analysis are believed to be upper bounds. 

Many other important conservative assump
tions have been made which are appropriately ad

dressed in the main body of the text. Although it 
is impossible to quantify their effects on the final 
results, taken together they significantly raise our 
confidence that the systems studied are safe. 

The second point is that the conclusions on 
the comparison of waste forms in this report do 
not necessarily scale to commercial waste reposi
tory size. The larger amounts of radioactivity in a 
full-scale, licensed HLW repository could lead to 
peak AEI doses which may be larger fractions of 
background radiation levels. Lower waste pack
age release rates, under such circumstances, might 
have a greater effect in reducing the peak dose 
rates for the commercial repository. Alternatively 
the higher doses could be lowered as greater un
derstanding of repository site, engineered barrier 
performance, and leaching phenomena allow 
some relaxation of the conservative assumptions 
used in this study. 

Calculations for a larger HLW repository are 
recommended to assess what the effects of a high 
waste inventory distributed over a much larger 
repository area would be on the AEI dose. The 
effects on the population dose and dose to the 
average individual in the CRP system are ex
pected to be unimportant because they are several 
orders of magnitude below background levels. 
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2. Technical Approach 

Introduction 

The most probable mechanism for release of 
significant quantities of radionuclides to the bio
sphere from a closed deep geologic nuclear repos
itory is groundwater transport. The process in
volves events that allow groundwater to contact 
the waste, leach the radionuclides, and, subse
quently, transport them to the biosphere. 

Predicting doses to individuals who live near 
a nuclear waste repository requires careful model
ing of the repository excavation, its backfill, and 
its effects on surrounding hydrologic conditions. 
The availability of waste to individuals always 
starts with a radionuclide release from one of 
many spatially separated canisters in a repository. 
The transport of waste from each canister to an 
individual can occur by many pathways. If an ob
server were able to follow the migration of the 
many waste pulses, he would see a system of 
pulses moving through various pathways at dif
ferent times and, finally, arriving at the biosphere 
release point. 

"To provide decision makers with technically 
complete information, evaluating the hazards as
sociated with the disposal of high level radioac
tive wastes in deep geologic strata demands that 
we acknowledge the uncertain ..Pi implicit in our 
predictions. These uncertainties by no means in
validate the findings of waste-disposal studies, 
but only by properly accounting for the uncertain
ties can we assure that conclusions and forecasts 
will stand up to criticism."1 

Not only are we faced with those uncertain
ties inherent in predicting the future and those 
associated with measurements of the present, but 
with the complexity of radionuclide transport in 
geologic media over long periods of time (at least 
106 years). This complexity is such that simulation 
of the processes by computer modeling seems to 
be th* most desirable means of analysis. How
ever, mathematical computer models are still an
other source of uncertainty. How well do they ac
tually model the processes? Answers to such 
questions are ascertained by exercising and vali
dating the models. 

The highly detailed, time-dependent, three-
dimensional computer code required to properly 
couple all the processes—e.g., hydrology, meteo
rological recharge, heat conduction, waste-
cinister stress and corrosion, waste-package 

leaching, water chemistry, repository refill and re-
pressurization, nuclide transport, sorption, etc.—is 
not only complex, but will be too costly to run for 
very many simulations. Furthermore, in some 
cases (e.g., leaching or sorption), the processes 
may not be understood well enough to warrant 
detailed models. 

The development of a performance-
assessment technology should occur in three 
stages: 

1. The development of individual models. 
2. The development of coupled models. 
3. The integration of coupled models into a 

modeling system. 
The U.S. Geological Survey recently pro

posed a policy of model development. 
"The procedure for developing and veri
fying individual models includes: (1) col
lecting laboratory and field observations 
of physical phenomena; (2) developing 
an empirical or theoretical working hy
pothesis; and (3) testing and verifying 
the working hypothesis. Details of the 
verification process vary greatly depend
ing on the subject matter of the model. 
Far-field scenario analysis involves natu
ral phenomena over long time periods; 
because such models are impossible to 
verify by direct observation, general 
agreement by peer review is necessary. 
In contrast, some models that are part of 
the near-field scenario analysis and the 
near-field consequence analysis can be 
verified by appropriate in situ tests. 
These tests may demonstrate the need 
for model modification and further ob
servations of the physical system under 
different conditions from those used for 
model de\ • lopment. 
"The process of observation and model 
modification to predict these observa
tions will continue until a reasonable 
demonstration that predictions and ob
servations are in agreement has been 
achieved. Peer review of the various 
steps used in model verification, from 
the basic physics used in model formula
tion to the comparison of predicted and 
measured test results, should lead to 
model acceptance. In a few cases, it will 
be possible to verify radionuclide trans-

8 



port models by comparison of simulated 
results with field data from natural ore 
bodies. 
"The general procedure for developing 
and verifying coupled models follows a 
similar process. However, the verifica
tion of the coupled models is more diffi
cult because conducting the tests and in
terpreting the experimental results are 
more difficult. 
"The integration of the coupled models 
into a modeling system involves the 
development of an "executive" model 
which manages the interactions of the 
coupled models. The isolation system 
performance model cannot be verified 
because system behavior cannot be ob
served or tested over the time period of 
interest; however, data collected during 
the period of repository operation (ap
proximately 40 years) will provide veri
fication for much of the near-field analy
sis system."2 

We recognize that such a computer model is 
highly desirable (perhaps necessary) to do best-

estimate simulations of "real-world" measure
ments. However, we can obtain a great deal of 
understanding about bounding calculations, un
certainty, and sensitivity by using simpler mod
els. 3" 6 While these simpler models may be only 
qualitatively correct, relative measures of risk may 
be readily ascertained. 

Our task is to investigate the post-closure 
consequences associated with emplacement of 
solidified forms of nuclear waste in mined geo
logic repositories. Realism requires judicious 
choice not only of the processes, but also of the 
level of detail of their description to be incorpo
rated in the model. Selection of the processes 
strongly depends on the results required. The re
sults required, in turn, are matters of national pol
icy. In this work we have tried to bridge the scien
tific and policy needs by incorporating the 
processes necessary to obtain required, but con
servative forecasts. 

Figure 2-1 shows the many subsystems that 
contribute to post-closure performance. Individ
ually, these subsystems can be modeled at severe! 
levels of detail (i.e., from detailed codes that re
produce experimental data to codes that model 

Figure 2-1. Elements that contribute to overall systems performance. 
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only dominant subsystem features). Each ap
proach has relative merits for particular applica
tions, and each should be pursued to ensure that 
the resulting analyses are, ultimately, in 
agreement. 

The three-part LLNL approach has been: (1) 
to separate the system into physically distinct 
subsystems—waste-form package, repository site, 
regional aquifer, etc., (2) to identify and model the 
key features within each subsystem, and (3) to 
combine this understanding into an overall 
systems-level model to evaluate the performance 
of alternate waste forms in terms of radiological 
risk to man. The focus of the task was to calculate 
and assess the sensitivity of results to both indi
vidual input parameters and their uncertainties 
and then to quantify the resulting uncertainty as
sociated with the consequences. 

We have developed in the MISER7 code a 
model that is versatile and physically consistent 
while providing needed results. It has been writ
ten to provide a computationally efficient means 
to study the effects of repository design features 
in a probabilistic framework in both the near field 
and far field. MISER is written in a modular fash
ion to allow rapid implementation of new or im
proved models. It is user-oriented and implements 
extensive graphical output. MISER solves a set of 
equations describing a network of 1-D stream-
tube pathways resulting in a consistent 3-D 
steady-state hydrology, traces "tree branches" of 
nuclide transport from numerous sources using a 
propagator approach, and computes dosage to 
man at risk-sensitive observation points. Monte 
Carlo techniques are applied, where appropriate, 
to account for parameter uncertainties and cor
relations. (See the subsection "Basecase Reposi
tory—Uneventful Layered Salt" for an illustrated 
discussion of results from a Monte Carlo 
calculation.) 

Probabilistic Systems Assessment of 
Deep Geologic Repositories 

This section begins with a general description 
of the physical scenario we are studying. Subse
quently, we describe the MISER model in detail. 

General Physical Scenario 
Figure 2-2 is a side view of the general sce

nario we are studying. It does not depict a specific 
site, but represents a reasonable model with 
characteristic features of real basins. Before the 
underground facility is built, the regional pressure 

gradient has a hydraulic gradient from left to right 
and from bottom to top. The arrows approximate 
the directions of flow and water flows into the 
lower aquifer from the left. Some of this water 
migrates upward into the lower aquitard and tra
verses it* finally merging with water in the upper 
aquifer. 

Excavation causes local perturbations to the 
regional flow-field, and the hydraulic pressure 
field around the excavation evolves from one as
sociated with tlie undisturbed system to a new 
one consistent with the excavation features. De
pending on the permeability and area of the tun
nel, for example, more or less of the water will 
move along the tunnel and up the shaft. Thus, 
although the boundary conditions for the system 
remain essentially the same, local flow conditions 
in the repository can vary greatly because of mine 
design. Maximum deviations from the virginal 
flow conditions will occur when the repository 
storage area, tunnel, and shaft are highly perme
able compared to the aquitard. This could be the 
case if the repository backfill is deteriorated or if 
large fracture zones are caused by excavation of 
drifts. 

As indicated in Table 2-1, which gives the 
repository and media parameters at 1000 yr, the 
aquifers are considered to be sandstone with a 
typical sandstone permeability and effective po
rosity.8 We have assumed that the deteriorated 
backfill will have the same permeability as the 
aquifers, but that its effective porosity will be an 
order of magnitude smaller. The effect is high vol
umetric flow rates and flow speeds for water in 
the tunnel and shaft. 

'There are four concerns that cause us to use the more 
conservative convective flow calculation in layered salt. First, 
layered salt has layered interbeds of clay and shale. Second. 
laboratory measurements of layered salt permeability tend to 
have a measurable permeability at the beginning of the experi
ments. These permeabilities tend io become smaller as the ex
periments progress, until some lower bound of experimentally 
determined permeability is reached. We feel that this lower-
bound is a conservat ve value appropriate for risk analysis. If 
the permeability of ialt is experimentally pushed to substan
tially lower values, the diffusion-dominated model "'ill be
come more appropriate. Third, every majur site repository pro
gram has been surprised by unexpected water flows. Asse, 
W1PP, and Salt Vault have all suffered from unexpected water 
problems. There appears to be a very low probability of ob
taining a truly "dry" salt repository site. Finally, undetected 
f.aws or future disruptive events, which could lead to leaching 
and dispersal of radioactivity to the human environment ap
pear to be conservatively approximated by a probabilistic cal
culation using a convective-flow model. 
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Figure 2-2. Side view of near-field features of high-level waste-repository excavation model (ar
rows approximate directions of flow). 
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Table 2-1. Hydrologic parameters — unflawed bedded salt. 
Permeability Porosity 

LL (cm/st a f a 

Sandstone/aquifer 
Shale/aquitard 
Salt/aquiclude 
Fracture zone/tunnels/shafts 

6.3 X 10' ' 
io-' 
io- < 0 

10" 6 

t 2J5 
5.62 

10.0 
3.87 

0.1 
0.05 
0.01 
0.001 

1 5 
2.37 
3.16 
2.0 

M a 

Vertical gradient 
Horizontal gradient 
Dispersivity 
Horz. perm, of salt (between i storage rooms) 

0.01i 
0.001 
50 m 
2 X 

m/m 
m/m 

1 0 - 9 c m / s 

2.0 
2.0 
23 

iao 

Group I Group II Group III 
V. a It IT H a 

Retardation factor 
(along aquifer only) 1. 0. 10 2 3.87 10« 3JS7 

Figure 2-3 illustrates the qualitative features 
of a MISER hydrology model. The repository 
model has both a main (operation) shaft and an 
air ventilation shaft upstream of the storage area. 
The storage area is modeled with 25 flow cells. 
The model is symmetric around the centerline lo
cation of the shafts and the main tunnel. The hori
zontal boundary conditions for the basecase sce
nario are head gradients that cause a regional flow 
from left to right, parallel to the tunnel. 

To display the typical flow cell (shown by the 
cutaway in Fig. 2-3 and located near its geometric 
center), we have depicted the upper aquitard as 
being transparent* The typical flow cell is shown 
to run from the top of the lower aquifer through 
the repository storage area to the bottom of the 
upper aquifer. The hatched strata are the upper 
and lower aquifers, and shaded areas 1, 2, and 3 
are, respectively, the bottom of the lower 
aquitard, the top of the storage area, and the top 
of the upper aquitard. 

•Figure 2-3 shows a 25-cell numerical model of the storage 
area. Where it can be shown numerically that the number of 
cells can be reduced, we actually run with fewer cells to lower 
computer costs. In our analysis in this report we have used a 
nine-cell model of the storage area. There are six (three when 
symmetry is employed) cells representing the waste storage 
rooms and three cells for the runnels. Each cell has the equiva
lent of (1.08 X 103 canisters) worth of waste. We have numeri
cally found that this number of canisters per cell can be repre
sented by five numerical canisters spacially distributed 
throughout a waste-storage-room cell. 

For the typical cell, uncontaminated water 
flows from the left side of Fig. 2-3 through the 
lower aquifer to the cell. It is pushed by the verti
cal head gradient through Area 1 and up into the 
lower aquitard. Then it moves through the lower 
aquitard into the repository storage area where— 
if the canister has been breached—the leaching 
waste mixes with the passing water. The contami
nated water is then split into three flow paths that 
move along orthogonal flow directions. The 
amount of water diverted into each flow path de
pends on the calculated pressure gradients in the 
repository. Part of the contaminated water moves 
parallel to the tunnel into the adjacent down
stream flow cell. Another part moves toward the 
tunnel. Most of the water, however, moves into 
the upper aquitard barrier where, because of the 
barrier's permeability, the flow is very slow. 

The hydrology scenario is a hypothetical, rep
resentative basirr with an excavation design10-11 

shown in Fig. 2-4. The numerical model includes a 
network of pathways defined by flow, parameters 
that define the flow paths, locations of the source 
canisters, and location of monitoring points. In the 
storage area, there are assumed to be 6500* canis-

*Due to changes in waste imirobilization plans at 5RP, more 
or less than 6500 canisters may be emplaced in the repository. 
However, as long as the total amount of waste remains the 
same, doses are insensitive to the exact number of canisters.12 

Far example, five canisters/cell for three cells produces essen
tially the same (slightly conservative) result as does 25 canis
ters/cell. 
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Figure 2-3. Two-shaft, 25-cell MISER model (typical flow cell is shown in cutaway). 

ters of defense waste in runnels containing two 
rows of canisters spaced 2.3 m apart. The canister 
pairs are separated by 2.3 m along the tunnels. 
The storage rooms are 5.5 m X 5.5 m in cross 
section. Tunnels connect the rooms to an access 
shaft and ventilation shaft. A fracture zone exists 
around the excavations. This is where the major
ity of the flow in the excavation occurs unless the 
backfill has deteriorated. Both the bedded salt ba
sin and the basalt basin are layered. We also allow 
the model to incorporate an engineered bypass 
and major flaws, either undetected or caused by 
future disruptive events. 

The fracture zone areas and their permea
bilities are among the most uncertain parameters 
in the hydrological submodel. When disruptive 
events occur, additional hydrological pathways to 
the biosphere are created. Since disruptive events 
are extremely variable in their time and location 
of occurrence, our conservative approach is to 
choose a representative case at a bad location for 
the flaw and to have the event occur at an early 
time after closure. The probability of such a sce
nario occurring is calculated from a rate of occur
rence over the policy-dictated time of interest, i.e., 
10,000 yr. 1 3 1 4 
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Canister shaft 
Mine and 
materials shaft 
Input air 
Output air 
Connecting tunnel 
Air-flow tunnel 
Storage corridors 

Tunnels Storage corridors 

5.5 m II 
10m 10m 5.5 m 

Figure 2-4. Layout of the mine design (storage rooms are orthogonal to the main tunnels, and those 
with ventilation are the ones currently being filled with waste; area of this design is at least several 
factors smaller than commercial waste repository designs). 

We consider two well locations. The first is 
that for the limiting individual (LI) who drills a 
well directly on top of the repository 0.25 km 
downstream from the shafts. The second is a well 
1.6 km (see Fig. 2.2) from the edge of the accessi
ble environment. We refer to this as the accessible 
environment individual (AEI) case. A hydraulic 
connection to the upper aquifer is established by 
the fracture zone around the shaft or by a shaft 
seal that has failed completely by 1000 yr. Thus, 
water reaching the top of the shaft becomes a dis
persing plume in the upper aquifer. This plume 
intersects the lower portion of the limiting indi
vidual's low-volume well. The well mixes water 
drawn from the aquifer and shaft thoroughly, di

luting the contaminated water from the shaft 
plume with purer water from the aquifer. If the 
individual drinks wa :r from his well, he receives 
toxic radionuclides from three transport 
groups: (1) anion fission products, with no re
tardation, (2) cation fission products, which move 
10 times slower than the anions, and (3) actdnides, 
which move 100 times slower than the cations.* 
See Table 2-2. 

•People drink water with as much as 3000 ppm of dis
solved salt. (The standard for drinking water is 1000 ppm). Our 
well scenarios contain substantially less than 100 ppm dis
solved salt since the upper aquifer is assumed to be fresh wa
ter. The salt contamination comes from salt-saturate i water 
flowing up the shafts. 
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Table 2-2. Radionuclides present in initial inventory. 

Group 1 ""Tc , 2*I 
B, 1 

Group II 1 5 4 Eu , 5 1 S m l , 7 C s , , s C s , 2 *Sn . 0 7 p d " Z r 
B„ •= 10 , ! b S b 

"'Se 

$Qy , 4 7 P m M 4 C e n 4 C s " R u , 0 S r 

Group III : u A m : " A m 2 4 °Pu a ' P u u 9 P u ^ P u ""U 
B„, - 100 » 5 U 2 » U 2J3,j ^ 'Pa ^ T h " T h a T h 

2 r A c 2 2 8 R a ""Ra 2 , 0 P o 2 , 0 P b E S A c ^ R a 
: : , R a 2 4 4 C m 2 4 2 C m 24 .p u 2 4 2 m A n , 2 4 2 P U " - U 

The MISER Model 
The MISER computer code was written to 

provide a computationally efficient analysis tool 
for studies of radionuclide release from closed 
geologic nuclear waste repositories. Because its 
development drew heavily on previous modeling 
efforts at LLNL and elsewhere, 3" 6 it is similar to 
previous models. By the same token, it hat several 
significant differences.* 

All of the referenced models have three basic 
assumptions: 

1. Three-dimensional single-phase flow in a 
porous medium may be adequately approximated 
by a network of one-dimensional stream tube;;. 

2. Thermal energy, heat conduction, waste-
canister stress, water chemistry and saturation, 
diffusion, and lateral dispersion may be neglected. 

3. Flow is slow enough for instantaneous 
ion-exchange equilibrium to occur. 

If one further assumes that the repository re
charge is sufficiently fast, then a steady-state hy
drology may be employed to decouple the hydrol
ogy and the nuclide transport. 

The concept underlying the MISER code is 
that the user/analyst describes a general network 
of hydrologic flow paths with heads specified at 
boundary conditions (sources and sinks for flow). 
The user also specifies the radionuclide sources 
(beginnings of paths) and the risk-sensitive, 
nuclide-release observation points (ends of paths). 
Then the code traces "tree branches" of water 
flow from sources to sinks through all possible 
pathways before a subset of branches for nuclide 
transport is extracted from the full set. 

"MACRO fur example systematically samples all values of 
finHe-probabiliti distributions representing problem param
eters and variables which mav lead to an inordinate number 
of calculations in a physically consistent system of constraints 
and correlations. MI5ER uses Monte Carlo techniques where 
appropriate The modeling of MI5ER transport phenomena 
differ- trom that for either N'UTRAN4 or NWFT.' 

The dimensions of the arrays are set by pa
rameters, so the number of paths, branches, nu
clide sources, and release points are, in theory, 
limited only by the size of the computer and the 
time available for computation?. 

The MISER model can t e conceived as a 
combination of four numerical submodels that 
have been linked togethei A "wrap-around" 
Mont? Carlo methodology is applied to uncer
tainty analyses. Detailed descriptions of the nu
merical submodels follow. 

Waste Package Submodel. The first submodel is 
the waste package. It describes the radionuclides 
originally in the canister and their release as a 
function of time to the surrounding excavation. 
The original amount of radionuclides in a canister, 
a nonstochastic (certain) quantity in this analysis, 
is then used to calculate the nonstochastic set of 
radionuclides as a function of time in the system. 
Thus, the amount of radioactivity in the total sys
tem is certain. The radionuclide locations as a 
function of time are uncertain, however. 

The radioactive content of the defense wastp 
contains 87 radionuclides 1 5 of which 53 are bio
logically significant and represent >99% of the 
activity. ORIGEN 1 6 (the ORNL Isotope Genera
tion and Depletion Code) can be used to calculate 
decay of spent fuel or reprocessed defense waste 
vs time. The method of calculation and an exam
ple of ORIGEN output based on Savannah River 
Defense Waste I n v e n t o r y are g iven in 
Appendix A. From ORIGEN output we obtain a 
table of activity (Ci) for each nuclide in the origi
nal inventory or produced by decay as a function 
of time. Figure 2-5 shows the radionuclide total 
activity vs time of one canister of defense HLW 
from Savannah River. 1 5 The dotted lines trace the 
groups, i.e.. Group 1 ("Tc, ' 2 , I , 1 4C), Group 2 
(other fission products), and Group 3 (actinides). 
The solid line is the total activity. 
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Figure 2-5. Savannah River Plant —high level defense waste inventory/canister, by groups. 

Besides the reasonably well-known quantities 
of radionuclides vs time, the waste package model 
in MISER has two parameters with large uncer
tainties. These are the time of initial release of ra
dioactivity from the package, (referred to here as 
the breach time) and the duration of the release 
(or the release time). For the release model, i.e., a 
model of the amount of radionuclide released as a 
function of time, any empirical results can be in
cluded in MISER by summing over unit pulses 
using a Greens-function approach. This will incur 
large computer costs. To avoid this we use a 
"Gaussian-like" release function. For example, the 
release functions for release times of 2 X 105 and 
2 X 106 yr are shown in Fig. 2-6. 

If we assume the waste release mechanism is 
Gaussian-like, we do not need to convolute the 
release function with a Green's function. We 
merely add the terms as though the release pulse 
were caused by an additional path at the begin
ning of the transport branch. We truncate our 
pulse and compute over M (S20) time steps. Fi
nally, these results are summed in the result 
space. 

This numerical approach is orders of magni
tude more efficient than other models doing simi
lar process analyses. Also, we conservatively as
sume no solubility limits in this analysis by 
allowing all radionuclides to release at the same 
rate. 

Our understanding of the release rate is lim
ited at this time. The present values (obtained 

from characterizing these parameters in labora
tory experiments) are limited by not knowing 
their in situ variability. To date, the variability of 
release rate for real waste at specific sites has not 
been determined in the measurements of these 
quantities. The best information available is 
sparse and difficult to generalize, but a general 
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Figure 2-6. Median dissolution rates of canis
ters of REFERENCE (R) and ALTERNATIVE 
(A) waste forms (both canisters start leaching at 
time zero). 
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stntus report is presented here. We use as a base
line release rate, that rate at which a cracked boro-
silicate glass monolith might be leached based on 
initial laboratory tests. The actual release rate of 
the glass waste form in a repository may be lower 
than this value because of solubility limits and 
sorption properties of engineered barrier materi
als. Therefore, our baseline rate is a conservative 
upper bound of the release rate and is, therefore, 
suitable for use in radiological risk studies. If such 
an estimated release rate leads to acceptably low 
doses, a better level of release rate performance 
would then also lead to acceptably low doses. 

These conservative estimates of waste pack
age release rates'' (which ignore solubility limits 
and the beneficial effects of engineered barrier 
materials) predict that the basecase borosilicate 
glass form (REFERENCE) will have median dissc-
lution duration of about 2 X lCF yr in salt and 
105 yr in basalt. Our alternative or improved waste 
form (ALTERNATIVE) is assumed to have a me
dian release duration an order of magnitude bet
ter, but with larger uncertainty. The uncertainty 
on the release duration for the REFERENCE has 
been approximated by a geometric standard devi
ation of 10. For the ALTERNATIVE, a geometric 
standard deviation of 15 was used. For example, 
this means that about 68% of the time, values of 
ALTERNATIVE release duration will be chosen 
between 7 X 104 and 1.5 X 10 7 yr in the basalt 
case. Better understanding of the stability of waste 
forms and their environment could lead to sub
stantial reduction in the number of high dose 
cases seen for individual doses. 

The breach time, an insensitive parameter in 
the analysis, is taken to be the same for all canis
ters in the model for a given Monte Carlo trial. 
The median breach time is 1000 yr. The 98% inter
val is from 250 to 4000 yr. Previous sensitivity 
analyses indicate that the dose to humans is inde
pendent of breaching time after 1000 yr.7 

Since the release rate parameters are not 
well understood, we have done a sensitivity study 
on the release rate to determine the effects of 
changing our best estimates and reducing the un
certainties of the release rate. These results are 
presented in the subsection "Release Rates and 
Uncertainties." 

Hydrology Submodel. Under the simplifying as
sumptions of the preceding section, we solve the 
steady-state hydrology using D'Arcy's laws and 
conservation of water relationships. We assume a 
network of N paths, N > 2, and at least two 
boundary conditions. 

The network of stream tubes are described by 
assuming that all flows are positive from the 
source(s) to sink(s) at which hydrologic heads are 
specified. Then, by interactive input, flows from 
each path to subsequent paths or boundary condi
tions are flagged in a "connector" matrix. The 
code then traces all "tree branches" from sources 
to sinks, producing a set of D'Arcy law equations. 

Y Q n Z n/K„ A n = H£ - H? : m = 1,2 NB 

in I path n is in branch m 

0) 

where 
NB = number of tree branches in the 

network 
Q n = D'Arcy flux 
Kn = permeability 
A n = cross-sectional area 
Z n = path length 
H[T = boundary head at exit of branch m 
HR = boundary head at root of branch m 
n = path number. 
The conservation of water at path junctions 

also produces a set of equations 

V Qi 
i! path i flows to junction nv 

= VQ, 
ij i path j flows from junction m! 

(2) 

where m = l , 2,..., NJ; N] = number of path junc
tions in the network. In general, NB + NJ > N, 
where N is the number of paths (equal number of 
unknowns), but a linearly independent set of N 
equations can be chosen. We use the LLNL 
MATHLIB18 routines to obtain a rapid solution of 
the NB -f NJ equations for the unknowns Q,, 
Q2—'QN- M a n y QN i s computed to be negative, 
the code redefines the connector matrix and tree 
branches so all resulting flows are positive. An 
example will clarify the hydrology solution meth
odology. Suppose we wish to solw the 16-path 
network of Fig. 2-7. We assume boundary-
condition heads so that H R > Hg, H R > H|, 
H R < H R , and H\ < H|, i.e., flow is generally 
upward and to the right, with the exception of 
path 8, which flows to the left. 
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Figure 2-7. Sample hydrology network of stream-tube flow paths (arrows indicate assumed direc
tion of flow; radionuclide sources are at S, and S 2, and risk-sensitive observation points are at O, 
and 0 2 ) . 

The connector m trix is defined by the user 
input of 

path 1 flow to 2 
path 2 flow to 3 
path 3 flow to 4 
path 4 flow to B.C. 

path 10 flow to 8, 6, and 9 

path 16 flow to B.C. 

The code then traces the branches 

for a total of six branches, i.e., NB = 6. 
There are 10 junctions, NJ = 10, in the net

work, resulting in the conservation equations 

Q1 + Q5 = Q 2 

Q 2 + Q 6 = Q 3 

Q3 + Q7 = Q 4 
Q 8 = Q 5 

Q10 = QB + Qe + Q9 
Q9 + Qn = Q 7 

Qn = Qio 
Qo = Qu 
Ql4 = Ql2 + Ql5 
Ql5 = Ql3 + Ql6 

1 —. 2 —. 3 —. 4 
14 —. 12 _ 10 _ 8 —, 5 _. 2 
14 —. 12 —. 10 —, 6 _ 3 _, 4 
14 —. 12 —. 10 _ 9 _, 7 _ 4 
14 —. 15 —. 13 _ 11 —, 7 _, 4 
14 —, 15 , 16 

3 ^ 4 The user supplies parameters for Z n, K„, and 
An, which may be uncertain; in that case, they are 
selected using the aforementioned Monte Carlo 
techniques. Then, letting x n = Zn/KnAn, the codes 
sets up the matrix equation 
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X, *: x, X-4 0 0 0 0 0 0 0 0 0 0 0 o -

~ Q i ~ H R - H E 

0 \ , x, x< X, 0 0 x» 0 Xjo 0 X,3 0 X,4 0 0 Q2 H B - H | 

0 0 x, x4 
0 x„ 0 0 0 X10 0 Xl2 0 x„ 0 0 Q3 H B - H | 

'1 0 0 x4 
0 0 X, 0 X, X10 0 X,2 0 x„ c 0 Q4 HR - H E 

0 0 0 X4 0 0 x7 
0 0 0 x„ 0 X,3 x„ x,5 

0 Q 5 
H„ - H E 

0 0 0 0 0 0 0 0 0 0 0 0 0 X,4 X,5 X,6 Q„ Hi - H | 
1 - 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 Q7 0 

0 1 - 1 0 0 1 0 0 0 0 0 0 0 0 0 0 Q 8 
= 0 (3) 

0 0 1 - 1 0 0 1 0 0 0 0 0 0 0 0 0 Q , 0 

0 0 0 0 -1 0 0 1 0 0 0 0 0 0 0 0 Qio 0 

0 0 0 0 0 - 1 0 - I - 1 1 0 0 0 0 0 0 Q n 0 

0 0 0 0 0 0 - 1 0 1 0 1 0 0 0 0 0 Q12 0 

0 0 0 0 0 0 0 0 0 - 1 0 1 0 0 0 0 Q 1 3 
0 

0 0 0 0 0 0 0 0 0 0 - 1 0 1 0 0 0 Q H 0 

0 0 0 0 0 0 0 0 0 0 0 — i 0 1 - 1 0 Ql5 0 

_0 0 0 0 0 0 0 0 0 0 0 0 - 1 0 1 - 1 - Q - 4 - _ 0 

which is solved for Q n , n = 1, 16. 
Suppose that the permeabilities were such 

that, in path 9, the resulting flow were negative. 
Then, the connector matrix and tree branches 
would be altered to reflect that the branch 

14 — 12 — 10 — 9 — 7 — 4 
becomes 
14 — 15 _ 13 — 11 — 9 — 6 — 3 — 4 and 
14 — 15 — 1 3 — 1 1 — 9 — 8 — 5 — 2 — 3 — 4 . 

The conservation laws are 

Qn = Q« + Q - ( n o t Q 9 + Q„ - Q7) 

and 

Q„ + Q 1 0 = Q„ + Q 8 (not Q 1 0 = Q 6 + Q B + Q 9) • 

This gives us 17 equations and 16 unknowns. 
However, if we subtract row 3 from row 2 of the 
matrix, we get just the difference of the last two 
D'Arcy equations. Thus, a dependent set and one 
equa t ion may be e l imina ted to produce a 
solution.* 

The conservation laws are used to compute 
the water-split fractions, fm, at each junction to 
complete the steady-state hydrology solution. 

"MISER only eliminates equations, if necessary, for storage 
purpose'. We actually solve m equations for n unknowns. 
m ? n, using the I.I.NI •MATHl.IB'" routines. 

The validity of this stream-tube approxima
tion to a real three-dimensional hydrology should 
be checked using results from finite-element or 
finite-difference codes, as well as experimental 
data. Obviously, if the stream-tubes chosen are far 
from reality, the approximation will be poor. On 
the other hand, the size and expense of many 
computer runs almost precludes consideration of 
the three-dimensional codes for sensitivity and 
uncertainty analyses. Further, the uncertainties as
sociated with the measurement and chemical 
properties of nuclide transport may overwhelm 
the hydrology model uncertainty. 

Nuclide Transport Submodel 
General Procedure. Our general procedure for 
transport of radionuclides is to extract from the set 
of hydrology tree branches that subset that leads 
from all nuclide sources to all risk-sensitive ob
servation points. Then we apply the results of the 
waste-pipe calculus 1 9 2 0 to each series of paths in a 
branch to approximate the waste flux at the re
lease points. The flux pulses are accumulated on a 
discretized time line, then converted to hazard or 
dose measures. The waste is assumed to split in 
the same fractions as the water at each junction in 
the network. 

Radioactive decay is not used explicitly in our 
transport model. We first compute a flux of nu
clide groups as a function of time. Then we use 
tabulated results from the ORIGEN isotope and 
depletion code 2 1 as multipliers in the dose/hazard 
calculations described below. 
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Using our example from the preceding sec
tion and assuming nuclide sources at Sj and S2, 
with observation points at Oj and 0 2 , we select 
the branches 

10 _ 8 - , 5 
10 _ 8 — 5 — 2 
10 _ 6 - . 3 — 4 
10 — 9 — 7 — 4 
11 _ 7 _ 4 

for Sj to Ol 

for S! to 0 2 

for S 2 to 0 2 . 

Now an observer located at Ox, as a function 
of time, would see as many waste pulses as the 
number, Nj, of canisters with different release 
times or durations located at S v At 0 2 , he would 
see 3 X Nj + N 2 pulses, where N 2 is the number 
of canisters at S2. As the number of overlapping 
(in time) pulses increases, the exact form of each 
individual pulse becomes decreasingly important. 
Se? "Waste Release and Convolution Models" 
below. 
Transport Green's Function. For completeness, 
and to delineate the assumptions and approxima
tions, we extract from Refs. 19,20, and 22 the deri
vation of our transport models. 

One of the fundamental equations governing 
the transport and dispersion of ions in one-
dimensional flow through porous media is 

dm r dC r 3Cr 3 2C r 

1 h v = av at at 3x ax 2 

- \ r c r + ^ x ^ c s 

A ^ + ^ X J m , , (4) 

where 
Xr = radioactive decay constant of nuclide r 

(= In 2/half-life) 
\'s = production rate of nuclide r from decay 

of nuclide s 
v = interstitial water flow velocity 

(= Q/A77,7; is effective porosity) 
a = longitudinal dispersion constant 
m r = amount of ion r sorbed on the solid 

per-unit volume 
C r = concentration of nuclide r in the inter

stitial water 
x = spatial coordinate 
t = time. 

We note that v(dC,/dx) is a simple advection and 
that av{d2Cr/dx2) is a hydrodynamic dispersion 
term. Diffusion and lateral dispersion have been 
neglected. 

Assume that flow is slow enough for instan
taneous ion-exchange equilibrium to result and 
that the ion-exchange absorption isotherm is lin
ear. Then, 

m r — R a C ; , (5) 
1 

where 
p = bulk density 
H = effective porosity 
Kd = distribution coefficient. 
Assume that tht retardation factor, Br, is the 

same for all nuclides in the same decay chain.* 

Then, 

Br = l + ^ K d 

V 

and 

m r = ^ K d C r = (B r - l )C r . 
v 

Substitution simplifies Eq. (4) to 

ac r dcr etc, 
B. h v = av — — 

r dt dx dx2 

(6) 

- B ^ Q + ^ B ^ q (7) 

Assume that the dissolution rate for the waste 
form is the same for all nuclides in the same decay 
chain. Let Ir(t) be the total amount of nuclide r at 
time t that was originally emplaced in the reposi
tory. Then the decay equation for I, is given by: 

5 
at 

(8) 

Now let cr(x,t) = Cr(x,t)/Ir(t) be the concentration 
of nuclide r per unit inventory of waste, L. Then 

*As we learn more about retardar'on factors, we recognize 
that this assumption needs to be reei.amined. 
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acr 
dcr Sir 

= l^-c{^-I^1) 
and 

6C r dcr &CT _ a 2 c r 

~ax~ = I r ax"'lx r = I r ~ax 2 " ' 
which, when substituted in Eq. (7), gives 

(9) 

We have assumed that B r = B5 in the same 
decay chain. Thus, for nuclides in the same chain, 
we may factor B r from the last term, apply unique
ness, and arrive at the fundamental equation 

— + — — - « — — = 0 
at B r ax a B r ax 2 

(10) 

where c r = cr(x,t) is the concentration of nuclide r 
at spatial point x and time t per unit inventory of r 
at t. 

A reasonable assumption is to place the nu
clides in three groups based on retardations, dis
solutions, and decay chains. They are 

1. Anions (e.g., "Tc, 1 2 9 I , and , 4 C). 
2. Cations (other fission products). 
3. Actinides. 
To model the one-dimensional nuclide trans

port, we must solve (or approximate) Eq. (10) for 
reasonable boundary conditions over a series of 
paths within each tree branch. 

Since boundary conditions are often more 
easily set with mass flux than with concentration, 
we note that if J(x,t) is the mass flux, then 

J ( x , t ) - V ( x , t ) ( c ( x , t ) - « ^ M ) , (11) 

where V is the water volumetric flow rate. Dif
ferentiation and substitution in Eq. (10) gives the 
identical equation 

in terms of nuclide mass flux per unit inventory. 
We will drop the subscript r for the rest of 

this discussion, keeping in mind that the equa
tions apply to nuclides in the same decay chain or 
(approximately) in the same retardation group. 

Let us assume the initial and boundary 
conditions 

J(x,0) = 0, no nuclides are present initially. 
](0,t) = 5(t), unit impulse input at one end. 
J(x,t) —+ 0 as x —> oo (semi-infinite path). 

The semi-infinite path assumption has been in
vestigated by Oston. 2 3 Generally, results obtained 
by the semi-infinite path assumption fall between 
those of his "slug-flow" and "diffusion" boundary 
condition assumptions. In reality, we have none 
of the above. However, as the path length z be
comes large compared to the dispersion constant 
a, results coalesce. If z/a > 10, the results are al
most indistinguishable. 

The solution for unit impulse is a Green's 
function and has the form 

J(x,t) = G(x,t) 

(WV' 2 

\ B / 

exp 

v * 

4a I t 

(13) 

For a path length of z, let us write 

T = — as the mean transit time for a pulse 
v 

and 

/ 2 a \ 1 / 2 

a = I — I T as the dispersive spread of the pulse 

about the mean. 

Then the Green's function becomes 

G(r,cr;t) = 
(27r)1/2.r \ t 

3/2 
7 e x P 

( t - T ) 2 T 

2a2t 
• (14) 

If the path has flux input at x=0, given by 
S(t), then, by the convolution theorem, the output 
flux, J(cr,r;t), at x = z is 

J(cr,r;t) = f S(t') G(ff,T;t-t') dt' . 
Jo 

(15) 

at B r a x

 a B r ax 2 (12) In Ref. 19, the Laplace transform theory is ap
plied to show that for a series sequence of paths. 
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n = l , 2,..., N, the transform of J(o-,T,t) is a product 
of transforms, e.g., 

J(O-,T;S) = Y\ G(<rn,Tn,s) S(s) , 
n = l 

where 

G(<rn,Tn,s) - J V s t G(<7n,Tn,i) dt 

and 

roo 
S(s) = e~ s t S(t) dt , 

(16) 

T = = S T " + 
To 

N 

4 

where S(t) is the initial source function, and the 
mean time and width parameters add as follows: 

(17) 

T 0 and <r0 are the mean and variance of the source 
function. 

We are interested in the final mass transfer 
function J(ovr;t) at the end of a series of paths that 
is either the inv se Laplace transform of Eq. (16) 
or a convolution integral in time, e.g., for two 
paths, 

J(<r,r;t) = f dt" f G(<r 2,r 2;t-t") 

X G ^ T ^ f ' - t O S ^ d f . 

Reference 19 suggests that the inverse trans
form may be obtained by the method of steepest 
descent. In either ^ ,se, computation time will be 
costly; therefore, «.e chose to use approximate 
methods. 

O'Connell's extensions to the waste-pipe cal
culus 2 0 shows that if we assume (1) that the flow-
path network is a single-series path and (2) that 
the source term is narrow in width and drops off 
more quickly for high times t, compared to the 
overall (convoluted) Green's function, then 

JOwr) « G(<r,r;t) , 

which is Eq. (14), with a and T as defined by 
Eq. (17). 

As indicated in Ref. 20. this approximation 
has the same first and second moments as the ex
act function within our assumptions.* We note 
that the approximation is still valid if assumption 
(2) does not hold, but we must perform the con
volution integral. 

The MISER code traces nuclide flows through 
the tree branches from nuclide sources to risk-
sensitive observation points so that each branch is 
a series of sequential network paths. The appro
priate fraction is computed based on water-flow 
fractions. The approximate Green's function is 
then convoluted with the source function and re
sulting flux accumulated on a discretized time 
line. 

To account for the spatial separation of canis
ters within each waste "source cell," we choose 
the network such that the first path leaving the 
source represents a storage room. Then for each 
retardation group, r, we compute the single path 
transit time, r r. For each of N canisters located at 
the source we then choose a first path transit time, 
r r n , n = 1, 2,..., N by a random number selection 
from the interval [0, r j . This procedure implies 
that a canister has equal probability of being 
placed at any distance along the first network 
path leading away from a nuclide source point. 

Further work needs to be done to validate 
transport models, particularly with respect to the 
near-field effects of repository design, placement 
of waste, and waste dissolution and release. 

Waste Release and Convolution Models. It 
is obvious from discussions of chemical modeling 
(Ref. 7) that waste dissolution and release is a ma
jor area of modeling uncertainty. MISER currently 
models the release as a step or Gaussian (or 
Gaussian-like) function; however, these may be 
limiting cases with reality somewhere between. 

*One might observe that the Gaussian function. 

S(a,r;t) = 1 
V*)™. — exp 

(t - r)-
2<r 

also has the same first and second moments. In a system of 
many overlapping pulses, the exact form of the pulse is 
washed out and either of the above may also produce reason
able approximations. !n the probabilistic analysis, even a flat 
transport pulse with step release gives a reasonable approxi
mation (see under "Selected Sensitivity Analysis" in Sec. 3). 
Since we are interested particularly in near-field scenarios, fur
ther studies in this area are necessary, particularly in the cases 
of z/n < 10. 
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For step-function release, we assume that, for 
each nuclide group r, the waste has a constant 
dissolution rate beginning at time TC and lasting 
for a period TD r; that is, 

Sr(t) = 

0 for t < TC and t > (TC + TDr) 

I, (18) 
—^- for TC < t < (TC -t- TD.) 
TD, 

where I r is the path-fractional reduced inventor} 
of group r and TC is a time that reflects the age of 
the waste at time of emplacement added to the 
time at which the canister is assumed to have 
breached because of corrosion. 

We use the approximate Green's function of 
Eq. (14) and evaluate the convolution integral of 
Eq. (15). In this case, an analytical solution exists 
in terms of error functions. Further, if t is very 
large compared to the dissolution time, the step 
function may be approximated as a delta function. 
Then 

r0 if t < TC 

U«r.Tr;l) = < 

hi: 
TD 
IT 

v-(rf,-,) if TC < t <{TC -t-TD,i 

TD, 

if I TC + TD,, <. t < 10-'TDr 

I r G i r r , <jr;t! if 10'TD r < t 

where 7 = t/r r, 0 = O,/TT, and 

<P(&7) = y e x p ( — ) e r f c ±11.] 
L(2S)"S"j 

— erfc 
W)VW2 

(191 

and erfc is the complementary error function. 
Since we are going to accumulate the sums of 

many waste pulses on a discretized time line, we 
must produce, in a finite number of steps, a rea
sonable approximation of the flux for the MISER 
computer model. Further, the dose/hazard curves 
may vary rapidly in time so that the peak dose 
does not necessarily occur at the time of peak flux. 

If we differentiate the Green's function, we 
find that the peak occurs at time 

*-M*H£)'-

Let ] r = Jr((Tr,Tr;tr). Then we determine truncation 
limits by successive evaluations, using 0.9 m t, and 
l . l m tr, m = l, 2,... to find m and ffi so that 

! r (a r , r r ;0.9 m g < t j \ < Kn^fi^-'l,) 

and 

J r (a r , r r ; l . l - " r y < c j r < J r(<Wl.l™ U . 

w h e r e t is an a r b i t r a r y p a r a m e t e r (e .g . , 
t = 10 1 0 ) . 

The time range of interest is then set to 

t = 0.9m t r + TC 

T = 1.1* "tr + TC + TD r . 

The leading portion is evaluated over M 
( = 20) time steps with At = ( t - t ) / ( M - l ) , t , = ^ 
t m = t m | + At, m = 2,3,..., M. The remaining time t 
to T is subdivided using the algorithms 

N = max 
TD r 

+ 1 M N , 1000-M} 

where [TDr/(rr] is the integer part of TDT/ar and N 
(=4) is a parameter. 

if N At > T- t , set fit = ( f - t ) / ( N - l ) and 
R = l; otherwise, set 5t=At and let R=1.01', where 
j = min | l , 2, 3,...} such that 

< At (RN 1)/(R-1) 

i.e., R is the ratio that is a minimum integral 
power of 1.01 to produce a geometric progression 
of time steps to span the time of interest in N 
steps. Then we compute Jr(ffr,Tr;tj) by Eq. (19) for 

t, = t 
tj = t j_, + At for j = 2 , ..., M, and 
tj = t, , + fit R'" 1, j = M+1,. . . ,M+N . 

Finally, if the discretized output time line is 
given by T>, i = l,2...,I, we integral average the 
Jr(o-r,Tr;ti) to produce values to add to the existing 
waste flux.* That is, 

"An option exists in MISER to move the time of peak flux, t, 
to the nearest discretized output time T r In this case, the tj are 
all shifted hv the amount T( — t. Since we are primarily inter
ested in peak doses, this shift helps compensate for sharp 
pulses that might otherwise be lost in the discretized output 
time line. 
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M - ^ 1 ' ^ " ' 1 " ) (20) 
(all branches leading to observation point k| 

is the resulting flux of nuclide group r at observa
tion point k. 

If we assume that the waste release mecha
nism is "Gaussian-like," we could model the re
lease as the Green's function, Eq. (14). In this case, 
we set at = TD/4 and Tr = TC + (TDr/2) and 
merely add the terms as though the release were 
an additional path in the branch. We truncate 
Jk(ffr, Tr;t) at T r±2 <rr and compute over M (= 20) 
time steps. Finally, we sum these results as in 
Eq. (20). 

The second model is much more computa
tionally efficient because the tabular values for 
the error function do not enter. That is, the con
volution integral need not be evaluated. However, 
we must remember that, in both cases, we are us
ing only the approximate Green's function, which 
may not be valid if r/a < 10. 

Figure 2-8A displays the set of pulses arriving 
at a well 237 m downstream of the main shaft. 
The pulses originate from three waste cells with 
five "cans" per cell. The transport pulses travel up 
either the air shaft or the main shaft. Groups 2 
and 3 are retarded in the upper aquifer. Figure 
2-8B shows the group-by-group summation of the 
pulses (dotted lines) and the total of all groups 
(solid line). Our studies have shown that the en
velope of waste flux Fig. 2-8B, is essentially insen
sitive to the exact shape of individual pulses. 
Gaussian or Gaussian-like pulses convoluted with 
step-function releases produce essentially the 
same envelope. 

Biological Impact Submodel. The fourth 
submodel describes the biological impact. To pro
vide a spectrum of results compatible with today's 
regulations, we use two models: a dose model 
for an individual drinking water from a well and a 
population dose model for the current Columbia 
River water use system—the Columbia River 
Population (CRP) model. 

In general, the calculation of potential hazard 
or dose to man at any time, t, after release may be 
approximated by two pieces of information: (1) 
The value of the release function Jr(t) in appropri
ate units of mass flow per year for nuclide type r, 
and (2) a hazard or dose function, H^t), based on 
percent of inventory, toxicity, population, water 
use, and other human-related factors for nuclide 
type r, as indicated earlier under the waste pack
age model. 
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Figure 2-8. Pulses and their summation, 
which arrive at well above repository: (A) 
Gaussian-like flux pulses, which arrive vs time; 
(B) group-by-group (dotted lines) and total 
summation (solid line) of flux vs time. 

The potential hazard or dose rate, D(t), is cal
culated by 

Dtf) = ]Tjr(t)Hr(t) (21) 

in appropriate units, e.g., in curies, rerns, or rela
tive units per year. The peak dose is then given by 

D = max (D(t)| , 

24 



occurring at time t, and the total dose is given by 

D = j Dtidt . 

In the preceding section, we showed the cal
culation of the releise functions Jj^T,) for nuclide 
group r at observation point k on the discretized 
output time line, T,. 

In MISER, the discretized time line is user de
fined by 

T = T, 10° 1 , / m , i = 1, 2 I , 

where T, is the user-specified nrnimum time of 
interest. If T is the user-specified maximum time 
of interest, then I is computed so that T,_, < T 
< T|. The number of points per decade, m, is also 
user specified. 

In the case of Monte Carlo calculations, the 
hazard/dose measures are discretized in the same 
manner, e.g., we have 

D| = D 1 1 0 ( i - " / n , , j = l ,2 I . 

The outcome of each trial results in D and t for 
peak dose and time of peak. Then the counter for 
the bin (i,j) is incremented when 

D, , , 2 < D < r V 1 / 2 

and 

where xi + V 2 = x , 1 0 ( 2 i - 1 ) / 2 m for x = D or T. Re
sults that fall outside the range of interest are also 
counted. 

MISER currently allows for estimation of po
tential hazard or dose in the three models dis
cussed in the following sections. 

BIODOSE Dose-To-Man Model. Human 
doses will depend on the movement of waste to 
wells or surface waters, the concentration in the 
ecosystem, human diets and living habits, and the 
biochemistry of the waste nuclides in the human 
body. These factors are modeled in the BIODOSE 
code 4 " 2 4 to produce a set of tables Hr(tj) for use in 
Eq. (21) in the manner described previously. In 
this case, the results are in rem or man-rem. The 
following discussion is essentially that from 
Ref. 4. 

Environmental assessment of future releases 
requires consideration of the cycling of long-livetl 

radionuclides in the biosphere and the possibility 
of local buildup and concentration. Because of 
vast uncertainty about future conditions, the basis 
of model predictions for times far into the future 
must be defined carefully. The basic philosophy 
of BIODOSE is to provide tools that can be used 
to evaluate the consequences of radionuclide re
lease under conditions not too far removed from 
those experienced today. 

Transport in surface water systems is calcu
lated using a compartment or box model. Because 
the release of waste is expected to occur over long 
time periods, the surface water system is assumed 
to be in dynamic equilibrium with the inr>ut flow 
of '.he waste. This simplification allows one to cal
culate the doses per unit input flow of waste inde
pendent of the waste release function. 

The transport model computes the concentra
tions of each radionuclide in soil, sediment, and 
water systems. The model is composed of com
partments for each system and assumes uniform 
mixing within each compartment. The following 
dynamic processes, which affect concentration, 
are considered: dilution by mixing, diffusion be
tween sediment and water, sedimentation, man's 
removal of water and food products, ion ex
change, biogeochemical processes, and radioac
tive decay. The potential for accumulating radio
nuclides in the topsoil because of the irrigation of 
crop lands is also modeled. The complexity of this 
model is limited by the accuracy with which the 
transfer coefficients between compartments can 
be modeled. 

The concentrations calculated for the sedi
ment, topsoil, and water subsystems are used with 
a simple ecosystem model to give radionuclide 
dose rates to man. Doses are assumed to be re
ceived by ingestion and external exposure. The in
gestion pathways modeled are drinking water, 
aquatic foods, irrigated crops, and farm animals. 
External exposure to both the water subsystems 
and the topsoil is considered. The pathways con
sidered are summarized in Fig. 2-9. 

Doses for individuals and populations are 
computed as a function of living habits and usage. 
Although estimates for the local demography are 
not possible far into the future, reasonable limits 
to potential population exposure can be devel
oped. For example, the population dose from the 
aquatic food pathway depends on the net harvest, 
not on the size of the local population. Similarly, 
the vegetable and animal pathway: depend pri
marily on the irrigation rate. Since these pathways 
are dominant, the potential population dose from 
a river system is relatively independent of the lo-
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Table 2-3. Columbia River base-case calculation of potential dose to a worst-situated individual 
with an average diet and lifestyle (rem) for 1 2 9 I and "Tc (Group 1): SRP glass waste (curies/ 
canister).15 
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Table 2-4. Columbia River base-case calculation of potential dose to a worst-situated individual 
with an avrage diet and lifestyle (rem) for fission products inventory type (Group II): SRP glass 
waste (curies/canister).15 
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Table 2-5. Columbia River base-case calculation of potential dose to a worst-situated individual 
with an average diet and lifestyle (rem) for actinide inventory type (Group III): SRP glass waste 
(curies/canister).15 
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Figure 2-9. Fathways modeled in BIODOSE. 

cal demography. Population do^es were, there
fore based on estimates of the usage rates ot the 
water system rather than on population. 

Tables 2-3 through 2-5 show dose values, 
based on the Columbia River system of usage, for 
the 53 significant nuclides per canister of Savan
nah River defense waste. Figures 2-10 through 
2-13 are time dependent plots of dose to the liver 
of an individual using surface wpter. 

Wel l -Release S c e n a r i o D o s e - T o - M a n 
Model. The dose-to-man model is intended to 
display a performance measure sensitive vo engi
neered features (including waste-form perfor
mance) in high-level nuclear waste repositories. 
This obviously precludes a long transport scenario 
that nit! k>- the effects of design factors. 

Wo would also like to choose a performance 
measure that has been used traditionallv in the 
regulation of 'he nuclear fuel cycle, i.e., individual 
dose. Acceptable population doses have been 
achieved by regulating the maximum dose to the 
public and to individuals in the nuclear work 
force 

Our measure of repository design perfor
mance is the standard man who drinks 2.2 litres of 
water per day from a well located just down
stream from the shaft of our repository. Depend
ing on the placement of the well and shaft relative 
to the repository, the standard man will receive 
dose from the flow of radioactivity from the shaft 
or through the barrier media, or both. The shaft 
radioactivity will be diluted during the flow from 
the shaft to the well. The amount of dilution de
pends on the distance of travel, as we)' as on the 
relative amounts of water flow in the shaft and 
aquifer. 

We consider a "sampling well" whose diame
ter is smaller than that of the shaft and assume 
that the withdrawal rate is slow enough to ensure 
that the magnitude and direction of aquifer water 
velocity are unaffected by well operation. Piezo-
metric heads in the aquifer also remain un
changed, and we assume that the well samples 
the aquifer water uniformly with respect to 
depths. Further, to study the "worst-case" dose to 
man, we assume that both the well and shaft are 
placed on the centerline of the repository. 
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Figure 2-10. Group I dose to liver (from Table 
2-1). 

Figure 2-12. Group III dose to liver (from 
Table 2-3). 
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Figure 2-11. Group II dose to liver (from 
Table 2-2). 

10° 101 10 2 103 10 4 10 5 10 6 

Time (yr) 

Figure 2-13. Summation of all group doses to 
liver (from Tables 2-1 through 2-3). 

Appendix F of Ref. 22 shows that, on the cen-
terline, the concentration in the aquifer, from a 
continuous source i, can be approximated by 

C = f 
4fab Ra W(<* - 2/i)x] 1/2 

(22) 

where 
7ja is the effective porosity 
b is the thickness of the aquifer 
q a is the actual water velocity 
a — Ifi is the lateral dispersion constant 

and x is the distance from the source, f. Clearly, 
we must restrict x so that the denominator is 
greater than or equal to 1. 

Let x be the distance from the shaft to the 
well. Then, if 

F s - 4 ^ a q a b k ( a - 2 M ) x | 1 / - < l (23) 

we consider an approximation based on Fig. 2-14. 
Here we assume that there are no effects from 
lateral dispersion and that a well will mix the wa
ter in the vertical direction. 
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Figure 2-14. Schematic for close-to-shaft v. all-concentration calculation, with b w = (x + d s) tan 6. 

We assume a circular shaft for which we have 
input the cross-sectional area A 5 so that its diame
ter is 

d 5 = 2 (A s / i r ) 1 / 2 

Then, from the figure, we compute 

(ds + *) v s F N S = Q 5 min 
b v , 

(24) 

where v = qn is the D'Arcy velocity in the shaft or 
aquifer and Q 5 is the D'Arcy flux in the shaft. 

For flow through the media to the aquifer, we 
compute the dilution factor by 

F M = a b q„ 7ja , (25) 

where 
a is the width of the repository 
b is the thickness of the aquifer 
q , ^ is the water velocity in the aquifer. 

In each case, F̂ ,, F v „ and F m are in cubic metres 
per year. 

In our transport and release models, we have 
computed the release function at observation 

point k to give J"(o-r,Tr;T) in units of initial inven
tory per year, e.g., canisters/year or MWe-year/ 
year, at the discretized time points Tj for nuclide-
retardation group r. We then note that 

1 
F m 

for m = S, NS, or M gives us concentration of a 
nuclide group r, e.g., canisters per cubic metre. 

We assume that our standard man consumes 
all his water from the well at the rate of 2.2 litres 
per day. Then, for example. 

„ k canisters C ;— 2.2 litres 365 days 0.001 m 3 

X : X X — 
day year litre 

gives 

0.803 ])/fr 

canisters 
year 

(26) 

of nuclide group r at observation point k with well 
scenario m = S, NS, or M. 

If we use the potential hazard tables pro
duced by the ORIGEN code in the same manner 
as we did in the "Waste Package" section, then 
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D^-Hrfr^rr,) 
= 0 . 8 0 3 ^ ^ ^ ) — ! - (27) 

F year 

is a potential hazard measure. 
The equivalent whole-body dose, 50-year 

commitment discussed in Ref. 25, provides a ratio
nal method for combining doses to different or
gans from different radionuclides into a single 
dose measure. This dose measure can then be 
used to analyze repository-engineered features. 

The basic quantity used for such a combina
tion is the "annual limit of intake" (ALI) for each 
radionuclide. If an ALI for nuclide n is ingested, 
then the 50-year dose commitment is 5 rem. 
Table 2-6 is a listing of ALI for numerous nuclides 
in becquerels (Bq); we note that one curie = 3.7 
X 101 0 Bq. 

Under our assumptions, we may write the ef
fective annual whole-body dose from nuclide n by 

DS(Ti) = 3.7xlO I 2Dj(T 1)/ALl n^51 , (28) 

where D^Tj) is from Eq. (27), with r chosen so 
that nuclide n is a member of retardation group r 
and ALIn (in Bq), the annual limit of intake, is 
from Table 2-6. 

Then, the final dose is obtained by summa
tion so that 

Dk(T0 = X D n ( T 0 v • &> 

Uncertainty in the Biological Impact Mod
els. A dosimetry subprogram is used to compute 
hazards on the basis of length of exposure and 
period of dose commitment. Doses are computed 
for the whole body and seven body organs. In 
addition, an effective "whole-body-equivalent" 
dose commitment is computed by aggregating 
doses according to their contribution to cancer 
risk. 

There is no uncertainty in the biological im
pact models as used in this work and elsewhere. 
Conceptually, they are used as a monitoring de
vice to obtain relative information. The popula
tion model is really extremely uncertain. If these 
uncertainties were incorporated in the analysis, 
the dose results recorded would be much more 
scattered than Jiey are. 

A population model is necessary to provide a 
method of cost/benefit analysis. Since we are 

Table 2-6. Annual limits of intake for nuclear 
industry workers. 
Nuclide ALI (Bq) Nuclide ALI (Bq) 

Z 4 3 A m 8 X 10 4 , 3 m N b 5 X 10 8 

2 4 , A m 8 X 10 4 , 3 Zr 2 X 10" 
2 4 0 P u 4 X 10 5 *°Sr 2 X 10* 
"'Pu 4 X 10 5 7 'Se 7 X 10 7 

^ P u 5 X 10 s 5 , N i 1 X 10' 
^ N p 5 X 10 3 , 2 6 S n 2 X 10 7 

2 3 8 u 7 X 10 5 ""Np 5 X 10 7 

a 5 U 6 X 10 5 ^ A c 2 X 10* 
234IJ 6 X 10 5 ^ R a 5 X 10 s 

r>3U 6 X 10' ^ R a 3 X 10 s 

"'Pa 1 X TO3 , 2 6 S b 2 X 10 7 

^ T h 7 X 10 4 My 2 X 10 7 

2 M T h 4 X 10 5 ! " C m 2 X 10 5 

^'Th 5 X 10 4 2 4 2 Cm 3 X 10 6 

" 7 A c 1 X 10 5 2 4 l P u 2 X 10 7 
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mainly concerned with the effects of the physical 
parameters, and how these uncertainties affect the 
long-term hazard, fixing the population model 
does nut seem unreasonable. If population dose 
becomes the accepted measure of future risk, us
ing a probabilistic population model would be ap
propriate, and much larger fluctuations in the re
sults would be expected due to population 
uncertainties. 
Monte Carlo Procedure. Uncertainty analysis 
with MISER is accomplished using a simple 
Monte Carlo approach. At each trial a full set of 
input parameters is generated and a peak dose 
and time of peak dose are computed. The input 
parameter selection may involve correlations and/ 
or constraints The computed outputs are counted 
as "hits" in the bins of a discretized output space 
to form frequency histograms and probability 
curves. A detailed discussion of the procedure as 
implemented in MISER follows. 

Nested Loops and Order of Selection. The 
Monte Carlo is written as a set of nested do-loops 
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in the code. The outermost loop involves the net
work solution of the hydrology and selection of 
heads (boundary conditions), path lengths, areas, 
and permeabilities. The second loop involves wa
ter flow speed and dispersion using effective po
rosity and longitudinal dispersivity. The third 
loop computes nuclide transport time and in
volves the geochemical retardudon factors. The 
innermost loop computes the waste release from 
the canister breach time and waste release rate. 
The user may specify the number of trials at each 
level. 

Selection of Parameter Values. The ana
lyst may specify any parameter as certain or un
certain. If uncertain, the parameter is selected 
from a specified distribution using a pseudo
random number generator which chooses a num
ber, r, from the interval [0,1]. For normal or log-
normal distributions we then compute x by linear 
interpolation in the normal (0,1) probability table 
so that prob (x) = r. if no correlations or con
straints are involved, then we choose the param
eter, p, by 

p = /x + ox if p is from normal (M,C) 
p = nax if p is from log-normal (p,r/) 
p = a + r (b — a) if p is uniform [a,b]. 

Constraints. In some cases the distribution 
specification and random selection procedure may 
choose parameters that violate physical or model 
constraints. In these cases we either rechoose or 
modify the selected parameter. In particular we 
rechoose parameters whenever 

Hydraulic head < 0 
Canister breach time < 0 
Waste dissolution time < 0. 

And, for each path, whenever 
Length < 0 
Area < 0 
Permeability ^ 0 
Effective porosity < 0 or > 1 
Longitudinal dispersivity :S 1 
Retardation < 1. 

We modify parameters as follows: 
If actinide retardation (R3) < cation fission 
product retardation, (R2), then R-, = R2 (1 
+ r). 

If longitudinal dispersivity (a) > path length/ 
10, then (v = path length/10. 

All but the last of these constraints are physi
cal. The final constraint is discussed in the section, 
"Nuclide Transport Submodel." 

The analyst may also specify that the upper 
and lower horizontal gradients are to be chosen in 
a manner such that they are equal. If, for example, 
only four heads are specified as boundary condi
tions (e.g., H U L , H U R , H L L , H L R ) , then the upper 
hor izont ' gradient is a function of H U L — H U R . 
The vertical gradient is chosen as a function of 
H L i ; — H U R . Then H L I is computed so that the 
lower horizontal gradient is equal to the upper 
horizontal gradient. 

Correlations. When the uncertain param
eters are specified by normal or log-normal distri
butions, the analyst may also specify pairwise cor 
relations. Although these correlations may not be 
well known in every case, there may be reason
able relationships based on measurement or 
model considerations. For example, if we assume 
that a given layered medium is homogeneous, 
then there is a perfect correlation be tween 
hydrogeologic parameters for each path in that 
medium. Golder Associates 2 6 have also reviewed 
numerous measurements of permeability and ef
fective porosity. In some cases they have derived 
empirical relationships of correlations. Our proce
dure is for a sequential string of pair-by-pair cor
relations in the order of choices with no feedback. 
We use the covariance matrix methodology of 
Oplinger.**' 

In particular, suppose pj and p 2 are both nor
mal (MI,CI) and Ui2,a-^, respectively, with correla
tion coefficient p. Then, choosing two pseudo ran
dom numbers, Xj and x 2 from normal (0,1), 
compute 

p , = a,X, + Mi 

Pi = P2X1 + ff2x2V 1 — P2 + M2 • 

Appropriate use of logarithmic values ex
tends this methodology to log-normal correla
tions. Figure 2-15 is a plot of normalized choices 
of two parameters chosen with correlation coef
ficient of 0.7. Figure 2-16 compares normalized 
choices for uncorrected parameters. Both plots 
are ordered by decreasing values of the solid line 
parameter, not by order of Monte Carlo trial. 
The reader may easily observe the effects of 
correlations. 

"Oplinger's methodology is written for an arbitrary number 
of parameters; however, there is currently no real justification 
for implementation in MISER. 
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Monte Carlo Output. The output space for 
peak dose and time of peak dose is a jointly dis
tributed frequency distribution. The space is 
discretized by D, = \6'n and Tj = lO1'1, i,j = 0, 
± 1, + 2,..., where I and J are the numbers per de
cade specified by the user. If, for trial, n, we com
pute peak dose, d n occurring at time t n, and if 

D, d„ < D i + i - ' i T, ^ t n < T j + 1 

we set H; j = H t j + 1 (i.e., a "hit" in this bin at 
trial n). Extraction of marginal frequency distribu
tions e.g., (2 Hj j = hj), produces a histogram 

i 
prob (Dj) = hj/N, of peak dose which, for N trials, 
may be converted to the risk curves of the follow
ing section. 
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3. Analytical Results 
Our approach to predicting the consequences 

of defense high-level waste disposal is twofold. 
First, we construct a method that relies on data 
and is representative of a repository site with a 
credible exc? ation design. This requires calcula
tion of the effects of sv.tem uncertainties and ex
cavat ion de ta i l . Secondly, we focus on a 
"basecase' (normal), uneventful, bedded-salt sce
nario with only SRP defense Hl.VV in the reposi
tory.* The basecase doses are compared with 
other doses from representative scenarios, includ
ing disruptive events and different waste form re
lease rates. We explored the effects of mine design 
features upon doses. 

The bedded-salt repository with a simple yet 
realistic excavation design is studied in the next 
subsection Basecase Repository—Uneventful 
Layered Salt." In "Alternative Waste Forms," the 
effects of a lower waste form release rate are given 
as functions of different sites and designs, and the 
effects of different health standards and future 
disruptive events are discussed. The way in which 
understanding waste form behavior affects our re
sults is studied in the subsection "Release Rates 
and Uncertainties" bv using ranges of median re
lease rates and uncertainties. The effects of mine 
design features were studied additionally under 
the subsection "Point-Source and Extended-
Source Models" in which the limitations of the 
point-source mode! (PSM) are discussed and the 
results from PSM analyses are compared with 
those from the extended-source model (ESM). We 
make a comparison study with Sandia's NWFT 
and SWIFT codes in the subsection entitled 
"Comparison of MISER and Other Models." In 
the subsection called "Sensitivity and Uncertainty 
Analyses" we look at the deterministic sensitivity 
of various parameters, the statistical correlations 
with some important parameters, and the effects 
of the selection of the number of trials have on the 
precision of our statistical results. We also look at 
extrapolations to higher confidence levels using 
lognormal distributions. 

' \r. . i l l t - r r j H w d"sii;:i - r n . l i ; . ' ivi 'uM hi' li> in t iTsper ie de-
IT-I- III VV wi th i-iimni'-'-..il «.!••!'• m .1 l i i i -pxnl repoMtnr\ 

Basecase Repository — Uneventful 
Layered Salt 
Generic Layered-Salt Repository 

Our generic, layered-salt repository model in
cludes general features of sedimentary basins con
taining bedded salt. We do not attempt to include 
specific details of any particular basin. It is in
tended as a model with the data characteristics of 
a real basin that has had a moderate amount of 
exploration. 

For our basecase, we follow the generic, 
layered-salt basin developed by Naymik and 
Thorson. 1 This basin contains a locally extensive 
bedded-salt layer that is discontinuous over the 
entire basin. Figure 3-1A shows its cross section, 
together with the assumed location of the reposi
tory. The basin consists of fivt layers. The central 
repository layer is bedded salt. It is the least per
meable and is sandwiched between two essen
tially identical shale layers. There are two outer 
layers of sandstone. These are identical to each 
other except for thickness. The horizontal distance 
from the repository to the river is 20 km. The dis
tance to the well at the edge of the accessible 
environment is 1.6 km. A vertical head drop 
approximately 5.75 m between the aquifers and x 
.orizontal gradient of 0.001 m/m are assumed. 

The repository is situated in a local area of 
high integrity where the «?lt bed is quite exten
sive. On the regional scale, there will be intercon
nections of the aquifer layers through the barrier 
rock and salt layers, possibly including joints, 
faults, and brpccia pipes. The rock parameters in 
the local area around the repository will differ 
from the regional averages because variability 
over the region is to be expected. Site exploration 
will ensure that the repository is placed in a local 
area with extra competent rock. 

Horizontal motion of waste in this study will 
assume less importance than in Naymik and 
Thorsen's study because the ratio of vertical to 
horizontal gradient has been conservatively cho
sen here as approximately 10 times greater than it 
is in their work. The lower horizontal gradient 
leads to conservative near-field doses because: 1) 
the high ratio of vertical-to-horizontal gradient 
leads to more trials with waste migrating up the 
shafts/and 2) the low dilution factor in the upper 
aquifer leads to greater individual doses in the 
near field. 
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Figure 3-1. Cross sections of far-field and near-field layered-salt repository. 

In some of our scenarios, the local area is as
sumed to contain isolated pathways, such as faults 
or fractures. These allow extra water and waste 
migration. (This is discussed in "Disruptive 
Events.") 

Generic Geologic Data 
The values of the hydrologic parameters cho

sen to characterize the repository region have 
been adopted from the LLNL Bedded Salt Report,2 

which, in turn, is supported by several authorita
tive sources, including studies by Geotechnical 
Engineering, Inc.,3 Golder Associates, Inc.,4"6 the 
LLNL Earth Sciences Department,7 and U.S. Geo
logical Survey.8 Parameters for the five layers 
(shown in Fig. 3-1B) are tabulated in Table 2-1. 
Each entry is comprised of a median value (fi) 
and, where appropriate, a geometric standard de
viation (a). 

Several correlations, constraints, and assump
tions apply to the utilization of this data by the 
MISER code for any given analysis of a repository 
siting scenario in bedded salt. The values selected 
as input parameters to characterize the geohydrol-
ogy of each flow path within a given layer are 
constant (i.e., there is no spatial variability of geo
logic parameters within a layer for a given trial 
run). Within each layer, the porosity, 77, (con
strained such that 0.0 < 77 < 1.0) is correlated to 
the permeability, k, (constrained such that k > 
0.0) by a factor of 0.8. The following correlations 
apply to the permeabilities associated with the 
various flow paths: 

• Lower salt to upper salt with correlation 
coefficient of 0.8. 

• Upper shale to upper salt with correlation 
coefficient of 0.7. 
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• Between storage rooms to upper salt with 
correlation coefficient of 0.8. 

• Along storage rooms to tunnels/shafts 
with correlation coefficient of 0.8. 

The dispersivity along any flow path is con
strained to be less than or equal to 1/10 of the 
path length. Failure to impose this constraint 
would allow the physically unreal case of material 
exiting a flow path instantaneously upon entering. 
Nuclide retardation is assumed to occur only in 
the aquifer; absorption along other flow paths is 
considered negligible because of the high con
centration of dissolved solids naturally present in 
the ground water. Retardation factors along the 
aquifer are as shown in Table 2-1 and are con
strained such that 1.0 < Group II retardation fac
tor < Group III retardation factor. 

Flow Simulation 
The defense HLW migration is simulated 

here with convective flow,'' Some believe that salt 
and shale interbeds may not allow convection un
less flawed. Migration in layered salt has been cal
culated 9 for both Brownian diffusion and convec
tive flow. For the uneventful (unflawed) case, the 
doses from the diffusion simulation were orders 
of magnitude below those from the convective ap
proach. Considering uncertainties of permeability 
of layered-salt basins, we have -hosen the conser
vative convection simulation. Also, if there is an 
undetected flaw that would allow convectht 
flow, the convective flow simulation of the 
unflawed scenario seems to provide a conserva
tive probabilistic estimate of dose. If this convec
tive flow assumption ultimately proves to be 
wrong, the appropriate diffusion calculation could 
lower results substantially. If our conservative 
forecasts are within acceptable standards, the dif
fusion approach wuuld only lead to even more 
acceptable doses. 1 0 

Monte Carlo Results 
A scenario trial requires a Monte Carlo sam

ple be taken from each of the scenario's stochastic 
parameters. The samples are then used in a deter
ministic "process" calculation. The deterministic 
result is binned in the result space.* A distribution 
of the sampled results can be plotted as shown in 
Fig. 3-2, which displays our basecase results for 
the peak AEI dose. 
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Figure 3-2. Frequency distribution of AEI 
peak dose rate for 100-trial Monte Carlo run for 
layered-salt (basecase) repository with REFER
ENCE waste form. 

A 100-trial Monte Carlo run was made for the 
uneventful salt repository with basecase design 
and borosilicate glass waste form.* A "best esti
mate" (BE) of 0.06 mrem/yr AEI dose was ob
tained and is indicated in Fig. 3-2. The 90th per
centile value in Fig. 3-2 is 10 mrem/yr and will be 
referred to as the 90%-confidence level (90CL) 
dose. This means that we have at least (because of 
our many conservative assumptions) 90% confi
dence that the future repository behavior will 
cause an AEI dose of less than 10 mrem/yr. This 
dose value is more than 100 times greater than the 
BE. To be extra conservative, we could use the 
90CL as our performance measures. 

Figure 3-3A shows the same result as Fig. 3-2, 
except the curve in Fig. 3-3A has been integrated 
to produce a cumulative curve. Although Fig. 
3-3A doesn't show the detailed structure of Fig. 
3-2, many who are using probabilistic risk in
formation prefer it. In this report, the cumulative 
form is used to display our probabilistic results. 

*Onlv the computed outputs are binned. All uncertain pa
rameters for each Monte Carlo trial are chosen from equivalent 
continuous parent distributions. 

'The dose measures are binned with 10 bins/decade. We 
have compared the results of 5 independent runs of 100 trials 
each, as well as those of a 500-trial run. Generally, the statistics 
fall within ± 2 bins and the probability-dose-is-exceeded 
accumulant plots essentially lie over each other. In the count
ing process for percentiles, we choose the first bin in which the 
count exceeds the percentile. For example, the accumulant of 
bin n may contain 89% whereas bin n + 1 may contain 97%. 
In this case, the 90th percentile is associated with bin n -+- 1 
dose values. We make no attempt to interpolate. This implies 
that, in general, the reported percentiles are on the conserva
tive side. See also "Sensitivity and Uncertainty Analyses" 
below. 
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Figure 3-3. Cumulative distributions for 
layered-salt (basecase) repository: (A) same re
sults as Fig. 3-2; (B) probabilistic results for 
million-year integrated population dose. 

Note in Fig. 3-3A that 16% of the results was 
below 10" 8 rem/yr. For these results radionu
clides did not flow up the shaft. Thus, radionu
clides had to migrate slowly through the upper 
aquitard to reach the biosphere. This either 
caused: 1) sufficient delay so that no dose was 
seen in one million years, or 2) dilution in the 
upper aquifer so great (due to the slow leakage of 
radionuclides from the upper aquitard into the 
aquifer) that 16% of the time, the peak dose ir the 
first million years was below the lowest value on 

the scale. For population dose, our basecase re
sults are integrated for one million years. Figure 3-
3B shows our basecase population dose. 

Table 3-1 is the expanded set of results for the 
uneventful scenario. Here, we have included per
formance measures of peak individual dose rate 
(rem/yr), integrated population dose (person-
rem), and peak individual radioactivity ingested 
per year (Ci/yr). Across the top of Table 3-1 we 
see the 25th, 50th, 75th, 90th percentiles, and the 
maximum value of the dose obtained in 100 trials. 
The 50th percentile is our best-estimate result, and 
in most cases is similar to the result we would 
obtain if we used all median values to describe a 
scenario. The various performance measures are 

• Limiting individual (LI): this individual 
has located his well about 0.25 km directly down
stream from the shafts. 

• Accessible environment individual (AEI): 
he is located 1.6 km downstream from the 
repository. 

• Columbia River average individual 
(CRI)*: this individual is located 20 km away from 
the repository and is part of a community that 
uses the Columbia River water system. He has an 
average use pattern, but eats only contaminated 
foods. 

• CRP dose rate: this is the dose per year to 
the population using the Columbia River water 
system. 

• CRP for 104 yr (CRP4): this is the time-
integrated population dose for the first 10,000 
years after closure of the repository. 

• CRP for 105 yr (CRP5): same as above, ex
cept time integration is for 100,000 years. 

• CRP for 106 yr (CRP6): same as above, ex
cept time integration is for one million years. 

Tables similar to this one, showing the ex
panded set of performance measures, are included 
in Appendix B. For our purposes here, we use 
only the mo»t relevant output, i.e., peak AEI and 
CRP for 106 yr (CRP6) doses as our primary dis
plays. In "Alternative Criteria," we discuss the ef
fects of using other performance measures. 

As shown in Table 3-1, the AEI best-estimate 
dose is 3 orders of magnitude below background 
radiation for a layered-salt repository with simple 
design and REFERENCE waste form. The 90CL 
dose is an order of magnitude below background. 

•We recognize that, strictly speaking, the Columbia River 
use system is appropriate only for the repository located in 
basalt. There are no salt regions of interest in the Pacific 
Northwest. However, for comparison, we will use the same 
river/population system for both media 
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Table 3-1. Expanded basecase tabular results. 
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The population dose—even at the -JOCL—is triv
ially small (about 2000 person-rem in a million 
years). These results should be biased on tru- Sgh 
side, because the release rates were not solubility 
limited, and Darcian flow in unflawed salt was 
conservatively assumed. 

Alternative Waste Forms 

In this section we discuss the effects of im
proving the waste form's release rate by compar
ing the results from a baseline release rate and a 
generic "improved" release rate. Improved release 
rates would likely result from modeling the de
tailed chemical interactions of the waste elements. 
Also, improved release rates would result from 
using a more durable waste form, such as ceramic-
like SYNROC-D." There are many possible sce
narios for which release comparisons can be 
made. In this section, we choose a representative 
set of alternative scenarios, for example, a reposi
tory design with bypass. We compare scenario 
forecasts for the two release rates using these rep
resentative scenarios. 

We compare system performance for the two 
release rates, REFERENCE and ALTERNATIVE: 
1) in layered salt; 2) in basalt; 3) with better de
sign; and 4) for alternative criteria. We also look at 
how disruptive events might change our results. 
For each scenario we tabulate the peak AEI dose 
and the integrated CRP population do.;e for 10r vr. 
For both ALTERNATIVE and REFERENCE, we 
present computer overlay comparisons of results 
with the basecase site and design. 

Figure 3-4 shows representative 100-trial his-
tograms and parent populations for REFERENCE 
(solid line) and ALTERNATIVE (dotted line) re
lease durations. The REFERENCE geometric 
mean release duration is 2 X 10" yr. For ALTER
NATIVE it is 2 X 10" vr. The geometric standard 
deviations are 10 and IT for REFERENCE and 
ALTERNATIVE, respectively. Although it does 
not occur m H^. 3-4, low-prooability, high-
re!eas!>-rate samples for both waste forms could 
be quite similar. 

Dissolution time = 1/dissolution rate (yr) 

Figure 3-4. Histogram comparison of selec
tions of median leach durations for REFER
ENCE (solid line) and ALTERNATIVE (dotted 
line) for sample Monte Carlo run (parent popu
lations are also displayed). 
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Numerically, the samples chosen from the 
distributions are truncated at 3.4 standard devi
ations. The waste form probability distribution 
functions are not presently correlated with other 
parameters, such as the flow rates past the canis
ters. We chose not to correlate the release rate in 
this work because their relationships with other 
parameters are not sufficiently known to justify 
this added model complexity. 

Our knowledge of the release rates is very 
limited. Thus, the geometric mean and standard 
deviation representing release may also be taken 
as uncertain. Therefore, we have examined the 
sensitivity of our results to these choices (see "Re-
least Rates and Uncertainties"). The analysis in 
the aforementioned subsection is actually a 
second-order uncertainty analysis, i.e., a study 
that examines the effects of uncertainty on param
eters representing first-order uncertainty. 

Basecase 
Figures 3-5A and 3-5B, respectively, show 

AEI and CRP6 doses for the layered-salt site. 
Table 3-2 summarizes the effects of using ALTER
NATIVE rather than REFERENCE. .Expanded tab
ular results for the basecase with ALTERNATIVE 
are given in Table Bl of Appendix B. Figure 3-5A 
shows that the improvement of ALTERNATIVE/ 
AEI* duse over REFERENCE/AEI dose is better 
than a factor of 10 for probabilities below the 
95CL. A general tendency, however, for the prob
abilistic curves to converge at high doses appears 
throughout our results. This indicates that there 
are other processes tending to dominate the dose 
when release rates are sampled at sufficiently 
high levels. 

Figure 3-5B shows that ALTERNATIVE/ 
CRP6 and REFERENCE/CRP6 doses are nearly 
the same at the high side of the curve. Only below 
the 70CL does the lower release rate improve the 
doses by an order of magnitude. Above the 90CL, 
the predictions are almost identical. 

A comparison of AEI/BE doses with accepted 
risk standards shows them to be orders of magni
tude below trie standards. The REFERENCE/ 
90CL/AEI dose is a factor of 50 below the 500-
mrem/yr level (used in 10CFR20 for operating 
nuclear facilities). ALTERNATIVE/90CL/AEI 

•We will use a string of system characteristics (e.g., REFER-
ENCE/CRP6/5ALT/90CL) to specify a particular case. This 
string refers to the REFERENCE waste form, the 10* yr popula
tion dose, the salt site, and the 90% confidence level. It is much 
briefer and, once it becomes familiar, provides a better mental 
picture than a string of phrases. There will be no preferred 
ordering in the string of system characteristics. 
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Figure 3-5. Comparison of REFERENCE (solid 
line) and ALTERNATIVE (dotted line) for 
basecase layered-salt and basecase design: (A) 
probabilistic results for AEI dose rate; (B) 
million-year integrated population dose. 

dose is a factor of 10 better than REFERENCE/ 
90CL/AEI dose. 

The population doses for the worst case 
shown in Table 3-2, i.e., REFERENCE/90CL, indi
cate that in the first million years there might be 
one premature cancer.* The improvement of 
ALTERNATIVE over REFERENCE for the 
90CL/CRP6 is only a factor of about 2. ALTER
NATIVE produces a net reduction of about 1200 

'We use the BEIR recommendations on biological effects as 
the conversion factor from person-rem to premature cancers. 
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Table 3-2. Comparison of REFERENCE and ALTERNATIVE waste package release for basecase site 
and design. 

AEI (rem/yr) 
Case BE 

REFERENCE 6 X 1 0 ( 

ALTERNATIVE 2 v 10 " 

person-rem in a one-million-year period, or only 
approximately 1 mrem/yr to the population when 
averaged over one million years. 

Alternative Site —Generic Basalt Repository 
Another leading candidate medium for a de

fense waste repositor is basalt. The basalt site 
currently being investigated is at the Hanford Res
ervation. This is located on the Columbia River 
Plateau, which is a vast upland built of relatively 
recent basalt flows. Our description and model of 
the basalt repository' closely follows a description 
developed by Colder Associates, Inc. (1978)." 

Typical basalt basins are made up of layered, 
extrusive igneous rock caused by multiple flows 
of hot. low-viscosity molten rock. Individual ba
salt flows generally range from a few feet to tens 
of feet thick, but with some flows exceeding 200 ft 
in thickness. 

The source of the Columbia River Plateau ba
salt was not from a single central vent or series of 
them, but from a series of fissures, each of which 
was several miles long. An individual flow was 
probably fed by several fissures erupting simulta
neously. The flows spread almost like water for 
great distances. 

These flows sought the lowest places, filling 
the old valleys and encroaching on the flanks of 
hills and mountains. In time, the original topogra
phy was buried and a relatively flat basalt plain 
was constructed. As the flows spread over a re
gion, they interrupted the drainage, damming 
streams, and giving rise to local lakes and swamps 
in which sediments accumulated. Because the 
Miocene climate was considerably more moist 
than at present, the processes of weathering, ero
sion, and deposition could rapidly transform an 
initially barren flow into one of rich soil and 
abundant vegetation. The landscape that was de
veloped on the top of one lava flow was buried 
beneath the next flow, creating interlayers of vari
ous thickness between basalt flows. When succes
sive eruptions were close in time, the buried sur
face was relatively smooth and barren, consisting 

CRP6 (pei5on-rem) 
90CL BE 90CL 

1 X 10 - 2 X 10 2 2 x 1 0 s 

X 10 ' 1 X 10' 8 X 10 : 

only of a slightly weathered treeless surface from 
the preceding flow. 

Thus, thick basalt sequences consist of com
plex interlayering of dense but strongly jointed 
basalts, clays, sands, and gravels. The basalts may 
be expected to have fracture permeability and the 
sands and clays interstitial permeability. Some 
layers oi basalt are significantly less fractured and 
the repository would presumably be placed in one 
of these. Some of the clay layers can also be of 
low permeability. A complex flow regime can re
sult. Figure 3-6A shows a generic basalt basin. 

In basalt basins, sources of fresh water are 
likely to be tapped by wells. Aquifers within se
quences examined to date tend to contain fresh 
water. The basalts studied are located in a desert 
environment. Thus, the potential release of waste 
through wells is a critical factor in the suitability 
of basalts for defense HLW repositories. 

It is not practical, at this time, to model each 
of the numerous, rather thin, basalt flows and 
interbeds found within a thick basalt sequence. 
Instead, equivalent thicknesses of rock layers are 
used. These equivalent thicknesses are based on 
the estimated percentages of five types of layers 
existing in basalt sequences. They are 

• Dense, relatively unfractured basalt. 
• Fractured and weathered basalt. 
• Coarse-grained interbeds and volcanic 

rubble. 
• Fine-grained interbeds. 
• Very dense basalt. 
Our generic basalt model includes general 

features of flood basalt basins. It is not a simula
tion of any particular site, but rather it is modeled 
to have characteristics similar to those of a real 
site with moderate exploration. The basin mod
eled includes an extra-competent layer of very 
dense basalt in which the repository is placed. The 
design of the repository is the same as the design 
used in layered salt and is shown in Fig. 2-4. The 
basin is simulated by six layers shown in Fig. 
3-6B. Because of their similar permeabilities, the 
fine interbeds and dense basalt layers have been 
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Figure 3-6. Near-field and far-field cross sections of layered-basalt basin: (A) regional configura
tion; (B) near-field configuration used in this study. 
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modeled as j single hydrologic element. Directly 
above the very dense basalt layer is a permeable 
liver of sand and gravel. This provides a highly 
conductive pathway where the waste can move 
horizon talk towards any vertical pathway to the 
upper aq'lifer. The very dense basalt, coarse 
interbeds, fine interbeds, and dense basalt 'ayers 
are sandwiched between two aquifers consisting 
mainlv of fractured basalt. These two layers are 
essentially identical to one another. 

As in the lavered-salt repository scenario, the 
well is issumed to be located 1.6 km from the 
edge of the repository The river is assumed to be 
located 20 km away. 

Generic Basalt Repository Geologic Data. The 
values of the hvdrologic parameters chosen to 
characterize this region have been adapted from 
those reported by Golder Associates, Inc.6 Table 
3-3 summarizes these parameters for the six layers 
shown in Fig. 3-6. Each entry consists of a median 
value (M) and, where appropriate, a geometric 
standard deviation (<r). The vertical artesian head 
between the two aquifers is taken as 5 m, and the 
h o r i z o n t a l gradient is c h o s e n as 0.001 
m/m. 

The selection of input parameters from the 
basalt data base is subject to a set of correlations, 
constraints, and assumptions similar to those pre
viously described for bedded salt. Again, the 
MISER code assigns onlv one set of values, ran
domly chosen from the appropriate distributions, 

tc all the hydrologic input parameters uied to 
characterize the flow paths within a single laypr 
for a given trial run. Within each layer, the poros
ity (»j) is correlated to the permeability (k) by a 
factor of 0.8; however, no correlations au- as
sumed between media layers. All choices of 
permeaDility are constrained to be greater than 
zero, and all porosity choices are greater than zero 
but less than or equal to one. The distribution of 
.tquifer porosity values is truncated at 0.4 to pre
serve the reported range (i e., minimum = 0.01, 
preferred = 0.25, maximum = 0A). Again, the 
dispersiviry along any flew path is constrained »o 
be less than or equal to 1/10 of the path length. 
Retardation factors along all flow paths are con
strained such tha. 1.0 = Group ' < Group II < 
Group III. 

Results. Figures 3-7A and 3-7B show the proba
bilistic results comparing doses from the basalt 
and salt sites for the AEI and CRP6 doses. The 
layered-salt curves are labeled "S" and the basalt 
site predictions are labeled ' Ba." First we notice 
for ALEI and CRP6 that the basalt doses are gener
ally higher than the salt doses. Also, the differ
ence in the doses for basalt and salt becomes 
smaller, the higher the dose. For the CRP6 dose, 
the difference nearly disappears at about the 
70CL. This is true for either the alternative site or 
the alternative waste form. This implies that for 
high doses, there is very little sensitivity of CRP6 
to alternative sites or, for that matter, alternative 
waste forms. 

Table 3-3. Hydrologic parameters —unflawed basalt. 
Vertical permeability Porosity 

M (cm/s) a M a 

Aquifer 
(upper and lower! 
Fine interbeds and 
dense basalt 

5 X W 

io- 7 

7.63 

3.87 

0.2 

0.05 

2.4 

1.7 
Coarse interbeds 10 3 3.87 0.25 1.13 
Very dense basalt 5 X 1 0 " B 3.6 0.002 1.6 
Fracture zones, 
Tunnels, shafts 5 •< 1 0 " 3.87 0.002 1.6 

f a 
Vertical gradient 0.02 m/m 2.0 
'lorizontal gradient 0.001 m/m 2.0 
Dispersivitv 50 m 2.5 
Horizontal permeability 
of dense basalt (betvveen rooms) 

5 X 1 0 ' cm/s 3.16 

1.0 

Group I 
a 

Certai in 
It 

10 ! 

Croup 11 

3.87 

Group III 
Retardation factor 
(along all media paths! 1.0 

Group I 
a 

Certai in 
It 

10 ! 

Croup 11 

3.87 l C 3.87 
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Peak dose (rem/yr) 

(A) 

Integrated population dose 
to 10 6 yr (person-rem) 

(B) 

Figure 3-7. Comparison of ALTERNATIVE 
(dotted lines) and REFERENCE (solid lines) 
risks for basalt (Ba) and layered-salt (S) reposi
tories: (A) AEI peak dose rate; (B) CRP6 dose. 

The second item of note is that the alternative 
waste form release rate makes a bigger difference 
when used in the salt repository than when it is 
used in a basalt repository. For example, at 50CL, 
the waste form difference in salt is a factor of ap
proximately 30 and a factor of 10 in basalt. At 
90CL, it is 10 for salt and 4 for basalt. This again 
points out, the higher the predicted dose, the less 
effect a change of waste form has in reducing it. 
This result is due to other physical attributes of 
the excavation and transport which cause low 
dose rates, even when high release rates have 
been sampled. 

In Table 3-4, the AEI dose is a maximum of 
lmrem/yr for REFERENCE/BASALT/BE. This 
dose increases to a value of 40 mrem/yr for 
REFERENCE/BASALT/90CL. For ALTERNATIVE/ 
BASALT/90CL, there is an improvement to 10 
mrem/yr, a factor of 4, due to waste form im
provement. All AEI doses shown in Table 3-4 are 
at least a factor of 10 below natural background 
radiation. 

The largest best-estimate population dose in 
Table 3-4 is for BASALT/REFERENCE. It is 1000 
person-rem accumulated in one million years. The 
largest 90CL dose in the table is 2000 person-rem. 
This occurs for SALT/REFERENCE, BASALT/ 
REFERENCE, and BASALT/ALTERNATIVE. 
SALT/ALTERNATIVE is 800 person-rem. 

It is estimated that 2000 rem to the population 
creates less than 40% probability that a single pre
mature cancer will occur. If a salt repository is 
chosen, our prediction at the 90CL is that the 
ALTERNATIVE waste form will improve the sys
tem performance by reducing population dose 
about 1000 person-rem in one million years. This 
leads to about 20% reduction in the probability of 
the repository causing a single premature cancer 
in a million years. 

Contrary to the trend for die AEI dose, the LI 
dose for basalt is substantially lower than that for 
salt (see Fig. 3-8). A BASALT/LI/90CL dose reduc
tion 4 orders of magnitude (from about 200 

Table 3-4. Comparison of waste form release rates for alternative sites. 
AEI (rem/yr) CRP6 (person-rem) 

Waste form Site BE 90CL BE 90CL 

REFERENCE 

ALTERNATIVE 

SALT 
BASALT 
SALT 
BASALT 

6 X 1 0 s 

1 X 10 ' 
2 X 1 0 - 6 

1 X 1 0 J 

1 X 1 0 ' ! 

4 X 10-= 
1 X 10 ' 
1 X 10 = 

2 X 10= 
1 X 10' 
1 X 10' 
5 X 10= 

2 X 10' 
2 X 10' 
8 X 10= 
2 X 10' 
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are given in Appendix B in Tables B2 and B3, 
respectively. 

Alternative Design 
In situations where the waste forms dissolve 

fairly rapidly, it has been shown that design fea
tures can have a strong effect on near-field 
doses. 1 2 To analyze the possible effects of design 
on predicted doses, we have calculated the doses 
with a hydraulic bypass as shown in Fig. 3-9. The 
development of an optimum design was not com
pleted for this analysis. The effects of the bypass 
on the AEI and CRP6 doses were relatively large 
(see Table 3-5). It also had major effects on some 
other performance measures. For example, it dras
tically changed the flow patterns in the system. 

We chose a bypass just below the salt layer as 
shown in Fig. 3-9. The mined configuration is 
shown in the plane view of the bypass horizon. It 
consists of 23 storage-like drifts running along the 
direction of the horizontal regional flow gradient. 
The side view shows that the upstream side of the 
bypass starts to the left of the return air shaft and 
is located 120 m below the storage area. It extends 
for 100 m beyond the storage area and discharges 
into seven vertical shafts with an area of 100 m~ 
each. 

For water originally in the storage room to get 
to the bypass requires that it flow through at least 
100 m of salt barrier, either horizontally out the 

Top view: bypass horizon 

D 
Shafts 

Figure 3-9. Layout of hydraulic bypass used in alternative design scenario (arrows indicate direc
tion of flow when bypass is used; flows are significantly different from those shown in Fig. 2-2). 
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Figure 3-8. Comparison of LI peak dose rates 
for basalt (Ba) and layered-salt (S) repositories. 

mrem/yr at the 90CL/SALT to 0.04 mrem/yr for 
90CL/BASALT) in basalt is due to slower migra
tion of much of the waste and water through the 
rock above the storage area. Hence, in the case of 
basalt, less radioactivity flows up the shafts and, 
in many more cases, water flows down the shafts. 
Thus, we get substantially lower LI/BASALT 
doses. 

Expanded tabular results for basalt with 
REFERENCE and ALTERNATIVE waste forms 
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Table 3-5. Comparison of REFERENCE and ALTERNATIVE waste form for alternative designs. 

Design 
AEI (rem/yr) CRP6 (person -rem) 

Waste form Design BE 90CL BE 90CL 

REFERENCE 

ALTERNATIVE 

w / o BYPASS 
BYPASS . 
w/o BYPASS 
BYPASS 

6 X 10" 5 

< 1 X 1 0 1 5 

2 X 1 0 * 
< 1 X 1 0 " u 

1 X l O 2 

2 X 10" 4 

1 X 10" 3 

3 X 1 0 - 5 

2 X 1 0 2 

< 1 X 10" 7 

1 X 10 1 

< 1 X 10" 7 

2 X 10 3 

2 X 10' 
8 X 10 2 

2 X 10° 

end of the storage area or downward to the by 
pass. The bypass width is the same as the storage 
area shown in Fig. 2-4. Thus, nearly all upward 
flow from the lower aquifer will be intercepted by 
the bypass before it gets to the defense HLW stor
age area. 

The permeability and effective porosity of the 
bypass is that of gravel. This choice effectively 
eliminates all upward flow of nuclides in the 
shafts. It causes a downward or horizontal (left-
to-right) flow through the repository to the bypass 
for all Monte Carlo trials. This increases the time 
of initial radionuclide emergence at the AEI well 
from 6700 to about one million years for the me
dian value case, thus, keeping hazardous material 
confined to the repository for much longer times. 
The flow patterns observed when the bypass is 
included are roughly shown by arrows in Fig. 3-9. 
The flows in the shafts for the basecase (without 
BYPASS) are nearly always in the opposite 
direction. 

Results. In Figs. 3-10A and 3-10B, we see that 
the dose is reduced by a factor of at least 10 for all 
confidence levels below 95CL when the hydraulic 
bypass is in place. AEI and CRP6 doses were ob
served only in 30 to 35% of the trials when the 
bypass was included in the repository design. 
Thus, the "best-estimate" dose for both REFER
ENCE and ALTERNATIVE is zero. 

With the bypass, there is a reduction of about 
a factor of 50 in individual dose at the high-dose 
side of the curve for AEI/REFERENCE. Changing 
to ALTERNATIVE does not improve the predicted 
AEI dose at the 50CL when the bypass is used. It 
improves the AEI dose rate by 0.2 mrem/yr at the 
90CL. As one moves to lower confidence levels, 
the percentage of reduction in dose over the 
basecase (without BYPASS) becomes very large. 
For example, at the 50%-confidence level, this fac
tor is unbounded. 

The BYPASS-without-ALTERNATIVE design 
improves the basecase performance, both for AEI 
and CRP6, by a factor of better than 5 more than 
the ALTERNATIVE-without-BYPASS design. 
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Figure 3-10. Comparison of REFERENCE 
(solid line) and ALTERNATIVE (dotted line) 
for basecase (B) and hydraulic bypass (HB) de
signs in bedded-salt repository: (A) AEI peak 
dose rate; (B) CRP6 dose. 
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Including both the BYPASS and improved 
waste form (i.e., BYPASS/ALTERNATIVE) de
creases the BYPASS/REFERENCE dose at the 
high-contidence levels by about a factor of 5. 

Improvements in the population dose inte
grated for one million years are substantial. At 
50CL, the improvement is at least a factor of 108 

for both waste forms. At the 90CL, it is an im
provement of 100 for REFERENCE and 400 for 
ALTERNATIVE. This can be compared with a re
duction in CRP6/90CL dose by a factor of only 2 
when the improved waste form is used without a 
bypass. 

The derived population dose benefit obtained 
from changing to ALTERNATIVE is zero at 50CL 
and only 18 person-rem at 90CL when there is a 
bypass. 

Another interesting observation, which is not 
strongly sensitive to model assumptions, is that 
the LI dose was zero for all trials when there was 
a bypass. This is caused by water flowing down 
the shafts for every Monte Carlo trial when the 
bypass was part of the design. Upward flow in the 
shafts occurs about 80% of the time for the 
basecase. When the flow is downward, LI receives 
no dose because the LI well is downstream of the 
shafts, but upstream of the storage areas. 

Expanded tabular results for the bypass stud
ies appear in Tables B4 and B5 in Appendix B. 

Disruptive Events 
To determine the magnitude of the hazard if 

future disruptive events occur, we have examined 
events in our basecase salt repository, which we 
consider both sufficiently probable and also likely 
to lead to high doses. These events must disrupt 
the flow system enough to cause significantly 
higher doses than those of the uneventful sce
nario. There are, of course, very low probability 
scenarios that could lead to high consequences. 
There is, for example, a meteorite direct hit. This, 
however, has such a low probability of occur
rence, i.e., a 0.1% chance during a time period ap
proximating the age of the earth, that its risk is 
considered negligible.13 Another type of unin
teresting scenario, for example, is the repository 
site receiving a substantially large rainfall, say 
twice seasonal average in the next 10,000 yr. This 
has a high probability of occurrence, but its im
pact on the long-term hydrology would be insig
nificant. Thus, the consequences will lead to no 
effective change in the results from the uneventful 
scenario. Numerically, we handle this as an un
eventful scenario. 

Scenarios. The scenarios we feel are important 
in our first-order uncertainty analysis are a fault, a 
failed (i.e., a future drilling or undetected) 
borehole,* deteriorated backfill, and breccia pipe 
formation. 

Our approach has been to choose what we 
consider to be conservative assumptions to make 
the scenarios consistent with our modeling ap
proximations, i.e., the event occurs early by 
1000 yr after closure. This should lead to worse 
consequences than if the event were to occur at 
late times. The second assumption is that we have 
chosen the event to occur at a particularly bad 
location in the repository, i.e., at the downstream 
edge of the repository (see Fig. 3-11). This pro
duces flow so that recharge is more likely from 
both the lower aquifer and the shaft into the ex
cavation. On the average, this should lead to 
larger flow speeds and more radionuclides mov
ing through the flow path than at upstream loca
tions. There will, however, be sets of parameters 
that might lead to individual trials with worse re
sults for upstream locations and different event 
times. Analyzing these possibilities is beyond the 
scope of this work. A third assumption is that if a 
flaw occurs at more than 10,000 yr after closure, its 
effect on waste migration is insignificant. This as
sumption is useful numerically, and is consistent 
with the 10,000-yr period of interest dictated by 
EPA and NRC draft policy statements. 

Figure 3-12 shows the cumulative distribution 
functions for the disruptive event scenarios for the 
AEI dose. Table 3-6 summarizes these results. We 
see that, at the 90% level of confidence, the maxi
mum increase in dose to AEI/REFERENCE is no 
more than an order of magnitude above the un
eventful case. This occurs for fault slippage, which 
has a fairly low probability of occurrence. 

For the 90CL, the deteriorated backfill and 
the breccia pipe consequences lead to doses about 
the same as the uneventful case for the REFER
ENCE waste form and AEI individual. This is due 
to the higher effective porosities for the deterio
rated backfill, which lead to slower migration 
rates than the uneventful case, even though the 
permeability is higher. The borehole produces 
high velocities and is recharged by large amounts 
of water in the system. 

In Tables 3-6 and 3-7, the largest BE/AEI/ 
EVENTFUL dose is only 6 mrem/yr. This is over 

"Undetected-flaw scenarios art' defined as eventful scenar
ios. In our steady-state flow model, flaws caused by future 
events and undetected flaws are treated in the same manner, 
i e., as though they existed from the time of closure. 
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Well at edge 

Figure 3-11. Disruptive event scenario (flaw is located at downstream edge of repository, thus 
providing easy flow path to aquifer). 

Table 3-6. Eventful scenario "best-estimate" doses. 
Deteriorated Breccia 

Uneventful Fault Borehole backfill pipe 

AEI REFERENCE 6 X 1(T 5 6 X 1 0 " 3 5 X I I P 3 6 X 10" 4 3 X MT 4 

(rem/yr) ALTERNATIVE 2 X 10"' 4 X 1<T 4 6 X N T 4 3 X N T 5 4 X 1 ( T 5 

CRP6 REFERENCE 2 X 10 1 2 X 10 3 1 X 10 3 1 X 10 3 3 X 10 2 

(person-rent) ALTERNATIVE 1 X 10 1 4 X 10 z 4 X 10 2 9 X 10 1 5 X 10' 

Table 3-7. Eventful scenario 90% confidence level doses. 
Deteriorated Breccia 

Uneventful Fault Borehole backfill pipe 

AEI REFERENCE 1 X 1<T2 1 X 10 ' 8 X 10" 2 1 X 10" 2 1 X 1 0 " 2 

(rem/yr) ALTERNATIVE 1 X 1 0 - 3 6 X 10" 2 4 X H P 3 2 X 10 ~ 3 5 X 10 3 

CRP6 REFERENCE 2 X 10 3 3 X 10 3 3 X 10 3 2 X 10 3 2 X 10 3 

(person-rem) ALTERNATIVE 8 X 10 2 2 X 10 3 3 X 10 3 2 X 10 3 9 X 10 2 
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Figure 3-12. Comparison of eventful and un
eventful AEI risk curves (REFERENCE and AL
TERNATIVE waste forms are solid and dotted 
lines, respectively). Results from scenarios: (A) 
uneventful; (B) slipped fault; (C) failed 
borehole; (D) deteriorated backfill; (E) breccia 
pipe formation. 
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an order of magnitude below background. Our 
highest 90CL dose is only about background radi
ation. This occurs for a low probability event, i.e., 
fault slippage. For the borehole case, we have 
conservatively assumed that it intersects a storage 
room and not a pillar. The storage room penetra
tion leads to a higher dose but the likelihood of its 
intercepting a storage room is only 1/3 as high as 
that for a pillar. 

The largest population dose (90CL/ 
REFERENCE) is 3000 person-rem from a slipped-
fault scenario. This is only 150% of the uneventful 
case dose. It is an insignificant population dose 
when compared with any other measure of risk. 
Over a one-million-year disposal period, the 
repository has about a 50% probability of produc
ing a single premature cancer, even if fault slip
page occurs soon after closure. 
Event Probabilities. The risk from all the im
portant scenarios can be incorporated into a single 
probabilistic curve, which provides a single mea
sure of performance. The information necessary 
for this curve is the probability for the occurrence 
of each of the scenarios, an assumption that the 
probability of two events occurring is much small
er than one, and the choice of a representative 
disruptive-event set of parameters for each class 
of scenarios. 

Since we are doing a first-order uncertainty 
study (and we consider the introduction of the 
disruptive-event scenarios as a first-order correc
tion of the uneventful consequence analysis), we 
have the probability of the event to occur (e.g., 
occurrence per year at the site) as our first-order 
uncertainty associated with that scenario. Incorpo
rating an uncertainty on the rate of occurrence 
would lead to a second-order uncertainty analysis, 
which would clearly test our computational ca
pabilities and would be unlikely to change our 
results significantly. 

The disruptive-event scenarios we have con
sidered for bedded salt are deteriorated backfill, 
failed borehole, fault slippage, and breccia pipe 
formation. 

• For deteriorated backfill, we have re
viewed the literature and found a large probabil
ity of occurrence.14 Other studies (e.g., Ref. 6) 
have been less pessimistic and, in fact, have not 
even considered this event important enough to 
incorporate in their findings on scenario analysis. 
We feel that we are being conservative by choos
ing a probability of occurrence of 0.2 in 10,000 yr. 

• For failed borehole scenarios, we have 
used values obtained from Ref. 13. Here we are 
looking at several physical situations. The first is 

that of the boreholes, which have been drilled to 
explore site characteristics. This might lead to seal 
failure. The second is undetected boreholes from 
previous exploration for resources. The third is fu
ture inadvertent drilling. Reference 13 gives val
ues of 1 0 _ s for an undetected borehole. Careful 
policy should restrict site exploration damage to 
zero. Under loss of adrninistrative control Arthur 
D. Little, Inc., has given a probability of 10 - 2 dur
ing the first 200 yr for future drilling. If one as
sumes this rate as constant for 104 yr, the prob
ability of at least one drill hole occurring in a 
bedded salt repository is 0.4. Since the analysis13 

was for a repository area several times larger, we 
have chosen 0.1 as our estimate of a failed 
borehole (i.e., a future drilling). 

• Faulting is given by various studies6 1 4 as 
having a probability in 10,000 yr from a high of 
5 X 10 " 3 to 10~6. We choose a conservative 
order-of-magnirude estimate of 10~3. We also as
sume that once the fault opens, it remains open 
for the duration. This is probably not the case, but 
it is conservative and allows the computation to 
be done with a steady-state model. 

• Breccia pipe formation is estimated13 to 
occur in bedded salt with a frequency of about 
10 _ 8/yr. Thus, for 10,000 yr, we get approximately 
a 1 0 - 4 probability of occurrence. Expanded tabu
lar results for the breccia pipe formation analyses 
are given in Tables B12 and B13 of Appendix B. 

Table 3-8 summarizes the rates used in cal
culating the probability of seeing a particular sce
nario in the next 10,000 yr. These lead to the 
curves shown in Fig. 3-13. The curve can be read, 
for example, as a model prediction that there is a 
0.01% chance of seeing a dose greater than 130 
mrem/yr from a fault slippage at the site for a 
REFERENCE waste form. Thus, we believe with 
99.99% confidence level that not more than 130 
mrem/yr will be received by AEI from a future 
fault-slippage scenario with REFERENCE waste 
form. 

When we sum the effects of all the scenarios, 
we get the curves for REFERENCE and ALTER
NATIVE shown as total risk. We predict with 90% 

Table 3-8. Scenario probabilities. 
Scenario Rate of occurrence 

Deteriorated backfill 2 X 10" 5/yr 
Failed borehole 1 X HT 5/yr 
Faulting l (r 7 /yr 
Breccia pipe formation 10 s /yr 
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confidence that the future AEI/ALTERNATrVE 
dose will be below 3 mrem/yr. This is a factor of 
30 below background radiation. 

Finally, Fig. 3-14 compares the total risk curve 
with the curve we would get if we assumed that 
all future disruptive events lead to insignificant 
changes in the system hydrology. Table 3-9 is ex
tracted from Fig. 3-14 to compare BE and 90CL 
AEI doses for both waste forms for the disruptive-
event and basecase scenarios. One can see for a 
given confidence level that there is very little 
change in the cumulative distributions. This im
plies that the major risk sensitivities in a perme
able layered-salt system are due to inability to 
measure and predict the process of a given sce
nario, not the effects of disruptive events. Thus, 
we could have arrived at excellent approximations 

without a very careful scenario analysis. Excava
tion parameters and dynamic processes are the 
most important considerations in our forecasts. 

Expanded tabular results for disruptive event 
scenarios with REFERENCE and ALTERNATIVE 
waste forms are presented in Appendix B in 
Tables B6 through B13. 

Alternative Criteria 
The curve labeled 104 in Fig. 3-15B shows the 

population dose accumulated to 10,000 yr after 
closure (the time frame of interest to NRC and 
EPA). For this performance measure, only 29% of 
the samples had sufficient transport velocity to 
lead to a measurable population dose. The best-
estimate dose is zero. The 90th-percentile dose is 
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Figure 3-14. Comparison of basecase (B) and 
disruptive-event (D) risk curves for REFER
ENCE (solid line) and ALTERNATIVE (dotted 
line). 

an extremely small 0.2 person-rem in 1G4 yr. This 
population dose is about what one person re
ceives from natural background radiation in one 
year. 

The 104 curve is but one of many different 
performance measures that can be devised for a 
repository system. No definitive national standard 
exists with which forecasts can be unequivocally 
compared. Traditional standards have been cast 
into two types: the first protects the individual, 
and thus the local environment; the second type 
protects the population and is more global in na
ture. In developing our capability, we have con
sidered both types of results. 

There are several locations where it seems 
reasonable to forecast the individual dose. In our 
scenario, fresh water is available from the upper 
aquifer. We thus chose three different locations 
leading to the LI, AEI, and CRI doses. The first 
dose is from a well just downstream from the 
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Figure 3-15. Comparison of effects on risk 
curves of different potential safety standards: 
(A) effects on individual peak dose of locating 
"observation" point at different places; (B) ef
fects of changing period over which population 
dose is integrated. 

Table 3-9. AEI dose comparison of waste forms for eventful and uneventful scenarios (rem/yr). 
Uneventful Eventful 

Waste form BE 90CL BE 90CL 

REFERENCE 
ALTERNATIVE 

6 X 10 
2 X 10" 

5 

6 
i x nr 2 

1 X 10" 3 

2 X 10 4 

6 X 1 0 ~ 6 

2 x 10-
3 X 10-

2 

3 
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shafts. The second is a well 1.6 km from the 
repository edge and the third (CRI) is an average 
individual who lives in the Columbia River water 
use system. Figure 3-15A compares these individ
ual REFERENCE and ALTERNATIVE doses for 
our basecase. 

From Fig. 3-15A, it is obvious >hat the choice 
of performance measure can greatly influence the 
predicted level of dose. The peak dose ranges 
from 5 to 6 orders of magnitude, between the CRI 
^nd LI doses. For comparison, the difference be
tween using different waste forms is only about a 
factor of 10 for U. It is reassuring to note that the 
largest BE peak individual dose using any of the 
performance measures is only 2 mrem/yr. At the 
90% confidence level, the LI dose rate is 200 
mrem/yr. For the ALTERNATIVE/AEI/90CL case, 
we have 1 mrem/yr. For REFERENCE/CRI/90CL. 
we forecast 2 X 10 ~4 mrem/yr (about one-
millionth of background radiation). 

We see for the highest doses that the ALTER
NATIVE waste form is not especially effective in 
lowering dose rate (cf. the LI/90CL dose rates). 
ALTERNATIVE does, however, reduce doses by 
about a factor of 10 for all the performance mea
sures below the 80CL. If we introduce a bypass in 
the design, the LI dose rate becomes zero and the 
AEI/90CL dose rate is reduced by a factor of 50. 
Since the AEI dose rate is less sensitive than the 
LI dose to alternatives like the bypass, it is the 
more robust performance measure. It also is closer 
to the prescription for performance assessment 
given in draft 40CFR191 than the LI performance 
measure. 

Choosing a population risk measure is as dif
ficult as picking an individual dose measure. 
Figure 3-15B shows three integrated dose periods. 
The 104-yr dose curve is the one apparently fa
vored by EPA. With our system parameters, the 

10"*-yr integrated population dose only measures 
the unreliable front end of the radioactive pulse. 
This results in CRP4 doses being 4 orders of mag
nitude below the 105- and 106-yr doses. CRP4 is 
essentially dealing with model noise. Thus, we 
have used the more reliable 106-yr integrated dose 
as our conservative population dose performance 
measure. 

In Fig. 3-15B, we note that there is little differ
ence at 90CL for the 105- and 10b-yr integration 
periods. There is also no major improvement in 
the 106-yr integrated dose if ALTERNATIVE is 
used instead of REFERENCE. The dose is more 
sensitive to waste form at 90CL if a lO^-yr integra
tion period is used. The largest integrated dose in 
Table 3-10 is below the dose that would be ex
pected to lead to one premature cancer death, 
whether REFERENCE or ALTERNATIVE is used. 

Release Rates and Uncertainties 

Our choice of release rates and their uncer
tainties (as represented bv the median and geo
metric standard deviation of a lognormal distribu
tion) is an important consideration for the purpose 
of this work. Thus, we have studied the effects of 
our choices of these parameters. We use waste 
form release rates and uncertainties different from 
our basecase, REFERENCE, and our improved 
waste form, ALTERNATIVE, to see how they af
fect repository safety. This takes the form of a 
sensitivity study over median release rate (U) 
from 10" 8 /yr to 10~3/yr, and for geometric stan
dard deviation (S) representing uncertainties of 10 
and 100. 

For U = 10'Vyr and S = 100, approximately 
98% of the time the sampled release rate would be 
between 10" 2 /yr and 10 ' 1 0 /yr . If 5 = 10, then the 

Table 3-10. Comparison of RcFERENCE and ALTERNATIVE waste forms for alternative criteria. 

Individual dose ( rem/yr) 
Best estimate 90?r confidence level 

LI AEI CRI LI AEI CRI 

REFERENCE 
ALTERNATIVE 

2 x 10 ' 
I v 10 ' 

6 •; 10 5 

2 x 10 » 
3 X 10 ' 2 X 1 0 ' ' 
1 :•; 10 '" 1 X 10" ' 

Population dose (person-rem) 

1 X 10 2 

1 X 10 ' 
2 X 1 0 : 

2 X 10 " 

Best est imate 90% confidence level 
10' yr 105 yr 10* yr 10'yr 1 0 5 y r 10* yr 

REFERENCE 
ALTERNATIVE 

<2 A 10 8 

• 1 0 " 
9 • 10° 
4 < 10 ! 

2 X 10 2 

1 X 10' 
2 X 1 0 ' 
2 X 1 0 ' 

9 X 10 2 

2 X 10 2 

2 X 10' 
8 X 10 ! 
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same percentage of samples would be chosen be
tween 10~Vyr and 10~8/yr. 

In Table 3-11, we compare our basecase REF
ERENCE release rate model with one with a fac
tor of 10 larger uncertainty, as modeled by a log-
normal distribution with a geometric standard 
deviation of 100. For the basecase, S is 10. The 
basecase median release rate is U = 5 X 10 _ 6/yr. 
We see for this U that the 90CL doses are identical 
for S = 10 and S = 100. 

For the BE doses, the ratios of basecase doses 
to "larger uncertainty" doses range from 2 to 10. 
Thus, for this comparison, we see that the doses 
are sensitive to uncertainty at the 50CL (BE), but 
not at the higher confidence level of 90%. 

Figures 3-16 and 3-17 show how the 90CL, 
BE, and 25CL change with respect to median re
lease rates. The S = 10 curves are represented by 
solid lines and S = 100 doses by dashed lines. 
Figure 3-16 displays LI and AEI doses. Figure 3-17 
shows the CRP6 doses. The dotted lines show 
curves where the percent change of peak dose is 
equal to the percent change of median release 
rate, i.e., if the release rate changes by a factor of 
10, so will the peak dose. 

Figure 3-16 shows that, for the 25CL and BE 
curves, die percent change in dose nearly equals 
the percent change in median release rate for 
U = 10"8/yr to 10~3/yr. For CRP6, this is true 
only for median release rates less than 10~4/yr. 

For low-dose levels, as depicted by the 25CL 
curve in Figs. 3-16 and 3-17, the doses are consis
tent with a model linearly proportional to release 
rate. Thus, if we were to know the 25CL dose at, 
say, U = 10~8/yr and the proportionality con
stant, we could predict within an order of magni
tude, the 25CL dose at median release rates as 
high as 10~3/yr. This is true for the BE and 25CL 
levels for the individual dose curves. It is also true 
for the CRP6/25CL and BE curves with U < 
10"4/yr. 

For the more important high doses, e.g., the 
90CL dose, the linearity of the doses with respect 

to median release rate does not occur for U > 5 
X 10 _ 7 /yr . This is best exemplified by the 
LI/90CL dose shown in Fig. 3-16. Above U = 5 X 
10 _ 7 /yr median release rate, the curve is almost 
flat Thus, the sensitivity to U is nearly zero in this 
domain. The sensitivity to S is also nearly zero in 
this domain, as the 90CL dashed and solid curves 
are almost identicaL 

The same nonlinear effect that occurs for 
LI/90CL occurs for all the curves. This effect is 
nearly as pronounced for the CRP6/90CL (shown 
in Fig. 3-17) as it is for LI/90CL. Physically, it is 
due to dilution factors other than the release rate 
in the system. These factors are primarily the spa-
cial extension of the repository for the LI doses 
and the dispersion and retardation for the CRP6 
doses. The BE dose is nearly insensitive to uncer
tainties for all cases over the full range of U. 

Improving the median release rate by a factor 
of 10 tends to improve all doses at each confi
dence level (<90CL) by about a factor of 10 for 
release rates less than 10 - 7/yr. Doses for confi
dence levels greater than 90% will require even 
lower U's to show dose linearity with respect to U. 
For median release rates of less than 10~6/yr, the 
uncertainty of the release rate impacts the 90CL 
dose, leading to higher dose levels the larger the 
uncertainty. For sufficientiy high confidence lev
els, or sufficiendy high median release rates, the 
dose is insensitive to uncertainty of the release 
rate. 

Some specific points are 
• Improving the median release rate im

proves doses linearly if the median release rate is 
less than 5 X 10~7/yr and the confidence level is 
less than 90%. 

• Reducing release rate uncertainty pro
vides lowered dose at high confidence levels 
(~90CL) if the median release rate is less than 
about 10 _ 7/yr. 

• High dose results cannot be driven higher 
than those shown in Figs. 3-16 and 3-17 by 
choices of medians and geometric standard devi-

Table 3-11. Comparison of larger release rate uncertainty with basecase. 
LI (rem/yr) AEI (rem/yr) CRP6 (person-rem) 

Release rate 
uncertainty BE 90CL BE 90CL BE 90CL 

Basecase 
(S = 10) 

Larger 
uncertainty 
(S = 100) 

2 X 1 0 ' 2 X 10 

2 X 10" J 2 X 10" 

6 X 1 0 - 5 1 X 10 2 

3 X M r 5 I X 10 2 

2 X 10 2 2 X 10 3 

5 X 10' 2 X 103 
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Figure 3-17. Population dose comparison of varying waste form technology (see Fig. 3-16). 

ations representing a worse state of waste form 
technology. For example, a choice of 1000 for the 
geometric standard deviation would lead to no 
more than approximately 30 mrem/yr AEI dose, 
the same result obtained when S = 10. This is 
independent of the median release rate chosen. 
Better designs or better sites could, however, re
duce the 30 mrem/yr AEI dose. 

For REFERENCE and ALTERNATIVE, and 
U's of 5 X 10~6/yr and 5 X 10~7/yr, the 90CL 
shows almost no sensitivity to uncertainty. For the 
25CL, the ratio of doses with 5 = 10 and 100 can 
be over 100 (as shown in the LI case). These large 
sensitivities to the choice of uncertainty are, how
ever, always for low doses, e.g., 10~8 to 10~1 0 

rem/yr. 
In summary, where the doses are sensitive to 

the choice of uncertainty, the doses are orders of 
magnitude below background. Where the doses 
are significant fractions of background, the sensi
tivity to release rate uncertainty is nearly zero. 
Thus, the decision on repository safety should be 

relatively insensitive with respect to uncertainty 
on release rate.* 

Expanded tabular results for the cases ana
lyzed in this subsection are given in Tables B14 
through B22 in Appendix B. 

Point-Source and Extended-Source 
Repository Models 
Introduction 

The U.S. Nuclear Regulatory Commission in 
its proposed rulemaking 10 CFR Part 601 5 has 
drafted performance objectives for the disposal of 

"Another interesting aside on appropriately choosing perfor
mance measures would be the case where we use "mean dose" 
as our measure of performance. If the mean dose were used as 
a measure of safety, a higher uncertainty on release rates 
would lead to lower mean doses if U was above 10'Vyr. Such 
a choice of performance measure could be misleading to deci
sion makers; i.e., it would imply larger uncertainty leads to 
better repository performance. 
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high- leve l rad ioac t ive was tes in geologic 
repositories. 

'In the course of the Commission's delibera
tion, it becomes evident that in order to have con
fidence in the ability of a geologic repository to 
contain and isolate the wastes for an extended pe
riod of tiine, the repository must consist of multi
ple barriers. In view of the uncertainties that at
tach to reliance on the geologic setting alone, the 
Commission believes that a repository should 
consist of two major engineered barriers (waste 
package and underground facility) in addition to 
the natural barrier provided by the geologic 
setting." 

Extensive research has been reported on both 
the waste package and the thermal, thermo-
mechanical, and radiation effects in the disturbed 
zone. Analyses of the natural barriers of the geo
logic setting have also been reported exten
sively. 1 6" 2 6 Little effort has gone into understand
ing the effect of a spatially extended mine design. 

The U.S. Department of Energy, in its waste 
confidence rulemaking 2 ' has stated that perfor
mance analysis must predict the combined effects 
of all credible phenomena. Further, if ". . .the 
analysis identifies any effects that could release 
radionuclides and deliver doses to people, it must 
estimate the magnitude of those doses." 

In this work we explore the effects of the hy
drology of the mine design features of the under
ground facility. We find in the event of failure of 
the waste package, particularly for high release 
rates of radionuclides, that models using a point-
source repository assumption may predict doses 
to a worst-situated "limiting individual" that vary 
by orders of magnitude. We also show that these 
doses may be lowered substantially if some mine 
design features are included in an extended-
source repository model. 

Choice of System Parameters and Scenario. In 
this section, we use a set of parameters different 
from that in the basecase salt repository in the 
previous sections. 

We had two motives in mind when we chose 
the system parameters for this study: to define a 
system that could calculate the dose to the "limit
ing individual," and to chuose a system that could 
test the underground facility (mine) design. The 
fact that we chose the limiting-individual dose as 
an appropriate performance measure is actually 
consistent with the second motive, to test the 
mine design. Near-field dose is most sensitive to 
mine design. Far-field population doses are less 
sensitive to mine-design details and are essen

tially, if integrated over time, sensitive only to the 
b iosphe re emergence t ime of the radionu
clides. 1 *^ Thus, if we want to measure the effec
tiveness of mine designs as barriers; we must con
centrate primarily on near-field effects. 

That waste-package parameters can mask the 
effects of mine design as a migration barrier is 
obvious. For example, if the waste package never 
fails (i.e., the breach time is infinite or the leach 
rate is zero), the limiting- individual dose is al
ways zero. Consequently, mine-design changes 
will not lead to changes in the calculated dose for 
this type of scenario. Another set of parameters 
that can lead to zero is hydraulic gradients. If the 
gradients in the system are zero and remain zero, 
there will be no radionuclide migration from the 
svstem. 

To test the sensitivity of individual dose to 
mine design, we have selected a model that is sen
sitive to mine-design parameters. In effect, we 
have chosen waste-package parameters and hy
draulic gradients that lead to mine-design sensi
tivity in the predictions, making the mine-design 
barrier the only effective barrier in the model. To 
do this, we have chosen 1000 yrs as the point at 
which to initiate the transport so as not to influ
ence the results unduly with very short-lived fis
sion products. At 1000 yrs the canisters are consid
ered breached, and the waste is leached out at an 
average leach rate of 1%/yr. These values are con
siderably higher than we would expect in a repos
itory. However, we are considering the case of 
failure of the other barriers; i.e., a low-probability 
event scenario. Under these circumstances, the 
major effect reducing the dose is the mine layout. 
Finally, we have chosen hydraulic gradients that 
are large enough to cause fairly high flows. The 
vertical gradient is 0.1 m of water head/m. 

In all scenarios for this study, we have dis
tributed one canister of typical defense waste, 
with radionuclides as shown in Table 3-12. If a 
point-source model is used, all the waste is in one 
canister at a designated location. If a distributed 
source of 25 canisters is used, for example, each 
model canister has l/25th of the waste that is in 
one canister of defense waste. Thus, each scenario 
is normalized to the same number of initial curies 
of waste. 

Schematic to Describe MISER Runs. To help 
differentiate between our underground facility 
models, we have developed a schematic short
hand. Schematics of two cases are shown in Fig. 
3-18. The left schematic, consisting of both a top 
and a side view, shows a one-cell hydraulic flow 
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Table 3-12. Repository and media parameters at 1000 years. 
Upper and lower aquifers 

• Depth to upper aquifer — 100 m 
• Depth to lower aquifer = 900 m 
• Rock type = sandstone 
• Hydraulic conductivity = 10~4 cm/s 

• Depth to aquitard = 300 m 
• Vertical pressure gradient = 0.1 m/m 
• Rock type = shale 
• Hydraulic conductivity = 10"8 cm/s 

• Depth = 600 m 
Storage area 

• Length = 2.5 km 
• Width = 2.0 km 

Tunnel 
• Length = 440 m 
• Area = 150 m2 

• Steady-state hydrology 
• Deteriorated backfill and shaft seals 

Rock barrier 

Repository 

Comments 

• Length «= 3:14 km 
• Thickness = 200 m 
• Effective porosity = 0.1 

• Length = 3.14 km 
• Thickness = 600 m 
• Effective porosity = 0.05 

Shaft 
• Length = 300 m 
• Area => 64 m 2 

• Thickness = 6 m 
Fracture zone 

• Hydraulic conductivity = 10~4 cm/s 
• Effective porosity = 0.01 

• Regional hydraulic pressure 
gradient = 0.005 m/m 

Side 
view 

Top 
view 

r\ 

• V 

c ">> 
^ 

• V 

c J 

• / \ • s\ 

v v v X S\ X S\ S\ 

1-cell repository 25-cell repository 

Figure 3-18. Two examples of schematic devised to help describe computer scenarios. 
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model of a repository storage area. The schematic 
at right shows a 25-cell flow model of the same 
storage area. The flow cells for each are depicted 
by rectangular segments, as seen in the top views. 

The "X" in each schematic shows where the 
waste is emplaced originally, and "O" shows the 
location of the limiting individual (observer). The 
dot, seen in the side view, is where the tunnel 
meets the storage area. 

Note that the top and side views are not 
drawn to scale. Thus the schematic features, un
like those in a mechanical drafting diagram, do 
not line up. The main purpose of the top view is 
not alignment, but to show where the waste is 
located in the storage area. The side view is meant 
to show the flow paths that waste must travel to 
reach the observer. 
1-Cell Model. The 1-cell case depicted in Fig. 
3-18 shows a single series pathway from the waste 
to the observer. For this case, all waste first mi
grates from the center of the storage area where it 
was originally emplaced to the edge of the storage 
area where it enters the runnel. Because of the 
large cross-sectional area in the storage area, com
pared to that of the tunnel, there is a convergence 
of streamlines at the tunnel entrance. Thus, there 
is a large increase in flow rate as the waste enters 
the runnel. The time required for the waste to 
transit the tunnel and shaft to the observer is 
short compared to the transition time in the stor
age area. The schematic shows that the waste goes 
through the storage area to the tunnel, through 
the tunnel to the shaft, and then up the shaft to 
the observation point. This is a series pathway. 

25-Cell Model. Our more-realistic hydraulic 
model of the repository storage area (shown at 
right in Fig. 3-18) has seven parallel paths by 
which waste traverses to the observer. Where two 
or more downstream flow tubes leave a node in 
the schematic, the radioactive waste splits into 
two or more pulses. 

By using centerline symmetry in the model, 
we can actually model the hydrology of the stor
age area with 88 flow cells. Without symmetry, 
the system would require 141 flow cells. The only 
flow cells shown in the schematic are those on the 
centerline that have waste flowing through them. 
The upstream flow cells, which contain uncon-
taminated water, and the off-centerline flow cells 
are not shown. 

A detailed discussion of the flow in the 25-
cell case should prove enlightening. The leftmost 
vertical line, depicting the shaft in the 25-cell 
repository, is 300 m long and encompasses an area 

of 64 m2. The next vertical line to the right is a 
schematic of the flow path taken by the waste that 
leaks out of the tunnel and then flows through the 
aquitard barrier to the upper aquifer and from 
there to the observer. The vertical lines to the 
right of the dot are flow pathways from the stor
age area to the upper aquifer. The five lines 
shown represent the five centerline cells. Each of 
the cells is 0.2 km2 in cross-sectional area. Because 
of the large area of these vertical cells, compared 
to the horizontal flow cells, most of the waste 
flows upward through the aquitard barrier even 
though its permeability is much less than the de
teriorated backfill permeability of the storage area 
and runnel. 

If we follow the waste from its source to the 
observer, as indicated in the side view of the 25-
cell repository, we see it starts its journey by split
ting into two parts. At the initial node, most of the 
waste moves upward through the rightmost flow 
path of the aquitard to the upper aquifer. Once in 
the upper aquifer the waste does not split again, 
but proceeds in its entirety to disperse, advect, 
and mix with other waste as it moves along the 
upper aquifer until it reaches "O." The remaining 
portion of waste at "X" starts its journey by mov
ing left along the centerline of the storage area, 
splitting (leaking) within each of the four flow 
cells it must traverse as it moves toward the con
necting tunnel. Each time it crosses a cell, it leaks 
radioactivity to the surrounding rock. The leaked 
waste slowly moves vertically through the barrier 
rock to the upper aquifer. The unleaked waste 
that finally reaches the tunnel moves into the tun
nel entrance and through it to the shaft. Even as it 
moves along the tunnel, the waste can leak into 
the rock barrier. The waste remaining at the end 
of the tunnel moves up the shaft to the observer, 
causing his peak dose. 

Conservatism of Point-Source Model 
In this section we analyze different point-

source repository models to establish how their 
assumptions affect predictions of individual dose. 
Figure 3-19 shows ten separate point-source mod
els, each of which simulates the same physical 
system. The ten cases differ in that they use differ
ent modeling strategies. By comparing schematics, 
one can see that Cases 1, 2, 3, 5, and 8 are one-
cell-storage-area hydrology models. The other 
five cases are 25-cell-storage-area hydrology 
models. 

The two relative peak annual dose curves 
shown in Fig. 3-19 are represented by a thin line 
and a thick line. The thin line is the peak annual 
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Figure 3-19. Results, arranged in descending order of peak 106-yr dose, showing discrepancies 
among various point-source models of physical waste repository. 

dose occurring in the first 104 yrs. The thick line is 
the peak in the first 106 yrs. Where the lines coin
cide, the peak occurs before 10* yrs. This occurs 
for Cases 5-10. We have reported the doses as rel
ative because this is a generic site study and be
cause we have chosen a scenario with many sys
tem barrier failures. 

For Cases 1-4, the retarded fission products 
and actinides move through the system quickly 
enough to be counted before they decay away or 
before 106 yrs have passed. In Cases 1-3, all the 
waste is at the boundary of the tunnel and the 
storage area. For Case 4, it is barely inside the 
storage area. Thus, these cases do not have 
enough flow within the storage area to realisti
cally detain the retarded radionuclides; therefore, 
the retarded radionuclides cause the peak dose af
ter 104 yrs. In Cases 5-10, unretarded anion fission 
products cause the peak dose. 

Canister Breaching. All cases except Case 2 
have initial release of the waste pulse at 1000 yrs. 
Case 2, however, has 25 canisters of waste that are 
initially released at times randomly chosen be
tween 1000 and 2000 yrs. Each of the 25 canisters 
is assumed to have l/25th of the waste of a real 
canister, which normalizes Case 2 to the same 
amount of waste as the other 9 cases. Although, 
for Case 2, there is no effect on the peak dose for 
106 yrs, the 104-yr dose is reduced several fold. 
Real repositories will have canisters breaching at 
different times. Depending on breach-time pa
rameter values, they can have a major effect on 
near-field individual doses. 
Waste-Pulse Branching. In Fig. 3-19, we have 
arranged the results in descending order of peak 
106-yr dose. Cases 3 and 5 are single-pathway 
models. As shown in their schematics, they have 
only one path from "X" to "O." Case 1, on the 
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other hand, has two pathways along which waste 
migrates to the observer. Thus, for every pulse of 
waste released from "X" in Case 1, there will be 
two pulses reaching "O." For Cases 3 and 5, there 
is only one pulse reaching "O" for each pulse re
leased from "X." For Case 10, there are seven 
pulses reaching "O" for each pulse released. 

Branching occurs at each node in the model. 
Thus, for each of the nodes on the centerline in 
the schematic of Case 10, the pulse splits into two 
parts. Most of the waste flows into the vertical 
path following the major portion of the water; the 
remaining waste and water flow down the center-
line of the storage area toward the tunnel. The 
result is that seven pulses, each moving along a 
different path, arrive at "O" for Case 10. 

Comparison With Best Estimate. Additional 
results (horizontal lines) plotted on the figure are 
from our best-effort model; i.e., one with 25 cells 
and 1000 canisters. We compare the results from 
point-source models with these results. For our 
best-estimate model, we see that the 106-yr dose is 
about a factor of four greater than the lC'-yr dose. 
This is not predicted by the point-source models. 

The more-conservative point-source cases 
predict a value that is about a factor of 400 greater 
than our best estimate. If we use a point-source 
strategy that minimizes the peak-dose prediction, 
the results for the lO^-yr dose are about a factor of 
100 smaller than our best estirr.^e. 

The peak doses from the poin'-source model 
for Cases 5-10 are due to unretardtd "Tc. For the 
best-estimate case, the peak dose is due to re
tarded actinides that reach the observer at about 
75,000 yrs, not from ''4Tc. Thus, even the radionu
clides that cause the peak dose can be predicted 
incorrectly by the point-source rri'.iels. 

The difference in the predicteo radionuclides 
that cause the peak dose is due m-ni:iy to the fact 
that our best-estimate model is a ITOO-canister 
model, each canister of which has a different ini
tial release time. Thev breach between 1000 and 
2000 vrs. The point-source models, however, have 
only one canister that breaches at 1000 yrs. This 
leads to a single pulse from the nearest storage 
cell of relatively nondiluted "Tc, which causes the 
peak dose. In the best-estimate model, the "Tc is 
diluted bv the many canisters releasing at differ
ent times and locations. Thus, the peak dose for 
the best estimate is due to retarded cations, not to 
"MTc, which migrates as an anion. 

In summary, point-source models can lead to 
very misleading predictions of individual dose. 
An apparently conservative strategy might not 

lead to a conservative result. For example. Cases 7 
and 8, which appear heuristically conservative, do 
not predict a dose that is as high as the best esti
mate. Alternatively, ultraconservative models (i.e., 
Case 1) can produce results that are actually two 
or three orders of magnitude too high. Besides be
ing substantially too high or too low, point-source 
models can predict the wrong radionuclides as the 
main cause of peak dose. 

We conclude that the choices in a point-
source model are quite arbitrary and can lead to 
poor or misleading predictions of near-field indi
vidual doses. Also, predictions from point-source 
models of curies released to the near field must be 
considered very questionable. To adequately pre
dict repository releases in the local vicinity will 
require more-sophisticated models of the reposi
tory than point-source models. 

Point-Source and Extended-Source 
Comparisons 

Figure 3-20 shows the results generated to 
test the effect of smearing-out the same amount of 
waste over different fractional areas of a reposi
tory. In each case, the amount of smeared-out 
waste totals a single canister. The observed reduc
tion of calculated dose (the more reduction, the 
greater the spatial separation of the canisters) will 
tend to reduce the significance of lower leach-rate 
waste forms. In fact, where the permeabilities are 
quite low, the individual's dose could be very in
sensitive to the choice of waste form. 

The relative peak annual dose to a limiting 
individual is shown on the ordinate of the figure. 
On the abscissa, we have labeled the cases by the 
areal fraction of the repository that has been used 
to store the waste. The top view of the schematic 
shows the location and areal coverage of the 
waste in the repository. 

Other cases, shown to the right of the 0/25 
case, have more detail and spatial coverage of the 
repository. The 0/25 case is a point-source reposi
tory. To its right is a model that covers 1/25 of the 
repository area. The next four cases cover 2/25, 
4/25, 9/25, and 25/25 of the area of the repository. 
Each of these cases has one canister per cell. The 
rightmost case is a model of a 1000-canister 
repository. 

We have plotted two curves in Fig. 3-20. The 
first curve, depicted by a thick line, shows the 
peak dose to the limiting individual, which occurs 
in the first million years. The second curve, the 
thin line, is the maximum dose reached in the first 
10,000 yrs. For these cases, we notice that the peak 
dose always occurs after 10,000 yrs. This is espe-
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Figure 3-20. Results generated to test effect of smearing-out same amount of waste over different 
fractional areas of repository, showing dose sensitivity to spatial distribution of source term. 

daily true of the point-source repository case, 
which has an order-of-magnitude difference be
tween the thick and thin lines. The difference is 
caused by retarded actinides contributing to the 
dose before one million years. Note that in the 
point-source model the nuclides do not have to 
travel through the media and storage rooms of the 
repository. For retarded nuclides, this travel time 
is significant in predicting which nuclides cause 
the peak dose. 

A large difference between the thick and thin 
lines results for the 1000-canister case, i.e., the 
25/25* case. Here the initial leach time occurs be

tween 1000 and 2000 yrs. In all other cases, all 
canisters leach simultaneously at 1000 yrs. This 
produces a large effect on the anion pulses be
cause they have no retardation. Its effect on the 
retarded fission products and actinides is insignifi
cant because their release into the upper aquifers 
covers tens of thousands of years. 

In conclusion, we see that the difference be
tween a conservative point-source model, the 0/25 
case, and a detailed 1000-canister model is about 
two orders of magnitude. Besides these differ
ences, the radionuclide causing the peak dose also 
changes from the 0/25 case to the 25/25* case. 
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Some Engineering Features of Repositories 
Some simple engineering of the hydraulic pa

rameters of a repository can reduce the dose to 
future individuals living close to a repository. In 
this section, we examine some simple engineered 
considerations that show potential for reducing 
near-field doses. To save computer costs, a 9-cell 
repository model was used instead of a 25-cell 
one. Comparison shows that results from the 9-
cell model are consistently about 15% below those 
from the 25-cell model. Since the range of doses 
for the engineered-features cases we have exam
ined is two orders of magnitude (see Fig. 3-21), the 
9-cell-model approximation appears adequate for 
a relative comparison of repositories with differ
ent design features. 

The curve shown in Fig. 3-21 is peak individ
ual dose in the first 10* years. The cases we have 
analyzed are referred to as standard case, up-
stream-shaft, off-runnel storage, and hydraulic 
bypass, each of which is discussed below. 

Standard Case. For our standard case, we chose 
a downstream shaft with a repository storage area 
that is uniformly filled over its entire area. This is 
shown as Case 1 in Fig. 3-20. The limiting individ
ual's peak annual dose is 3.0 X 10~ 3 units. Given 
enough time, all standard-case radioactivity from 
each of the nine cells of the repository migrates to 
the observer. This is shown for centerline cells by 
the side view of the schematic. 
Upstream-Shaft. If we specify flow from the 
left by changing our model boundary conditions, 
the observer finds himself upstream with respect 
to the horizontal regional gradients. The solution 
of the hydrology equations for the upstream-shaft 
system, however, shows water flows in the tunnel 
to the left, actually against the regional horizontal 
gradient. This is driven by the stronger vertical 
gradient. Because the vertical gradient is large and 
the permeability of the tunnel and shaft is much 
greater than the aquitard barrier, some radioactiv
ity in the repository migrates from the repository, 
through the tunnel, and up the shaft to the ob
server. This is the path of least resistance for a 
portion of the repository waste. The migration 
through the tunnel is shown in the Case 2 sche
matic for waste nearest the runnel. The side-view 
schematic for Case 2 shows that two-thirds of the 
radioactivity on the centerline moves up through 
the aquitard barrier and down the aquifer to the 
right. This waste is never seen bv our observer at 
"O." 

The upstream-shaft dose to the limiting indi
vidual is reduced by about a factor of two over 

that for the base case. The conclusion, however, is 
sensitive to the hydrology parameters chosen for 
this study. More horizontal gradient and less ver
tical gradient could result in zero observed dose at 
the observation point, which means that the limit
ing dose would be at a different point in the 
system. 

Off-Tunnel Storage. Returning to the down
stream-shaft case (our standard case), we design a 
system so that there is a waste-exclusion area 
along the centerline of the repository. We model 
this area as no waste in the three centerline cells, 
shown in the Case 3 schematic. Unlike Case 2, 
waste from all the cells ultimately migrates to the 
downstream observation point. The fact that it is 
delayed by the exclusion zone, however, reduces 
the limiting individual's dose about a factor of 10 
below the standard-case value. 

Hydraulic Bypass. The final case is for a hy
draulic bypass design which differs from the 
study presented earlier in that this study is deter
ministic and uses a very rapid release rate. The 
engineered bypass encircles the repository by 
50 m. The dashed lines in the schematic indicate 
portions of the bypass where water flows but 
waste does not, while the solid lines show where 
waste flows from its storage location to the ob
servation point. Arrows show the direction of 
waste flow when the direction is other than to
ward the observation point. 

The 10-m-high bypass runs below the 2-km 
width of the repository, and its permeability is the 
same as that of the aquifer. Thus, the bypass can 
be conceptualized as another horizon to the 
repository', with 10-m-high ceilings and a 2-km 
width. It is filled with very permeable material. 
This 20,000-m2 hydraulic conduit runs under the 
tunnel and shaft and connects into vertical con
duits that have the same permeabilities as the 
aquifer, 20,000-m2 areas, and are located at both 
ends of the repository. 

Our limiting individual's dose for this reposi
tory design is reduced by two orders of magnitude 
from the standard-case value. One i-\ight ask 
what dose the limiting individual would receive if 
he moved his well 50 m to the left, where it would 
then be downstream of the bypass discharge into 
the upper aquifer. Since the dilution in the bypass 
is greater than that in the tunnel and shaft, the 
limitihg individual's dose should still be lower 
than our standard-case results. In other words, the 
hydraulic bypass can effectively reduce the limit
ing individual's dose whether he is at the well or 
at the bypass discharge. 
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We conclude that engineered features could 
be integrated into a repository design that would 
lead to substantial reductions in forecasts of near-
field doses to individuals. We suspect that a re
duction of over four orders of magnitude in a de
terministic study can be obtained by combining 
the features examined here for a specific site. 
Searching for optimum results and expanding the 
features could improve the near-field individual 
dose even further. Such site-specific numerical 
studies would be relatively inexpensive and 
would certainly help attain an ALARA-designed 
repository. 

Comparison of MISER 
and Other Models 

Comparison calculations were made with 
MISER and NWFT, a network code developed by 
Sandia. The release of two radionuclides, 2 4 0Pu 
and 2 3 hU, from a sealed nuclear waste repository 
using the MISER model is compared with that re
ported by Sandia. We find that when we use the 
same waste release model, a step-function, the re
sults are in agreement. In Figs 3-22 and 3-23 the 

dotted lines are NWFT results, the solid lines are 
those from MISER. 

Reference 25 shows that the results from 
NWFT are in close agreement with those obtained 
using the three-dimensional finite difference 
model SWIFT: therefore, we conclude that MISER 
is also in agreement with SWIFT. Although such 
agreement does not prove validation of any of the 
models, it may lend credibility to peer acceptance. 

From previous studies, we know that if the 
pulse spread due to dispersion is relatively small, 
(9.4 X 103 in this case), the pulse shape is strongly 
dependent on the shape of the release function. 
Figures 3-24 and 3-25 compare the MISER Green's 
function release form with the step-function re
lease of NWFT. The MISER release is truncated at 
±2<r. Using Fig. 3-26, the undecayed nuclide flux 
at the release point, we conclude from Fig. 3-24 
that when the relatively short half-life (6.76 X 103 

yrs) of 2 4 0Pu is folded into the flux, the decay is 
more rapid than the build-up of flux. In the case 
of 2 3 6 U (half-life = 2.39 X 107 yrs), the decay has 
little effect on the pulse, and the peak release is 
larger (4.4 X 10~5 Ci/day as compared to 2.7 X 
10 ~ 5 Ci/day) for the Green's function release, as 
shown on Fig. 3-25. 
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Figure 3-26. Undecayed nuclide flux as a function of time for Green's function releases truncated 
at ±2CT. 
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Figure 3-27 shows a comparison of the unde
cayed flux due to the step-release and Green's 
function releases truncated at ±2<x and ±3a. The 
flatter pulse is from the step release. Except for 
leading and trailing edges and a slight difference 
at the peak, the two Green's function releases es
sentially agree. 

Figures 3-28 and 3-29 compare the step re
lease with a Green's function release truncated at 
± 3CT. For the case of 2 4 0Pu the leading edge build
up is in closer agreement than when truncated at 
±2a. The peak release for the ±3a is 6.84 X 10~ u 

Ci/day, for the ± 2a is 7.13 X 10" 1 1 and for the 
step is 1.68 X 10" 1 0 . The choice of truncation can 
be arbitrary in the model. If peak nuclide release 
is the measure, then ± 2a is slightly conservative 
for a single nuclide pulse. 

Based on these results one cannot conclude 
that one model is better than the other. However, 
for peak doses exhibited by long-lived nuclides, 
the Green's function release would be more con
servative. We also know that if one does a more 
realistic model of the repository, the resulting 
dose is due to many pulses arriving at the release 
point. In this case the resultant nuclide flux is 
quite insensitive to the shape of any particular 
pulse as discussed earlier. 

One can conclude from these results that 
even for a long aquifer run-out, the dose due to 
any single nuclide is dependent on the shape of 
the release function. Generalizing this concept to 
the total repository, since the shape of the release 
function is also dependent on repository design, 
the design must be adequately accounted for to 
obtain a reliable model dose, even if there is a 
long geosphere run-out. 

Sensitivity and Uncertainty Analyses 
Selected Sensitivity Studies 

In Ref. 28 we reported numerous parametric 
analyses based on a single path model. In those 
analyses we considered the impact of generic 
waste form properties under a range of geologic 
conditions. In the section "Release Rates and 
Uncertainties," we performed an uncertainty-
sensitivity study on waste dissolution properties 
in a network model of the basecase salt reposi
tory. In this section we report results of additional 
sensitivity studies, two dealing with the hydraulic 
gradients and two dealing with model choices. In 
all these cases we use the 89-pathway network of 
the basecase salt repository. 
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Figure 3-27. Comparison of undecayed nuclide flux as a function of time for step release, and 
Green's function releases truncated at ± 3a. 
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Figure 3-28. Release (Ci/day) of Z 4 0Pu as a function of time for step release and Green's function 
releases truncated at ± 3a. 

10 r4 

•D 

n 

10" 

03 

• n 

U 10' 

10 

Step 
Green's 
function 

?0,000 60,000 100,000 140,000 180,000 220,000 
Time (yr) 
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Horizontal Gradient. In this study we fix all 
parameters of the network at their median values 
(see Table 3-13) and vary the horizontal gradient 
of the system from 1 0 - 6 m/m to 1 0 - 2 m/m. The 
vertical gradient is fixed at 0.01 m/m. Figure 3-30 
is a plot of water speeds in the air shaft, main 
shaft and upper aquifer. We observe a linear de
pendence of upper aquifer speed with horizontal 
gradient as expected. We further observe a near 
independence of shaft speeds until the gradient 
reaches 10 ~ 3 m/m. At this point we observe a 
rapid fall off in shaft speed and by 5 X 1 0 - 2 m/m 
the flow in the shafts has reversed; i.e., shaft flow 
is downward. 

Table 3-13 gives the peak and time of peak 
dose for the limiting individual (LI) 237 m down
stream of the shafts, the accessible environment 
individual (AEI) 1.58 km downstream of the 
repository, and an individual using the Columbia 
Rive. (CRI) 20 km downstream of the repository. 
Figure 3-31 is a plot nf the peak doses as a func
tion of horizontal gradient. 

For the LI peak dose we observe a linear 
dropoff as long as the dose is all due to the 
unretarded Group I. As expected this is due to the 
shaft dilution factor which is directly related to 
the linear aquifer speed and near constant shaft 
speed. Above 10 4 m/m the retarded Groups II 

Table 3-13. Peak doses (rem/yr) and time of peak (yr) for varying horizontal gradients (ail CRI 
beyond 106 yr are extrapolated values). 
Horizontal 

Total 
Peak Time 

Peak dose (rem/yr) and time (yr) 
gradient Total 

Peak Time 
Group I Group II Group III 

m/m 
Total 

Peak Time Peak Time Peak Time Peak Time 

A. Limiting Individual (LI) 

10 ' 
10 5 

5 X 1 0 5 

10 4 

5 X 1 0 ( 

10 ' 
2.5 X 10 
5. X 10" 3 

10 : 

6.36 X 10"' 2.06 X 10 s 6.36 X 10 ' 
1.23 X 1 0 _ 1 

2.57 X 10 2 

1.56 X 10 2 

1.33 X 10~ 2 

2.72 X 10 2 

2.58 X 10 " 2 

0 
0 

1.07 X 10 5 1.23 X 10 ' 
1.14 X 10 5 2.51 X 10 2 

1.14 X 10 5 i .23 X 10 " 2 

7.69 X 10 5 2.23 X 10 " 3 

8.21 X 10 s 9.41 X 10 4 

5.53 X 10 5 1.65 X 10 4 

0 
0 

2.06 X 10 3 6.84 X 10 4 

1.07 X 10 s 7.54 X 10 3 

1.00 X 10 5 1.20 X 10 2 

9.36 X 10 4 1.04 X 10 2 

9.36 X 10 4 2.89 X 10 3 

1.00 X 10 s 1.26 X 10 3 

1.00 X 10 s 2.22 X 10 4 

0 
0 

1.39 X 10" - 0 
1.14 X 10 6 5.90 X 10 
3.49 X 10 5 7.99 X 10 
2.20 X 10 5 1.89 X 10 
1.30 X 10 s 1.33 X 10 
1.14 X 10 5 2.72 X 10 
1.07 X 10 5 2.58 X 10 

0 
0 

1.48 X 10 6 

1.58 X 10 7 

2.20 X 10* 
1.58 X 10' 
7.69 X 10* 
8.21 X 10 5 

5.53 X 10 s 

B. Accessible Environment Individual (AEI) 

1 0 " 
io- 5 

5 X 10" 5 

10 4 

5 X 10 4 

10 ' 
2.5 X 10 3 

5. x i<r 3 

10 2 

2.23 X 1 0 ' 3 

2.61 X 1 0 2 

7.47 X 10 " 3 

3.79 X 10 " 3 

7.02 X I0" 4 

3.25 X 1 0 - 4 

1.03 X 10 " 4 

8.70 X 10 " 6 

4.59 X 10 5 

1.14 X 10" 2.23 X W'3 

2.20 X 10 5 2.61 X 10" 2 

1.22 X 10 s 7.47 X 10 " 3 

1.14 X 10 s 3.79 X H T 3 

1.00 X 10 5 7.02 X 10 " 4 

1.30 X 10 5 2.96 X 10 " 4 

1.30 X 10 5 5.20 X 10~ 5 

3.98 X 10 6 1.63 X 10 ' 
1.93 X 10 6 1.69 X 10 s 

1.14 X 10 6 

2.20 X 10 s 

1.22 X 10 5 

1.14 X 10 5 

1.00 X 10 5 

1.00 X 10 5 

1.00 X 10 s 

1.93 X 10 6 

1.14 X 10 6 

7.92 X 10 2 1 

1.33 X 10~ 4 

2.55 X 10 4 

5.25 X 10~ 4 

5.92 X 10 4 

3.29 X 10 4 

6.59 X 10" 5 

3.76 X 10 ' 
6.31 X 10 -" 

5.91 X 10' 
9.36 X 10" 
2.51 X 10" 
1.30 X 10 6 

3.49 X 10 5 

2.20 X 10 5 

1.58 X 10 5 

3.27 X 10" 
2.20 X 10" 

0 
- 0 
- 0 
- 0 
1.55 X 10 
2.24 X 10 
6.75 X 10 
8.38 X 10 
4.53 X 10 

1.69 X 10 
8.21 X 10" 
4.25 X 10* 
3.98 X 10" 
1.93 X 10" 

C. Columbia River Individual (CRI) 

10 " 
10 5 

5 X 10 
10 4 

5 X 10 
10 3 

2.5 X 10 

-0 
5.52 X 1 0 " 
1.37 X 10 8 

2.04 X 10"" 
2.34 X 10"" 
2.03 X 10"" 
1.41 X 10~ 8 

1.14 X 106 

3.06 X 10 5 

1.93 X 10 5 

1.22 X 10 5 

1.07 X 10 s 

5.18 X 10 r 

- 0 
5.52 X 10 " 1 0 

1.37 X 10 s 

2.04 X 10 " 8 

2.34 X 10 8 

2.03 X 10 B 

9.01 X 10" 

1.14 X 10 8 

3.06 X 10 5 

1.93 X 10 5 

1.22 X 10 5 

1.07 X 10 5 

1.07 X 10 5 

0 
0 
3.20 X 10 , 4 

1.23 X 10 " 
5.79 X 10"' 
1.52 X 10 8 

1.41 X 10 " 

1.93 X 10 
1.07 X 10" 
2.20 X 10" 
1.14 x 10" 
5.18 X 10 s 

0 
0 
- 0 
- 0 
- 0 
~ 0 
- 0 

5 X 10" 3 6.18 X l O - 1 1 151 X 10 6 1.28 X 1 0 1 3 1.93 X 10 6 6.17 X 10" 4 2.51 X 10" - 0 
10 2 2.12 X lO" 1 0 2.68 X 10 6 2.66 X 10 " 1.14 X 10" 2.12 X 10 l 0 2.68 X 10 8 - 0 
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Horizontal gradient (m/m) 

Figure 3-30. Water speeds in upper aquifer, air shaft, and operations shaft as a function of horizon
tal pressure gradient; vertical pressure gradient is fixed at 0.01 m/m. Note flow reverses in shafts 
between 2.5 X 10~ 3 and 5 X 10~3. 

and III with higher toxicity dominate. When the 
shaft flow reverses the LI dose goes to zero. 

The AEI dose exhibits similar attributes with 
two exceptions. The difference between 1 0 - 6 and 
lO"' m/m is due to the decay of Group I over 
about 9 X 105 yrs; i.e., the slow transit time from 
the shafts to the observation point. The increase 
in dose between 5 X 10" 3 and 10" 2 m/m is 
caused by the arrival of the actinides in much 
shorter transit time after flow up through the 
media. 

The CRI doses are relatively constant when 
the peak occurs in 106 or less years. The extrapo
lated values for horizontal gradients less than 5 X 
lCT3 indicate such a slow transit time that decay 
dominates. The CRI behaves much like AEI for 
high gradient flow. 

Vertical Gradient. With the horizontal gradient 
fixed at 1 0 - 3 m/m, we computed peak doses for 
1 0 _ 1 m/m and 10~3 m/m vertical gradient. These 
results are shown in Table 3-14. 
These data indicate that the LI and AEI doses are 
not nearly as sensitive to the vertical gradient as 
they are to the horizontal gradient. 

Five and Twenty-Five Canisters per Cell. Our 
network model has three cells representing the 
repository storage rooms. The MISER model al
lows an arbitrary number of canisters to be placed 
in each cell. Each canister may have differing 
"across the cell" transit times as discussed in Sec
tion 2 under the subsection, "Transport Green's 
Function." Since each canister produces a waste 
pulse that must be followed to the observation 
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Table 3-14. Sensitivity of calculated doses to vertical gradient. 
Vertical 
gradient 

Peak dose, rem/yr 
(at time, yr) 

m/m LI AEI CRi 

ID"' 

i<r2 

10 3 

3.72 X 1 0 - 1 

(8.21 X 10 5) 
2.72 X 10 2 

(8.21 X 105) 
0 

4.85 X 10 " 5 

(1.93 X 10 s) 
2.96 X 10" 4 

(1.0 X 105) 
4.3 X 10" 1 0 

(1.14 X 10') 

2.88 X 10 8 

(1.07 X 10 5) 
2.03 X 1 0 " 
(1.07 X 10 5) 
3.2 X 10 - " 
(1.14 X 10') 
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point, computer time increases as the number of 
canisters increases. 

In our analyses we used five canisters per 
cell. For comparison. Figures 3-32 through 3-35 
show the 100-trial probability curves for LI, AE1, 
CR1, and CRP6, respectively. One observes only 
minor differences and can conclude that the five-
canister case is a reasonable representation. 
Transport and Release Functions. We have 
stated that with the extended source repository 
(see "Point-Source and Extended-Source Com
parisons") many waste pulses are generated. At 
an observation point these many pulses overlap 
and only the envelope is important; i.e., the model 
becomes insensitive to the particular shape of any 
single pulse. 

Figures 3-36 through 3-39 compare LI, AEI, 
CRI and CRP6 doses for 100-trial cases using a 
Gaussian 

glcr, r, t 1 = 
1 

'27T' 1' 
• exp 

7 l -

2<r 

and an approximate Green's Function 

On, T, f = 1 
' 2 i r i " J < r \ t 

.v: 
exp 

't - T'- t 
2<r-t 

release and transport models. 
Figures 3-40 and 3-41 compare AEI and CRI 

doses for the Gaussian release and transport with 
a simple flat pulse release and transport. That is, 

Flff, T, tl 
f/4ff for r - 2cr < t < r + 2a 
0 otherwise 

where f is the fraction of waste in the given path. 
Since the statistical curves are nearly identical 

we conclude that when many pulses are involved, 
the final dose computed is essentially indepen
dent of individual pulse shapes. 

Statistical Parameter Sensitivities 
A major uncertainty in calculated repository 

performance is caused by uncertainty in model in
put parameters. Such performance uncertainty 
can be calculated using Monte Carlo techniques. 
To obtain a feeling for repository performance 
sensitivity to various input and intermediate pa
rameters, correlation of these parameters with 
their corresponding dose can be calculated. 

Because of the form of our data, we have cho
sen to represent many of our input parameters as 
lognormal distributions. We also have included 

correlations where appropriate between input pa
rameter distributions. We know that groups of pa
rameters operate together to enhance the dose, 
thus a systematic multiparameter correlations 
study would be useful but is beyond the scope of 
this work. 

The calculated correlation coefficients for the 
intermediate parameters are shown in Table 3-15. 
The most significant correlations are for the 
Group I dose rate, the peak dose rate time-of-
arrival, and the Group II dose rate. Of lesser im
portance, but still of significance, are the water 
velocity in the upper aquifer, the water velocity in 
the tunnel which connects the repository storage 
area to the operations shafts, and the horizontal 
gradient across the repository, which, of course, 
influences the aquifer water velocity.* 

Another concern is that correlations are cal
culated over the total number of samples. As will 
be discussed below, when regulatory standards 
and background radiation levels are important to 
establish the actual desirability of a particular con
figuration, the correlations at the lower dose lev
els can be misleading because their influence on 
the correlation coefficient can be weighted unduly 
high. 

A cursory inspection of calculated repository 
dose rates shows d is t r ibut ions which look 
unimodal and somewhat symmetrical about the 
mode when the logarithm of the dose rate is plot
ted. Because the input and results are lognormal 
and lognormal-like, respectively, we calculate the 
correlation coefficient of the logarithm of the nor
malized parameters and dose rates. The normal
ized values are obtained by dividing all values of 
a distribution by the largest value in the distribu
tion. We also order the peak doses from highest to 
lowest. This requires a corresponding reordering 
of their input and intermediate parameters as 
well. 

"The gradient does not, however, directly determine the 
aquifer water velocity since the velocity also requires selection 
of permeability and effective porosity for its calculation. Thus, 
the gradient is expected to have less influence on calculated 
dose than water velocity. This is home out, since we had a 
calculated horizontal gradient correlation coefficient of 0.10, 
and a water velocity correlation coefficient of 0.18. 
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Figure 3-32. LI dose for 5 and 25 canisters per cell. 
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Figure 3-33. AEI dose for 5 and 25 canisters per cell. 
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Figure 3-34. CRI dose for 5 and 25 canisters per cell. 
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Figure 3-35. CRP6 dose for 5 and 25 canisters per cell. 
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Figure 3-36. LI dose for Gaussian and Green s. Function release and transport. 
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Figure 3-37. AEI dose for Gaussian and Green's Function release and transport. 
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Figure 3-38. CRI dose for Gaussian and Green's Function release and transport. 
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Figure 3-39. CRP6 dose for Gaussian and Green's Function release and transport. 
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Figure 3-40. AEI dose for Gaussian and flat pulse release and transport. 
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Figure 3-41. CRI dose for Gaussian and flat pulse release and transport. 
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Table 3-15. Correlation coefficient for log of 
intermediate parameters with log of dose. 

Parameter description Correlation coefficient 

Group I dose 0.62 
Peak dose time of arrival - 0 . 6 1 
Group II dose 0.52 
Aquifer water velocity 0.18 
Tunnel velocity 0 15 
Horizontal gradient 0.10 
Group III dose - 0 . 0 7 
Operations shaft velocity - 0 . 0 7 
Air shaft velocity - 0 . 0 7 
Vertical gradient - 0 . 0 6 

The correlation coefficient is given by 

P = 

n IOO 

7rJ0~ y) l o Sio v i - l o gio V) (log 1 0 d; - log I 0 D) 
i = l 

logio 2 V • log,,, 2 d 

where V = 10*, D = 10 3 ,2 V = 10"v, and 2 d = 10' d. 
The variances are defined as 

1 too 
ffC=^-^(logl0vi-log10V)2 , 

i = l 

and 

1 IOO 

^1 = Too S l o g l ° d i ~ l o g l ° s ) 2 " 

The means are given by 

_ i 1 0 ° 
d = T o r j 2 l o S l o d i ' 

i = l 

and 

1 u : o 

v - T o o I l o 8 l o V ' • 
i = l 

The peak dose time-of-arrival has a high cor
relation, p = —0.61. A graphical representation of 
this correlation is shown in Fig. 3-42. This figure 
also shows a large variation in time-of-arrival 
(about a factor of ten) for doses that are nearly the 
same. This trend agrees with our intuition; a long 

containment time tends to lead to lower peak dose 
rates; however, there are more complex consider
ations as manifested by large fluctuations of ar
rival times for nearly the same doses. The arrival 
time goes to greater than one million years for 
twenty-six of our samples resulting in the vertical 
line at sample number 74. 

The largest p calculated was for the Group 1 
dose rate, p = 0.62. Figure 3-43 compares the or
dered, normalized Group I, Group II, and Group 
III dose rates, at time of peak dose rate, with the 
calculated AEI normalized peak dose rate. We see 
that Group I is not only highly correlated with the 
AEI peak dose rate, but generally speaking the 
Group I doses do not fluctuate much from the ith 
to the i + 1st sample, which indicates that the 
total peak dose rate is caused mostly by Group I 
radionuclides. 

The behavior of Group I can be contrasted 
with Group II by comparing Figs. 3-43A and 
3-43B. Although the correlation coefficient for 
Group II is almost as high as Group I's (p = 0.52), 
Group II does not contribute as much to the peak 
dose as Group I. We see large fluctuations (an or
der of magnitude or more) in Group H's behavior 
for nearby AEI peak doses. By contrast much 
smaller fluctuations occur in Group I behavior. 

There are four or five very high AEI dose lev
els that are caused by Group III actinides. The 
three highest dose results are caused by actinides, 
causing the Group I dose curve to fluctuate greatlv 
in the 0-10 sample number domain. Except for 
these few highest-dose cases, the actinides do not 
correlate well with, nor contribute much to, the 
calculated peak dose rate at its time-of-arrival. 
Thus, their correlation coefficient is nearly zero. 

If we look only at input parameters (not inter
mediate parameters), we obtai" correlation coef
ficients shown in Table 3-16. The aissolution time 
has the highest correlation with p = 0.45. This can 
be contrasted with the time-of-arrival of the peak 
dose rate in that the dissolution time is more of a 
dilution effect, whereas the time-of-arrival tends 
to be more a containment effect. If one simply 
states that the dissolution time is the most impor
tant parameter based on correlating it with the 
calculated peak dose rate, one must remember 
that the sensitivity to dissolution time for the 
highest dose rates calculated was near zero (see 
Fig. 3-16). This demonstrates that care must be ex
ercised in using correlation coefficients to estab
lish important sensitivities. For safety consider
ations, too much weight is put on low peak dose 
rates when calculating the correlation coefficient, 
thus leading to a large p for the dissolution time. 
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Figure 3-42. Comparison of nonnalized AEI peak dose rate (solid line) with normalized time of 
arrival of peak dose rate (dotted line). 

Figure 3-44 shows the ordered pairs of peak 
dose rate and dissolution time for 100 trials, Other 
input parameters that show significant correla
tions in Table 3-16 are the retardation factors in 
the upper aquifer (see Fig. 3-45 for Group III re
tardations) and the parameters that affect the wa
ter velocity in the connecting tunnel (i.e., the tun
nel's permeability and effective porosity). Note 
also that the heads at the lower left and upper left 
which determine the horizontal gradient both 
have p = 0.10, the same correlation coefficient as 
for the horizontal gradient, an expected result be
cause little else has any effect on the calculation of 
the horizontal gradient. Another expected result is 
that breach time, as has been noted by many risk 
a s s e s s m e n t s , has a very low co r re l a t ion 
coefficient. 

Trials and Extrapolations 
In doing a probabilistic analysis using Monte 

Carlo techniques, there is always the question of 
how many trials should be in a Monte Carlo run. 
To establish the approximate precision of our re
sults at different confidence levels, we have run 
our basecase for five 100-trial runs, starting the 
random number generator at differing values for 
each run. This procedure provides vs with a sam
ple range of results for each of our confidence lev 
els. Also, if we combine the results o f :̂ >- 500 tri

als, we have a 500-trial frequency distribution, 
which should provide a fairly precise estimate of 
the 99th-percentile confidence level. This allows 
us to test the use of the lognormal distribution to 
extrapolate our results from the 100-trial case to 
the 500-trial case. 

The results for the five 100-trial runs are tab
ulated for our AEI and CRI peak dose rates in 
Tables 3-17 and 3-18, respectively. Also shown are 
the 100-trial percentile means as well as the val
ues of the 500-trial case. For the fiftieth to nineti
eth percentiles, the results for the five 100-trial 

Table 3-16. Correlation coefficient for log of 
input parameters with log of dose. 

Parameter description Correlalion coefficient 

Dissolution time -0 .45 
Effective porosity of funnel 0.24 
Group II retardation factor 0-23 
Tunnel permeability 0.19 
Group III retardation factor - 0.17 
Upper aquifer effective porosity - 0.15 
Permeability of lower aquifer —0.15 
Storage roorr effective porosity 0.1? 
Head at lower left 0.10 
Head at upper left 0.10 
Permeability of lower shale 0.09 
Breach tim" 0.08 
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LOCO Figure 3-43. Comparison of 
normalized AEI peak dose rate 
(solid lines) with normalized 
AEI (A) Group I dose rate, (B) 
Group II dose rate, and (C) 
Group III dose rate at time of 
arrival of peak dose rate. 
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Figure 3-44. Comparison of normalized AEI peak dose rate (solid line) with normalized dissolu
tion time (dotted line). 
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Table 3-17. Peak AEI dose rate (rem/yr). 

Percentiles 
Trials x„ Median X-s * 9 { J Maximum 

1-100 1.3 x l o - 6 6.3 X 10 " 1.3 x io ' 1.0 X 10" 2 8.0 X 10 2 

101-200 1.3 x 10 * 1.3 X 10 4 1.6 •• 10 ' 5.3 X 10 ' 3.2 X 10 2 

201-300 2.5 x io •* 7.9 X 10 5 7.9 x 10 4 5.0 X 10 3 6.3 X 10 -
301-400 2.5 X 10 6 2.0 X 10 ' 2.0 X 10 ' 1.3 X 10 ! 4.0 X 10 ' 
401-500 4.0 x 10 6 2.5 X lO" 1 1.3 x 10 ' 6.3 X 10~ 3 5.0 X 10 2 

Mean 2.3 x 10 6 1.4 X W-* 1.4 x 10 3 8.1 x IO 3 

Trials 
1-500 2.5 v 10 6 1.3 X 10 4 1.3 x 10 ' 7.9 x 10 ' 3.9 X 10 ' 

Table 3-18. Peak CRI dose rate (rem/yr). 

t 'ercentiles 
Trials *25 Median x 7 5 XIJO Maximum 

1-100 5.0 x 10 i i 3.2 X 10 ' 3.2 X 10 s 2.0 y 10 1.3 X 10 " 
101-200 1.3 x io i i 4.0 X 10 i 4.0 X 10 8 1.6 X 10 7 2.0 X 10 * 
201-300 7.9 X 10 11 6.3 X 10 9 4.0 X 10 8 1.6 X 10 " 1.6 X 10 ° 
301-400 1.3 x IU in 4.0 X 10 i 5.0 X 10 8 2.5 X 10 " 1.0 X 10 * 
401-500 2.5 X 10 10 7.9 X 10 i) 6.3 X 10 8 1.6 V 10 " 7.9 X 10 ' 
Mean 1.0 x 10 10 5.1 X 10 9 4.5 X 10 8 1.9 X 10 " 
Trials 
1-500 7.9 X 10 n 5.0 X 10 1 5.0 X 10 8 2.0 X 10 ' 2.0 X 10 " 

cases fall within a factor of two of the mean for 
both the CRI and AEI peak dose rates. A compari
son of mean values for the 100-trial cases shows 
them to be within 10% of the dose obtained for 
the 500-trial rase. 

Figure 3-46 overlays the five 100-trial cases. 
Figure 3-46A displays the AEI doses, and Fig. 
3-463, the CRI doses. It is apparent the statistics 
break down at high confidence levels, as indicated 
by the jaggedness of the curves. We see at the 
99%-confidence level that there is a factor of ap
proximately 4 difference between the mean and 
the smallest dose calculated using only 100 trials. 

The CRI 100-trial comparison shown in Fig. 
3-46B has much less dispersion, which simply im
plies that a river-use system with a river 20 km 
from the repository has smaller sensitivity to pa
rameters describing the repository than one that is 
1.6 km away, a fact that many studies have al
ready noted. The nearer to the repository that the 
peak dose rate is determined, the more sensitive 
the results will be to repository design and local 
measurement and forecasting uncertainties. 

In Figs. 3-47A and 3-47B we compare the first 
100-trial case with the 500-trial case. The 500-trial 
case is the smoother of the two curves. The 100-
trial curve is vertical when the ordinate is below 
1 0 ' because each trial has a statistical weight of 
0.01. In contrast, there is structure in the 500-trial 
curve below 10 ~* because each trial has a statisti
cal weight of 0.002. Thus, with the 500-trial case 
we can forecast the 99th-percentile dose to within 
about a factor of two. It is 5.0 X 10" 2 rem/yr for 
the AEI peak dose rate. 

We see that the 100-trial curve is a good ap
proximation to the 500-trial curve over nearly the 
entire figure. Unless very high confidence levels 
are required, say greater than 95%, a 100-trial 
Monte Carlo run should be sufficiently accurate. 

This brings up the question of extrapolating 
to higher confidence levels. It has been suggested 
that extrapolation by using a lognormal distribu
tion would be appropriate. Figure 3-48 demon
strates how good a lognormal extrapolation would 
be if used to extrapolate our doses to higher confi
dence levels. Here we have plotted the first 100-
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trial case and the 500-trial case on log-statistical 
paper. A lognormal distribution, 

-1/2 
fix) 

V 2 5 r l o g i o <r x" 
V l oSio° / 

where a = 1, a is the geometric standard devi
ation, and x is trie median, will plot as a straight 
line on this paper. Thus, plotting any two points 

from Table 3-17 and drawing a straight line 
through them provides an inexpensive way of fit
ting a lognormal distribution and extrapolating it 
to very high confidence levels. 

We have done this using the median with the 
75CL, the median with the 90CL, and the 75CL 
with the 90CL. These extrapolations give 99CL's 
of 2.0 rem/yr, 0.55 rem/yr, and 0.3 rem/yr, respec
tively. Using the 500-trial value as "the correct 
value," however, we arrive at on'y 0.05 rem/yr. 

AEI peak dose (rem/yr) 
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Figure 3-46. Comparison of 
five independent Monte Carlo 
runs of 100 trials each. Cumu
lative distributions of (A) AEI 
peak dose rate and (B) CRI 
peak dose rate. 
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This is a factor of 6 to 40 below that estimated 
using a lognormal distribution for the extrapola
tion. If a more sophisticated regression analysis 
with a lognormal distribution were used (instead 
of using two points and a straight line on statisti
cal graph paper), the results would be similar, 
gross over-estimates. If, on the other hand, a non
linear regression analysis with a better model 
were used (with a > 1, for example) a much bet
ter fit could be obtained. 

To conclude, we believe that a lognormal ex
trapolation is unrealistically conservative, that a 
more sophisticated approach must be used if ex
trapolated results are desired within an order of 
magnitude. Our opinion is that the "true" curve, 
when plotted on log-statistical paper, will con
tinue to accelerate to the right, producing worse 
lognormal approximations as the confidence level 
increases, causing orders-of-magnitude over
estimates if simplistic lognormal extrapolations 
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Figure 3-47. Comparison of 
100-trial and 500-trial cumu
lative distributions for (A) 
AEI peak dose rate and (B) CRI 
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are used. Of course, a lognormal extrapolation, 
even though a very bad extrapolation, wou.'d be a 
conservative extrapolation, and, thus, appropriate 
for manv risk assessments where the standard is 

sufficiently above the calculated risks Where this 
is not the case, however, a larger number of 
Monte Carlo trials and/or more sophisticated non
linear regression analysis should bo used. 

References 

1. T. G. Vivmik and L. D. Thorson, Numerical 
'simulation of Transport in a Regional Ground
water Floiv System, Lawrence Livermore Na
tional Laboratory, Livermore, Calif., UCRL-
" : ^ 6 (1978). 

2. 1-'. K. Kovar and T. L. Steinborn, The Bedded 
Salt Report, Lawrence Livermore National 
Laboratory, Livermore, Calif., UCRL-52737 
(1980). 

3. Final Report on Geological Studies Pertinent to 
Site Suitability Criteria for High Level Waste 
Repositories, (Geotechnical Engineers, Inc., 
Winchester, Mass.) Lawrence Livermore Na
tional Laboratory, Livermore, Calif., UCRL-
13741 (1977). 

4. uevelopment of Site Suitability Criteria for the 
High Level Waste Repository for Lawrence Liv
ermore Laboratory, (Golder Associates, Kirk-
land, Wash.), Lawrence Livermore National 
Laboratory, Livermore, Calif., UCRL-13755 
(1977). 

5. Second Report: Development of Site Suitability 
Criteria for the High Level Nuclear Waste 
Repository for Lawrence Livermore Laboratory, 
(Golder Associates, Kirkland, Wash.), Law
rence Livermore National Laboratory, Liver
more, Calif., UCRL-13793 (1977). 

6. Third Report: Development of Site Suitability 
and Design Performance Data Base for a High 
Level Nuclear Waste Repository for Lawrence 
Livermore Laboratory, (Golder Associates, 
Kirkland, Wash.), Lawrence Livermore Na
tional Laboratory, Livermore, Calif., UCRL-
13856 (1978). 

7. D. Isherwood, Geoscience Data Base Handbook 
for Modeling a Nuclear Waste Repository, Vol. 
1, Lawrence Livermore National Laboratory, 
Livermore, Calif., UCRL-52719 (1980). 

8. E. B. Ekren, G. A. Dinwiddie, J. W. Mytton, 
W. T h o r d a r s o n , J. E. Wein, Jr., E. N. 
Henrichs, and L. J. Schroeder, Geologic and 
Hydrologic Considerations for Various Concepts 
of High-Level Radioactive Waste Disposal in the 

Conterminous U.S., U.S. Geological Survev 
Open-File Report 74-158 (1974). 

9. M. S. Giufre, M. F. Kaplan, D. A. Ensminger, 
S. G. Oston, J. Y. Nalbandian, Bedded MI/.' 
Repository Annlysis: Final Report, Lawrence 
Livermore National Laboratory. Livermore 
Calif., UCRL-15236 (1980;. 

10. 1. Remson, S. J. Dreiss, and A. G. Joumel, 
"Radioactive-Waste Disposal—An Applica
tion of Predictive Geology," in Predictive Gr 
ology with Emphasis on Nuclear Waste Disposal. 
C. De Marsily and D. F. Merriam, Hds. 
(Pergamon Press, NY, 1982) pp. 25-32. 

11. J. H. Campbell, "SYNROC: Permanent R<; 
dioactive-Waste Storage," Energy and Tec': 
nology Review, Lawrence Livermore Naiicnal 
Laboratory, Livermore, Calif. (Dec. 1^81) 

12. L. L. Edwards and T. F. Harvey, ,1 High ':.-.: W 
Waste-Repository Excavation Model and Lvit 
ing Individual Dose, Lawrence Livermore Na
tional Laboratory, Livermore, Calif., UCKL-
86849 (1981). 

13. Arthur D. Little, Inc., Assessment of Accidcta! 
Pathways, Draft Subtask D Report, Vol. 1, C 
80560 (1978). 

14. H. C. Burkholder, "The Development of Re
lease Scenarios for Geologic Nuclear Waste 
Repositories: Where Have We Been? Where 
Should We Be Going," Proceedings of the 
NEA Workshop, Paris (September 1980) pp. 
13-26. 

15. U.S. Nuclear Regulatory Commission, "10 
CFR, Part 60, Disposal of High-Level Radio
active Wastes in Geologic Repositories." Fed 
Reg. 46 (130), July 8, 1981. 

16. C. Klingsberg and J. Dugmd, Status of Tech
nology for Isolating High-Level Radioactive 
Wastes in Geologic Repositories, DOE/TIC-
11207 (draft), October. 1980. 

17. U.S. Department of Energy, Proceedings of the 
1981 National Waste Terminal Storage Program 
Information Meeting. DOE/NWTS-15, No
vember 1981. 

87 



18. W. V. De Mier, M. O. Cloninger, H. C. 
Burkholder, and P. S. Liddall, GETOUT— A 
Computer Program for Predicting Radionuclide 
Decay Chain Transport Through Geologic Me
dia, Pacific Northwest Laboratory, Richland, 
Wash., PNL-2970, 1979. 

19. B. ]. Wood, "The Use of Simple Transport 
Equations to Estimate Waste Package Perfor
mance Requirements," Waste Management 
'81, American Nuclear Society, R. G. Post, 
Ed., Vol. 2, pp. 911-947,1981. 

20. M. D. Hill and P. D. Grimwood, Preliminary 
Assessment of the Radiological Protection As
pects of Disposal of High-Level Waste in Geo
logic Formations, NRPD-469, 1978. 

21. M. D. Hill, "The Effect of Variations in Pa
rameter Values on the Predicted Radiological 
Consequences of Geologic Disposal of High-
Level Waste," Scientific Basis for Nuclear 
Waste Management, Vol. 2, p. 753, 1980. 

22. M. O. Cloninger, C. R. Cole, and J. F. 
Washburn, An Analysis of the Use of Engi
neered Barriers for Geologic Isolation of Spent 
Fuel in a Reference Salt Site Repository, Battelle 
Pacific Northwest Laboratory, Richland, 
Wash., PNL-3356, 1980. 

23. G. S. Barney and B. J. Wood, Identification of 
Key Radionuclides in a Nuclear Waste Reposi
tory in Basalt, Rockwell Hanford Operations, 
Richland, Wash., RHO-BWT-ST-9, 1980. 

24. J. R. Raymond, F. W. Bond, C. R. Cole, R. W. 
Nelson, A. E. Reisenauer, J. F. Washburn, 
N. A. Norman, P. A. Mote, and G. Segal, Test 
Case Release Consequences Analysis for a Spent 
Fuel Repository in Bedded Salt, Pacific North
west Laboratory, Richland, Wash., PNL-
2782, 1980. 

25. J. E. Campbel l , P. C. Kaestner, B. S. 
Langkopp, and R. B. Lantz, Risk Methodology 
for Geologic Disposal of Radioactive 
Waste: The Network Flow and Transport 
(NWFT) Model, Sandia National Labora
tories, Albuquerque, New Mex., NUREG/ 
CR-1190, SAND-79-1920, 1980. 

26. A. M. Kaufman, L. L. Edwards, and W. J. 
O'Connell, "A Repository Post Sealing Risk 
Analysis Using MACRO," Proceedings of the 
Waste Management Symposium, Tucson, Ari
zona, 1980 (University of Arizona, College of 
Engineering, Tucson, Ariz., 1980), p. 109. 

27. U.S. Department of Energy, Statement of Posi
tion of the U.S. Department of Energy Waste 
Confidence Rulemaking, DOE/NE-0007, PR-
50, 51 (44FR61372) (1980). 

28. H. Cheung, L. L. Edwards, I. F. Harvey, D. D. 
Jackson, M. A. Revelli, Nuclear Waste-Form 
Risk Assessment for U.S. Defense Waste at Sa
vannah River Plant: Annual Report FY 1981, 
Lawrence Livermore National Laboratory, 
Livermore, Calif., UCRL-53188-81 (1982). 

88 



4. Technical Conclusions 
Unless otherwise indicated, our results are 

best estimates. In our probabilistic approach, "best 
estimate" means calculated median dose. In gen
eral, we found median dose rates far below natu
ral background radiation levels for peak individ
ual doses and nearly trivial results for integrated 
population doses. 

The reduction of these small doses by using 
an improved ALTERNATIVE waste form instead 
of REFERENCE (borosilicate glass) is conse
quently small, even though the reduction at times 
was greater than an order of magnitude. Where 
the doses were large in the probabilistic analysis 
(i.e., at high confidence levels) the effect of chang
ing the waste form to ALTERNATIVE was small. 
Thus, ironically, for the repository layout chosen 
where one would hope to gain the most from a 
better waste form, there seems to be little effect. 
This indicates that there are other contributing 
factors for the high confidence level doses which 
vitiate the effect of release rate. 

Some other highlights of the study relevant 
to a waste form decision are described below. 
Basecase Peak Individual Dose 

• For the layered-salt repository with REF
ERENCE waste form, our "best estimate" of peak-
equivalent-whole-body dose to an individual us
ing a well located one mile downstream from a 
repository (the "accessible environment individ
ual"), is about 3 orders of magnitude below back
ground radiation. If the individual puts his well at 
nearly the worst location possible, right above the 
repository, he will receive about 1/50 background 
radiation. If, however, the individual is part of the 
Columbia River water-use system with an average 
diet of only contaminated food, he will receive 
approximately one ten-millionth background ra
diation. If we wish to increase our confidence 
level (from 50% to 90%) that the estimated dose 
will not be exceeded, then the AEI peak dose in
creases to 10 mrem/yr—still an order of magni
tude below background. The 90% dose to the av
erage individual in the CRP system would still be 
orders of magnitude below background. 

• The lower-release-rate ALTERNATIVE 
waste form improves the peak dose obtained form 
a well one mile downstream over a factor of 10 for 
doses below the 70% confidence level. Above the 
90% confidence level, there is little or no 
improvement. 

Basecase Integrated Population Dose 
• Integrated population dose over the first 

million years res.ilts in a 200 person-rem total 

dose, less than 1/10 of the dose considered to lead 
to a single additional premature cancer in the 
population. This is our 50% confidence level esti
mate. If we wish to improve our confidence level 
from 50% to 90%, we increase the integrated 
population dose to 2000 person-rem. 

• Changing to the improved waste form 
(ALTERNATIVE) has essentially no effect on the 
best-estmate integrated population dose; i.e., it re
duces the CRP dose by only 190 person-rem in 
one million years. 
Site Alternative 

• The basalt repository was a poorer per
former by a factor of approximately 5-50 than the 
layered-salt repository for the integrated popula
tion dose and the peak AEI dose. It was a better 
performer by about a factor of 10,000 for the indi
vidual with his well above the repository (LI 
dose). Including the bypass in the design reduces 
the well-above-repository peak dose rate to zero. 

• Using the improved waste form (ALTER
NATIVE) produces no significant effect on basalt 
repository performance; i.e., it reduces the AEI 
dose by 1 mrem/yr and the integrated population 
dose by 500 person-rem. 
Design Alternative 

• The bypass increases containment time of 
initial pulse from 6700 yrs to approximately one 
million years for the median-value parameters 
case. Also, at the 90% confidence level, BYPASS 
reduces the AEI dose by about a factor of 50. 

• Changing to ALTERNATIVE does not im
prove the performance of the repository with BY
PASS at the 50% confidence level. Even at the 
90% confidence level improvement in perfor
mance is insignificant (AEI dose by 0.2 mrem/yr 
and integrated population dose by 18 person-
rem). 
Release Rates and Uncertainties 

• The low-dose ends of the dose vs release 
rate curves are sensitive to both release rate and 
release rate uncerainty. Also, the high-release-rate 
ends of these curves for high (~90%) confidence 
levels are insensitive to release rate and release 
rate uncertainty. This is true for release rates 
greater than approximately 5 X 10""'/yr. 

• The choice of waste form should not be 
affected by the uncertainty of the waste form re
lease rate. Where the doses are sensitive to uncer
tainty, the doses are orders of magnitude below 
background. Where the doses are significant frac
tions of background, they are insensitive to uncer
tainty of the waste form release rate. 

89 



Point-Source and Extended-Source Repository 
Models 

Most studies have been examinations of far-
field release points, while we have developed a 
technique to examine close-in effects. As a result 
we are ablo to assess the limitations of the point-
source mode], to determine the effects of extended 
sources, and to evaluate the advantages of certain 
simple design features: 

• We have found that orders-of-magnitude 
variations in limiting individual dose can be con
trived on the basis of different point-source mod
eling assumptions. 

• The difference between a conservative 
point-source model and a detailed 1000-canister 
extended-source model is about two orders of 
magnitude. 

• Combined engineered features may be in
tegrated into a repository design that could lead to 

reduction of four orders of magnitude in limiting 
individual dose. 
Other Conclusions 

• Changing the location of the calculation 
of peak dose rate can lead to a change of several 
orders of magnitude in calculated risk. 

• Incorporating possible flaws or disruptive 
events into the analysis changed the best esti
mates of the peak individual dose rate by a factor 
of 3. This is a small change since the factor be
tween the 50% and the 90% confidence level is 
100. 

• The BYPASSS-without-ALTERNATIVE 
design is a better performer than the ALTERNA-
TIVE-without-BYPASS design by a factor of more 
than 5. 
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Appendix A. Radioactivity vs Time. 
The ORIGEN A 1 code uses the matrix exponential method to solve the linear differential equations for 

nuclear transmutation and decay that can be expressed as: 

X = A X(t), 

where 

A 

B 

I 
T 
A and 2 
K 
"\ 
X(t) 

(Al) 

(B - i)A + (T - 1 ) y<t> 

fraction of decays of nuclide j that produce decay transition matrix with b|j 
nuclide i 
identity matrix 
transmutation matrix with t ( | = fraction of neutron captures with j to produce i 
diagonal matrices whose ith elements are A, and <sv respectively with 
decay constant ( s _ 1 ) and 
capture cross sections (cm2/atom) 
dx/dt 

scalar flux (n/cm'-s) 

The solution is given by 

X(t) = X ( 0 ) e x p ( - A t ) , (A2) 

using numerical techniques presented by Bell.A 1 

From the ORIGEN output, we obtain a table of activity (curies) for each nuclide either in the original 
inventory or produced by decay as a function of time at selected time points. Table Al is an example 
based on Savannah River Defense Waste Inventory. For three nuclide groups based on retardation factors, 
MISER sums the activities, 

H i ( t i ) + a 1 2 , I ( t | ) + a W r t ( t i ) + a 1 4 c ( t j ) 

H 2(t i )=Ia k ( t j ) 

Ik: other fission productsl > (A3) 

H3(t j)=5]ak(t I.) 

Ik: actinidesl 

to produce the potential hazard functions. 
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Table Al. Savannah River Laboratory defense waste (curies/canister). The first set is the 14 
timesteps for the calculations. Remaining sets are the activity of the particular nuclide as a function 
of the 14 timesteps. 

87 14 
s r l de fense w a s t e -
0 .0000000e+00 1 . 
1,0000000e+02 3 . 
3 .0000000e+04 1 . 

Bin243 
5 .9228300e-03 5 . 
5.867381500-03 5 . 
3 .5249000e-04 4 . 

am241 
3.5983500e+01 3 . 
3 . 1703900e+01 2 . 
4.681870Cre-2£f 7 . 

pu240 
4.£919600e+00 4 . 
4.5436300G+00 4 . 
1.9196500e-01 1. 

pu239 
7.3071300e+00 7 . 
7 .2861100e+00 7 . 
3 .0794200e+00 4 . 

pu238 
4 . 4 1 6 1 1 0 0 e + 0 2 4 . 
2.004 4 lC'0e+02 4 . 
8 .0221000C-62 0 . 

np237 
9 .3872800e-03 
9 .7432900e-03 
1 .1726200e-02 
u23C 
3 .0095900e-04 
3 .0095900e-04 
3 .0095700e-04 
u23S 
5 .4637000e-05 
5 .4637000e-05 
5 .4635500e-05 
u234 
1 .3714400e-01 
2 .2361100e -01 
2 .7158200e-01 
u233 
2 .0271100e-06 
6 .1916500e-06 
1 .4388000e-03 

pa231 
5 .7956300e-08 
1.7483500e-07 
6 .8166200e-05 

th232 
2 .9432400e-12 
8 .8297200e-12 
1 .7681000e-09 

th230 
4 .3675500e-05 
2 .0493200e-04 

- 6 .4G49800e-02 
th229 

4 , 7 6 5 ° 8 0 0 e - 0 9 
4 .3243700C-03 

-87 n u c l l d e s ( 5 / 2 3 / 8 0 memo- tab le 5 ) c 1 / c a n I s t e r 
0000000e+00 3 .0000000e+00 1 .0000000e+01 3 
0000000e+02 1.0000000e+03 3 .0000000e+03 1 
0000000e+05 3 .000 i000e+05 1 .0000000e+06 

9222700e-03 
7580400e-03 
8743900e-07 

5981400e+01 
301070,7e+01 
9893400e-69 

5914800e+00 
4484700e+00 
64 32500e-04 

3069200e+00 
2442600e+00 
1003600e-01 

381360Oe+02 
1294400e+01 

9 .3908300e-03 
1.0318000Q-02 
1.14634003-02 

3 .0095900e-04 
3 .0095900e-04 
3 .0095400e-04 

5 .4637000e-05 
5 .4637000e-05 
5 .46317006-05 

1.3839000e-01 
2 .8055800e-01 
2 .2282400e-01 

2 .0679900e-06 
1.4931700S-05 
4 .1053600e-03 

5 .9118700e-08 
4 .1239500e-07 
2 .2355600e-04 

3 .0021100e-12 
2 . 0 6 0 2 6 0 0 e - l l 
5 .8807000e-09 

4 .5068700e-05 
6.53G1500e-04 
1.4 15900e-01 

4 .9569700e-09 
Z .3953000e-07 

5 .9211600e-03 
5 .3911700e-03 
3 .3013200e-15 

3 .5969600e+01 
7 .4860100e+00 
0 . 

4 .5905000e+00 
4.130350Ce+00 
7 .4852300e-14 

7 .3065000e+00 
7 .0996600e+00 
1.2911300e-03 

4.31269006+02 
1.640530f ie-01 
0 . 

9 .3979600e-03 
1 .1341900e-02 
1 .0744300e-02 

3 .0095 900e-04 
3 .0095900e-04 
3 .0094400e-04 

5 . 4 637000e-05 
5 .4637000e-05 
5 .4620900e-05 

1 .4085300e-01 
2 .9473400e -01 
1 .2668000e-01 

2 .1497900e-06 
4 .8135300e-05 
8 .1423200e-03 

6 .1443700e-08 
1.Z830400e-06 
3 .0315800e-04 

3 .1198400e-12 
6 . 1 8 0 7 2 0 0 e - l l 
1 .7584100e-08 

4 .74B7300e-05 
2 .4176000C-03 
1 .5519800e-01 

5.3466200C-09 
2 .2372600e-06 

5 . 9 1 7 2 6 0 0 e - 0 3 
4 . 4 6 6 7 4 0 0 e - 0 3 
8 . 4 4 1 4 9 0 0 e - 4 4 

3 .5860900e+01 
3 . 0 2 6 0 9 0 0 e - 0 1 
0 . 

4.58711006+00 
3.3428800e+00 
5.04335006-46 

7. 30502** j'e+08 
6.7022200e+00 
2.2620100e-i2 

4.0807000e+02 
4.6420600e-08 
0. 

9.4232000e-03 
1.1809200e-02 
8.5645200e-03 

3.0095900e-04 
3.0095800e-04 
3.0091Z00e-04 

S.4637000e-05 
5.4636900e-05 
5.4583300e-05 

1.4917300e-01 
2.9313000e-01 
1.7945800e-02 

2.4365700e-06 
1.4904600e-04 
9.0884600e-03 

6.9586400e-08 
4.0867500e-06 
3.04 5 7000e-04 

3.5318900e-12 
1.7953000e-10 
5.8003600e-08 

5.6280900e-05 
7.4256000e-03 
2.6025200e-02 

6.8583500e-09 
1.9056200e-05 

0000000e+01 
0000000e+04 

.9061400e-03 

.31243006-03 

.5180300e+01 

.0187300e-06 

5774100e+00 
5»37000e+00 

3008200e+00 
4784100e+00 

4343600e+02 
2681400e-22 

9.4 963500e-03 
1.1802500e-02 

3.0095900e-04 
3.0095800e-04 

5.4637000e-05 
5.4636500e-05 

1.7055700e-01 
2.8738400e-01 

3.2601900e-06 
4.9925600e-04 

9.2885800e-08 
1.6992100e-05 

4.7091900e-12 
5.9150500e-10 

8.4017900e-05-
2.4065800e-02 

1.2217300e-0O 
1.7634000e-04 
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Table Al. (Continued) 

9.7363800e-04 
ac227 
3.2817000e-08 
1.5691900e-07 
7.7215100e-05 

ra228 
4.9132900e-12 
1.6743700e-U 
4.8773800e-09 
ra226 
4.1271000e-07 
5.4337B00e-06 
6.0391900e-02 

po210 
1.3419400e-07 
2.57472006-06 
2.0437600e-02 

Db210 
1 .4211430e-07 
3.32825006-06 
6.0308000e-02 

eul54 
3.3S684006+00 
1 .0642800e-03 
0. 
sral51 
1 . 4267800e+02 
6.76787006+01 
0. 

csl37 
6.57230006+03 
6.5708200e+0Z 
0. 

csl35 
6. 18755006-02 
6.1873600e-02 
6.1318200e-02 
1129 
2.0505100e-21 
2.0505000e-21 
2.0478200O-21 

snl26 
1.5608Z00e-02 
1.56071006-02 
1.5286800e-02 

pdl07 
9.4534000e-03 
9.4532900e-03 
9.4231800e-03 
tc99 
2.5454500e+00 
2.5446200e+00 
2.3086900e+00 
zr93 
I .8786100e+00 
1 .8784700O+30 
1.8379100e+00 
sr90 
5.6l30500e+03 
4.7634400e+02 
0. 
se79 
1.4059500e-01 
1.4044500e-01 
1.0Z07900e-01 

3.7478000e-03 

3.3869200e-08 
4.2511200e-07 
2.5350600e-04 

5.0309900e-12 
4.061Z400e-ll 
1.7548700e-08 

4.3179600e-07 
4.0233000e-05 
1.4456700e-01 

1.4406300e-07 
1.9152700e-05 
3.5603200e-02 
1.50686006-37 
3.1331600e-05 
1.4447500e-01 

3. 1244000e+00 
1.0509400C-10 
0. 
1 .41617006+02 
1 .5Z28100e+01 
0. 

6.4226900e+03 
6.56783006+00 
0. 

6. 13755006-02 
6.18699006-02 
6.0037400e-02 

2.0505100e-21 
2.0504800e-21 
2.0415800e-21 

1.5608200e-02 
1.5605000e-02 
1.4562300e-02 

9.4533900e-03 
9.4531000e-03 
9.3530500e-03 

2.5454400e+00 
2.5429603e+00 
1.8383800e+00 
1 .8786100e+00 
1.8732000e+00 
1.7463300e+00 

5.4762900e+03 
3.4305200O+00 
0. 

1.4059400e-01 
1.4014600e-01 
4.8363900e-02 

8.0147500e-03 

3.5998300e-08 
1.4095200e-06 
3.4384000e-04 

5.2665200e-12 
1.2617300e-10 
5.3679300e-08 

4.7149900e-07 
4.4207600e-04 
1.5576600e-0I 

1.6192900e-07 
1.9164500e-04 
2.6098200Q-02 

1.6880800e-07 
4.0726100e-04 
1.5564100e-01 
2.65896006+00 
3.1797300e-35 
0. 
1 .39521006+02 
8.2284200e-02 
0. 

6.1335900e+03 
6.5573400e-07 
0. 

6.18754006-02 
6.1856800e-02 
5.6523200e-02 

2.0505I00e-21 
2.0504200e-21 
2.02385006-21 

1.5608200e-02 
1.5597400e-02 
1.2676000e-02 
9.4533900e-03 
9.4523900e-03 
9.1555500e-03 

2.5454200e+00 
2.5371800e+00 
9.5891100e-01 
1.878G000e+00 
1.8772400e+00 
1.5090700e+00 

5.212G800e+03 
1.0874200e-07 
0. 

1.4059100e-01 
1.3910300e-01 
5.7229700e-03 

9.112360Fe-03 
4.3684800e-08 
4.58361006-06 
3.4544300e-04 

6.0917-'00e-12 
3.8628900C-10 
1.7846200e-07 

6.2708100e-07 
3.2510400e-03 
Z.6193500e-02 

2.3359200e-07 
1.5453700e-03 
3.64231006-04 
2.4332300e-07 
3.1916800e-03 
2.59462006-02 

1.5118900e+00 
0. 
0. 
1.32424006+02 
2.736G100e-08 
0. 

5.2204500e+03 
6.5277000e-27 
0. 

6.1875300e-02 
6.1819500e-02 
4.5766400e-02 

2.0505100e-21 
2.0502400e-21 
1.9629800e-21 

1.56081006-02 
1.5575800e-02 
7.8004000e-03 

9.4533900e-03 
9.4503700e-03 
8.4965600e-03 

2.54536006+00 
2.52071006+00 
9.8282900e-02 
1.8786000e+00 
1.8745000e+00 
9.0519800e-01 

4.3860300e+03 
4.08135006-29 
0. 

1.40580000-01 
1.36165006-01 
3.2619500e-06 

6.7158400e-08 
1.9196700e-05 

8.4531600e-12 
1.4287900e-09 

1.22447006-06 
1.8736600e-02 

5.2852100e-07 
6.8491100e-03 

5.6372800e-07 
1.86550006-02 

3.0128100e-01 
0. 

1.1407300e+02 
5.8072500e-31 

3.2937300e+03 
0. 

6.18749006-02 
6.1689200e-02 

2.0505300e-21 
2.0496100e-21 

1.5607900e-02 
1.5500300e-02 

9.4533700e-03 
9.4433100e-03 

2.54 52000e+03 
2.4639400e+00 

1.37B5700e+C0 
1.8649400e+00 

2.6780300e+03 
0. 

1.4055000e-01 
1,2636500e-01 
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Table Al. (Continued) 

ac225 
4.7472900e-09 
4.3102400e-0S 
9.7363400e-04 
ra225 
4.7548200e-09 
4.3Z08600e-0C 
9.7363600e-04 
ra223 
3.2701700e-08 
1.5660300e-07 
6.0833200e-05 

4.9382400e-09 
2.3770000e-07 
3.7478000e-03 
4.9457900e-09 
2.3944700e-07 
3.7478000e-03 
3.3753000e-08 
4.2274900e-07 
l.?984700e-04 

5.3275100e-09 
2.1933500e-06 
8.0147400e-03 
5.3352100e-09 
2.2370000e-06 
8.0147500e-03 
3.5880300e-08 
1.3760600e-06 
3.3051800e-04 

2.1851400e-03 
2.1836300e-03 
1.7746400e-03 
S.2140400e+03 
!.08770006-07 
0. 
1.0842700e-0Z 
2.8995600e-19 
0. 
8.6980900e-03 
9.2227800e-05 
0. 
3.08I4500e+01 
1.17941006-19 
0. 
2.8162100e-03 
0. 
0. 
3.3353300e-18 
0. 
0. 
7.91972006-06 
0. 
0. 
2.56560006-14 
0. 
0. 
5.0167300e-05 
5.3193500e-07 
0. 
6.I650100e-03 
6.1547100e-03 
3.6026600e-03 
1.1953500e-03 
1.3Z38900e-03 
2.4579200e-03 
3.3785200e-02 
2.6989500e-59 
0. 
9.3369700e-06 
9.3369700e-06 
9.3369300e-06 

6.8358800e-0S 
1.8838100e-05 
9.1123600e-03 
6.8449400e-09 
1.9055500e-05 
9.1123600e-03 
4.3561400e-08 
4.3070100e-06 
3.45399006-04 

2.1851300e-03 
2.1806100e-03 
1.0920600e-03 
4.38717006+03 
4.0B24100C-Z9 
0. 
8.2942500e-03 
1.6483700e-52 
0. 
8.4248100e-03 
1.008Q200e-08 
0. 
2.21516006+01 
1.3021000e-60 
0. 
4.4290100e-04 
0. 
0. 

I 
6.5597800e-21 
0. 
0. 
7.5126500e-07 
0. 
0. 
2.1056800e-16 
0. 
0. 
4.8591100e-05 
5.81907006-11 
0. 
6.16495006-03 
6.1327100e-03 
1.0282800e-03 
1.1963000e-03 
1.5442300e-03 
2.4075100e-03 
1.3422700e-02 
0. 
0. 
9.3369700e-06 
9.3369700e-06 
9.3368300e-06 

1.2187300e-08 
1.7619900e-04 

1.2199400e-08 
1.7633800e-04 

6.7019100e-08 
1.6185800e-05 

2.1851000e-03 
2.1700400e-03 

2.6787300e+03 
0. 

3.8576600e-03 
0. 

7.6904200e-03 
1.3814300e-22 

8.6265000e+00 
0. 

2.2438700e-06 
0. 

1.2154900e-28 
0. 

8.9778900e-10 
0. 

2.3119600e-22 
0. 

4.4355400e-05 
7.9675700e-25 

6.1647900e-03 
6.0562900e-03 

1.1990100e-03 
2.0331700e-03 

9.6040400e-04 
0. 

9.33697006-06 
9.3369700e-06 

sbl26 
2.1851500e-03 
2.1850000e-03 
2.1401500e-03 
y90 
5.6145200e+03 
4.7646800e+02 
0. 
cm244 
1.2162000e-02 
2.6469100e-04 
0. 
cra242 
O.8179000e-03 
5.5887500e-03 
3.3909200e-62 
puZ41 
3.5496900e+01 
3.17936006-01 
0. 
pml47 
6.2224600e-03 
2.07694006-14 
0. 
cel44 
4.8190400e-17 
1.0526800e-55 
0. 
csl34 
2.17321006-05 
5.29691006-20 
0. 
rul06 
2.0095600e-13 
3.2067300e-43 
0. 
am242m 
5.0858300e-05 
3.2233800e-05 
1.9557500e-64 

pu242 
6.1S50200e-03 
6.1641800e-03 
5.8431800e-03 
u236 
1.194 9400e-03 
1 .2084600e-03 
Z.4239300e-03 
co60 
5.0180400e-02 
9.4103300e-08 
0. 
rb87 
9.3369700e-06 
9.3369700e-06 
9.3369700e-06 

2.1851500e-03 
2.1846900e-03 
2.0387200e-03 
5.4777200e+03 
3.4314100e+00 
0. 
1.1705300e-02 
1.2537400e-07 
0. 
8.77778006-03 
2.2449900e-03 
0. 
3.3862000e+01 
2.5505600e-05 
0. 
4.7774500e-03 
2.3138200e-37 
0. 
1.9785800e-17 
0. 
0. 
1.55229006-05 
3.1465600e-49 
0. 
1.01188006-13 
0. 
B 

5.0626900e-05 
1.2948300e-05 
0. 
6.1650200e-03 
6.1622500e-03 
5.1546400e-03 
1.1950700e-03 
1.2350700e-03 
2.4724800e-03 
4.3931000e-02 
3.3093100e-19 
0. 
9.3369700e-06 
9.3369700e-06 
9.3369500e-06 
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Table Al. (Continued) 

agll0 
2.0165100e-22 
4.7153300e-66 
0. 
1nll5 
2.3181100e-2S 
2.3181100e-26 
2.3181100e-26 
snl21ro 
1.262O200C-02 
3.1540500e-03 
0. 
snl23 
6.6644500e-45 
0. 
0. 
sbl25 
3.7291000e-04 
3.S065000e-15 
0. 
sbl26m 
1.5608200e-02 
1.5607100e-02 
1.3146600e-02 

tel25m 
9.1066400e-05 
8.5630200e-16 
0. 
cel42 
9.3580800e-06 
9.8580800e-06 
9.8580800e-06 
ndl44 
5.0069000e-10 
5.0069000e-10 
5.0069000e-10 
sml47 
2.5860700e-06 
2.5860700e-06 
2.5860700e-06 
sml43 
5.8107300e-12 
5.8107300e-12 
5.8107300e-12 
sml49 
1.8011600e-12 
1.8011600c-12 
1.8011600e-12 

eul52 
1.0839400e-01 
5.2217800e-04 
0. 
eul55 
7.2241700e-02 
3.8276!00e-08 
0. 
bl210 
1.4052900e-07 
3.293B000e-06 
5.9704900e-02 
bI 210m 
4.0201200e-15 
2.6824900e-13 
1.0922800e-06 

7.3839700e-23 
0. 
0. 
2.3181100e-26 
2.3181100e-26 
2.3181100e-26 
1.2454200e-02 
1.9675500e-04 
0. 
9.3639800C-46 
0. 
0. 
2.89292006-04 
3.1002200e-37 
0. 
1.5S08200e-02 
1.5605000e-02 
1.2523600e-02 
7.0S46S00e-05 
7.5708700e-38 
0. 
9.8580800e-06 
9.8B80800e-06 
9.8580700e-06 
5.0069000e-10 
5.0069000e-10 
5.0069000e-10 
2.5O6070Se-06 
2.5S60700e-06 
2.5860700e-06 
5.8107300e-12 
5.8107300e-12 
5.8107300e-12 
1.8011600e-12 
1.8011600e-12 
1 . 8 0 U 6 0 0 e - 1 2 

1.0276200e-01 
1.2118200e-08 
0 . 

6.2521600C-02 
1 .0744700e-20 
3. 

1.4900800e-07 
3 .1014000e-05 
1.4303000e-01 

4 .3529300e-15 
5 .3835500e-12 
8 .8537800e-06 

9 .9007700e-24 
0 . 
0 . 

2.3181100e-26 
2.3181100e-26 
2.3181I00e-26 
1.2113400e-02 
1.1929400e-08 
0. 
1.8486400e-47 
B. 
£. 

1.7410100e-04 
0. 
0. 
l .B608200e-02 
1 .3413800e-02 
1 .0901400e-0? 

4 . 2 5 I 6 3 0 0 e - / 
0 . 
0 . 

9.858030£e J5 
9.8580800' -06 
9.858060/ a-06_ 
5.0069000e-10 
5.0069000e-10 
5.0069000e-10 
2.5860700e-0S 
2.5860700e-06 
2.5860700e-06 
5.8107303e-12 
5.8107300e-12 
5.8107300e-12 
1.8011600e-12 
1.8011600e-12 
1.8011600e-!2 
9.2361500e-02 
7.2963800e-25 
0. 
4.6828800e-02 
1.2592900e-64 
0. 
1.6693600e-07 
4.03l7300e-04 
1.5408500e-01 
5.0775600e-15 
1.914190fle-10 
3.9754300e-05 

8.7396900e-27 
0. 
0. 
2 .3181100e -26 
2 . 3 1 8 U 0 0 e - Z 6 
2 .3181100e -26 

1 .0992400e-02 
1 .0645900e-20 
0 . 

1.998F900e-53 
0 . 
0. 
2 . ' 39400e-05 
0 
e 

5608100e-02 
•3395200e-02 

j.70S3400e-03 

7 .1892500e-06 
0. 
0 . 

9.8580C00e-06 
S.8580800e-06 
9.8S80200e-06 
5.0069000e-10 
5.0069000e-10 
S.0069000e-10 
2.5860700e-06 
2.5860700e-06 
2.5860600e-06 
5.8107300e-12 
5.8107300c-I2 
5.8107300e-12 
1.8011600e-12 
1.8011600e-12 
1.8011600e-12 
6.3S75100e-02 
0. 
0. 
1.7029500e-02 
0. 
0. 
2.40656006-07 
3.1597300e-03 
2.5686800e-02 
8.3324400e-15 
5.0701000e-09 
7.0205600e-05 

1.6416800e-35 
0. 

2.3181100e-26 
2.31811J0e-26 

8.3291200e-03 
7.14702006-63 

0. 
0. 

1.8347700e-07 
0. 

1.5607900e-02 
1.33303006-02 

4.4805900e-08 
0. 

9.8580800e-06 
9.8580800e-06 

5.0069000e-10 
5.0069000e-10 

2.5860700C-06 
2.5860700e-06 

5.8107300e-12 
5.8107300e-12 

1.8011600e-12 
1.8011600e-12 

2.1870000e-02 
0. 

9.4629900e-04 
0. 

5.5769200e-07 
1.8468400e-02 

2.5819200e-14 
1.0014900e-07 
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Table A1. (Continued) 

rnZZZ 
4.124Z600e-07 
5.4324700e-0S 
6.0390800e-02 
r<?224 
4.1354100e-03 
1.5613600e-03 
5.9509400e-09 

th227 
2,8756100e-08 
1.3774100e-0? 
6.7820000e-05 

th228 
4.1048300e-03 
1.56II400e-03 
6.2088400c-19 

th.231 
5.4997100e-05 
5.57157006-05 
1.9955000e-04 

thZ34 
3.0095900e-04 
3.0095900e-04 
3.0098500e-04 
pa233 
9.3872600e-03 
9.743Z800e-03 
1.1726200e-02 
u232 
3.S953100e-03 
1.5194900e-03 
1.3319400e-09 

np236 
1.79?0Z00e-08 
1.7909400e-08 
1.4955900O-08 

pu23C 
4.9966500e-38 
1.5939300e-09 
1.3311100e-09 

am24Z 
1.0631200e-02 
6.7380300e-03 
4.0882300e-62 

cm243 
1.0461400e-03 
9.1901700e-05 
0. 
cra245 
6.8313900e-06 
6.7757500e-06 
5.8734800e-07 

cni246 
5.4274100e-07 
S.3484500e-07 
6.6875800e-09 

cra247 
6.7431800e-13 
6.7431500e-13 
6.7342000e-13 

cm248 
7.0408500e-13 
7.0394100e-i3 
6.62277006-13 

4.3150400e-07 
4.0229000e-05 
1.4455400e-01 
4.0659100e-03 
2.2E837006-04 
1.8260700e-08 
2.9679700e-08 
3.7330000e-07 
2.2266200e-04 
4.0653400e-03 
2.2580500e-04 
1.8421600e-08 
5.5004300e-05 
5.7145800e-05 
2.9080500e-04 
3.0095900e-04 
3.0095900e-04 
3 0104100e-04 
9.3908100e-03 
1.031B000e-02 
1.1463400e-02 
3.956C800e-03 
2.1978000e-04 
8.7346100e-10 
1 .7920100e-08 
1.7637300e-08 
9.G078000e-09 
3.9526500e-08 
1.5920600e-09 
8.7291600e-10 
1.0582900e-02 
2.7066500e-03 
0. 
1.02101006-03 
7.09229006-07 
0. 
6.830840£e-06 
6.6658100e-06 
1.9i62800e-09 
5.4266200e-07 
$.1939700e-07 
2.3451900e-13 
6.7431800e-13 
6.7431000e-13 
6.7132900e-13 
7.0408300e-13 
7.03G5400e-13 
5.74125006-13 

4.7119200e-07 
4.4206300e-04 
1.5569400e-01 
3.9880600e-03 
2.61608006-07 
5.3940200C-08 
3.15488006-08 
1.23793006-06 
3.0200500e-04 
3.9875000e-03 
Z.6I57300e~07 
5.3940500e-08 
5.5018700e-05 
6.2091000e-05 
3.04722006-04 
3.0095900e-04 
3.0095900e-04 
3.0116600e-04 
9.3979400e-03 
1.1341900e-0?. 
1.0744300e-02 
3.8811100e-03 
2.5451400e-07 
2.61637006-10 
1.7919900e-0O 
1.7812500e-08 
2.9378400e-09 
2.4919900e-08 
1.58535006-09 
2.6U7400e-10 
1.0486800e-0H 
l.U19400e-04 
0. 
9.7253000e-04 
2.8635500e-14 
0. 
6.8297200e-06 
6.2949000e-06 
1.5078200e-16 
5.4250300e-07 
4.6875800e-07 
4.3785000e-26 
6.7431800e-13 
6.7428800e-13 
6.6538900e-13 
7.0408000e-l£ 
7.0264900e-13 
3.8174200e-i3 

6.26717006-07 
3.25101006-03 
2.5954000e-02 
3.7271100e-03 
1.9420900e-09 
1.7846600e-07 
3.8296800e-08 
4.0258100e-06 
3,0341300e-04 
3.7265900e-03 
1.95328006-09 
1.7846600e-07 
5.5069100e-05 
7.5680200e-05 
3.0455600e-04 
3.0095900e-04 
3.0096100e-04 
3.01357006-04 
9.4231700e-03 
1.1809200e-02 
8.56462006-03 
3.6271500e-03 
1.5673400e-09 
3.8486000e-12 
1.7919100e-08 
1.7599100e-08 
4.32146006-11 
5.8478100e-09 
1.5663600e-09 
3.8462000e-12 
1.0157300e-02 
1.21640006-08 
0. 
8.20284006-04 
2.14559006-35 
0. 
6.8258100e-06 
5.34500006-06 
2.0606200e-41 
5.4194600e-07 
3.49671006-07 
1.2314400e-70 

6.7431800e-13 
6.74229006-13 
6.45012006-13 
7.0407000e-13 
6.99788006-13 
9.1504500e-14 

1.2239300e-06 
1.8736400e-02 

3.07186006-03 
2.835S900e-09 

5.8908200e-08 
1.68609006-05 

3.0714300e-03 
2.9309500e-09 

5.5Z12900e-05 
1.1752500e-04 

3.0095900e-04 
3.00967006-04 

9.4963300e-03 
1.1802500e-02 

2.98947006-03 
1.50258006-09 

1.7917000e-08 
1.6872000e-08 

1.6275300e-09 
1.50164006-09 

9.27189006-03 
1.66551006-22 

«.0432500e-04 
0. 

6.8146500e-06 
3.0151200e-06 

5.4036000e-07 
1.2535800e-07 

6.7431700e-13 
6.7401900e-13 

7.0404100e-13 
6.89863006-13 
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Appendix B. Results of Analyses. 
This appendix consists of a compilation of expanded tabular results of the analyses. 
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Table B-I. Expanded tabular results for basecase with ALTERNATIVE waste form. 
Peak dote rate percentiles 

25 50 75 90 Max 

7.9 X 10"' 
7.9 X 1 0 " 4 

6.3 X 1 0 " 2 

1.0 X 1 0 " 4 

1.3 X 10"' 
23 X 10"' 

Limiting individual Jrem/yr 
(above repository) (Ci/yr 

Accessible environment individual I rem/yr 
(1.6 km from repository) ( Ci/yr 
Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

5.0 X 10" 
2.5 X 10" 
5.0 X 10" 
3.9 X 10" 
1.6 X 10" 
3.2 X 10" 

1.0 X 10"* 
5.0 X 10"' 
1.9 X 10"' 
2.0 X 10"' 
1.3 X 10"'° 
2.5 X 10" 5 

7.9 X 10" 
2.5 X 10" 
1.3 X 10" 
tO X 10" 
3.2 X 10" 
6.3 X 10" 

1.0 X 10" 
3.9 X 10" 
1.0 X 10" 
1.0 X 10" 
Z0 X 10" 
5.0 X 10" 

Integrated dose percentiles 
25 50 75 90 Max 

CRP for 10 4 yr, person-rem < 1 X 10"' < 1 X 10"' 4.3 X 10" 2 1.7 X 10"' 1.1 X 10 1 

CRP for 10 s yr, person-rem < 2 X 10" 7 3.6 x 10"' 1.1 X 10 1 1.8 X 10 2 1.8 X 10 3 

CRP for 10* yr, person-rem 1.6 X 10"' 1.3 X 10* 2.0 X 10 2 8.0 X 10 : 3.2 X 10 3 

Table B-2. Expanded tabular results for basalt with REFERENCE waste form. 
Peak dose rate percentiles 

25 50 75 90 Max 

6.3 X 1 0 " 2 

1.0 X 10" 4 

t 3 X 10° 
1.6 X 1 0 " 3 

1.0 X 1 0 " ' 
2.0 X 10"' 

Limiting individual (rem/yr 
(above repository) (Ci/yr 

Accessible environment individual |rem/yr 
(1.6 km from repository) (Ci /yr 

Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

< 1 X 10" 
< 1 X 10" 
1.6 X 10" 
2.5 X 10" 
7.9 X 10" 
t 6 X 10" 

< 1 X 1 0 " 1 0 

< 1 X 1 0 ~ 1 5 

1.0 X 10" 3 

1.6 X 10"' 
3.2 X 10"" 
7.9 X 10" 3 

< 1 X 10"'° 
< 1 X 10" ' 5 

6.3 X 1 0 " 3 

7.9 X 10"' 
7.9 X 10"* 
2.0 X 10" 2 

4.0 X 10" 
5.0 X 10" 
4.0 X 10" 
5.0 X 10" 
2.5 X 10" 
6.3 X 10" 

Integrated dose percentiles 
50 75 90 Max 

CRP for 10 4 yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10* yr, person-rem 

< 8 X 10"' 
<2.5 X 10" 

73 X 10" 

< 8 x 10" ' 
3.6 X 10' 
1.2 X 10 3 

< 8 X 10"' 
5.8 X 10 2 

1.5 X 10 3 

< 8 X 10"' 
1.8 X 10 3 

1.9 X 10 3 

7.9 X 10' 
2.3 X 10 3 

3.0 X 10 3 

Table B-3. Expanded tabular results for basalt with ALTERNATIVE waste form. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual f rem/yr < 1 X 1 0 ~ u 

(above repository) | c i / y r < 1 X 1 0 ~ " 

Accessible environment individual Jrem/yr 5.0 x 10"' 
(1.6 km from repository) \ Ci/yr 7.9 X 10"' 
Columbia River average individual, rem/yr 2.0 x 10" ' 9 

Population dose rate, person-rem/yr 5.0 X 10 5 

< 1 X 10" 
< 1 X 10" 
1.3 X 10" 
2.0 X 10" 
5.0 X 10" 
1.0 X 10" 

< 1 < 1 0 " " 
< 1 X 1 0 " " 
2.5 X 10" 3 

3.2 X 10"' 
3.2 X 10"" 
63 X 1 0 ~ 3 

5.0 X 10" 
7.9 X 10" 
1.3 X 10" 
2.0 X 10" 
1.6 X 10" 
3.2 X 10" 

6.3 X 10"' 
7.9 X 1 0 " s 

2.0 X 1 0 ~ ' 
2.5 X M T 4 

5.0 X 1 0 ~ 7 

1.3 X 10"' 

Integrated dose percentiles 
B. 25 50 75 90 Max 

CRP for 10 4 yr, person-rem < 3 X 1 0 " 1 0 < 3 X 10"'° 1.9 X 10" 2 1.5 X 10"' 
CRP for 10 s yr, person-rem 9.0 X 10" 2 13 X 10° 2.3 x 10' 1.4 X 10 3 

CRP for 10' yr, peraon-rem 3.0 X 10* 4.7 X 10 2 t 2 X 10 3 1.9 X 10 3 

3.0 X 10° 
23 X 10 s 

2.3 X 1 0 3 
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Table B-4. Expanded tabular results for basalt with bypass and REFERENCE waste form. 
Peak dose rate percentiles 

25 50 75 90 Max 

Limit ing individual J r e m / y r 0 
(above repository) (Ci /y r 0 

Accessible environment individual J r em/y r < 1 X 10" 
(1.6 km from repository) | Ci /yr < 1 X 10" 

Columbia River average individual , rem/yr < 1 X 10" 

Population dose rate, pe r son- rem/yr < 1 X 10" 

0 
0 

< 1 X 10" 
< 1 X 10" 

< 1 X 10" 

< 1 X 10" 

0 0 0 
0 0 0 

6.3 X 1 0 " ' 2.5 X 1 0 " 5 5.0 X 10 
2.5 X 1 0 " " 3.2 X 10"" 7.9 X 10 

< 1 X 1 0 " 1 5 5.0 X 1 0 " " 1.3 X 10 

< 1 X 1 0 " 1 5 1.0 X 1 0 s 3.2 X 10 

Integrated dose percenti les 
25 50 75 90 Max 

CRP for 10 4 yr, person-rem 0 
CRP for 10 s yr, person-rem < 5 X 10" 
CRP for 10 6 yr, person-rem < 7 X 10" 

0 0 
< 5 X 1 0 " ' < 5 X 10 
< 7 X 1 0 " ' < 7 X 10 

< 5 X 1 0 " ' 
2.1 X 10° 

5.0 X 10 1 

6.8 X 10 2 

Table B-5. Expanded tabular results for basalt with bypass and ALTERNATIVE waste form. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limit ing individual J r e m / y r 
(above repository) [ C i /y r 

Accessible environment individual J r em/y r 

(1.6 km from repository) \ Ci /yr 

Columbia River average individual , rem/yr 

Population dose rate, person- rem/yr 

0 
0 

< 1 X 10" 

< 1 X 10" 

< 1 X 10" 

0 
0 

< 1 X 10" 

< 1 X 10" 

< 1 X 10" 

!>-<• 

< 1 X 1 0 " 1 5 < 1 X 10" 

0 
0 

6.3 X 10" 

2.0 X 10"' 
7.9 X 1 0 " " 
1.6 X 10"" 

0 
0 

2.0 X 10" 

1.6 X 10" 

4.0 X 10" 

7.9 X 10" 

0 
0 
5.0 X 10" 
2.5 X 10" 

2.0 X 10 
4.0 X 10" 

Integrated dose percentiles 
B. 25 50 75 90 

CRP for 10 4 yr, person-rem 0 0 
CRP for 10 5 yr, person-rem <1.7 X 1 0 " ' <1 .7 X 1 0 " ' 
CRP for 10 6 yr, person-rem <7.4 X 10"* <7 .4 X 10"" 

<1.7 X 10" 
2.9 X 10" 

Max 

0 0 
<1.7 X 1 0 " ' 1.7 X 10 2 

2.3 X 10 1 7.4 X 10 2 

Table B-6. Expanded tabular results for deteriorated backfill with REFERENCE waste form. 
Peak dose rale percentiles 

A. 25 50 75 90 Max 

Limit ing individual J r em/y r 2.0 X 1 0 " 3 2.0 X 1 0 " 2 1.0 X 1 0 " ' 5.0 X 1 0 " ' 
(above repository) | C i /y r 2.0 X 1 0 " 7 3.2 X 1 0 " ' 1.6 X 1 0 " 5 4.0 X 1 0 " 5 

Accessible environment individual J rem/yr 5.0 X 1 0 ~ s 6.3 X 1 0 " ' 3.2 X 1 0 " 3 1.0 X 10~ 2 

(1.6 km from repository) \ Ci /yr 5 . 0 X 1 0 " ' 7 . 9 X 1 0 " 7 3 . 2 X 1 0 " 6 1.0 X 1 0 " 5 

Columbia River average individual , rem/yr 3.2 X 1 0 " ' 2.5 X 1 0 " ' 1.6 X 1 0 " 7 3.2 X 1 0 " 7 

Population dose rate, pe r son- rem/yr 5.0 X 1 0 " 4 5.0 X 10~ 3 3.2 X 1 0 " 2 6.3 X 1 0 " 2 

I X 10° 
I X 1 0 " 4 

I X 10° 
I X 1 0 " s 

I X 1 0 " ' 

7.9 
2.0 
2.0 
6.3 
1.0 
2.0 X 10 ' 

B. 25 
Integrated dose percentiles 

50 75 90 Max 

CRP for 104 yr, person-rem < 1 X 1 0 " ' < 1 X 10"" < 1 X 10"" 5.2 X 1 0 " ' 1.0 X 10 2 

CRP for 10' yr, person-rem 7.1 X 10° 1.1 X 10 2 1.1 X 10 3 1.8 X 10 3 3.5 X 10 3 

CRP for 10" yr, person-rem 3.1 X 10 2 9.7 X 10 2 1.9 X 10 3 2.4 X 10 3 3.9 X 10 3 
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Table B-7. Expanded tabular results for deteriorated backfill ALTERNATIVE waste form. 
Peak dose rate percentiles 

25 50 75 90 Max 

Limiting individual I rem/yr 
(above repository) I Ci/yr 

Accessible environment individual j rem/yr 
(1.6 km from repository) | Ci/yr 

Columbia River average individual, rem/yr 

1.6 X 10~* 
6.3 X 1 0 " ' 
1.3 X 10"' 
1.3 X 10"' 
1.0 X 1 0 ~ 1 0 

3.2 X 1 0 - 3 

1.6 X 10"' 
3.2 X 10" 5 

4.0 X 10" 8 

6.3 X 1 0 " 1 0 

2.0 X 1 0 " 2 

2.0 X 10"' 
5.0 X 1 0 " 4 

5.0 X 1 0 ~ 7 

2.0 X 10~" 

2.0 X 10"' 
6.3 X 10"' 
1.6 X 1 0 - 3 

2.0 X 10"' 
7.9 X 10~ 8 

CRP for 10* yr, person-rem 
CRP for 10 5 yr, person-rem 
CRP for 10° yr, person-rem 

< 7 X 10 
3.0 X 10" 
9.5 X 10° 

< 7 X 1 0 " , g 

4.8 X 10° 
9.5 X 10 1 

9.8 X 10~ 3 

7.6 X 10 1 

7.5 X 10 2 

3.1 X 10"' 
6.0 X 10 2 

1.5 X 10 3 

1.0 X 10° 
1.6 X 1 0 -
6.3 X 10~ 
5.0 X 10" 
6.3 X 10" 

Population dose rate, person-rem/yr 1.3 X 1 0 - 5 1.3 X 10"4 3.2 X 1 0 - 3 1.6 X 10" 2 1.6 X 10" 1 

Integrated dose percentiles 
B. 25 50 75 90 Max 

7.8 X 10° 
1.9 X 10 3 

3.0 X 10 3 

Table B-8. Expanded tabular results for failed borehole with REFERENCE waste form. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual J rem/yr 
(above repository) (Ci/yr 

Accessible environment individual J rem/yr 
(1.6 km from repository) | Ci/yr 

Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

<1 X 10 - 1 5 

< 1 X 10 - 1 5 

3.2 X 10" 4 

2.0 X 10" -7 

1.6 X 10" -9 

2.5 X 10" -4 

< 1 X 10" 
< 1 X 10" 
5.0 X 10" 
3.2 X MT 
4.0 X 10" 
7.9 X 10" 

1 X 1 0 " 1 5 

< 1 X 1 0 " 1 5 

4 X 1 0 " 2 

2.5 X 1 0 " 5 

2.0 X 1 0 " 7 

5.0 X 1 0 " 2 

1.0 X 10"' 
6.3 X 10"' 
8 X 10" 2 

6.3 X 10" 5 

5.0 X 10"' 
1.3 X 10"' 

5.0 X 10" 1 

4.0 X 1 0 " s 

3.2 X 10° 
7.9 X 10" 4 

1.6 X 10"' 
3.2 X 10"' 

25 
Integrated dose percentiles 

50 75 90 Max 

CRP for 10 4 yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10 6 yr, person-rem 

< 1 X 10" 
8.0 X 10° 
1.8 X 10 2 

4.2 X 10" 2 

2.0 X 10 2 

1.1 X 10 3 

4.2 X 10" 
1.3 X 10 3 

2.2 X 10 3 

5.3 X 10° 
1.6 X 10 3 

2.8 X 10 3 

1.1 X 10 3 

4.0 X 10 3 

1.1 X 10 4 

Table B-9. Expanded tabular results for failed borehole with ALTERNATIVE waste form. 
Peak dose rate percentiles 

25 50 75 90 Max 

Limiting individual J rem/yr 
(above repository) (Ci /yr 

Accessible environment individual I rem/yr 
(1.6 km from repository) | Ci/yr 

Columbia River average individual, rem/yr 

< 1 X 1 0 " 1 5 

< 1 X 1 0 " 1 5 

7.9 X 1 0 " ' 
6.3 X 1 0 " ' 
3.2 X 1 0 " " 

< 1 X 10" 
< 1 X 10" 
6.3 X 10" 
2.5 X 10" 
4.0 X 10" 

< 1 X 1 0 " " 
< 1 X 1 0 " 1 5 

7.9 X 10" 3 

5.0 X 10" ' 
4.0 X 1 0 " 9 

7.9 X 10"' 
5.0 X 10"* 
4.0 X 10" 2 

2.5 X 1 0 s 

2.0 X 10" ? 

CRP for 10* yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10° yr, person-rem 

< 1 X 10"" 
5.2 X 10" 
3.5 X 10° 

4.0 X 10" 2 

1.6 X 10* 
3.5 X 10 2 

2.5 X 10" 
2.1 X 10 2 

1.4 X 10 3 

1.6 X 10° 
1.3 X 10 s 

2.8 X 10 3 

3.2 X 10" 2 

1.0 X I"" 5 

2.5 X 10° 
4.0 x I 0 " 4 

1.0 X 10"' 

Population dose rate, person-rem/yr 6.3 X 10"' 5.0 X 10"4 7.9 X 10" 3 4.0 X 10"2 2.0 X 10"' 

Integrated dose percentiles 
B. 25 50 75 90 Max 

1.0 X 10 2 

4.2 X 10 3 

1.1 X 10 4 
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Table B-10. Expanded tabular results for faulting with REFERENCE waste form. 
Peak dose rate percentiles 

25 50 75 90 Max 

Limiting individual ( rem/yr 4.0 X 10 
(above repository) |Ci /yr 5.0 X 10"' 

Accessible environment individual | rem/yr 1.0 X 10 
(1.6 km from repository) \ Ci/yr 7.9 X 1 0 " 7 

Columbia River average individual, rem/yr 1.0 X 10" 

Population dose rate, person-rem/yr 1.3 X 10" 

2.5 X 10" 3 1.6 X 10" 
4.0 X 10 ~7 

6.3 X 10" 5 

4.0 X 10" 6 

7.9 X 10" s 

1.3 X 10" 2 

4.0 X 10 "' 
3.2 X 10" 2 

1.6 X 10" 5 

3.2 X 10" 7 

6.3 X 1 0 " 2 

2.0 X 10" 1 

1.6 X 1 0 s 

1.3 X 10"' 
6.3 X 10" 5 

6.3 X 10" 7 

1.6 X 10"' 

2.5 X 10" 
2.5 X 10 4 

1.0 X 10° 
1.0 X 10 3 

3.2 X 10"' 
7.9 X 10" 1 

Integrated dose percentiles 
25 50 75 90 Max 

CRP for 10 4 yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10 6 yr, person-rem 

< 2 X 10 5.3 X 10 
4.2 X 10 1 6.7 X 10' 
6.1 X 10 2 1.5 X 10J 

4.2 X 10° 
1.3 X 10 3 

2.4 X 103 

2.1 X 10 2 

1.7 X 10 3 

3.0 X 10 3 

2.1 X 10 3 

4.2 X 103 

4.8 X 103 

Table B-11. Expanded tabular results for faulting with ALTERNATE waste form. 
Peak dose rate percentiles 

25 5G 

Limiting individual I rem/yr 
(above repository) | Ci/yr 
Accessible environment individual | rem/yr 
(1.6 km from repository) 1 Ci/yr 
Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

Integrated dose percentiles 

25 50 75 90 Max 

1.0 X 10"' 1.6 X 10~ 4 4.0 X 10 3 6.3 X 10~ 2 2.5 X 10° 
7.9 X 1 0 " " 1.0 X 10"' 4.0 X 10 7 3.2 X 10"' 6.3 X 10 5 

2.0 X 1 0 " 5 4.0 X 10" 4 5.0 X 10 " 3 6.3 X 10" 2 7.9 X 10 ' 
1.6 X 10"* 4.0 X 10 " 7 2.0 X 10"' 1.0 X 10~ 5 1.6 X 10 4 

1.6 X 1 0 " , 0 3.2 X 10"' 4.0 X 1 0 s 1.6 X 10 7 1.6 X 10 * 

2.5 X 10" 5 6.3 X 10" 4 6.3 X 1 0 " 3 3.2 X 10" 2 2.0 X 10 ' 

25 50 75 90 Max 

CRP for 10 4 yr, person-rem 4.6 X 10" 3 1.5 X 10" 1 1.2 X 10° 
CRP for 10 5 yr, person-rem 1.4 X 10° 2.2 X 10 1 3.4 X 10 2 

CRP for 10' yr, person-rem 1.8 X 10 1 3.6 X 10 2 1.1 X 10 3 

1.5 X 10 1 

1.1 X 10 3 

2.3 X 10 3 

4.5 X 10-
4.3 X 10 3 

4.5 X 10 3 

Table B-12. Expanded tabular results for breccia pipe formation with REFERENCE waste form. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual J rem/yr 
(above repository) (Ci /yr 

Accessible environment individual (rem/yr 
(1.6 km from repository) | C i / y r 
Columbia River average individual, rem/yr 

7.9 X 10" 
2.5 X 10"' 
< 1 X 10" 
4.0 X 10"' 
< 1 X 10" 

4.0 X 10" J 

6.3 X 10" 7 

2.5 X 10" 4 

3.2 X 10" 7 

1.0 X 10" 9 

3.2 X 10" 
5.0 X 10" 
1.6 X 10" 
1.6 X 10" 
5.0 X 10" 

2.5 X 10"' 
3.2 X 10 5 

1.0 X 10" 2 

1.0 X 10" 5 

1.6 X 10" 7 

CRP for 10 4 yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10* yr, person-rem 

< 1 X 1 0 " < 1 X 10" 3.0 X 10 
3.5 X 10° 5.5 X 10 1 3.5 X 10' 
8.5 X 10* 3.4 X 10 2 1.1 X 10J 

2 4 X 10" 
1.1 X 10 3 

2.1 X 10 3 

1.3 X 10' 
5.0 X 10 
7.9 X 10 
1.3 X 10 
7.9 X 10" 

Population dose rate, person-rem/yr 7.9 X 10"' 2.0 X 10" 3 1.0 X 10" 2 3.2 X 10" 2 2.0 X 10 

Integrated dose percentiles 
B. 25 50 75 90 Ma* 

9.5 X 10 z 

1.7 X 10 3 

3.4 X 10 3 
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Table B-13. Expanded tabular results for breccia pipe formation with ALTERNATIVE waste form. 
Peak dote rate percentiles 

A. 25 50 75 90 Max 

Limiting individual I rem/yr 
(above repository) \ Ci/yr 
Accessible environment individual J rem/yr 
(1.6 km from repository) ( Ci/yr 
Columbia River average individual, rem/yr 

1.6 X 10~* 
1.6 X 10 - * 
2.5 X 10 ,-• 

5.0 X 10" 
4.0 X 10" 
4.0 X 10" 

1.6 X 10"' 1.6 X 10" 
2.5 X 10" 6.3 X 10" 

6.3 X 10" 
5.0 X 10" 
5.0 X 10" 
2.5 X 10" 
7.9 X 10" 

4.0 X 10" 
4.0 X 10" 

1.6 X 10" 
4.0 X 10" 

CRP for 10* yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10 s yr, person-rem 

<6 X 10"° 
1.0 X 10"1 

2.9 X 10° 

4.9 X 1 0 -
2.1 X 10° 
4.6 X 101 

9.8 X 10"2 

2.6 X 101 

3.6 X 101 

9.8 X 10"' 
1.7 X 102 

9.3 X 10 1 

7.9 X 10° 
1.3 X 10"* 

5.0 X 10"' 6.3 X 10" 
3.2 X 10" 
7.9 X 10" 

Population dose rate, person-rem/yr 5.0 X 10"' 1.0 X 10~ 4 1.6 X 10~ 3 5.0 X 1 0 - 3 1.6 X 10" 1 

Integrated dose percentiles 
B. 25 50 75 90 Max 

6.2 X 10* 
1.7 X 103 

2.9 X 103 

Table B-14. Expanded tabular results for S = 100 and median is 10 8/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual J rem/yr 
(above repository) |Ci/yr 
Accessible environment individual j rem/yr 
(1.6 km from repository) | Ci/yr 
Columbia River average individual, rem/yr 
Population dose rate, person-rem/yr 

5.0 X 10" 
2.5 X 10" 
2.0 X 10" 
1.6 X 10" 
2.5 X 10" 
6.3 X 10" 

4.0 X 10" 
5.0 X 10" 
7.9 X 10" 
1.0 X 10" 
2.0 X 10" 
4.0 X 10" 

4.0 X 10" 
3.2 X 10" 
6.3 X 10" 
1.6 X 10" 
2 3 X 1 0 " 
6.3 X 10" 

13 X 10" 
5.0 X 10" 
1.0 X 10" 

4.0 X 10" 
7.9 X 10" 

7.9 X 10" 
1.0 X 10" 
7.9 X 10" 

2.0 X 10,"7 1.0 X 10" 
1.3 X 10" 
2.5 X 10" 

25 
Integrated dose percentiles 

50 75 90 Max 

CRP for 104 yr, person-rem 
CRP for 105 yr, person-rem 
CRP for 10 6 yr, person-rem 

<1 X 10~ M 

9.1 X 10" 
1.4 X 10" 

4.1 X 10"* 
2.3 X 10" 1 

1.8 X IP" 1 

1.0 X 10"J 

7.2 X 10" ] 

1.8 X 101 

6.5 X UT 2 

2.9 X 101 

3 3 X 10* 

1.3 X 10° 
1.8 X 10 3 

2.8 X 103 

Table B15. Expanded tabular results for S = 100 and median is 5 X 10~7/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual J rem/yr 
(above repository) |Ci/yr 
Accessible environment individual I rem/yr 
(1.6 km from repository) ) Ci/yr 
Columbia River average individual, rem/yr 

1.0 X 10" 1 Q 

1.3 X 10" 1 3 

3.2 X 10"* 
3.2 X 10" 1 1 

1.3 X 1 0 ~ u 

1.0 X 10" 
2.5 X 10" 
2.5 X 10" 
1.6 X 10" 
5.0 X 10" 

1.0 X 10" z 

3.2 X 10"7 

1.6 X 10"* 
1.0 X 10" 7 

5.0 X 10"' 

1.6 X 10"' 
1.6 X 10"5 

3.2 X 10"3 

5.0 X 10"' 
1.0 X 10"7 

CRP for 10* yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10* yr, person-rem 

< 1 X 1 0 - 7 

3.0 X 10"' 
9.7 X 10"2 

<1 X 10" 7 

2.4 x 10"' 
4.9 X 10° 

2.3 X 10"J 

1.5 X 101 

2.4 X 101 

1.2 X 10"' 
7.5 X 102 

1J X 103 

1.3 X 10" 
1.0 X 10" 3 

7.9 X 10" J 

1.0 X 10"* 
1.3 X 10"' 

Population dose rate, person-rem/yr 2.0 X 10"7 7.9 X 10"' 1.0 X 10" 3 ZO X M" 1 2.5 X 10"' 

Integrated dose percentiles 
B. 25 50 75 90 Max 

4.6 X 10' 
1.9 X lO3 

3.9 X 103 
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Table B16. Expanded tabular results for S = 100 and median is 5 X 10"6/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual I rem/yr 
(above repository) l c i / y r 
Accessible environment individual J rem/yr 
(1.6 km from repository) J Ci/yr 
Columbia River average individual, rem/yr 

3.2 X 10"' 
4.0 X 1 0 " a 

1.3 X 10"' 
6.3 X 10"" 
1.6 X 10" 1 2 

2.0 X 10" 
4.0 X 10" 
2.5 X 10" 
1 5 X 10" 
1.0 X 10" 

3.2 X 10" 
3.2 X 10" 
1.3 X 10" 
7.9 X 10" 
4.0 X 10" 

2.0 X 10" 
6.3 X 10" 
LO X 10" 
1.3 X 10" 
3.2 X 10" 

CRP for 10 yr, person-rem 
CRP for 10 s yr, person-rem 
CRP for 10 6 yr, person-rem 

< 1 X 10 
3.1 X 10" 
1.6 X 10" 

< 1 X 10" 7 

3.1 X 10° 
5.2 X 10 1 

1.3 X 10° 
1.0 X 10" 3 

7.9 X 10 2 

1.0 X 10" 4 

2.0 X 10"' 
Population dose rate, person-rem/yr 2.0 X 10"' 2.0 X 10" 4 7.9 X 1C" 3 7.9 X 10~ 2 4.0 X 10" 1 

Integrated dose percentiles 
B. 25 50 75 50 Max 

1 3 X 10" 4.7 X 10" 5.9 X 10 2 

9.8 X 10 1 9.8 X 10 2 3.1 X 10 3 

8.2 X 10 2 1.6 X 10 3 4.1 X 10 3 

Table B-17. Expanded tabular results for S = 100 and median is 10 4/yr. 

A. 25 
Peak dose rate percentiles 

50 75 90 Max 

4.0 X 10" 
7.9 X 10" 

7.9 X 10~' 3.2 X 10" 

Limiting individual I rem/yr 4 . 0 X 1 0 " 
(above repository) (Ci/yr 4.0 X 10" 
Accessible environment individual j rem/yr 

(1.6 km from repository) \ Ci /yr 4 . 0 X 1 0 " ' 

Columbia River average individual, rem/yr 7.9 X 1 0 ~ " 

Population dose rate, person-rem/yr 1.3 X 10~ 5 

3.2 X 10"' 

1.6 X 10~ 8 

2.5 X 10" 3 

1.0 X 10" 1 2.5 X 10" 1.0 X 10 1 

2.0 X 10" 5 1.3 X 10" 4 1.0 X 10" 3 

5.0 X 10" 3 3.2 X 10" 2 1.6 X 10"' 
5.0 X 10 " 6 3.2 X 10" 5 1.0 X 10" 4 

1.6 X 10" 7 6.3 X 10" 7 2.0 X 10"* 

4.0 X 10" 2 1.3 X 10" 1 4.0 X 10" 1 

B. 25 
Integrated dose percentiles 

50 75 90 Max 

CRP for 10 4 yr, person-rem 
CRP for 10 5 yr, person-rem 
CRP for 10 6 yr, person-rem 

< 7 X 10~" 
5.4 X 10" 3 

4.2 X 10° 

< 7 x 10" 8 

5.1 X 10' 
2.6 X 10 2 

2.3 X 10"' 
8.2 X 10 2 

1.3 X 10 3 

1.4 X 10° 
1.6 X 10 3 

2.1 X 10 3 

7.3 X 10" 
3.2 X 10 3 

4.2 X 10 3 

Table B-18. Expanded tabular results for S = 100 and median is 10 3/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual f rem/yr 
(above repository) jCi/yr 

Accessible environment individual (rem/yr 
(1.6 km from repository) \ Ci/yr 

Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

1.0 X 10" 3 

1.3 X 10"' 
3.2 X 10" 5 

3.2 X 10" 8 

5.0 X 1 0 " 1 0 

7.9 X 10" 5 

1.3 X 10" z 

3.5 X 10" 6 

6.3 X 10" 4 

7.9 X 10"' 
3.2 X 10" B 

7.9 X 10" 3 

1.3 X 10"' 
4.0 X 10" 5 

1.3 X 10" 2 

1.0 X 10" 5 

4.0 X 10"' 
7.9 X 1 0 " 2 

2.5 X 10" 
2.0 X 10" 4 

4.0 X 10" 2 

5.0 X 10" s 

7.9 X 10"' 
2.0 X 10"' 

1.3 X 10 1 

1.0 X 10 
2.0 X 10 1 

1.3 X 10" 
2.0 X 10" 
4.0 X 10 

B. 

CRP for 10 J yr, person-rem 
CRP for 10 3 yr, person-rem 
CRP for 10 yr, person-rem 

25 

< 1 X 10~ 7 

6.5 X 10~ ; 

1.3 X 10 1 

Integrated dose percentiles 
50 75 90 

< 1 X 10"' 
8.1 X 10 1 

3.3 X 10 2 

< 1 X 10" 7 

1.0 X 10 3 

1.3 X 10 3 

6.3 X 10" 
1.6 X 10 3 

2.1 X 10 3 

Max 

8.0 X 10 z 

3.2 X 10 3 

4.2 X 10 3 
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Table B-19. Expanded tabular results for S = 10 and median is 10~8/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

Limiting individual I rem/yr 
(above repository) \Ci /yr 
Accessible environment individual i rem/yr 
(1.6 km from repository) [ Ci/yr 
Columbia River average individual, rem/yr 

1.3 X 10" 1 0 

1.0 X 10"" 
3.2 X 10"' 
4.0 X 1 0 " 1 2 

1.3 X 10"" 

3.2 X 10" 
3.2 X 10" 
1.6 X 10" 
1.0 X 10" 
3.2 X 10" 

2.0 X 10" 
2.5 X 10" 
4.0 X 10" 
1.0 X 10" 

2.0 X 1 0 " 3 

1.3 X 1 0 " 8 

1.0 X 1 0 ~ 4 

4.0 X 10"' 
1.3 X 1 0 " 1 C 

CRP for 10 yr, person-rem 
CRP for 10 5 yr, person-rem 
CRP for 10 6 yr, person-rem 

< 2 X 10 
2.9 X 10 
8.3 X 10 " 3 

- n 
- 4 

1.2 X 10" 3 

2.3 X 1 0 ~ 2 

2.6 X 10" 1 

1.2 X 1 0 " 
2.9 X 10" 1 

2.6 X 10° 

4.9 X 1 0 ~ 2 

1.4 X 10° 
2.1 X 10 1 

1.6 X 10" 
5.0 X 10" 
6.3 X 10" 
7.9 X 10" 
2.5 X 10" 

Population dose rate, person-rem/yr 2.5 X 10"' 8 6.3 X 1 0 " 7 5.0 X 10~ 6 3.2 X 1 0 " 5 6.3 X 10" 2 

Integrated dose percentiles 
B. 25 50 75 90 Max 

1.6 X 10" 1 

1.4 X 10 3 

2.6 X 10 3 

Table B-20. Expanded tabular results for S = 10 and median is 5 x 10~7/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

3.2 X 10" 8 1.0 X 1 0 ~ 4 7.9 X 10" 3 1.0 X 10" 1 6.3 X 10" 1 

1.3 X 10"" 6.3 X 10" 9 2.5 X 10" 7 2.5 X 10" 6 3.2 X 10~ 4 

5.0 X 10" 8 2.5 X 1 0 ~ 6 1.0 X 10" 4 7.9 X 1 0 " 4 6.3 X 10" 2 

6.3 X 10"" 2.5 X 1 0 ~ 9 1.0 X 10" 7 7.9 X 10" 7 7.9 X 10~ 5 

4.0 X 10 u 1.6 X 1 0 ~ 1 0 3.2 X 10"' 1.6 X 10" 8 1.3 X 10" 6 

6.3 X 10" 7 2.5 X 10" 5 5.0 X W" 4 3.2 X 10" 3 2.5 X 10"' 

Limiting individual I rem/yr 
(above repository) I Ci/yr 

Accessible environment individual I rem/yr 
(1.6 km from repository) \ Ci/yr 
Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

Integrated dose percentiles 
25 50 75 90 Max 

CRP for 10 yr, person-rem < 6 X 10" 
CRP for 10 s yr, person-rem 2.8 X 10" 
CRP for 10 6 yr, person-rem 2.9 X 10" 

1.4 X 10" 4 

5.7 X 10" 1 

1.5 X 10 1 

5.5 X 10"' 
1.1 X 10 1 

2.3 X 10 2 

2.2 X 10" 
1.1 X 10 2 

7.3 X 10 2 

5.5 X 10" 
1.8 X 10 3 

2.9 X 10 3 

Table B-21. Expanded tabular results for S = 100 and median is 5 Y 10~6/yr. 
Peak dose r„;e percentiles 

A. 25 50 75 90 Max 

Limiting individual I rem/yr 
(above repository) (Ci/yr 

Accessible environment individual j rem/yr 
(1.6 km from repository) I Ci/yr 

Columbia River average individual, rem/yr 

3.2 X 10" 7 

1.6 X 10" 1 0 

1.3 X 10" 6 

1.0 X 10"' 
5.0 X 1 0 " n 

1.6 X 10" 3 

1.6 X J . 0 - 7 

6.3 X 10" 5 

7.9 X 10" 8 

3.2 X 10"' 

5.0 X 10" 2 2.0 X 10" 1 3.2 X 10° 
3.2 X 10" 6 2.5 X 10" 5 1.0 X 10" 3 

1.3 X 10" 3 1.0 X 10" 2 7.9 X 10" 2 

1.0 X 10" 5 7.9 X 10" 6 1.0 X 10" 4 

3.2 X 10" 8 2.0 X 10" 7 1.3 X 10" 6 

Population dose rate, person-rem/yr 7.9 X 10" 6 6.3 X 1 0 " 4 6.3 X 10" 3 5.0 X 10" 2 2.5 X 10" 1 

Integrated dose percentiles 
B. 25 50 75 90 Max 

CRP for 10 4 yr, person-rem 
CRP for 10 5 yr, person-rem 
CRP for 10 6 yr, person-rem 

< 2 X 1 0 " 8 

3.7 X 10" : 

3.2 X 10° 

< 2 X 10" 8 

9.3 X 10° 
1.6 X 10 2 

1.4 X 10" 3 

1.2 X 10 2 

1.0 X 10 3 

2.2 X 10" 1 

9.3 X 10 2 

1.6 X 10 3 

1.7 X 10 2 

3.0 X 10 3 

4.0 X 10 3 
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Table 6-22. Expanded tabular results for S = 100 and median is 10 4/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

< 1 X 10" 1 5 1.0 X 1 0 ~ 2 1.0 X 10"' 2.5 X 10"' 1.0 X 10"' 
4.0 X 10 8 3.2 X 10" 6 5.0 X 10" 5 2.0 X 1 0 ~ 4 1.3 X 10" 3 

< 1 X 10" 1 5 1.3 X 10" 4 5.0 X 10~ 3 3.2 X 10 2 7.9 X 10" 2 

3.2 X 10" 8 1.0 X 10~* 1.6 X 1 0 s 5.0 X 1 0 ~ 5 4.0 X 10 4 

2.0 X 10" 1 0 4.0 X 10" 8 2.0 X 10" 7 6.3 X 10" 7 2.0 X 10 ~ 6 

3.2 X 10"" 1.3 X 10" 2 1.0 X 10"' 2.0 X 10"' 4.0 X 10" 1 

Limiting individual I rem/yr 
(above repository) |Ci /yr 

Accessible environment individual j rem/yr 
(1.6 km from repository) | Ci/yr 
Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

Integrated dose percentiles 
25 50 75 90 Max 

CRP for 10 yr, person-rem 
CRP for 10 5 yr, person-rem 
CRP for 10 6 yr, person-rem 

< 1 X 10"" 
8.4 X 1 0 " 1 

2.1 X 10 1 

< 1 X 1 0 " 
1.3 X 10 2 

4.3 X 10 2 

< 1 X 1 0 " 
1.1 X 10 3 

1.4 X 10 3 

1.9 X 10 1 

1.7 X 10 3 

2.1 X 10 3 

7.7 X 10 z 

4.2 X 10 3 

4.3 X 10 3 

Table B-23. Expanded tabular results for S = 100 and median is 10 3/yr. 
Peak dose rate percentiles 

A. 25 50 75 90 Max 

1.3 X 10" 4 2.0 X 10 " 2 1.6 X 10" 1 2.5 X 10 ' 1.3 X 10 1 

4.0 X 10~ 8 3.2 X 10" 6 5.0 X 10 5 2.0 X 10" 4 1.3 X 10" 3 

< 1 X 10"' 5 5.0 X 10~ 4 1.3 X 10" 2 4.0 X 10 2 2.5 X 10" 1 

3.2 X 10" 8 1.0 X 10" 6 1.6 X 10" 5 5.0 X 10~ 5 4.0 X 10" 4 

1.3 X 10"' 6.3 X 10" 8 5.0 X 10" 7 1.0 X 10" 6 2.0 X 10" 6 

3.2 X 10" 4 1.3 X 10" 2 1.0 X 10" 1 2.0 X 10" 1 4.0 X 10" 1 

Limiting individual I rem/yr 
(above repository) (Ci/yr 

Accessible environment individual Jrem/yr 
(1.6 km from repository) ( Ci/yr 

Columbia River average individual, rem/yr 

Population dose rate, person-rem/yr 

Integrated dose percentiles 
B. 25 50 75 90 Max 

CRP for 10 4 yr, person-rem < 8 X 1 0 " 8 < 8 X 10" 8 < 8 X 10" B 

CRP for 10 s yr, person-rem 8.4 X 1 0 " 1 1.3 X 10 2 1.1 X 10 3 

CRP for 10 6 yr, person-rem 2.1 X 10 1 4.3 X 10 2 1.4 X 10 3 

1.9 X 10 1 

1.7 X 10 3 

2.1 X 10 3 

7.7 X 10 z 

4.2 X 10 3 

4.3 X 10 3 
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