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"This report was prepared as an account of Government-
sponsored work. Neither the United States, or the Energy 
Research and Development Administration nor any person 
acting on behalf of the Commission 

A. Makes any warranty or representation, expressed or 
implied, v/ith respect to the accuracy, completeness 
or usefulness of the information contained in this 
report, or that the use of any information, apparatus 
method, or process disclosed in this report may not 
infringe privately owned rights; or 

B. Assumes any liabilities with respect to the use of, 
or for damages resulting from the use of, any infor­
mation, apparatus, method, or process disclosed in 
this report. 

As used in the above, 'person acting on behalf of the 
Commission' includes any employee or contractor of the 
Administration or employee of such contractor, to the 
extent that such employee or contractor prepares, dissem­
inates, or provides access to, any information pursuant 
to his employment or contract with the Administration or 
his employment with such contractor." 
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Commencing with report COO-2245-30, a new task, 
TASK IV, which has been added to the contract, was reported. 
This TASK IV and TASK IID differ in that TASK IV is initially 
concentrated on thermal analyses using slug and laminar 
velocity profiles while TASK IID is concentrated on hydro-
dynamic analyses of turbulent velocity fields. 



COOLANT MIXING IN LMFBR ROD BUNDLES AND 
OUTLET PLENUM MIXING TRANSIENTS 

Contract AT(ll-l)-2245 
Quarterly Progress Report 

The work of this contract has been divided into the 
following Tasks: 

TASK I: BUNDLE GEOMETRY (WRAPPED AND BARE RODS) 
TASK IA: Assessment of Available Data 
TASK IB: Experimental Bundle Water Mixing 

Investigation 
TASK IC: Experimental Bundle Peripheral Velocity 

Measurements (Laser Anemometer) 
TASK ID: Analytic Model Development - Bundles 

TASK II: SUBCHANNEL GEOMETRY (BARE RODS) 
TASK IIA: Assessment of Available Data 
TASK IIB: Experimental Subchannel Water Mixing 

Investigation 
TASK IIC: Experimental Subchannel Local Parameter 

Measurements (Laser Anemometer) 
TASK IID: Analytic Model Development - Subchannels 

TASK III: LMFBR OUTLET PLENUM FLOW MIXING 
TASK IIIA: Analytical and Experimental Investigation 

of Velocity and Temperature Fields 
TASK IV: THEORETICAL DETERMINATION OF LOCAL TEMPERATURE FIELDS 

IN LMFBR FUEL ROD BUNDLES 
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TASK I: BUNDLE GEOMETRY (WRAPPED AND BARE RODS) 

TASK IA: Assessment of Available Data and Codes (Kerry Basehore) 
No work was performed this quarter. 

TASK IB.2 Experimental Bundle Water Mixing Investigation 
Repeat of Laminar and Transition Flow - 6l Pin Fuel Mixing 

Experiments (Stuart Glazer) 
During the previous quarter, a variant of the isokinetic 

sampling technique used by C. Chiu with the 6l pin blanket 
bundle, was developed to handle differences in construction of 
the fuel and blanket bundles. The tests were not satisfactorily 
completed due to unacceptable sensitivity to the particular 
measurements taken and non repeatability of volumetric flow 
measurements in individual subchannels. Minor variations in 
flow exiting from the same subchannel was observed, and was 
postulated to occur due to the relative "looseness" of the 
pins within the duct assembly. The ratio of nominal pin to 
pin centerline distance, to pin diameter (P/d) is much larger 
for the fuel bundle than for the blanket bundle (1.24 versus 
1.067) so that more significant rod bowing and rod repositioning 
may occur at the exit plane, particularly due to the influence 
of insertion and removal of the isokinetic sampling probe. 
Since flow split measurements are sensitive to the "spread" 
of the fuel pin's, and since the work of Chiu [1] indicated 
relatively uniform flow over each of the interior, edge' and 
corner regions, it was decided to drop the current plans for 
flow split measurement on a subchannel by subchannel basis. 
The sampler tube has been redesigned to record the axial 
volumetric flowrate from 1/6 of the interior subchannels at 
once. It has also been found.that the analysis techniques 
reported by Chiu in [1] are applicable to the current situa­
tion, so that these will be used. The new sampler tube has 
been designed and fabricated, and is currently being used.to 
collect axial flowsplit data as a function of Reynolds number.' 
Flow split tests are expected to be completed shortly. 

Preparations have also been made for the conduct of the 
61 pin fuel bundle salt mixing tests. A new complete set of 
126 salt conductivity probes have been wired to the standard 
16 pin connectors to facilitate.connection to the Real Time 
Data Acquisition System. Three injection rods previously 
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fabricated, were wrapped with the spacer wire, and will be 
installed in the 6l pin fuel bundle upon completion of the 
current series of flowsplit tests. At that time, the elec­
trical conductivity probes will be platinized and inserted 
into the flow separator. Salt mixing tests are expected to 
be run and completed during the current quarter. 

The report on the Real Time Data Acquisition System has 
been nearly completed, and will be issued during the current 
quarter as [2]. 

TASK IB.3 217 Pin Mixing Experiments (Stuart Glazer) 
During the past quarter, a version of the SUPERENERGY 

code was used to determine the number of subchannels at the 
exit plane of the 5 foot test section which will be expected 
to contain higher than background salt concentrations as a 
result of salt tracer injection at predetermined positions. 
Although the results are incomplete, it is currently believed 
that less than 1/2 the 438 subchannels in the 217 pin bundle 
need be instrumented. Previous probe manufacturing efforts 
have resulted in a stock of approximately 200 partially com­
pleted probes. An appropriate number of these probes will 
be finished pending final results of the study. Operation 
of the 217 pin mixing tests must necessarily wait until 
completion of the 6l pin bundle salt mixing tests, as plans 
call for the centerless grinding of 1 or 2 of the injection 
rods built for the 6l pin test bundle (pin dia= .250") to 
the size of the prototypical pins (pin dia= .230") in the 
217 pin bundle. Injection rod fabrication costs will there­
fore be held to a minimum. 

TASK IB.4 61 Pin Blanket Bundle Expeirments (Chong Chiu) 
During this quarter, much work has been devoted toward 

the mixing experiments of the alternating wire wrapped blanket 
assembly and the static pressure drop measurements of the 2" 
lead wire wrapped blanket bundle. 

The mixing experiments of the alternating wire wrapped 
bundle are performed by measuring the salt concentration map 
at the bundle exit with different salt injection depth for a 
given Re. The experimental condition of these data are 
summarized in Table 1. The purpose of this study is to under­
stand the salt transport process at different distances from 
the position where the saline solution is injected from the 

i 
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injection rod. The salt concentration maps at different Re 
for a given injection depth are used to calibrate the input 
function FPRCE of COBRA-IIIC computer code. By doing so, 
we are able to determine the subchannel coolant temperature 
and peripheral duct temperature distribution of a typical 
heated alternating wire wrapped blanket assembly by this 
calibrated computer code. The results from this COBRA IIIC 
study will be compared with the subchannel coolant temperatures 
and duct temperature distribution of an in-phase wire wrapped 
blanket assembly under the same operating condition predicted 
by SUPERENERGY. From this comparison we believe we can 
determine the advantages and disadvantages of the alternating 
wire wrapped assembly versus the conventional in-phase assembly. 

The static pressure data of the 2" lead blanket assembly 
are obtained in two different kinds of subchannels. One is 
an edge subchannel, the other is an interior subchannel. 
Injection rods are used in both subchannels to obtain static 
pressure data at two different depths, i.e., 16 inches and 
22.5 inches from the bundle exit. 

The static pressure data are presented in Figs. 1 and 2' 
for edge subchannel and interior subchannel respectively. 
The pressure drop data for these two subchannels are presented 
in Figs. 3 and 4. Since the pressure drop data for a given 
Re of these two subchannels are identical, the bundle friction 
factor can be determined by assuming uniform pressure drop 
over a certain bundle axial distance. The resulting friction 
factor is plotted versus Re as shwon in Fig. 5. 

TASK IC: Experimental Bundle Peripheral Velocity Measurements 
(Laser Anemometer) 

No work was performed this quarter. 

TASK ID: Analytic Model Development - Bundles (Kerry Basehore) 
Our model development efforts have been substantial in the 

past. To assist the reader in identifying our published material 
on these efforts and the associated codes, this new summary 
format has been added to our progress reports 
Summary of Existing ENERGY Model and Related References 

Report numbers listed refer to those report titles included 
in the complete listing at the beginning of this progress report. 
I. ENERGY Physical Model Development 

a.' General 
COO-2245-12TR 
COO-2245-16TR • 



II. Code Listing and Input Description 
a. Summary of Capabilities 

COO-2245-28, pp. 16-17 
b. ENERGY I, II, III 

COO-2245-17TR 
COO-2245-18TR, Revision 1 

c. SUPERENERGY 
COO-2245-20TR, Revision 1 

III. Empirical Input Parameters, e* and C 
a. Khan correlation, fuel bundle 

COO-2245-16TR, pp. 67-69 or 
COO-2245-17TR 

b. Blanket bundle 
COO-2245-34, pp. 3 
COO-2245-45TR (not released) 

c. Conversion factors between porous and subchannel models 
COO-2245-16TR, Appendix 4 
COO-2245-34, pp. 4-7 (graphs) 

IV. Model-Data Comparison 
a. General 

COO-2245-12TR 
COO-2245-16TR 
COO-2245-21TR 

b. ANL XX07 
COO-2245-33TR 

c. ORNL FFM-2A 
COO-2245-28 pp. 2-3 
COO-2245-32TR 
COO-2245-46TR 



Model Comparison with other Codes 
a. General 

COO-2245-16TR 
b. COBRA 

COO-2245-32TR 
C TRITON - COTEC 

COO-2245-31, PP. 3-4 
Model Additions and Improvements 
a. G* Criteria for Forced Convection 

re 
COO-2245-16TR, pp. 76-90 (derivation) 
COO-2245-28 pp. 14 (coded version) 

b. Stability - ENERGY I 
COO-2245-16TR, Appendix 3 

c. Stability - SUPERENERGY 
COO-2245-31, PP. 9-14 COO-2245-32TR 

d. Interassembly gap conduction model 
COO-2245-20TR, Revision 1 (original mode 
COO-2245-33TR (resistance model) 

e. Variable swirl flow model 
COO-2245-34, pp. 8-10 
COO-2245-38, pp. 4 
COO-2245-46TR 

Codes and Models under Development 
a. Secondary control assembly model 

COO-2245-38, pp. 5 
COO-2245-47TR (not released) 

b. Transient SUPERENERGY 
COO-2245-31, PP- 14-22 
COO-2245-34, pp. 11-41 
COO-2245-38, pp. '5 
COO-2245-35TR 

c. A complete summary of code developments 
shown in Table 2. 



TASK ID.l Steady State SUPERENERGY (Kerry Basehore) 
1. Variable Swirl Flow Model 

A report assessing the practicality and worth of intro­
ducing a variable swirl flow model into the ENERGY codes, using 
the data reduction and model implementation schemes documented 
in previous progress reports [3,4], has been written [5] and is 
now in the distribution phase. The conclusions reached were as 
follows : 

i) The variable swirl model will give temperature 
predictions close to the constant swirl model for 
axial heights above one wire wrap lead length and 
for power distributions that are not unrealistically 
skewed. At relatively large axial heights local 
fluctuations of opposite sign caused by variable 
transverse flow tend to compensate. The transverse 
velocity is less important in bundles that are not 
highly power skewed. 

ii) The mass imbalance effects in the swirl model used 
to date are noticeable. If a permanent implementa­
tion of the variable swirl flow model is attempted, 
a method of providing a mass balance will have to 
be done carefully, so as not to destroy the sim­
plicity and physical nature of the ENERGY model. 

iii) The differences between the variable and constant 
swirl models are generally insignificant compared 
to bundle tolerance effects. It is recommended 
that the variable swirl model not be used until it 
is found that variations in predictions between it 
and the constant swirl model are equal to variations 
due to fabrication tolerances. 

2. GE Secondary Control Assembly 
A computer model of the thermal hydraulic behavior of 

the Clinch. River secondary control assembly has been completed. 
The computer program uses a semi-analytical method to model 
the counterflow section and explicit SUPERENERGY type equations 
to model the poison control section. A simplified sample problem 
shows that the results from the counterflow section of the 
program have excellent agreement with the purely analytical 
solution. Boundary condition interfacing with SUPERENERGY has 
been achieved and works well, Documentation on modeling is 
now being completed and will be released in topical report 
form next quarter. 
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TASK ID.2 Analytical Model Development - Transient 
SUPERENERGY (Stuart Glazer) 

As reported in [3], two versions of the transient 
SUPERENERGY code are under development: a detailed single 
assembly version capable of analyzing flow, power, and inlet 
temperature transients at a subchannel level for bundles up 
to 217 pins, and a multiassembly version which represents 
each bundle as a 7 pin assembly for the purpose of determina­
tion of interassembly heat transfer. The multiassembly version 
will be desinged to permit up to 39 assemblies ( a 1/12 core 
sector) to be coupled. 

Current plans call for the use of the two codes either 
independently or in a cascade technique. In the cascade 
technique the multiassembly lumped version is first run to 
determine approximate interassembly heat transfer during the 
transient. These heat fluxes will be stored on magnetic 
tape and used later by the single assembly version as boundary 
conditions on the six bundle faces throughout the transient. 

An effort has been made to develop a base of commonality 
and interchangeability between several subroutines in these 
two codes, as well as with the steady state codes being 
developed by K. Basehore. Division of work has been made, 
and a coordinated effort of code development is under way. 
Currently, the author has expended most effort on the develop­
ment of the detailed single bundle code, with emphasis on 
development of common data structures and internal organiza­
tions between the single and multiassembly code versions. 
Completion of both codes is expected during the current 
quarter. 
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TABLE 1 
TEST RUN NO. AND INJECTION DEPTH 

Center Injection 
Subchannel 

Test Run 
No. 
16 
17 18 
19 
20 
21 
22 
23 24 
25 26 
27 28 
29 
30 
31 
32 

Injection 
Depth 
16.0" 
16.5" 
17.0" 
17.5" 
18,0" 
19.0" 
19.5" 20.0" 
20,5" 
21.0" 
22,0" 
22.5" 
23.0" 
23.5" 
24.5" 
25.5" 
26.5" 

Edge Injection 
Subchannel 

(180° Out-of-Phase W.W) 
Test Run 

No. 
33 
34 
35 
36 
37 
38~ 
39 
40 
41 
42 43 44 45 46 

Injection 
Depth 
13.5" 
14.5" 
15.5" 
16.5" 
17.5" 
18.0" 
18.5" 
19.0" 
19.5" 
20.0" 
23.0" 
23.5" 
24.0" 
25.0" 

Edge Injection 
Subchannel 

(In-.Phase W.W. ) 
Test Run 

No. 
47 48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 64 
65 
66 

Injection 
Depth 
13.5" 
14.0" 
14.5" 
15.0" 
15.5" 
16.0" 
16.5" 
17.5" 
18.0" 
18.5" 19.0" 
19.5" 
20.0" 
20.5" 
21.0" 
21.5" 
22.0" 
23.0" 
24.0" 
25.0" 



TABLE 2 
ENERGY SERIES CODE DEVELOPMENT 

Code 

Steady State-
Forced Convection 

ENERGY I 

ENERGY I, Rev. 1 

ENERGY I, Rev. 2 

SUPERENERGY 

SUPERENERGY, Rev. 1 

SUPERENERGY, Rev. 2 

Options 

I-Porous Body 
Is-Subchannel 

Model 
I-Porous Body 
Is-Subchannel 

Model 
I-Porous Body 
Is-Subchannel 

Model 

Subchannel Model 
only 

Subchannel Model 
only 

Porous Body 
Model and 

Subchannel Model 

Status 

Superceded by 
ENERGY I, Rev. 1 

Superceded by 
ENERGY I, Rev. 2 

Latest of its class 

Superceded by 
SUPERENERGY, Rev. 1 
Superceded by 

SUPERENERGY, Rev. 2 
Latest of its class 

Documentation 

COO-2245-XXX 

18TR 
May, 1975 

18TR, Rev. 1 
July, 1976 

To be assigned 

20TR 
May, 1975 

20TR, Rev. 1 
December, 1976 
To be assigned 

Author 

Khan 

Basehore 

Basehore 

Basehore 

Basehore 

Comment 

Sample Program 
changed 

1) Reprogrammed 
version of Rev. 1 
but with adiabatic 
wall condition. 
2) Use in place of 
SUPERENERGY II 
(low storage) 
application and 
for direct enthalpy 
calculations. 

Use for core seg­
ment (can handle 
with extra bypass 
region) or single 
assembly with wall 
temperature or heat 
flux condition 



TABLE 2 (Continued) 
ENERGY SERIRES CODE DEVELOPMENT 

Code 

Transient-
Forced Convection 
TRANSENERGY-S 

TRANSENERGY-C 

Steady State-
Mixed Convection 

ENERGY II 

ENERGY II, Rev. 1 

ENERGY III 

ENERGY III, Rev. 1 

Options 

Single Assembly-
Porous Body 

Model 
Core Segment-
Fixed Nodal 
Layout 

Porous Body 
Model 

Porous Body 
Model 

Porous Body 
Model 

Porous Body 
Model 

Status 

Latest of its class 

Latest of its class 

Superceded by 
ENERGY II, Rev. 1 

Latest of its class 

Superceded by 
ENERGY III, Rev. 1 
Latest of its class 

Documentation 

To be assigned 

To be assigned 

18 TR 
May, 1975 

18TR, Rev. 1 
July, 1976 
18TR 

May, 1975 
18TR, Rev. 1 
July, 1976 

Author 

Glazer 

Glazer 

Khan 

Basehore 

Khan 

Basehore 

Comment 

Neglects convec-
tive terms in 
axial momentum 
equation and 
lateral energy 
convection in 
energy equation. 
Sample problem 
changed. 
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Figure 1: Edge Injection Tube Pressur vs Reynolds Number 
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Figure 2: Center Injection Tube Pressure vs Reynolds Number 
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Figure 5: Average Pressure Drop Friction Factor vs Reynolds Number 
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TASK II: SUBCHANNEL GEOMETRY (BARE RODS) 

TASK IIA: Assessment of Available Data 
No work performed on this task this quarter. 

TASK IIB: Experimental Subchannel Water Mixing Investigation 
(Joseph M. Kelly) 

Work has been completed and reporte in COO-2245-45TR. 
TASK IIC: Experimental Subchannel Local Parameter 

Measurements (John Bartzis) 
A 2-channel Laser Doppler Anemometer working on the 

Reference mode with forward scattering was used to perform 
the measurements in a simulated interior subchannel of a 
triangular rod array with P/D=1.124. Experimental measure­
ments of the distribution of axial velocity, turbulent axial 
velocity, turbulent kinetic energy and radial Reynolds 
stresses were performed in the developing and fully developed 
regions. All measurements have been completed and will be 
reported in ,COO-2245-48TR. 
TASK IIC.l Wall Shear Stress Measurements (Mohammed Fakory) 

In this period the measurements were completed. The 
experiment was performed at different Reynolds number in 
the same test section geometry (P/D = 1.1, D = 1.5 inches). 
Table 1 summarizes the measurements and conditions under which 
they were performed. 

We are now reviewing the data. Conclusions drawn so 
far are as follows: 

1. The wall shear stress is a monotonical function of 
0 (azimuthal angle along the rod periphery), within 0 < 0 < 30 
degrees. The maximum value of the wall shear stress occurs 
at 0 = 30 degrees. At 0 = 0 and 0 = 30 degrees the distribution 
of wall shear stress is symmetrical with respect to 6 = 0 and 
0 = 30 degrees provided that there is good symmetry between 
the neighboring subchannels. 

2. At Reynolds number equal to 4,000 the flow regime 
is not stable but is between laminar and turbulent. 

3. There is no effects of secondary flow in the region 
very close to the wall. 

4. The wall shear stress is not skewed from the rod 
axis by the effect of secondary flow. 
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5. The friction factor calculated from the average wall 
shear stress distribution (fs) is less than the friction factor 
resulting from the measured pressure drop at 0= 0 degree (f). 
The fs can be calculated using the equivalent annular zone 
formula or the round tube friction factor multiplied by a 
coefficient. 

6. The static pressure (ps) is not uniform around the 
subchannel periphery and decreases as 0 increases from zero 
to 30 degrees. 

TASK IID: Analytical Model Development - Subchannels 
(John Bartzis) 

The thesis in this area has been completed and will be 
issued as Report COO-2245-48TR which will include the measure­
ments of TASK IIC. 

In the present work a 2-equation turbulence model - a 
strong candidate for analyzing actual three dimensional turbulent 
flows - has been used to predict fully developed flow of infinite 
bare rod bundle of various aspect ratios (P/D). The model has 
been modified to take into account anisotropic effects of eddy 
viscosity. 

Secondary flow calculations have been also performed 
although the model seems to be too rough to predict the 
secondary flow corrently. Heat transfer calcualtions have been 
performed to confirm the importance of anisotropic viscosity in 
temperature predictions. 

All numerical calculations for flow and heat have been 
performed by two computer codes developed in the present work 
which were based on the TEACH code. 

Comparisons between the analytical results and the results 
of this experiment as well as other experimental data in rod 
bundle array available in literature were made. The predictions 
are in good agreement with the results for the high Reynolds 
numbers. 



Number 
Test 
Section 

Final design 

Final design 

Final design 

Flow 
Source 

Blower 

Blower 

Blower 

Probe 
Model 

3 

3 

2 

RexlO -3 Measured Parameters 
T (6) 

A.15 T (9),T , -== ,f ,f,P (8),RMS W W T s s w 
T (6) 

4.14 V 6 ) ' V ~T ,f .f,Pa(e),RMS 
w 

T (8) 
9.11 T (0),T , -V~' f 'f'P <9> W W T s s w 

Intermediate Compressor 
design (Regulator Valves) 2 

Final design Blower 

Final design Compressor 
(Continuously) 

T (0) 
9.52 T (0),T , -"=—,f ,f,P (0),P (30) w w T s s s w 

- T w ( 0 ) 
10.47 T W ( 6 ) , V -==-,fs,f,Pg(0) 

w 
T (0) 

18.89 T (8),T , ~^=—,f ,f,RMS W W T s w 

Final design Compressor 
(Continuously) 

- T w ( 9 ) 
36.17 T (0),T , -V~' f >f'P (Q)»RMS 

W W T S s 
w 

TABLE 1 
List of Test Conditions and Measured Parameters 

These results are unreliable, 
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TASK III. LMFBR OUTLET PLENUM FLOW MIXING 

III.A. Steady State Velocity Field Measurements (Yi Bin Chen) 
The steady state outlet plenum velocity field measurements 

and analysis have been completed. The results are summarized 
in the project report Coolant Mixing in the LMFBR Outlet Plenum, 
COO-2245-44TR by Yi Bin Chen and Michael W. Golay (transmitted 
separately), and in the paper Validation of Turbulence Models 
for LMFBR Outlet Plenum Flows by Yi Bin Chen and Michael W. 
Golay (Appendix III.A) which will be presented at the 1977 
National Heat Transfer Conference. The major conclusions of 
the work are that the VARR-II turbulence model is adequate for 
design calculations in geometries having significant length 
scales of different magnitude (as with the FFTF plenum). How­
ever, in cases having several length scales of the same magnitude 
(as with the CRBR plenum), the model fails to provide results 
which are accurate even qualitatively. In the latter case, no 
amount of model parameter adjustment was adequate to improve 
experimental and theoretical agreement significantly. It was 
also found that detailed knowledge of the inlet flow mean flow 
and turbulence fields is required for accurate calculations. 

III.B. Combined Temperature and Velocity Measurements (Vincent 
P. Manno) 

During the past quarter, the fluidized bed seed injection 
system discussed in the previous progress report was constructed 
and introduced into the flow circuit. The preliminary testing 
of this system-' has been very promising and it seems that this 
mode of seed injection will prove successful. With the flow 
now seeded with particles, the question arose as to whether 
the presence of the particles would interfere with the inter-
ferometric temperature measurement. Therefore, the temperature 
measurement system was tested first with and then without flow 
seeding, and no appreciable difference was found. The inter­
ference patterns observed during both modes of operation were 
identical in both intensity and configuration. In addition to 
the seeding system, the new test cell also described in the 
last report was installed into the experiment. 

The next task undertaken was the transfer of the remainder 
of the LDA equipment to the experimental area. The components 
which were introduced were: a photomultiplier and its associated 
high voltage unit, the Doppler frequency tracker and power unit, 
the exciter unit for the LDA frequency shifting Bragg cell, 
turbulence processor, and RMS (root mean squared) voltmeters. 
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At present the LDA system has been completely installed and 
initial alignment and adjustments have begun. The present 
efforts are centered around finding the optimum flow seeding 
rate and equipment settings so as to attain the best velocity 
data. Once this is established, actual measurements will begin. 
The first measurements to be taken will allow evaluation of 
the average velocity signal (U) and mean temperature signal 
(T) at prescribed measurement stations in the flow. As was 
outlined in a previous progress report, the product of these 
two quantities must be subtracted from the measurement system 
output in order to attain a value for <u'T'> at the various 
positions, since <u'T'> is the crucial quantity for evaluation 
of the eddy diffusivity of heat. The efforts of the next 
quarter will therefore center around aligning and adjusting 
the completed integrated system and then turn to data acquisition. 
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Validation of Turbulence Models for 

LMFBR Outlet Plenum Flows 

Y. B. CHEN M. W. GOLAY 

ABSTRACT 

Small scale experiments involving water flows 
are used to provide mean flow and turbulence field 
data for LMFBR outlet plenum flows. Measurements 
are performed at Reynolds number (Re) values of 33000 
and 70000 in a 1/15 - scale FFTF geometry and at 
Re = 35000 in a 3/80-scale CRBR geometry. The experi­
mental behavior is predicted using two different two-
equation turbulence model computer programs, TEACH-T 
and VARR-II. It is found that the qualitative nature 
of the flow field within the plenum depends strongly 
upon the distribution of the mean inlet flow field, 
importantly also upon the degree of inlet turbulence, 
and also upon the turbulent momentum exchange model 
used in the calculations. It is found in the FFTF 
geometry that the TEACH-T predictions agree well with 
the experiments, while the agreement of the VARR-II 
prediction is poorer, and in the CRBR geometry 
neither code provides a good prediction of the ob­
served behavior. 

NOMENCLATURE 

"2' 

gX> SZ 
I 
k 
P 
1 

Re 

constants appearing in transport equations 
of TEACH-T 

gravitational force in x and z direction 
internal energy 

r 
t 
u 

u 'v 

V 
U j , 

V 
V 

*-, 

V 
UJ 

' Uo 

x. 

turbulence kinetic energy, - U J ' 
pressure 
amount of heat transfer from boundary to 
the surrounding fluid 

Reynolds number, defined with respect to 
inlet duct width 

radial coordinate 
time 
mean velocity in r direction 
kinematic shear stress 
kinematic Reynolds stresses 
mean velocity components 
fluctuating velocity components 
mean velocity in z direction 
general cartesian coordinate 
turbulent kinematic viscosity 
effecxive turbulent Prandtl number for 
transport of k and e 

P 
Po 
r, r1, a 

v 
V 

density of the fluid 
reference density 
constants appearing in transport equations 
of VARR-li" 

reciprocal of the turbulent Prandtl number 
kinematic viscosity 
molecular viscosity 
turbulent viscosity 
turbulent energy dissipation rate 

INTRODUCTION 

In the Liquid Metal-cooled Fast Breeder Reactor 
(LMFBR), sodium is used as coolant to remove heat 
from the reactor core. Since sodium is a good heat 
transfer medium and has low heat capacity, the temper­
ature difference between inlet and outlet of the core 
is much higher than that of the current design light 
water reactor (LWR). A typical value for this temper­
ature rise is approximately 300 F. During a reactor 
scram with (or without) flow coastdown, the cold 
sodium will issue from the reactor core, and will mix 
with hot sodium which had previously filled the reac­
tor outlet plenum. Predicting the transient thermal 
response of the sodium in the outlet plenum is an 
important problem, since this thermal regime will dic­
tate the thermal fatigue environment for the outlet 
nozzles, instrument trees, and other mechanical com­
ponents which will be exposed to the reactor coolant 
flow. Two-equation turbulence model calculations are 
being used to predict the thermal histories which such 
components will experience. Thus, it is necessary, in 
order to insure the adequacy of the design of these 
components, that the design numerical simulations be 
both accurate and economical. Experimental verifica­
tion of the accuracy of the resulting predictions is 
an essential component of that insurance. 

The detailed analytical treatment of the coolant 
mixing in the outlet plenum is very difficult due to 
the complex nature of the resulting turbulent flow. 
The Navier-Stokes equation cannot be solved numerically 
because of small scale of turbulence, and due to the 
limited storage capacity and speed of existing compu­
ters. Therefore, most of the problems in the turbulent 
flow are solved by using the time-averaged Navier-
Stokes equations (or Reynolds equation). Due to the 
nonlinearity of the Navier-Stokes equations, one addi­
tional term, known as Reynolds stress, appears in the 
Reynolds equation. Much of the attention has been con­
centrated on how to model this parameter in terms of 
known quantities. This is the so-called turbulence 
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model approach. In general the LMFBR outlet plenum 
will display a recirculating flow pattern. The 
simplest model (e.g., Prandtl's mixing length theory) 
has been found to be inadequate in providing accurate 
predictions of this behavior (l). Therefore current 
design work has adopted the use of the two­equation 
turbulence model. This decision is based on the 
need for accuracy and for reasonably short computa­
tion times. 

ANALYTIC TOOLS 

In our work two computer codes, namely TEACH­T 
(2) and VARR­II (.3) are used. TEACH­T is a steady­
state two­dimensional code which adopts turbulent 
kinetic energy and turbulent energy dissipation as 
two additional dependent variables. Turbulent kine­
tic energy and turbulent energy dissipation are 
defined as 

,
3 u

i \
2 

and v(­r——) !=P v
3x, 

(both in tensor form) respectively. VARR­II is a 
time­dependent two­dimensional thermal hydraulic 
code. Different from TEACH­T, it solves turbulent 
kinetic energy and turbulent kinematic viscosity 
conservation equations in differential form. In 
addition, a heat conservation equation is also in­
corporated into the code for temperature prediction, 
and in order to provide buoyant force feedback to 
the vertical momentum equation. (See the Appendix 
for a more complete discussion of the two codes.) 
The code TEACH­T has been modified to calculate flows 
in the reactor plenum geometry, and has been used to 
generate a prediction of the flows which would be 
observed in the validation experiments of this work. 
The code VARR­II is currently in use as a design 
tool in the U.S. LMFBR demonstration reactor (Clinch 
River) program. Its predictions have not been veri­
fied experimentally in the flow geometry of interest. 
It is also being jsed in this work to predict the 
flow in the experimental test cell. Thust, by inter­
comparison of the results from these two competing 
turbulence model codes and the observed experimental 
data, one may identify sources of error in the pre­
dictions and make appropriate improvements in the 
turbulence models for the outlet plenum application. 

EXPERIMENTS 

In the experiments, small­scale Cartesian geo­
metry test models of a diametrical section of the 
prototypic outlet plenum geometries are used. The 
experiments consist of measurements of appropriate 
turbulence model parameters in steady­state water 
flows. These data are then compared to predictions 
of the behavior of the experiment by each of the two­
equation turbulence model codes. 

A variable geometry outlet plenum test cell 
which simulates two reactor cases, namely those of 
the Fast Flux Test Facility (FFTF) and the Clinch 
River Breeder Reactor Project (CR3RP), has been 
fabricated, and is shown in Fig. 1. 

Measurements of velocity, turbulent kinetic 
energy, and Reynolds stresses (­p u'v1) in the two 
perpendicular directions are obtained simultaneously 
by use of a DISA Mark­II two­channel Laser Doppler 
Anemometer (_U) operating in the reference beam mode 
as shown in Fig. 2. Both velocity component signals 
have Uo MHz preshift devices and frequency down 
mixing to remove the ambiguity regarding the flow 
direction in low speed measurements. A 2­watt 
Spectra Physics Argon Laser is the light source. 

Fig. 1 Variable Geometry Outlet Plenum Test Cell 
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Fig. 2 Layout of Instrument and Optic Unit 

RESULTS 

The results obtained have shown significant dis­
crepancies in the agreements between the measurements 
and the code predictions in a spectrum of cases. The 
experimental errors are typically 20 percent for the 
Reynolds stress, 5 percent for the turbulence kinetic 
energy, and 2 percent for the mean velocity data. In 
all of the TEACH­T calculations the mean velocity 
field and the turbulence kinetic energy field at the 
plenum inlet are set equal to the values measured in 
the case of interest. In all of the VARR­II calcula­
tions the inlet mean velocity distributions are set 
equal to the measured values; however, the turbulence 
kinetic energy and Reynolds stress values are calcu­
lated internally in the program. 

The measured and predicted velocity field data 
for the cases investigated are shown in Figs. 3 
through 12 for the 1/15 scale FFTF geometry and in 
Figs. 13 through 15 for the 3/S0­scale CRBR geometry. 
In each of the Figures the data are normalized in 
terms of the maximum value of the inlet velocities. 
It is seen consistently in examining the data that 
both the measured and predicted flow fields depend 
strongly upon both the inlet flow conditions (velo­
city distribution and turbulence level) and the 
turbulent momentum exchange in the flow. The results 
obtained are discussed in order of ascending Figure 
number. 

3 



The first set of data applies to the FFTF geo­
metry at a Reynolds number (Re) value of 70,000 
(defined with respect to the inlet orifice width). 
It is seen that the velocity fields comparison be­
tween TEACH­T, VARR­II and the experiment is good 
throughout the field, except that the predicted 
vortex centers are displaced from the observed loca­
tion and the predicted mean velocity values near the 
cell boundaries are significantly greater than those 
observed experimentally. 

\ \ 

Fig. 3 Measured Mean Flow Field, FFTF Geometry, 
Re = 70,000 

\ V 

Fig. 1* TEACH­T Prediction, FFTF Geometry, 
Re = 70,000 

It is seen in Figs. 6 and 7 that the turbulence para­
meter fields predicted by TEACH­T agree reasonably 
well at most positions with those observed experi­
mentally (i.e. within the same order of magnitude), 
and those predicted by VARR­II are generally smaller 
than the measured values by as much as an order of 
nagnitude, typically. It is seen that the Reynolds 
stress agreement is poorer for both codes than is 
that for the turbulence kinetic energy, since in 
neither calculation are the inlet Reynolds stress 
values matched to the experimental values. The 
generally better quality of the TEACH­T prediction 
reflects the value of specifying accurately the inlet 
velocity and turbulence kinetic energy distributions. 

.. / / 

Fig. 5 VARR­II Prediction, FFTF Geometry, Re =70,000 
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It has also been observed that further improvement 
can be obtained by matching the inlet Reynolds stress 
values in the calculations to those observed experi­
mentally. 

The qualitative dependence of the observed and 
predicted flow fields upon the inlet mean velocity 
distribution is shown in a startling fashion in 
Figs. 8 through 12. In this case in the FFTF geo­
metry the inlet mass flow rate is maintained for 
Re = 70,000; however, a partial inlet flow blockage 
is used to provide a velocity distribution which has 
a maximum near the outside edge of the inlet duct 
(See Fig. 8). This results in a mean flow map which 
is qualitatively different from that observed in the 
previous cases. The main flow is observed to pass 
through the lower portion of the plenum, with an 
upper region being occupied by a counter­rotating 
secondary flow. This is due to the high rate of mean 
flow shear above the inlet orifice with rapid entrain­
ment of fluid in the plenum, accompanied by strong 
degradation of the inlet jet momentum. It is notable 
that both of the codes ire able to predict the quali­
tative features of this flow, although neither code 
is successful in describing the experimentally ob­
served flow field in detail, particularly in regard 
to the location and rate of circulation of the 
secondary flow vortex. 

-w 

Fig. 8 Measured Mean Flow Field, FFTF Geometry, 
Re = 70,000, Distorted Inlet Mean Flow 
Distribution 
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As with the previous cases the TEACK-T predic­

tion of the turbulence parameters is much more suc­
cessful than that of VARR-II, -reflecting the more 
accurate inlet turbulence specification in the former 
case. The importance of this case lies in demon­
strating that the qualitative nature of the mean flow 
field is strongly dependent upon the inlet mean 
velocity field. The implications for design calcula­
tions of the need for an accurate knowledge of these 
inlet conditions is clearly evident. 

Data similar to those obtained in the 1/15-scale 
FFTF test cell have also been obtained for steady 
state water flows in a 3/80-scale Clinch River 
Breeder Reactor (CRBR) outlet plenum geometry (see 
Fig. 13). In this geometry the inlet orifice (i.e., 
the region above the reactor core) is much wider, and 
penetrates to a much greater height into the plenum, 
so that relative to the inlet orifice width the out­
let plenum is much shorter and narrower than in the 
FFTF case. A mass flowrate approximately equal to 
that at a Re value of 70,000 in the FFTF geometry re­
sults in a Re value of 35,000 in the CRBR geometry. 

The CRER data with the "normal" inlet mean flow 
distribution are shown in Figs. 13 through 15. Ef­
fectively in this geometry the inlet Jet impacts 
against the upper plenum boundary in a much shorter 
distance than in the FFTF case and then rebounds to 
the outlet duct due to high upper plenum stagnation 
pressures, while in the FFTF geometry the mean flow 
is able to follow streamlines from the entrance to 
the exit in a fashion as would be encountered in a 
laminar flow. 

Fig. 13 Measured Mean Flow Field, CRBR Geometry, 
Re = 35,000 

This greater mean flow chaos is seen in the com­
parison of the measured mean flow field (Fig. 13) to 
the TEACH-T (Fig. lU) and VARR-II (Fig. 15) predic­
tions. It is seen in the lower half of the plenum 
that the measurements and code predictions agree 
reasonably well, with the TEACH-T prediction agreeing 
excellently and with the VARR-II prediction being 
approximately 205? too high in the high velocity 
regions.' In the upper half of the plenum it is seen 
that neither of the codes is able to predict the 
flow field qualitatively. As in previous cases the 
VARR-II prediction (not shown here) is insensitive 
to the matching of the turbulence kinetic energy to 
the experiment at a single inlet point, and the pre­
dicted turbulence kinetic_ energy field is typically 
too low by approximately an order of magnitude 

\ \ 
\ \ 
\ \ 

Fig. ll» TEACH-T Prediction. CRBR Geometry, Re = 35,000 

Fig. 15 VABR-II Prediction, CRBR Geometry, Re = 35,000 

throughout most of the flow field. 
CRBR flow data for Re = 35,000 are not shown 

here for the case with a partial inlet flow blockage, 
resulting in a distorted inlet mean flow distribution. 
The striking feature is that neither code is able any­
where except in the neighborhood of the inlet and out­
let ducts. In a situation such as this one the highly 
chaotic mean flow distribution (with little net mass 
flow) in the upper plenum region is translated by the 
codes into a stagnant, or alternatively into a re­
circulating flow region. Thus, the net flow into and 
out of the plenum is predicted correctly, but the flow 
pattern within the plenum is described very inaccu­
rately. 

CONCLUSIONS 

From examination of the turbulence data for the 
FFTF and CRBR geometries it is seen that the predic­
tions for the latter geometries fail because the 
degree of detail required for describing the turbu­
lence kinetic energy (k) and Reynolds stress variation 
(a) is not supplied in the turbulence models examined. 
From the experimental data (see Figs. 6 and 7) it is 
seen in the FFTF case that k is approximately uni­
formly distributed spatially, and that o increases 
from the vortex center approximately in proportion to 

6 
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the mean-flow kinetic energy. Notably, the calcu­
lated turbulence fields do not display this detailed 
spatial behavior, although the mean flow field pre­
dictions are similar to the measured fields. 

The TEACH-T model has been developed with ex­
tensive experimental testing in recirculating flows, 
while the VARR-II model has been verified experi­
mentally only for boundary layer flows (5_). Thus, 
it is not surprising that the former model provides 
superior results. 

In a separate calculation we have observed that 
use of a relationship u'v' = C, |u|2 rather than a 
two-equation turbulence model yields results in the 
FFTF geometry which are of accuracy equivalent to 
that obtained from the more complicated models for 
both normal and distorted inlet velocity distribu­
tions. The results are only weakly sensitive to the 
value of C. . 

The more important conclusions arise from the 
inability of either code to predict the qualitative 
flow behavior in either geometry when the distorted 
inlet conditions prevail. This indicates that the 
turbulence model used to describe turbulent momentum 
transfer within the flow may be less important than 
an accurate knowledge of the detailed inlet mean 
flow and turbulence fields. It is notable that the 
zero-equation model u'v' = Cjjup (-20 >. C, >. -50) 
provides results in this case which are of comparable 
accuracy to the two codes. 

By contrast in the CRBR geometry it is seen that 
the turbulence model calculations are much less ac­
curate than in the FFTF case in the prediction of 
mean flow fields. The predictions of turbulence 
quantity fields is hopelessly poor. The causes for 
this can be seen from an examination of the experi­
mental turbulence data. It is seen that the k-field 
is large in the inlet jet region, with declining 
values'as one progresses toward the outlet. The 
region downstream from the inlet jet is characterized 
by conversion of mean flow kinetic energy into stag­
nation pressure, and turbulence kinetic energy with 
these quantities exceeding viscous dissipation. In 
this region it would be expected that the turbulent 
correlation u'<j)' would be large and would have a 
complicated spatial variation, although a measure­
ment of it is unavailable. In addition, because of 
the more tortuous flow path in the CRBR geometry, 
the number of significant length-scales determining 
the nature of the flow in any region of the plenum 
would be greater than in the FFTF use; the magnitude 
and complexity of each term in the enclosed turbu­
lence equations would be increased greatly as will 
the degree of departure from turbulent isotropy. 
The net result is that the closure assumptions for 
the turbulence models examined are too simple to 
describe adequately the complicated nature of the 
CRBR flow field. 

From the FFTF cases having normal inlet flow 
conditions it is seen that excellent agreement is 
obtained between the TEACH-T predictions and the 
measurements. The inferior quality of the VARR-II 
predictions is attributable to the inability to 
match the inlet turbulence conditions to those in 
the experiment, as well as to possible errors in the 
turbulence model. 

The inability of either program to predict the 
nature of the flow under distorted inlet conditions 
indicates that the choice of a turbulence model is 
not as important as an accurate knowledge of inlet 
flow and turbulence field. It also implies that 

codes such as those used in this study should be used 
with great caution in which abrupt changes in shape 
situations arise (i.e., CRBR flows) or in which stron 
mean flow gradients or several length scales are 
imposed. Within these limitations codes of the type 
used in this work can provide predictions which are 
useful for design purposes, although further work is 
required to determine the degree of accuracy of 
turbulent momentum exchange within a simple geometry 
well-specified flow. 
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APPENDIX 

The fundamental equations of the VARR-II and 
TEACH-T codes are outlined in this appendix. These 
codes are used to provide the detailed analysis of 
the experiment, and the theoretically predicted velo­
city and turbulence distributions. 

VARR-II 
The equations solved by this code in cylindrical 

coordinates are the following: 

3 U j 1 3 2 3 - 3 p _ ^ ( p " P o } 

3 t + F 3 F r u + 3 i - w = - 3 7 + - ^ ~ g * 
+ £[(f)^ru)] +£(<£) (1) 

3t r 3r 3z 3z p o 2 

. 1 3 / 3wv t 3 /„3w, + 7 3? ( ra3T' + JI (a37' 

3k 1 3 , _,_ 3 , r r + — T— ruk + -r— wk 3t r 3r 3 t z = 2 a ( S I J ) + rCF Sr^sT* 

+ ^ K a % ] - Uak2/a 
dZ oz 

(2) 

(3) 
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lf + 7 ^ ( r u a ) + ^ ( w ) = TT (SIJ) + r(o7k) 

r l 3 /„„3k* 3 , 3k*-, _ , a 3 i 
[ 7 s 7 ( ro57 ) + 3T ( a 3 l ) ] - r i ( ^ 

- a(k /a )a 

| f + i ^ - (rul) + ■£- (wl) 
3 t r 3r 3z 

+ 1f r 3r 
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where 
3u. 3u, 

-p v uj ' = wt (^rj +3r-} 

u t = c u p k 2 / e 

3u. 3u. 3u. 

3x . 3x. 3x , 
j l J 

The recommended v a l u e s of c o n s t a n t s (2) a r e 

<*V S> + A V £> 
1 3 / v . 3w 
7 s 7 ( r u ) + 37 = 0 

(5) 
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, e T T _ ,3u>2 _,_ ,3w,2 1 ,3u ̂  3w>2 ̂  u2 
where SIJ = (^) + (̂  + ? (_ + ­) + _ 

The recommended values of constants (5) are 

r 
1.5 

a 

.0U5 
1 

0.75 
The solution scheme adopted is the Simplified 

Marker And Cell (SMAC) method (6_). It may be sum­
marized as follows. 

1 Computing guesses for the new velocities for 
the entire mesh from finite difference form of 
equation (l) and (2) which involve only the previous 
time values. 

2 Matching the boundary conditions and adjust­
ing these velocities to satisfy the continuity 
equation (6) by making appropriate changes in the 
cell pressure. In the iteration, each cell is con­
sidered successively and is given a pressure 
changes that drives its instantaneous velocity di­
vergence to zero. 

3 When convergence has been achieved, the 
velocity and pressure fields can be used to compute 
turbulence kinetic energy, turbulence kinematic 
viscosity and internal energy. 

k Finally, all the field properties are at the 
advanced time level and may be used as starting 
value for the next cycle. 

.09 
1 2 

l.ltU 1.92 
k e 
1.0 1.3 

The solution scheme (]_) may be summarized as 
follows. Integrating the partial differential 
equations over the control volume, using the Gauss's—­
theorem to replace volume integral by surface ones, 
then approximating the integrals with the aid of 
one­dimensional analysis. A hybrid of central and 
upwind difference is used to treat convection and 
diffusion term, and in order to obtain good stability 
and accuracy. The solution technique is a cyclic 
series of guess and correct operations. Firstly, 
the guessed velocities and pressure are substituted 
into momentum equations, it will yield intermediate 
velocities. However, these will not satisfy the 
continuity equation. The pressures are then adjusted 
so as to satisfy continuity. In general, it is not 
necessary to satisfy continuity for each cycle, since 
the later calculation of k and e will affect the 
velocities. In TEACH­T code u, v, k and e are 
solved three times and pressure five times for each 
cycle. The convergence criterion is set for residual 
soure for mass and valocities to be below selected 
values. This solution algorithm obviates the need 
to approach the steady state via time evolution of the 
flow, as is required by conventional method (e.g., 
SMAC method in VARR­II). In the plenum case, the 
computation time for TEACH is approximately one order 
of magnitude less than that of VARR­II. 

TEACH­T 
The equations solved by this code in tensor 

forms are: 

377 ( p u j u i } " 377 (us77 u i " p ui ' u j ' ] " ft = ° ( 7 ) 

u 2 _ Pk _ J _ (Ut 32L ) - u 0 + oe = 0 
j 3x, 3x o k 3xj x 

u J_ oe 3 A 3e , 
j 3 X j " 3 X j oz 3 X j 

(8) 

C,e 2 
— V + C 2 p - = ° ( 9 ) 

377 ^ j ) (10) 
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TASK IV: THEORETICAL DETERMINATION OP LOCAL TEMPERATURE 
FIELDS IN LMFBR FUEL ROD BUNDLES 

TASK IVA: Code Development for Solving the 2-D Multicell 
Multiregion Energy Equations 

(Man Kit Yeung) 

SUMMARY: 

During the last quarter, emphasis has been primarily 
focused on the determination of the geometric correction 
factors for the effective conduction mixing lengths of 
intersubchannel conduction heat transport. Detailed analy­
tical procedures for calculating the geometric correction 
factor from a local temperature field of a hexagonal bundle 
are illustrated. Efforts have been also directed to investi­
gate the effect of power tilting on the behavior of the 
geometric correction factor. Calculations with accurately 
predicted correction factor for a 7-pin LMFBR bundle are 
performed with C0BRA-IIIC for different flow conditions. 
The calculational results indicate that significant design 
margins can be gained by implementing the accurately predicted 
mixing lengths in subchannel calculations. 
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INTRODUCTION 
Subchannel codes usually divide the assembly into a finite 

grid of "subchannels" each of which is characterized by a bulk 
temperature, flow rate and pressure. 

Energy transport between adjacent subchannels is governed 
by the mechanisms of diversion cross­flow, turbulence mixing 
and conduction. (Naturally, the layout of the subchannels may 
not be the same as the unit cells used in the present analysis.) 
For LMFBR design calculations the energy transport by conduc­
tion constitutes a major contribution to the overall energy 
transport. This effect is even more promounced for flows 
which are characterized by low­Re numbers. These flow situa­
tions especially arise in the case of a loss­of­flow accident 
and the like. Despite this importance only scattered informa­
tion is available for internal subchannels [1], but nothing 
is known for the subchannels near the bundle wall regions. 
In this chapter, effective lumped parameters due to conduction 
are determined by using the coolant temperature field resulted 
from the multicell analysis. 

2. Definition of Effective Conduction Mixing Length 

The heat transfer rate due to conduction between adjacent 
subchannels i and j as calculated in subchannel codes is given 
by: [2] 



-3-

Sii(Ti " T 1 ) Sii 1 
Qij = kcJj—I ^ = kcF (Ti ~ V IT" (D 

Where S.. = the length of the common boundary 
1.. - the effective conduction mixing length 
1?. - the centroid-to-centroid distance of J adjacent coolant channels 

and L.. - a dimensionless correction factor repre-J senting the ratio of the effective conduc­
tion mixing length to the centroid- to-
centroid distance, i.e., 

Lij = I*1 (2) 
J ij 

In subchannel calculations, L.. is usually set to be 
unity due to the lack of knowledge of the local temperature 
field. It is quite obvious that the lumped parameter codes 
will not quite give reliable results if the correct effective 
mixing lengths are not known. However, by setting the L.. to 
be unity implies that the effective conduction mixing length 
is equal to the centroid-to-centroid distance. This assump­
tion is completely intuitive and lacks either analytical or 
experimental verification. With some rearrangements, Eq. (1) 
can be written as: 

S.. T. - T. 
41 _! " 
T7 Q. . 

Ij C 1*7 Q., U ; 

In addition, the total heat transfer from subchannel i 
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- i j -

to j due to conduction can be expressed as: 

Q ij q'*ds 
s 

( i ) 

su 
Where q" denotes the heat flux distribution along the 

common boundary between subchannels i and j. Substituting 
Eq. (H) into Eq. (3) leads to: 

S.. (T. _ T.) 
ij ~ c TfT ~ (5) 

ij q"ds ^s 

Eq. (5) can be normalized into dimensionless form by multiplying 
_ 2 and dividing by the grouD qij'a /2k 

(T. - T.r c 

L. . = k =->* ij c If 
S.. q"'a2/2kc 
IJ -„, 2/2k q'"a c 

dS 
_ii 1*. ij 

S, . 

(T± - T.) 
q"»a2/2k 

q"'a2/2 

3ij 

(6) 

Multiplying and dividing the integral in the numerator by the 
radius of the rod leads to the formula 

(f. - T.) i J 

L. . _ °ij q aV2k c 
l¥T rri (7) 

q'"a<V2b d ( b ) 

S. . ij 
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3. Calculation of Lumped Quantities from the Local Temperature 
Field of a 7­Rod Bundle. 

A cross­sectional view of a typical 7­rod bundle as shown 
in Figure 1 is used as an example to illustrate the applica­
bility of the local temperature field for effective conduction 
mixing length calculation. The dash lines indicated in the 
figure denote the layout of the subchannels usually employed 
in most subchannel calculations. Obviously this kind of 
coolant­centered subchannel structure does not coincide with 
the unit cell structure which has been used so far in this 
analysis. As shown in Figure 2, the symmetry section of the 
bundle consists of a 30° internal cell and a corner cell with 
their common cell boundary indicated as solid line. The local 
temperature fields of the coolant, the clad and the fuel regions 
are obtained by coupling the temperature fields of the two cells 

From Figure 2, it can be seen that the internal subchannel 
(denoted as subchannel i) consists of the entire internal 
unit cell and part of the corner cell where 2TT /3 <J>n and 
the corner subchannel (denoted as subchannel (j) is actually 
the portion of the corner unit cell where 0 <_ <J>..<_ 2TT/3 ­ Upon 
multiplying and dividing the heat transfer integral of Eq. (17) 
by the cell­to­average power factor q2 the correction factor 
L.. can be written as: 

(T. ­ f.) 
i ■ J 

S q­'"a<V2k 
L = ^L £_ (8) 

J ij r q" 
+ q
2 

s., 
ij 

jq'"a^/2b­
 d (

^ 
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Recognizing that the subchannel boundary is the normal 
of the corner cell to its second boundary for this particular 
example, 

ds = dr (9) 

Furthermore the heat flux distribution at the subchannel boundary 
S.. is given by the local temperature field of the corner cell 
as : 

q̂  = -kQ VT2 -n= -kc VT2 • (-<J>2) (10) 

or equivalently 

q s cL ar2 2 r 2 9<j>2 2 2 

( I D 

dividing Eq. (11) by the group q "'a/2b leads to: 

q" Ms 

(12) 
k , X 8 T 2 

r 2 3«|>2 

q 2 " a 2 / 2 b 

b 8 T 2 
r 2 3<f>2 

q 2 " a 2 / 2 k 

1 
p 2 

3 8 2 

3*2 q2"a^/2b 

Where 0? is the dimensionless temperature of the coolant 
of the corner cell Sis calculated from the coupled multicell 
calculation. Substituting Eq. (12)into Eq.(8) and integrating 
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from p = 1 to a2 2/b> L-M takes on the form: 

(T. - T.) i J 
S,, q"*a2/2k 

+ fa2,2'~1 362 
L. . = r-ji - (13) 
IJ 1*. A, 

ij a 0 0/b q2 dp. P2 8*2 K2 

Where the heat transfer integral is evaluated by the Gauss-
Legendre ten-point method [3]. 

The next lumped quantity to be calculated from the local 
temperature field is the normalized averaged coolant temperature 
difference between subchannels. From Figure 2 it can be seen 
that the averaged coolant temperature of.the subchannel i can 
be written as: 

_ _ A I < V I + AIT < T A ( i ^ 
1 (AI + AII} 

Where<T,> T is the averaged coolant temperature of the 
small internal cell integrated over the area AT,and <"T2> IT 
is the averaged coolant temperature of the corner cell integrated 
over the area ATT as indicated in the figure. Recalling the 
relation between the coolant temperature and its dimensionless 
temperature as given in the previous report Eq. (14) can be written 

it i 2 2 
as fo l lows: q-,a qV'a 

A I [ Ao, l + 4 k ~ < 91>I ] + AII [Ao,2 + "2k < V l l J 
T i = 

( A I + A I I } 

( 1 5 ) 
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Similarly, the averaged coolant temperature of subchannel 
j is given by: ,-^v 

q 2
M a 2 

AIII [Ao,2 + k c
 < 9 2 > I I I ^ q"* a 2 

T. = = A 0 + -4r. <eo^.TT 
J- fl o,2 2k 2III HIII c 

( 

Naturally, the quantity <; 8 > denotes the averaged 
coolant temperature of the corner unit cell integrated over 
the area A T T T. 

Therefore the temperature difference between the two 
subchannels is obtained by combining Eqs. (15) and (16): 

. q T a 2
 e > +

A l i q ' 2 a < e > 
(ATA^ + ATTA^ 0) AI 2k V T

 + 2k 2y
TT 

(T. - T. ) = — ^ IT °>2 -An , + C- j * * - C- ^ 
i J A 1 + A ^ o,2 Ax + ^ I I -

q 2"a 2 
+ 2k~ < 92 ̂ III (17) 

Simplifying Eq. (17) and dividing Eq.(17)by the group q"'a2/2k 

the normalized dimensionless averaged coolant temperature 
difference between subchannel i and j becomes: 

q"' a2/2k q»" a2/2k ^11 ^11 
c AT I 

" (18) 
+ q2 < 9 2 ^ III 
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It can be shown that the difference between the two constants 
is given by: 

1
 (A

o 2 " Ao 1} 
Yn = f 0 >

% ^A- . (19) 
°

 d q"'aV2k 
c 

Where Y is a constant resulted from the coupled multicell 
calculation. And it can be seen from Figure 2 that the coolant 
area ATI is just twice of that of A,.. Therefore Eq. (18) finally 
becomes: 

(Ti - V = _ ' 2 Y , q 2 < a L ^ I + q 2 < Q2 \ I I 
q " ' a 2 / 2 k c

 3 ° 3 

+ q 2 < Q > I I I (19) 
n be .; 

Eq. (19) can be expressed as: 
Additionally, it.'can be shown that, the ratio S-.-.'/l*.' in 

i j i j 

(20) 

Sli - . \ ^ \ - V 
1 i j 1 ,2w 2 P . 1 r2w\3 1 l r PN 3 f f -JP^ 

TF("D") (D} + " 2 4 ^ - ( T " } - T6~ 2 (D ) " I T 7r (D} 
[■ 
1 ,Pw2Wv ' 1. ,2Wx3 TT. -F? /PN2 TT 
T

- (
D
)(
-b

_) +
2"ff

 (
3"

} '12
 1 3 (

D
} " T 

Thus all quantities in Eq. (13) can be determined either by 
appropriately lumping the coolant temperature fields resulted 
from the local analysis or just by geometric parameters. Numerical 
calculation results are given in the next section. 
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CORRECTION FACTOR FOR EFFECTIVE CONDUCTION MIXING LENGTH 
In this section the correction factor for the effective 

conduction mixing length for a 7­rod bundle with pitch­to­
diameter ratios of 1.24 and 1.08 are determined as examples 
for typical fuel and blanket assemblies respectively. Before 
the L.. for each case is given, it is advantageous to investi­
gate the behavior of the limped quantities namely the normal­
ized averaged intersubchannel coolant temperature difference 
and the integral net heat transport between subchannels. These 
two quantities for a 7­rod fuel bundle (̂  = 1.24) are given as 
a function of the dimensionless wall distance (^FT) in Figures 
3 and 4 for multi­region and single region analyses, respectively, 
For these calculations, slug flow without flow split is assumed. 
From Figures 3 and 4, it becomes obvious that both the normal­
ized temperature difference and the integral heat transport 
between subchannels increase monotonically with the dimension­
less wall distance ­=p. Physically, this is because the degree 
of undercooling of the fraction of the coolant in the vicinity 

2w 
of the bundle wall increases as a result of the increase in -=r-

ratio which implies a widening of the coolant channel. In addi­
tion, the increase in the dimensionless wall distance (-fr) re­
sults in larger coolant area in the near bundle wall region 
which provides a larger heat sink and as a result attracts more 
heat to be conducted into this region. 

In can also be seen from Figure 4 that for both single 
and multi­region analyses the normalized averaged coolant tempera­
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ture differences between subchannels for the fuel assembly 
have values of 0 at approximately -=—1.16. For smaller 
2w 
-=r- values the normalized averaged coolant temperature between 
subchannels becomes negative implying that the averaged coolant 
temperature of subchannel j is higher than that of subchannel 
i. In addition, the normalized integral heat transport inter­
sects the abscissa at approximately 1.13 for both the single 
and multi-region analyses implying a zero net heat transport 2w between subchannels. For smaller values of -jr- the integral 
heat transport becomes negative indicating a reversal of the 
heat flow direction, i.e., heat is transported from subchannel 
j to i. 

Having determined the lumped quantities from the local 
temperature field resulted from the multicell coupling calcula­
tion, it is of prime interest to investigate the behavior of 
the correction factor L.. as given by Eq. (13)- Figure 5 
shows L.. as a function of the dimensionless wall distance ij P for the 7-rod bundle in case of ~ = 1.24. It is evident that 
both the multi and single region analyses indicate that L.. 
generally deviates quite substantially from unity what is 
usually assumed in subchannel codes such as C0BRA-IIIC [4]. 
The singularities shown in the figure implies zero integral 
net heat transport between subchannels. To the right of the 
singularities of both curves there is a range in which L.. 
assumes negative values. This is due to the fact that in 
this small range of 2=r the net integral heat transport does 
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not have the same sign as the normalized averaged coolant 
temperature difference between subchannels, i.e., the averaged 
coolant temperature of subchannel j is higher than that of 
subchannel i but the net integral heat transport by conduction 
is from subchannel i to subchannel j. This is a surprising 
result but does not constitute a violation of basic heat transfer 
laws. This is because the heat trasnfer at the subchannel 
boundary S.. is a rather short-ranged phenomenon and is not 
governed by the subchannel averaged coolant temperatures resulted 
from a more-or-less arbitrary lumping scheme. 

For larger values of -=r- (-=r- >_ 1.3 or so) the L. . s 
approach their respective asymptotic values of 0.81 and 0.71 
approximately for multi and single region analysis,respectively. 
In this range of -=r- ratio the L. . is independent of the wall & D ij ^ p distance and is only governed by the =r ratio. Therefore 
for -^ >_ 1.30 (which is typical for current LMTER designs). 
The net heat transport between subchannels in subchannel code 
calculation can be easily corrected by a constant correction 
factor resulted from the local temperature field. 

To the left of the singularity, asymptotic values of L.. 
are not achieved in the range of -~- being considered. However, 
it can be seen readily that values of L.. for both curves are 

ij 

generally larger than one. The sudden change of L.. clearly 
indicates a geometric effect on heat transport characteristic 
between subchannels, i.e., the net heat transport from subchannel 
i to j will not be the same as the net heat transport from sub-
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channel j to i if the averaged coolant temperature of subchannel 
i to j is simply interchanged, i.e., a different L.. has to 
be used if the heat flow direction is reversed. Up to this 
point all calculations are based on the assumption of equal 
powers in the rods. However, this is not the case especially 
for the blanket assembly where large power gradients may exist. 
In order to investigate the effect of interassembly power 
gradient three cases with different power peaking factors 
in the rods are performed as indicated in Table 1. Moreover 
only multiregional analysis is performed for these calculations 
because it is physically unrealistic to impose a uniform heat 
flux distribution at the clad outer surface in such a closely 
packed bundle. The normalized intersubchannel temperature 
difference and integral heat transport between subchannel i and 
j are plotted vs. -=r- in Figures 6 and 7 respectively. As 
expected, case 1 results in the highest intersubchannel temper­
ature difference and heat transport because of the unfavorable 
combination of its geometry and the power distribution. 

For case 3S the opposite is true. Furthermore, the normal­
ized intersubchannel heat transport has a zero value at around 
-=r- = 1.06 implying that a reversal of heat flow direction occurs 
The geometric correction factors (L..) for these three cases 
are given in Figure 8" as a function of ~ ratio. It can be seen 
from the figure that all three curves emerge to the same asymp­
totic L.. value (̂  0.64) despite large difference in power distri­
bution. The power distribution in the rods simply shifts the loca-
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tion of the curves but does not alter the shapes of the curves. 
However, for the practical design of blanket assemblies the 
dimensionless wall distance is in the vicinity of 1.10 or so, 
therefore significant variation in L.. is not experienced. 6 ij 

The effect of L.. on subchannel calculations will be investi-ij 
gated and presented in the next section. 

5.4. EFFECT OF L.. ON SUBCHANNEL CALCULATIONS 
ij 

In order to demonstrate the effect of L.. on subchannel 
ij 

calculations two cases with different flow conditions were 
performed with C0BRA-IIIC for the 7-Rod Fuel Assembly. For 
each case channel averaged temperature at 36" from the core 
entrance with and without proper correction factor L.. are 

^ ij 

calculated. In C0BRA-IIIC a uniform heat flux distribution 
is always assumed at the outside clad surface, therefore 
using a correction resulting from a multiregion analysis 
would not be consistent. As indicated by Figure 5, the 
analytically predicted correction factor resulted from the 
single-region analysis is approximately 0.7. For the cases 
without proper correction factor the centroid-to-centroid 
distance is used as the effective conduction mixing length, 
i.e., L.. = 1.0. For these calculations, slug flow without 
flow split between subchannels has been assumed and other 
operating conditions are listed in Table 2. The results are 
summarized in Table 3-
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From the results of these calculations, it is obvious that 

for both cases the use of an accurately predicted correction 
factor L.. is successful in reducing the intersubchannel tempera­
ture difference as a result of increasing heat transport between 
subchannels. As shown in Table 3 the intersubchannel temperature 
difference (T. - T.) decreases from 70°F to 63-7° for the normal 
flow condition (G=3xl0 lbm/ ft2hr) and from 94.29° to 83-54°F 
for the low-flow condition (G=2xl0 lbm/ft2hr.). Therefore the 
accurately predicted L.. has indeed removed excess conservatism 
due to the lack of knowledge of the local temperature field. How­
ever, it must be pointed out that calculations with analytically 
predicted value of L.. do not necessarily result in conservative 
results. For example, using a L..> 1 in subchannel calculations 
(which is the case for a fuel assembly with small -^- ratio) will 
result in a decrease in intersubchannel heat transport for the 
same intersubchannel temperature gradient and lead to higher 
subchannel temperature difference than predicted by calculation 
without the correction factor. 

Another important feature of the calculational results which 
has to be pointed out is that the effect of the correction factor 
is more pronounced when the mass flow rate decreases, i.e., a 
reduction in intersubchannel temperature difference of 6.3 F for 
the normal flow condition vs. 10.75°F for the low flow situation. 
Therefore it can be easily imagined that untolerable error in 
heat transport and subsequent channel temperature would result 
in a loss of flow accident if the appropriate correction factor 
is not known. 

It should be mentioned at this point that most ongoing 
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efforts have been devoted to the diversion mixing area which 
obtains mixing effects of similar magnitude and it is felt that 
an equally significant gain in design margin is possible by properly 
accounting for the conduction effect. 
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TASK IVB: 3-D Coupled Cell Heat Transfer Analysis 
(Chung Nin Wong) 

1. INTRODUCTION 
An axially variable "effective mixing length" for con­

duction heat transfer, a parameter which enters the sub­
channel formulation and application for LMFBR's, has been 
studied thoroughly in the last quarter of the year. Improve­
ments have been made and reasonable results were obtained. 
A first set of results including the application of the 
axially variable mixing length to the 7-pin LMFBR bundle 
calculation performed by COBRA-IIIC will be presented in 
what follows. For evaluating the bulk temperature difference 
between two adjacent channels, the results show that using an 
accurate mixing length can be very important for design pur­
poses . 

2. DETERMINATION OF THE EFFECTIVE CONDUCTION MIXING LENGTH 
IN HEXAGONAL ROD BUNDLES 
Subchannel codes like COBRA-IIIC usually "lump" the assembly 

into a finite grid of subchannels, each of which is character­
ized by a bulk temperature, flow rate and pressure. Energy 
transport between adjacent channels is governed by the mechan­
isms of diversion cross-flow, turbulent mixing and conduction 
mixing. For LMFBR design calculations, the energy transport 
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by conduction constitutes a major contribution to the over­

all energy transport. This effect is even more pronounced 

for flows which are characterized by low Reynolds numbers. 

These flow situations especially arise in the case of a loss-

of- flow accident. Due to this importance, which has been 

already mentioned in the previous report, it is desireable 

to have better knowledge of the conductive heat transport 

between two adjacent channels. In what follows, an attempt 

is made to establish a relationship for an axially variable 

mixing length such that it can be inputted into subchannel 

codes like COBRA-IIIC for achieving better results. 

As noted in the previous report, L.\ is a dimensionless 

correction factor which represents the ratio of the effective 

conduction mixing length to the centroid-to-centroid distance 

(L.. = 1../1* ). Furthermore, L.. can also be expressed in ij ij' ij ij 
the following way: 

L. . = k ij 
S.. (T.-T.) U i J 1 * ij q" ds 

To obtain this correction factor, the bulk temperature 

in different channels and the average heat flux across the 

boundary of these two channels are needed. 

The case under consideration consists of a coupled internal 

and corner channel with P/D = 1.3, 2w/D = 1-38, Pin diameter = 
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0.9 cm., heat flux = 104 cm., core height = 150 cm. 
The results are plotted in figures 9, 10, 11. Fig. 9 

shows the correction factor L.. as a function of the axial 
ij 

location. It indicates that L.. starts off at zero initially, 
increases axially and assumes an asymptotic limit. The be­
havior of this curve may be thought of as being the image of 
the entrance heat transfer coefficient. Although the numeri­
cal value is naturally completely different, there is some 
similarity between both parameters. The heat transfer coeffi­
cient represents the ratio of the amount of energy deposited 
into the coolant to the film temperature difference. Then, 
at the inlet, with no film temperature difference being developed 
yet, but heat diffusion having started already, the heat transfer 
coefficient is singular in this region and decreases towards an 
asymptotic limit. On the other hand, the correction factor 
includes a factor which is the ratio of the temperature dif­
ference between two zones and the heat flux across the boundary 
separating these two zones. It is difficult to predict how 
this ratio behaves at the inlet because no temperature difference 
and heat flux have been developed yet. But at a certain distance 
away from the inlet, as shown in Fig. 10 and Fig. 11, the heat 
flux has out-grown the temperature differences. Therefore, L.. 
approaches zero at the entrance. Physically, this can be ex­
plained as follows: once the temperature difference exists, 
it initiates an instantaneous heat transport progressing through 
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the gap in order to decrease the difference. However, since 
the gap spacing is comparably small, an increased heat flux 
is necessary. As a result, when moving towards the entrance, 
the heat flux is diminishing slower than the bulk temperature 
difference. Thus, L.. becomes zero at the inlet and increases 
asymptotically towards a limit value. 

Figure 11, illustrates the importance of using the accu­
rate mixing length in the calculation. The solid line repre­
sents the calculation of the bulk temperature difference be­
tween two adjacent channels obtained from the three-dimensional 
temperature fields, whereas, all broken lines represent cases 
of using different mixing lengths in COBRA-IIIC. The isolated 
channel approach yields the highest temperature difference at 
the core exit, indicating that it is over-conservative because 
it neglects the conduction transport at all, although this is 
especially high in this region. On the other hand, setting 
L.. equal to unity which is mostly done in subchannel calcula­
tions, results in underpredicting the temperature difference 
because the conductive mixing obviously is not that high i> 
throughout the whole core. Finally the following empirical 
equation for L.. as a function of the axial coordinate is 
applied in COBRA-IIIC 

Lij = (0.70102)[ - ^ 
0.064346Z0'788 + 1 

z in cm. 
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This equation has been fitted to the results obtained from 
the three dimensional calculations. The result shows naturally 
a closer agreement with the 3olid line. Therefore, one can 
conclude that it is important to have an accurately determined 
L.. in order to get more accurate solutions. 

For the specific geometry under consideration, the results 
indicate that setting L. . equal to infinity, i.e., L. . = °° 

& ij ' ij 

results in a better agreement overall with the distributed 
parameter results than taking L.. = 1. This is indeed a sur­
prising and unexpected result. However, this picture might 
change drastically when the geometry of the bundle is changed. 
Thus, future efforts will concentrate upon expressing L.. 
in terms of the governing geometrical parameters as well as 
the ratio of heat source densities in the fuel pins. 
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TASK IV-C. FULLY DEVELOPED LAMINAR MIXED CONVECTION 
(Jong-Yul Kim) 

SUMMARY 
This study which has been totally completed will be 

published as a topical report in the Fall and specific 
results will be summarized in a technical paper to be sub­
mitted to the Journal of Nuclear Engineering Design. Attached 
is a copy of a short paper which has been submitted for 
presentation at the ANS winter meeting 1977 in San Francisco. 
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TASK IV-D. 2-D THERMOELASTIC AND INELASTIC CLAD ANALYSIS 

(R. Karimi) 

SUMMARY 
Basically, work has been completed for this task. The 

objective of this subproject to develop a computational 
tool for a combined two-dimensional nojcmai and inelastic 
structural clad analysis has been met. 
Some details are given in the attached paper which has 

been accepted for presentation at the 4th International 
Conference on Structural Mechanics in Reactor Technology 
to be held in San Francisco, August 15-19, 1977. Additional 
results which were obtained in the meantime will be given in 
the presentation of this paper as well as in the forthcoming 
progress report. A topical report will be issued in the 
near future. 
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Fig. 1 Configuration of a 7 Pin Bundle 
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Fig. 2 Symmetry Section of a 7-Pin Bundle 
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Fig. 3 Normalized Intersubchannel Temperature Difference and 
and Heat Transport for Multiregion Analysis 
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Fig. 4 Normalized Intersubchannel Temperature Difference and 
Heat Transport for Single Region Analysis 
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Fig. 5 Correction Factor for Effective Conduction Mixing 
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Fig. 6 Normalized Intersubchannel Temperature Difference with 
Power Tilting 
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Fig. 7 Normalized Intersubchannel Heat Transport with 
Power Tilting 
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Fig. 8 Correction Factor for Effective Conduction Mixing 
Lengths for Blanket Assembly with Power Tilting 
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TABLE 1 

POWER PEAKING FACTORS USED IN THE ANALYSIS 

CASE 

1 

2 

3 

+ ql 
1.1 

1.0 

0.9 

PEAKING FACTOR 
+ 

q2 
0.9 

1.0 

1.1 
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TABLE 3 

Subchannel Averaged Temperature @36" from the Entrance 
of a 7-Pm LMFBR Bundle 

_ 

n „ ,06lbm/_, 2 , G = 2x10 /ft -hr 

n _ , n6lbm ,_. 2 , G = 3x10 /ft -hr 

L., = 1.0 ij 
L.. = .70 ij 

L.. = 1.0 IJ 
L. . = 0.7 ij 

T. 
l 

1089.88 

1082.11 

963.47 

959.30 

T. J 
994.59 

998.57 

893-47 

895.60 

T -T. i J 
94.29 

83-54 

70.0 

63-7 
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TABLE 5.2 
OPERATING CONDITIONS FOR C0BRA-III CALCULATORS 

System pressure = 60 psia 
Inlet enthalpy = 365-9 BTU/lbm 
Avg. Mass Velocity (G) = 3 x 106 lbm/ft2-hr 
Inlet Temperature = 700° F 
Avg. heat flux = .3 x 10 BTU/hr ft2 

Uniform power in rods 
Uniform heat flux distribution at rod surface 
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Submitted for presentation at the ANS Winter Meeting, 1977, 
in San Francisco 

LAMINAR MIXED CONVECTION HEAT TRANSFER 
IN FINITE HEXAGONAL BUNDLES 
Jong-Yul Kim, Lothar Wolf (MIT) 

Recently, low flow conditions in LMFBR bundles have 
received appreciable attention because of their potential 
impact upon the thermal-hydraulic design and safety. The 
purpose of this paper is to present a fully analytical 
method for predicting the two-dimensional velocity and 
temperature fields in coolant cells of finite, bare hexa­
gonal fuel and blanket bundles under the condition of fully-
developed laminar mixed convection. Momentum and energy 
equations in the coolant and clad regions are solved 
simultaneously. Thus, for the first time, a true two-region 
analysis has been performed by accounting even for possible 
power tilt effects across the fuel pellet. 

Under the assumption of steady-state, thermally and 
hydrodynamically fully-developed laminar flow and by neg­
lecting viscous dissipation, axial conduction and heat 
sources in clad and coolant, the dimensionless momentum and 
energy equations for the coolant' regime are 

V2V + n4* = -1 (1) 

V2* - V = 0 (2) 

respectively, where $" = <j>/L and V = V/L. Both equations 
can be combined to give the following biharmonic equation 
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v4v + n^v = o (3) 

The clad temperature field is given by the solution of 
Laplace's equation, which is well known. 

The notation used in the foregoing equations includes: 

C. = Y~ : axial temperature gradient 
2 L = (3p/8z + p g)D, /uU : dimensionless pressure drop 

parameter 

V = ry : dimensionless local axial velocity 

T : reference temperature 

U : cell-averaged axial velocity 
5 : linear volume expansion coefficient 

n = Ra = pQ2 gcpC1BDh2 /kwu : Rayleigh number 
2 

6 = (t - T )k /p Uc C,D, : dimensionless temperature 
o w o p l h 

The general solution of Eq. (3) can be derived in terms 
of Kelvin functions as 

00 

V = I [avberv(nR) + bvbeiv(nR) + c ker (TJR) + d kei(nR)] 
v=0 
x [fvcos(v8) + gvsin(v8)] (4) 

where the dimensionless radial coordinate, R, is given by 
R = r/D. and 6 is the angular coordinate. A similar 
equation can be obtained for 4>". The unknown coefficients in 
the general solutions for V, 4> and t are determined by using 
the boundary conditions at the polygonal cell boundaries, the 
clad-coolant interface, the bundle wall-coolant interface and 



the inside clad surface. In order to simulate a power tilt 
across the fuel, the following circumferentially varying 
heat flux distribution at the inside surface is assumed: 

q"(q,6) = cfCH - F cos9) (6) 

where H and F are arbitrary multipliers characterizing 
the heat flux distribution. Whereas all boundary conditions 
can be satisfied continuously at the inside and outside clad 
surfaces, this is not possible for those along the polygonal 
cell boundaries where a point-matching procedure has to be 
applied on the basis of a preselected finite number of points. 
This leads to a set of linear equations which can be solved 
by standard methods. Details of this procedure applied to 
internal, edge and corner cells are outlined in [1]. 

The analytical method described above has been exten­
sively tested against available information about buoyancy 
affected laminar flow in internal cells [2] and fully-developed 
laminar flow (Ra-»-0) in edge and corner cells [33- In both 
cases excellent agreement has been achieved. 

Fig. 1 shows the dimensionless two-dimensional velocity 
and temperature distributions in a corner cell. The upper 
part depicts that regimes of near stagnant and even reversed 
coolant flow exist. The associated coolant and clad tempera­
ture fields are shown in the lower part of Fig. 1. A compari­
son to the laminar flow situation reveals that the tempera­
ture gradients are very much equalized due to the beneficial 
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buoyancy effects. This is even true for large values of 
F, i.e. large variations of the inside clad heat flux distri­
bution. However, as Fig. 2 depicts, there exists a critical 
Rayleigh-Number beyond which a sharp decrease in Nusselt-
number (Nu) occurs. Nu drops far below its laminar value 
and under specific conditions even negative values have been 
observed, indicating again the conceptual weakness of using 
integral heat transfer parameters in complex flow situations. 
Due to the fact that Ra °= q'/Re, the designer can avoid this 
regime by carefully controlling this ratio such that it 
stays below its critical value. 
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SUMMARY 
The primary purpose of this study is twofold. Firstly, unique 2-D and 3-D temperature 
fields for bare finite rod bundles are presented which result from detailed distributed-par-
ameter analyses using the slug flow model. Secondly, these results together with azimu-
thally varying inside and outside pressure fields are used to derive thermoelastic stress and 
displacement fields. 

The 2-D temperature fields are obtained by an iterative multicell, multiregion tech­
nique. Multicell calculations are especially important for studying the pronounced 
asymmetry effects induced by the coolant cells which are bounded by the bundle wall. 
The solution take ; into account an arbitrary flow split between wall and internal subchan­
nels as well as different heat source densities in the pins. Results indicate that the ad­
iabatic single cell calculation is not conservative under all circumstances as has been pre­
viously assumed. Integral mixing transport parameters which account for local temperature 
variations are quite different from those which are built into the subchannel codes and 
should be preferred in the future. The pin model used in these studies incorporates the 
following features: 
— tilted power distribution as experienced across blanket rods, 
— eccentric pellet position as the most probable pellet location at BOL, 
— cracked pellet under higher burnup conditions. 
For the first time, these internal pin disturbances are taken into account together with the 
external disturbances induced by coolant channel asymmetries. Hot-spot midwall. temper­
atures are shown. Under low flow conditions additional free convention effects come into 
effect. The fully-developed mixed convection problem is analytically solved, for all types 
of cells in finite bundles. The clad region is fully integrated in this solution, too. The par­
ametric effect of the Ra-number on velocity and temperature fields are shown and a cri­
terion is presented which indicates the onset of local flow reversal. 

Due to the fact that LMFBR cores are quite short, thermal entrance effects may play 
an important role. A 3-D analysis confirms this and shows that thermal conduction pre­
dominates in this regime. A comparison with recent liquid-metal cooled 19-pin bundle ex­
periments shows excellent agreement. Mixing parameters which account for the thermal 
entrance effect are presented. The broad spectrum of local temperature results indicates 
that 2-D or even 3-D analyses are required to reveal the highest clad midwall temperature 
which governs the swelling behavior of LMFBR-fuel pin dads. Hitherto used subchannel 
codes cannot provide this detailed information and should be extended such, as to incor­
porate a local model in the region of interest. 
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1. .INTRODUCTION • 
Recent developments of computer codes for the thermal-hydraulic [lj and 

structural [2] analysis of LMFBR rods indicate a growing need for multidimen­
sional analysis. Seemingly, it has been fully recognized by now that at least 
two dimensional (r,<i>) and (r,z) analyses are absolutely necessary in order to 
cone with the thermal and structural design constraints of todate's LMFBR rod 
designs. Actually, 3-D, distributed parameter analyses for fuel, clad, and 
coolant temperature fields are needed for the reliable design of LMFBR fuel, 
blanket and absorber assemblies rods to provide the necessary information to 
accurately evaluate the respective cladding strains which effectively deter­
mine the allowable burnup and thus the lifetime of these assemblies. Specifi­
cally, the following features should be included in such analyses all of which 
induce asymmetrical fuel and clad temperature fields. 

1. capability to assess the effect of variations in coolant channel 
geometries specifically those which characterize assembly wall near regions. 

2. capability to account for changes in the convective heat transport 
mode as for instance transition from turbulent to laminar flow heat transfer 
with and without natural convection effects. 

3. capability to assess the effects of cower gradients across the rod 
-1. possibility to account for pellet/cladding eccentricity and ovality 

as well as pellet cracking. 
Certainly, these four disturbances lead to more or less localized increases 
in the cladding temperatures and cladding strain and hence may increase, the 
clad life damage and thus possibly reduce the allowable burnup and lifetime 
of the respective assemblies. Furthermore, circumferential gradients support 
the rod bowing process by a structural-therraal-hydraulic feedback effect and 
thus lead to an-undesirably high mechanical rod-grid (wire spacer) interaction 
with resultant grid (wire spacer) assembly, wall interactions. 

Although the individual contributors enlisted above have long been recog­
nized, their effects upon the cladding temperature have been studied only under 
various simplifying assumptions thus far. Host of these studies [3,4,5] ther­
mally decoupled the heat transport between rod and coolant by using the concept 
of the heat transfer coefficient. Thus, the superior circumferential heat 
transport in the coolant has never been taken into account in the past. On 
the other hand, these procedures disregarded the additional disturbance in­
duced bv the asymmetrical coolant channel geometrv. Thus, it is not clear 
whether the results of these former studies constitute a conservative or non 
conservative basis. . The only way to find out is to treat all disturbances 
simultaneously as the present study does because' it is thought that under 
certain circumstances the combined effect of variations in the source, sink 
and boundary conditions may lead to an amplification of circumferential cladd­
ing temperature variations. 

Todate's design methods for evaluating rod temperatures heavilv rely upon 
the use of lumped-paraneter subchannel codes such as COBRA-III C [6] and the 
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lir:e, which determine the bulk coolant temperatures in the subchannels across 
an assembly as function of the axial location. The temperature of the hottest 
subchannel around a rod is used then to perform a one-dimensional radial heat 
transport analysis through the rod by employing the concept o' the heat trans­
fer coefficient to derive the cladding temperature. Recently, soie nethods 
energed which take the different bulk temperatures of the subchannels surroun-
cing the rod of interest and employ those as boundary conditions in a t*o-
dnensional trertial analysis of the rod bv assuming a constant heat transfer 
coefficient between the cladding and the coolant. It is worth mentioning that 
this procedure in even a more advanced form has been already been applied in 
1971 [7] Naturally, althouah a step forward as compared to the one-dinen-
sional analysis, this remains quite a crude approximation because as already 
shown by various authors in the oast the concept of the heat transfer coeffi­
cient breaks down in cases where the defining variables are themselves strong 
functions of the independent variables Exactly this has to be expected how­
ever in assemblies with very tight pitch-to-diameter ratios sucn as blanket 
and absorber assemblies. Yet, due to tie lack of more detailed infomation 
the aforementioned procedure seems to be the only choice to use the data 
sjpplied by subchannel codes right now. Additional insight can only be gained 
fron distributed parameter methods. Due to their complexity the application 
of these methods have to be restricted to a limiting number of coolant cells 
surrounding the rod of interest Thus, in order to obtain meaningful results 
in the framework of an assembly analysis future efforts should be devoted to 
de' elop symbiotic hybrid methods for co-ioined lumped and distribJted parameter 
analysis A step towards this goal has been undertaken in the present study 
bv interpreting the free unknovn in the analytical solution in terns of the 
oulk temperature which can be supplied by subchannel codes for different axial 
locations. 

Besides of providing directly deterministic local peak te-noeratures which 
can be fed into todate's probabilistic design tools for checking the calcula­
ted values against the design limits, the distributed parameter netnods can 
be used to generate more reliable integral parameters for updating the effec­
tive mixing coefficients for the various transport phenomena incorporated into 
the subchannel codes. Thus far, only limited informations are availaole 
-lainly for coolant regions inside an assemblies. However, nothing is known 
for coolant regions close to the assembly wall, despite the fact that the 
latter are of more importance for the thermal analysis due to tne strong 
geometrical asvnmetnes in these regions. The present study will present 
effective conduction mixing lengths for the corner cells of hexagonal bundles 

Thus far, t^o-dinensional terperature fields have been mostly used in 
connection with thermalelastic cladding analyses [3,7,8] A recent study [9" 
of clad ovalities as found during post-irradiation examination confir-ed 
that this is not necessarily a bad choice in the first place. At least, 
deformations agreed very well v.ith the experimental evidence althouah t^e 
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calculated stresses turned out to be twice the yield strength. Because ther­
raoclastic analysis is the first logical choice entering the structural field 
it was decided to work with the codes described in [3,7] to determine the 
radial and tangential displacements. Due to the fact that the thermoelastic 
strains alone are unrealistically high the GRO­II code [10] is used to perform 
an order of magnitude analysis for the nonlinear effects. For this purpose 
the highest cladding midwall temperature as determined by the 2­D or 3­D 
thermal analysis has been used as input into this one­dimensional structural 
analysis code. Finally, this present study uses the two­dimensional nonlinear 
structural analysis, code GOGO [2] to check the approximate results obtained by 
GRO­II and to obtain more detailed results for the local phenomena. GOGO is 
the only 2­D code in r­0 geometry known to the authors which handles all non­
linear effects relevant to LMFBR operational conditions within an affordable 
amount of computational efforts. It is worth mentioning that the original 
version of this code contained a very crude approximation of the clad tempera­
ture variation of a corner pin which has been changed for the present analysis 
according to the newly derived analytical results. Due to the limited space 
available only highlights of the basic findings of the whole study can be 
reproduced in the following figures. More details will be disclosed during 
the presentation and in follow­on publications [11,12]. 

. 2. ANALYSIS 
2.1. Thermal Analysis 
In what follows, short descriptions will be given about the underlying 

' principles for two 2­D and one 3­D thermal­hydraulic analyses in typical sub­
sections of hexagonal LMFBR assemblies. . 

2.11 2­D Multicell, Multiregion Slug Flow Heat Transfer Analysis 
Thus far, only single cell, multiregion analyses have been reported for 

coolant regions close to the assembly wall [13] (see Fig. 1), although some 
progress has been made in the past to couple several internal cells in two 
[1] and three dimensions. However, despite of the value of the basic findings 
in this geometry the more interesting regions with respect to design are the 
outer coolant cells such as the corner cells (see Fig. 1) and the side cells. 
Multicell analyses are necessary in order to avoid the adiabatic boundary con­
ditions around the polygonal sides of the coolant cells to study the propa­
gation of disturbances across cell boundaries either from inside the bundle 
due to power skews and/or outer regions due to assembly wall effects. In 
order to perform efficiently a multicell analysis for a rod bundle or sections 
thereof it is essential to develop a scheme which can uniquely identify any 
individual unit cell as a function of the cell number. For this purpose, a 
double index system (m,n) has been developed [14], where the first index 
indicates the number of rows from the center of the bundle and the second one 
designates the distance between the cell center and the normal to the bundle 
wall in terms of number of pitches. By virtue of this system each cell and 
more important the types of its neighbors can be automatically identified. 
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The present study adopts the slug flow heat transfer as an approximation to 
turbulent liquid­metal heat transfer. The multiregion temperature solutions 
for fuel, clad arid coolant are derived for all types of cells in a finite 
bundle under the assumption of adiabatic conditions around the cell boundaries. 
For this purpose the solutions presented in [13] have been adopted. Naturally 
the separate adiabatic calculations of different cells result in temperature 
discontinuity along the imaginary matching boundary in the coolant between the 
two cells. An iterative method has been developed' [12] which removes system­
atically. this'temperature difference by imposing the condition of heat flux 
continuity along the same line. The scheme can be explained for the geometry 
shown in Fig. 1 as follows.. For the coolant temperature field of cell i ­ the 
corner cell ­ the adiabatic solution reads 

T.^'lp,*) 

whereas for cell 
sented by 

„ to) 

2k, 6. (p,*) (1) 

the internal cell ­ the coolant temperature is repre­

. ... 2 
(p,0) = A. + 

Tk 9, (P,4>) (2) 

The superscript o denotes the zeroth iteration. Starting with these initial 
solutions an updated coolant temperature field for the corner cell can be 
derived which is followed then by a calculation of an updated heat flux dis­
tribution along the common boundary. This is used as boundary condition for 
the neighboring cell which in turn leads to a new temperature field. The 
second iteration starts with the updated temperature boundary condition and 
so forth. In order to relate the outcome of this study to the results of sub­
channel codes a unique relationship for the differences of the average coolant 
cell temperatures has been established. This difference together with"the 
evaluation of the heat transferred across the common cell boundary yields the 
effective conduction mixing length scale, 1.'., which is employed in sub­
channel codes 

1. . 
13 

1. . is given by 

- > s i j ( V V (3) 

13 
For practical purposes, 1.. is usually set equal to the centroid­to­centroid 
distance between subchannels, 1 

13 i.e., 
X
i3 X

i3 
However, this assumption is not valid at all. 
evaluates a correction factor, L.., given by 

.13 

(4) 
Therefore, the present study 
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where S../1.. can be simply expressed in terms of 7eometrical parameters 
alone as 

MM 
i-H)'-®iizm'-*- +W-&W To
­

(6) 

+l«! (Shi's $' - * '■ *IN-> 
By virtue of the above procedure distributed parameter methods can provide 
meaningful informations for use in today's design codes and thus may help to 
improve the reliability of. their results in cases where a priori' no experi"­ ■ 
mental evidence is available for tuning purposes. 

In order to account for the additional effects of pellet eccentricity 
and cladding oyality the analytical formulation presented in [3] has been 
iteratively tied together with the present analysis. 

2.i2 3­D Single arid Multicell, Single Region Slug Flow Heat Transfer 
Analysis 

The analysis presented in the preceding section assumes thermally fully­
developed conditions. Due to the high asymmetry effects induced by the corner 
and side cells and the relatively small core heights it may be argued that 
this; assumption is invalid in reality. In order to check this a three­dimen­
sional slug flow heat transfer analysis has been conducted on the basis of 
the analysis performed in.[15]'. The overall Solution can be split into a . 
fully developed part and an entrance solution part. The latter is. given in 
general information form as 

9 (P.O.5.) =11 [C J (8o)+D _Y (8 P>] Eme"Bn£' cos n<} e
 n=Q m_, n,mn m n , m n n m , 

(7) 

The assumption of slug flow under these circumstances seems to be quite 
justified because heat conduction constitutes a major part of the overall heat 
transport for liquid­metal flow in the entrance recion especially for low and 
moderate flow conditions. Whereas the analysis in [15] was limited to a 
single cell, the present study extended the analytical procedure to analyze 
the coupled behavior of two cells as shown in Fig. 1. Due to the vastly diff­
erent entrance region behavior of internal and corner cells special attention 
had to be devoted to minimize the numerical interior and boundary least square 
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errors introduced at the inlet section by satisfying the boundary condition 
of constant temperature over the total inlet cross­sectional area.Due to the 
fact that this analytical analysis is solely confined to the coolant region 
the assumption of constant heat flux around the outer cladding surface has 
been introduced. This simplification leads to conservative results for the 
circumferential cladding temperature variation due to the neglection of the 
azimuthal heat conduction effects in the cladding. Arbitrarily varying heat 
flux distributions in the axial direction are handled by Duhamel's super­

position principle. . 

2.13 Fully­Developed, Single Cell, Two­Region Analysis of Laminar 
' . Mixed Convection Heat Transfer 

Under low flow conditions as experienced in recent blanket assembly 
designs or in case of loss­gf­flow in either fuel and/or blanket assemblies 
the assumption of turbulent flow and hence the slug flow approximation is 
certainly invalidated. The transition to laminar flow is accompanied by a 
substantial deterioration of the heat transfer from the rod to the coolant 
which may lead to an even higher circumferential cladding temperature' 
variation: 'Therefore, the designer is'very'much interested to find'.out 
whether' a superimposed natural convection effect may help to avoid the very • 
low heat transfer regime. In order to study the mixed convection capabili­

ties of typical unit cells in finite, hexagonal bundles with respect to local 
as well as average quantities a two­region analysis has been performed' [16]. 
The general solutions for the temperature fields in the coolant and cladding 
assume the following forms, respectively 
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The coefficients in these equations are found by simultaneously solving these 
equations together with the general solution for the velocity field when sub­
stituted into the various boundary conditions. It is worth mentioning that 
Eq. (9) accounts for. an azimuthally varying heat flux distribution at the 
cladding inside surface, thus simulating a power tilt across the fueled region. 

2.2 Thermoelastic and Inelastic Analyses 
The thermoelastic analyses are performed by using the methods in [3] and 

[8]. The former incorporates the possibility to account simultaneously for 
either pellet eccentricity or cladding ovality together with a superimposed 
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power tilt across the fueled region whereas the latter one performes a Fourier 
series analysis of the inside arid outside cladding temperatures which have to 
be supplied as input. The majority of the inelastic studies is performed 
using the GRO­II code [10] which uses the thin shell approximation. The GOGO­
code [2] is used to provide two­dimensional inelastic informations. 

3. RESULTS AND DISCUSSION 
Most results are obtained for a typical average corner pin of a fuel 

assembly and a peak corner pin of a blanket assembly for the CRBPR. Figure 2 
shows the effect of a typical power tilt across the assembly upon the cladding 
temperature variation of the corner pin. Under, the given circumstances the 
least variation can be expected when the tilt .is decreasing towards the assem­
bly center. Figure 3 demonstrates the quite different temperature variations 
in the individual unit cells as derived by.a four­cell calculation. It is 
interesting to notice that the cladding temperature variation of cells 2 and 3 
are about the same although both represent different locations within the 
assembly. Figure 4 represents the correction factor L. . as function­of. the 
dimensionless wall distance for a' given P/D. Obviously, Lj~ deviates quite; 
substantially from 1 which means that the common assumption of using the 
centroid­to­centroid distance as effective conduction mixing length is incor­
rect. Under extreme conditions the direction of the heat flow is even 
reversed. Figure 5 comprises a comparison between the 3­D slug flow heat • 
transfer, analysis and experimental evidence [17] as measured in a sodium 
cooled 19­rod bundle. Despite the stringent assumptions built into the 
analysis the agreement can be considered as quite satisfactory. In order to 
show, the effect of coupling two different cells together. Fig..6 compares the 
results of a single cell to a two­cell calculation. The "bump" in the clad­ . 
ding temperature which shows up at about 120 degrees can be attributed to. the 
additional heat flow out of the internal celi into the corner cell. Overall, 
the comparison to two­dimensional calculations show that these overpredict 
the cladding temperature variations by about a factor of two. Thus, the 3­D 
calculations are necessary and meaningful to derive a scaling factor in order 
to realistically apply the 2­D results presented before.. Figures 7 through 9 
summarize some of the findings of the mixed convection study. It is obvious 
that.for higher Ra­numbers the velocity field gets highly distorted and that 
locally coolant regions with downflow exist. Naturally, this affects both 
local and average thermal quantities as shown in Figs. 8 and 9. It is inter­
esting to notice that Nu after increasing over a certain Ra­number range 
rapidly decreases beyond a certain critical Ra­number and assumes values which 
are lower than those for laminar convection only. As indicated these effects 
are strongly dependent upon the cell geometry. 

Figures 11 through 13 summarize the results of the two­dimensional thermo­
elastic analysis whereas Figs. 14 and 15 depict the results of the one­
dimensional inelastic analysis using the GRO­II code. The temperature 
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distributions which were used as input are shown in Fig. 10 for the fuel and 
the blanket assembly. The blanket rod experiences about twice the radial dis­
placement of the fuel rod. The circumferential variation is largest for large 
wall distance and in case that the power tilt is directed towards the assembly 
wall. Overall, these results suggest that the corner rod moves towards the 
interior rod and hence reduces the coolant areas in a regime which is 
already characterized by higher temperatures. Thus, this feedback effect will 
lead to even higher temperatures, at 180 degrees. The least variation is 
experienced in case that the wall distance is slightly less than P/D =1.08. 
Here the rod closes the gap towards the side pin. The circumferential varia­

tion of u is substantially lower for the fuel rod. The largest variation in. 
the tangential displacement occur for the large wall distance design as shown 
in Fig. 12. The maximum of v is located at an angular position between 110 
and 120 degrees. Figure 13 demonstrates that the variation of the tangential 
stress distributions of all cases considered for the blanket rod are bounded 
by the two. cases­studied for the fuel rod. 

Figures 14 and 15 show the effects of different temperature, levels upon 
the total creep in blanket and fuel rods. Due to the simple approach incor­

porated in GRO­II it has been assumed that the rods are characterized either 
■by an average temperature or by the maximum midwall temperature foisad by the 
aforementioned 2­D thermal analysis. As can be seen from the figure, the 
creep is about an order of magnitude higher for the maximum temperature than 
for the average one. The circumferential variation of the cladding creep is 
approximately bounded by the two lines given in the figure. Obviously this 
variation increases with burnup. This increase might be even larger because 
the minimum cladding temperature staysbelow the average one. As Fig. 15 
depicts the fuel rod shows a similar behavior over most of its burnup in case 
of 20% CW 316 SS as cladding material. There again the high temperature 
region of the cladding circumference will creep more by an order of magnitude 
than the cooler parts. However; starting halfway through lifetime of the 
fuel­the overall circumferential variation in creep behavior decreases and 
from 8%.burnup on the fuel rod cladding nearly creeps in a uniform fashion. " 
Annealed 316 SS behaves quite differently. There the cooler parts creeps more 
than the hotter ones and the difference keeps obviously growing with burnup. 
From an overall design point of view this might be a desirable feature. 
Naturally, the reported results heavily rely upon the correlations for the 
material properties built into GRO­II. 
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