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## A Sparse Linear-Programming Subprogram

Richard J. Hanson and Kathie L. Hiebert Numerical Mathematics Division 5642

## Abstract

This report describes a subprogram, SPLP( ), for solving linear programming problems. The package of subprogram units comprising SPLP( ) is written in Fortran 77.

The subprogram SPLP( ) is intended for problems involving at most a few thousand constraint.s and variables. The subprograms are written to take advantage of sparsity in the constraint matrix.

A very general problem statement is accepted by SPLP ( ). It allows upper, lower, or no bounds on the variables. Both the primal and dual solutions are returned as output parameters. The package has many optional features. Among them is the ability to save partial results and then use them to continue the computation at a later time.

## Table of Contents

1. Introduction ..... 3
1.1 Statement of the LP Problem ..... 4
1.2 Reposing other forms of Problem LP ..... 5
2. Details of the Implementation ..... 6
2.1 Normalizing and scaling the original problem ..... 6
2.2 Modifications to the revised simplex method ..... 9
2.2.1 Generalized bounds and free variables ..... 10
2.2.2 Feasibility ..... 11
2.2.3 Pricing strategies ..... 13
2.3 Numerical Aspects ..... 14
2.3.1 Sparsity considerations ..... 14
2.3.2 Tolerances ..... 15
2.3.3 Finite convergence ..... 15
3. The Solution Returned ..... 16
4. An Example for Solving Related LP Problems ..... 18
5. Acquiring and Instaling SPLP( ) ..... 23
6. Documentation and Error Messages for SPLP( ) ..... 24
References. ..... 45

## 1. Introduction

This report discusses the subprogram SPLP( ) that computes solutions to linear programming (LP) problems of "modest size." An LP problem seeks the optimum of a linear function of unknowns. The unknown also must satisfy certain given linear constraints. The constraints are usually stated as equations, inequalities, or bounds on the unknowns.

Typically LP problems have sparse constraint matrices, and effectively dealing with this sparseness is one of our goals. We have also concentrated on achieving easy pqrtability across various machine lines.

How does the subprogram SPLP ( ) compare with some other LP software packages? To partially answer this question we list five of the primary features of our package as seen from a user's viewpoint.

1. Up-to-date and robust methods are used in the implementation of the revised simplex method.
2. Generally, the user's problem can be accepted by the package without modification.
3. The software is portable. Virtually no change is required on any computer system that supports Fortran 77.
4. The software is in the public domain.
5. The package is easy to use, yet flexible.

We consider three alternate mathematical programming packages: XMP [17], MINOS [18], and MPS [19]. In our opinion these packages admirably satisfy 1. and 2., and provide other features that we have not mentioned. Yet each one of these packages does not satisfy at least one of these five desirable features:

- XMP does not satisfy 5 .
- MINOS does not satisfy 3.
- MPS does not satisfy 3. or 4 .

The subprogram SPLP( ) does satisfy all five features and should be a welcome addition to the mathematical programing softwaie "repertoire."

Readers who are primarily concerned with using SPtP( ) should read Sections 1.1 and 3 for some background information and then turn to Section 4 for an example and Section 6 for the usage documentation. Section 2 details our implementation of the revised simplex method. Section 5 describes how to install the package.

### 1.1 Statement of the LP Problem

The subprogram SPLP( ) nominally salves the following inear optimization problem.

## Problem LP

```
minimize \(c_{1} x_{1}+\ldots+c_{\text {NVARS }} x_{\text {NVARS }} \equiv\left(c^{T}{ }_{x}\right)\)
subject to
```

$$
\begin{equation*}
\underset{\sim}{A x}=\underset{\sim}{w} \tag{1}
\end{equation*}
$$

and bounds on the unknowns $x$ and w.

The matrix A has MRELAS rows and NVARS columns. The bounds for $\underset{\sim}{x}$ and $\underset{\sim}{w}$ can be any one of the four types:
a) lower and upper bounds,
b) lower bound only,
c) upper bound only, and
d) no bound at all.

Variables of type (d) will be called free variables.
The input to SPLP( ) consists of the problem dimensions MRELAS and NVARS, the vector of "costs," $\underset{\sim}{c}$, the matrix A and the bounds for $\underset{\sim}{x}$ and $\underset{\sim}{w}$. The output from SPLP( ) normally includes the primal vectors $\underset{\sim}{x}$ and $\underset{\sim}{w}$, and the dual variables, $d$, for the equations $A \underset{\sim}{x}=\underset{\sim}{w}$ and for the constraints expressed as, bounds on the components of $\underset{\sim}{x}$. A discussion of the dual variables and their calculations is given in Section 3.

Alternate output from SPLP( ) includes indications of usage errors or that the stated problem has no solution in the usual sense. Usage errors are described in Section 6 and the situation of no solution is discussed in Section 3.

### 1.2 Reposing Other Forms of Problem LP

We use the novel problem statement of Eq . (1) because it incorporates most common Iinear programming problems. It has some attributes that are not immediately obvious. These will be discussed in the next section. The reader should note that our form of the standard problem statement is close to that of Ref. [2], p. 11-17.

Two problem statements that many LP codes use are as follows.

## Problem LP-A

$$
\begin{aligned}
& \text { minimize } c_{1} x_{1}+\ldots+c_{N} x_{N} \equiv\left(\underset{\sim}{c}{\underset{\sim}{x}}_{\sim}^{x}\right), \quad(\underset{\sim}{c} \text { known) } \\
& \text { subject to }
\end{aligned}
$$

$$
\begin{aligned}
A x & =\underset{\sim}{b} \\
\underset{\sim}{x} & \geqslant \underset{\sim}{0}
\end{aligned}
$$

## Problem LP-B

$$
\begin{aligned}
& \text { minimize } c_{1} x_{1}+\ldots+c_{N} x_{N} \equiv(\underset{\sim}{c} \underset{\sim}{T} x), \quad(\underset{\sim}{c} \text { known) } \\
& \text { subject to } \\
& \underset{\sim}{A x} \underset{\sim}{\rho} \underset{\sim}{b} \quad\left({\underset{\sim}{M \times N}}^{A_{M}}, \underset{\sim}{b \times 1}\right. \text { known) } \\
& \underset{\sim}{\alpha} \leqslant \underset{\sim}{x} \leqslant \underset{\sim}{\beta}(\underset{\sim}{\alpha}, \underset{\sim}{\beta} \text { known) } \\
& \text { (The symbol } \underset{\sim}{\rho}=\left(\rho_{1}, \ldots, \rho_{M}\right)^{T} \text { is a set of } \\
& \text { relations: each } \rho_{j} \text { is either " }\langle ", "=" \text {, or " } \geqslant \text { ".) }
\end{aligned}
$$

It is well-known that the Problem LP-A suffices (mathematically) for linear optimization problems; see, e.g., Ref. [1], p. 94. This form of the problem statement has several unfortunate side effects. For example, each simple bound (on the unknowns) becomes a new constraint equation and introduces a new variable into the problem. This is unnecessary; Problem LP-B avoids this objection.

Each of these two problem statements are easily reposed in terms of our statement of Eq. (1). For Problem LP-A we define NVARS $=N$, MRELAS $=M$, and $\underset{\sim}{w}=A x$. The bounds for $\underset{\sim}{x}$ and $\underset{\sim}{w}$ are $0 \leqslant x_{j}, j=1, \ldots$, NVARS, and $b_{i} \leqslant w_{1} \leqslant b_{1}\left(i, e:, b_{1} \equiv w_{1}\right)$, $i=1, \ldots$, MRELAS. For Problem LP-B we define NVARS $=N$, MRELAS $=M$, and $w=A x$. The bounds for $x$ and $w$ are $\alpha_{j} \leqslant x_{j} \leqslant \beta_{j}, j \in 1, \ldots$, NVARS, and $w_{i} \leqslant b_{1}$, if $\rho_{i}$ is "く"; $b_{i} \leqslant w_{1}$, if $\rho_{1}$ is " $>" ; b_{i} \leqslant w_{i} \leqslant b_{i}$, if $\rho_{i}$ is "=".

Problem LP-B has its own unfortunate side effects. One example is an LP problem with generalized bounds on some of the constraints: $v_{1} \leqslant \Sigma a_{1 j} X_{j} \leqslant u_{1}$. Users normally write this as two constraints: $v_{i} \leqslant \Sigma a_{i j} X_{j}, ~ \Sigma a_{i j} X_{j} \leqslant u_{i}$. This is unnecessary when our problem statement is used. To put the generalized bounds into a form compatible with our Problem LP, define $w_{1}=\sum a_{1 j} x_{j}$ with the bounds $v_{1} \leqslant w_{i} \leqslant u_{1}$. This provides an alternative to writing pairs of inequalities for each generalized bound.

A potential difficulty with any LP problem, no matter which statement is used, is inconsistent constraints. Suppose a user has a constraint $\Sigma a_{i j} X_{j}=b_{i}$ and a second (almost) redundant constraint $\sum a_{i j} X_{j}=b_{i}+\delta$. This second equation makes the resulting constraint matrix (nearly) rank deficient. This can be a serious problem and it may not be easy for the user to identify the offending constraints. The subprogram SPLP( ) can be used to eliminate this problem. First, when this condition exists, SPLP( ) will return with information to identify the offending constraint. Then, because of our specific problem statement, the redundant equation can be eliminated by reclassifying it as a free variable.

## 2. Details of the Implementation

Basically we are using the revised simplex algorithm, Ref. [1], p. 195, to solve Problem LP. In this section we will discuss modifications to the user's problem made by the SPLP( ) subprograms, modifications to the basic simplex algorithm and some numerical aspects of the implementation.

### 2.1 Normalizing and Scaling the Original Problem

Within the subprogram SPLP( ) both the independent variables, $x$, and the dependent variables, $w$, are translated or reflected so that each variable that is not free has a lower bound of zero. By extending the costs vector, $c$, and rewriting the constraint equations as

$$
[A:-I]\binom{x}{\underset{\sim}{w}}=0
$$

we can abbreviate Eq. (1) as

$$
\begin{align*}
& \min {\underset{\sim}{c}}^{\prime} \mathrm{T}_{x^{\prime}} \\
& \mathrm{A}^{\prime} \mathrm{x}^{\prime}=\underset{\sim}{0} \tag{2}
\end{align*}
$$

where

$$
\begin{aligned}
& {\underset{\sim}{c}}^{\mathrm{T}}=\left[{\underset{\sim}{c}}_{\mathrm{c}}^{\mathrm{T}}: 0^{\mathrm{T}}\right], \\
& \mathrm{A}^{\prime}=[\mathrm{A}:-\mathrm{I}] \\
& \dot{x}^{\prime}=\left[{\underset{\sim}{x}}^{\mathrm{x}},{\underset{\sim}{w}}^{\mathrm{w}}\right]^{\mathrm{T}} .
\end{aligned}
$$

The components of $c^{\prime}$ and columns of $A^{\prime}$ that correspond to the dependent variables, $\underset{\sim}{w}$, are not explicitly stored in SPLP( ).

Next the unknowns $x^{\prime}$ are separated into four groups. The classification into these groups is determined by the bounds on $x^{\prime}$. Eq. (2) can be written as

$$
A_{\sim}^{\prime} x_{\sim}^{\prime}=A_{\sim} x_{\sim} b+A_{v} x_{\sim}+A_{\sim} x_{u}+A_{f_{\sim}} x_{f}=0 .
$$

Bounds on $x_{b}, x_{v}$ and $x_{u}$, are as follows:

$$
\begin{aligned}
& \underset{\sim}{\gamma} \leqslant \underset{\sim}{x}{\underset{\sim}{b}}^{\delta} \\
& \underset{\sim}{\alpha} \leqslant{\underset{\sim}{v}}^{v} \\
& {\underset{\sim}{u}}^{x}<\underset{\sim}{\beta} \\
& \mathrm{x}_{\mathrm{f}} \text { is free: }
\end{aligned}
$$

These constraints are normalized by translating and reflecting the variables with the transformations

$$
\begin{aligned}
& \underset{\sim}{x} \underset{b}{ }=x_{\underset{\sim}{b}}-\underset{\sim}{\gamma} \\
& {\underset{\sim}{x}}_{v}=x_{v}-\underset{\sim}{\alpha} \\
& {\underset{\sim}{x}}_{\mathbf{u}}=\underset{\sim}{\beta}-{\underset{\sim}{u}}^{\sim} \quad .
\end{aligned}
$$

The transformed minimization problem is

$$
\begin{aligned}
& \text { subject to } A_{b_{n}} x_{b}^{\prime}+A_{v_{\sim}} x_{v}^{\prime}+\left(-A_{\underset{\sim}{u}}\right) x_{u}^{\prime}+{\underset{\sim}{f}}^{A_{f}}{ }_{f}=\underset{\sim}{h} \text {, } \\
& \underset{\sim}{h}=-\left(A_{b} \gamma+A_{v}^{\alpha}+A_{\sim} \beta\right)
\end{aligned}
$$

Thus the problem has been normalized so that all of the variables have zero as their lower bound or they are free." The variables $\underset{\sim}{x} \mathfrak{b}$ also have a nonnegative upper bound. We rewrite Eq. (3), in the abbreviated form

$$
\underset{\sim}{\hat{A}} \underset{\sim}{h}, \quad \hat{A}_{M \times N},{\underset{\sim}{h \times 1}}_{h_{M \times 1}},(N \geqslant M),
$$

Scaling of the columns of $\hat{A}$ and the vector $\hat{c}$ is also performed within SPLP( ). Column scaling amounts to the change of variables $x=$ Dy where each diagonal terin $d_{i}$ of the diagonal matrix $D$ is nonnegative. Normally $D$ is computed so that each nonzero column of $\hat{A}$ has maximum magnitude equal to one. For columns of $\hat{A}$ that are zero, $d_{i}=1$. The nonnegative scale factor, $\sigma$, for the vector $\underset{\sim}{c}$ is chosen so that if ${\underset{\sim}{c}}^{T} D$ is nonzero, $\sigma \hat{c}^{T} \mathrm{D}$ has maximum magnitude equal to one. If $\hat{c}^{T} D$ is zero, $\sigma=1$. Those users who think this particular choice of scaling is inappropriate can (optionally) specify other nonnegative choices for $D$ and $\sigma$.

With this rescaling of the variables and the objective function, we have the problem
minimize $\sigma\left(\hat{\sim}^{T}{ }_{\mathrm{D}}\right) \underset{\sim}{y}$
subject to constraints
(AD) $\underset{\sim}{y}=\underset{\sim}{h}$
and bounds; for each i
$0 \leqslant y_{1}$

$$
\begin{align*}
& \text { minimize } \quad \hat{\mathbf{c}}^{\mathrm{T}} \mathbf{x} \\
& \text { subject to constraints } \\
& \text { and bounds for each } f \\
& 0 \leqslant \mathrm{x}_{\mathrm{j}} \text {, } \\
& \text { or } \quad 0 \leqslant x_{j}<e_{j} \text {, } \\
& \text { or } x_{j} \text { is free: } \tag{3'}
\end{align*}
$$

$$
\begin{align*}
& \text { and bounds } \underset{\sim}{0} \leqslant \underset{\sim}{x} \underset{\sim}{f}=\underset{\sim}{\varepsilon}-\underset{\sim}{\gamma} \\
& 0 \leqslant x^{\prime} \\
& 0 \leqslant x_{\mathbf{u}}^{\prime} \\
& \mathrm{X}_{\mathrm{f}} \text { is free. } \tag{3}
\end{align*}
$$

$$
\begin{array}{ll}
\text { or } & 0<d_{1} y_{1} \leqslant e_{1} \\
\text { or } & y_{1} \text { is free } . \tag{4}
\end{array}
$$

The condition $d_{i}=0$ implies that $y_{i}=0$. For $d_{i}>0$ the upper bounds for the $y_{i}$ are $e_{i} d_{i}^{-1}$.

This problem (Eq. 4) is the actual problem solved within SPLP( ). The user does not need to perform any of the translations, reflections or scalling of the variables. Eq. (4) is solved using the input data of Eq. (1).

Finding a solution to Eq. (4), $\underset{\sim}{y}=\hat{\sim}, ~ d e t e r m i n e s ~ a ~ s o l u t i o n ~ t o ~ t h e ~ n o r m a l i z e d ~ ' ~$ problem, Eq. ( $3^{\prime}$ ), $\mathbf{x}^{\prime}=\hat{x}=D \hat{y}$. A translation or reflection of the components of $\hat{\mathbf{x}}$ is required to yield the solution vectors for $\underset{\sim}{x}$ and $\underset{\sim}{w}$ of Problem LP, Eq. (1). The dual variables ${\underset{\sim}{x}}^{\prime}$, that satisfy the optimality conditions $D_{\hat{A}} T_{\sim}^{p} \geqslant \sigma D \hat{\sim}$, are rescaled to yield the dual variables for the constraint equations of Eq. (1): $\underset{\sim}{p}=\sigma^{-1} p^{\prime}$.

### 2.2 Modifications to the Revised Simplex Algorithm

First we review the revised simplex algorithm, as usually presented. This form of the algorithm is based on two assumptions: 1) all the variables are nonnegative and have no upper bound and 2) the starting value for the variables is feasible (satisfies all the constraints). Given the description of this algorithm we are then able to discuss where modifications have been made.

In this section we refer to the notation of Eq. (3') but with the understanding that scaling of the data has been applied as in Eq. (4). Therefore consider problem statement Eq. (3') with every $x_{i} \geqslant 0$. At each step of the algorithm we assume that the columns are permuted so that
where

$$
\begin{aligned}
& \hat{A}=\overbrace{[\mathrm{A}_{1}: \overbrace{\mathrm{A}_{2}}]}^{\mathrm{N}-\mathrm{M}} \mathrm{~N}_{\mathrm{M}} \text {, } \\
& c_{\sim}^{T}=\left[{\underset{\sim}{1}}_{T}^{T}: c_{\sim}^{T}\right] \text {, } \\
& x^{T}=\left[x_{1}^{T}: x_{2}^{T}\right]
\end{aligned}
$$

The $M$ by $M$ nonsingular matrix $A_{1}$ is the basis matrix; the vector $x_{1}$ is the set of hasic variables, and the vector $x_{2}$ is the set of nonbasic variables. The revised
simplex algorithm, as presented below, consists of a main loop with three possible exits in steps (A.2), (A.5) and (A.9).

Loop

$$
\begin{align*}
& \text { Compute reduced costs } z_{i}=c_{i}-{\underset{\sim}{p}}_{\mathrm{T}_{1}}, 1=M+1, \ldots, N . \\
& \text { (Here the } c_{1} \text { are components of } c_{\sim} \text { and } A_{1}^{T} p={\underset{\sim}{c}}_{1} \text {.) }  \tag{A.1}\\
& \text { If } z_{1} \geqslant 0 \text { for } i=M+1, \ldots, N \text {, then exit Loop with an optimal solution. } \\
& \text { Else } \\
& \text { Choose a nonbasic column vector, } a_{\sim} \text {, from } \\
& \text { those } z_{1}<0, M<1<N \text {. }  \tag{A.3}\\
& \text { Compute search direction } \underset{\sim}{w}=A_{1}^{-1}{\underset{\sim}{q}} \text {. }  \tag{A.4}\\
& \text { If } w_{1} \leqslant 0 \text { for } i=1, \ldots, M \text {, then exit Loop with an } \\
& \text { indication of an unbounded solution. }  \tag{A.5}\\
& \text { Update the solution, } \hat{\mathbf{x}}_{1}=\mathrm{x}_{1}-\theta \mathrm{w}, \hat{\mathrm{x}}_{\mathrm{p}}=\theta \text {. }  \tag{A.7}\\
& \text { Exchange column } p \text { and } q \text { of } A_{1} \text {. }  \tag{A;8}\\
& \text { Exit Loop if too many iterations have been taken. } \tag{A.9}
\end{align*}
$$

End Loop

Figure 1. Statement of the Revised Simplex Algorithm

### 2.2.1 General Bounds and Free Variables

In order to incorporate general bounds and free variables as stated in Eq. (3') we made three types of modifications to the revised simplex algorithm as shown in Fig. 1.

The first modification is only a remark: additional information must be kept regarding types of bounds that the variables have, and whether a nonbasic variable is zero or at its upper bound.

The second modification is necessary because in the algorithm of $F i g$. 1 , nonbasic variables can only increase. In the more general case of solving Eq. (3') nonbasic variables with upper bounds may decrease from thelr upper bounds and nonbasic free variables can either increase or decrease. Therefore in step (A.1) of Fig. 1, the reduced costs $\left\{z_{i}\right\}$ are replaced by nodified reduced costs $\left\{\hat{z}_{i}\right\}$, where

$$
z_{i}= \begin{cases}-\left|z_{i}\right|, & \text { if } x_{1} \text { is free } \\ -z_{1}, & \text { if } x_{1}=e_{1}=\text { upper bound } \\ z_{i}, & \text { if } x_{1}=0\end{cases}
$$

This modification also implies that if the nonbasic variable chosen in Step (A.3) is at its upper bound or is free with $z_{i}>0$, then the search direction of Steps (A.4) and (A.7) has a sign change, w: = -w.

The third major modification of the algorithm involves the step length parameter $\theta$ of Step (A.6). The usual restriction is that for $w_{1}>0$ and $x_{1}>0, \theta$ must not exceed $x_{i} / w$. A new restriction is that a variable with an upper bound must not exceed its upper bound. Therefore, if $w_{1}<0$ and $x_{1}$ has an upper bound $e_{i}$, then $\theta$ must not exceed $\left(x_{1}-e_{1}\right) / w_{1}$. The column exchanged is, of course, the one that restricts $\theta$ the most severely. If this corresponds to a variable $x_{p}=e_{p}$, then the variable is reflected, $\hat{x}_{p}=e_{p}-x_{p}$. This involves updating the right-hand side, $\underset{\sim}{\ddot{h}}=\underset{\sim}{h}-\underset{\sim}{a} p_{p}$ and recording that variable number $p$ is nonbasic at its upper bound.

The variable being exchanged can, in fact, be the variable entering the basis. This situation implies that the active basis remains fixed for this step. Only the right-hand side is then changed.

### 2.2.2 Feasibility

At the outset we check the bounds on the variables $\underset{\sim}{x}$ and $\underset{\sim}{w}$ for consistency. Those variables that have both lower and upper bounds must have the lower bound smaller Than or equal to the upper bound.

The revised simplex algorithm of Fig. 1 , as modified for bounds and free variables, requires that the solution of the system $A_{1} x_{1}=h$ satisfy the required bounds for each component, i.e., ${\underset{\sim}{\sim}}_{1}$ is feasible. Choosing the initial $A_{1}$ to define such a feasible ${\underset{\sim}{\sim}}^{\sim}$ can be a problem. A common approach to solving this problem is a two-phase process. The first phase consists of solving a related LP problem for which an initial feasible $\mathrm{x}_{1}$ is easy to define and whose optimum provides a feasible point for the given problem. A description of this two-phase process is found in Ref. [1], p. 102.

Our approach to achieving feasibility is similar to the so-called "Big M" or penalty function method, Ref. [4], p. 112. Specifically, we modify the objective func- , tion $c^{T} \sim_{x}$ by adding the penalty function $M^{T}{ }_{x}$. The components of $\underset{\sim}{M}$ may change at each iteration and are defined as:
where

$$
\begin{aligned}
M_{j} & = \begin{cases}-\lambda, & \text { if } x_{j}<0 \\
0, & \text { if } 0<x_{j} \leqslant e_{j} \\
+\lambda, & \text { if } \quad x_{j}>e_{j} \\
x_{j} \text { is free }\end{cases} \\
\lambda & = \begin{cases}2\|\vec{c}\|, & \underset{c}{c} \neq 0 \\
1, & \underset{\sim}{c}=0\end{cases}
\end{aligned}
$$

(The value of $\lambda$ is chosen after the constraint matrix and objective function has been rescaled.)

Normally the initial basis consists of the columns corresponding to the dependent variables, w, in Eq. (1). In this case, the basis matrix is simply an identity matrix with possible sign changes. Given an initial basis, the value for the variables can be calculated and the $M_{j}$ defined. In this formulation only the basic variables will have nonzero $M$ coefficients. As a variable is exchanged from the basis (it has become feasible and nonbasic), its corresponding $M$ value is set to zero. Once an $M_{j}=0$, it remains zero for all remaining iterations. In order to preserve continuity of the modified objective function, we allow an $x_{j}<0$ to increase only to zero and an $x_{j}>e_{j}$ to decrease only to $e_{j}$. A (slight) possibility remains that when the optimality conditions are met in step (A.2) of Fig. 1, the resulting solutions will not be feasible. If it is not feasible we enter a two-phase form of the algorithm by (formally) redefin-

Ing $\lambda=+\infty$. The actual mechanics involve the scale factors for the vectors $\underset{\sim}{c}$ and $\underset{\sim}{M}$ used in subprogram SPLP( ). This has the effect of eliminating numerical difficulties due to disparate scaling that can arise in the "Big M" or penalty function method. The "Big M" method, as modified, was used because of its efficiency. Frequently users are interested in changes to the bounds or other problem data after one solution has been computed. When an LP problem is well posed, small perturbations in the problem data should cause small changes in the solution. If the perturbations cause the original solution to be an infeasible starting point for the new problem, there is a problem with respect to efficiency for two-phase algorithms. In this case, a two-phase LP code'cannot take advantage of knowing the original solution and must start over with Phase 1 . On the other hand, the "Big $M$ " method, as implemented by SPLP( ), will typically involve only a few new nonzero $M_{i}$. Almost always the "Big $M$ " method will reach an optimal solution with fewer iterations.

### 2.2.3 Pricing Strategies

Step (A.3) of the algorithm of Fig. 1 indicates that for some $1, M<i \leqslant N$ with $z_{i}<0$, the column vector $a_{\sim}$ enters the (active) basis. The method for choosing is of ten called the "pricing strategy." The most common pricing strategy is to choose the 1 which corresponds to the minimum of all reduced costs $z_{1}<0$, Ref. [1], p. 156. A more elaborate and more expensive technique is to choose $i$ corresponding to the minimum of all weighted reduced costs $z_{i} / y_{i}<0$. The $y_{i}>0$ are weights such that the $a_{i}$ chosen to enter the basis corresponds to an edge of steepest descent, Ref. [5]. Numerical results based on certain test problems indicate that this technique often results in significantly fewer iterations than the "minimum reduced cost" method. For this reason our nominal pricing strategy is the steepest edge strategy. However, we do allow the user to optionally revert to the "minimum reduced cost" method.

Calculating all of the reduced costs, $z_{1}$, for Step (A.3) can be very expensive. Therefore, we allow the user to choose a "partial pricing" strategy. Instead of calculating all of the reduced costs for Step (A.3), enough $z_{i}$ 's are calculated in order to find a specific number of negative values. The reduced costs are calculated in a "circular" order so that none are missed. Partial pricing is a suboptimal strategy;
the "best" move might not be taken at each iteration. However, especially for problems with many variables, partial pricing may reduce the total amount of work because it reduces so much work at the early stages; see Ref. [2], p. 113-114. Nominally, all the reduced costs are computed for step (A.3).

### 2.3 Numerical Aspects

### 2.3.1 Sparsity Considerations

The revised simplex algorithm, Fig. 1 , requires solutions of linear algebraic systems of the form $A_{1} x=h$ and $A_{1}^{T} p={\underset{\sim}{c}}_{1}$. These computations are followed by an exchange step wherein one column of $A_{1}$ is replaced. For these processes we rely on the BartelsGolub algorithm as implemented in Ref. [6]: The LA05 package of this reference achieves a good balance between exploiting sparsity of $A_{1}$ (to reduce data storage requirements) and the preservation of numerical stability in computing the LU factors, Ref. [3], p. 313. Beside solving the pair of linear algebraic equations $A_{1} x_{\sim}=\underset{\sim}{b}$ and $A_{1}^{T} p={\underset{\sim}{c}}_{1}$, operations also must be performed on the nonbasic columns of the constraint matrix, $A_{2}$. From the standpoint of efficiency, the most important operation is the dot product $z_{i}=c_{i}-\underset{\sim}{a} \underset{\sim}{T} p$. Thus one of our chief concerns is dealing effectively and efficiently with sparsity in the consraint matrix $A$. To this end, the matrix $A$ is stored using a fairly standard method: the nonzero elements of are stored sequentially by columns. The indices of the rows within each column, together with their values, are stored in ascending order.

Although SPLP ( ) stores the matrix A by columns, the user does not have to define A by columns. There are two distinct ways for the user to define this matrix. The first and the simplier way is to provide SPLP( ) an array defined in a specific format which contains information about each nonzero entry of $A$. A second way is to provide a user-written subroutine that describes the nonzero entries of $A$. These matters are dealt with in detail in Section 6.

If the high-speed memory storage for $A$ is too small, the subprogram SPLP ( ) automatically stores the data on a direct access file, Ref. [10]. (The user may change the amount of high-speed memory allocated for the storage of A. Nominally there is enough storage allocated for an average of four nonzero entries per column of A.)

Special care has been taken to minimize "page thrashing." The idea is to access columns In the same order as they are stored on the direct access file.

After a "normal" return from SPLP( ) (see Section 6, INFO = 1) the user might be interested in performing calculations involving the matrix $A$. This is possible because A is not overwritten by $\operatorname{SPLP}($ ) and there are two subprograms PNNZRS( ) and PCHNGS( ) for retrieving and storing entries of the matrix A. These subprograms are slightly modified versions of LNNZRS( ) and LCHNGS( ) of Ref. [10]. The usage of PNNZRS( ) and PCHNGS ( ) remains unchanged.

### 2.3.2 Tolerances

The successful implementation of the revised simplex algorithm of Fig. 1 , with the modifications discussed in Section 2.3, requires classification of values according to their signs. Specifically, in Steps (A.2)-(A.3) and (A.5)-(A.6) we must make tests $" z_{i} \geqslant 0$ " and " $w_{i} \leqslant 0.0$ As shown in Ref. [9], robust tests for these conditions can be based on estimating the uncertainty in the numerical solutions of the two linear algebraic systems $A_{1} x_{\sim}=\underset{\sim}{b}$ and $A_{1}^{T} \underset{\sim}{p}={\underset{\sim}{c}}_{1}$. We estimate the uncertainty in both systems by the use of row and column check sums. The columns of $A_{1}$ and the rows of $A_{1}$ are summed to form right-hand side vectors $\tilde{\sim} \mathfrak{\sim}$ and $\tilde{c}$ such that the true solution of both systems is ${\underset{\sim}{X}}_{1}=\underset{\sim}{p}=(1, \ldots, 1)^{T}$. The absolute error in each component of the approximate solution $\tilde{x}_{1}$ and $\underset{\sim}{p}$ of these systems is used as an estimate of the relative error in each component of the respective systems $A_{1} x_{\sim}=b$ and $A_{1}^{T} p={\underset{\sim}{c}}_{1}$.

This relatively simple idea has an attractive side-effect: the accuracy of the machine is automatically reflected in the error estimares because of the check oum approximate solution. So if a user is satisfied with the point of view of obtaining as accurate a solution as possible (in that precision), then no further adjustment of tolerances is required. In particular, this feature obviates the need to do any local "tuning" of tolerances. This fact is fundamental in achieving portabilicy.

### 2.3.3 Finite Convergence

One concern about LP software is the convergence of the revised simplex algorithm in a reasonable number of steps. There are, in fact, examples by Hoffman and Beale, Rcf. [1], p. 229-2.3n, that show that cycling (no convergence) can occur in the algorithm.

Another class of examples presented by Klee and Minty, Ref. [3], show that the algorithm may traverse the main loop exponentially often. Since this number is so large for even modest values of MRELAS and NVARS, the algorithm has virtually failed in this case.

Ideally LP software based on the revised simplex algorithm should alleviate both of these potential types of counterexamples. We have not achieved this ideal but we offer the following remarks.

Our observation about both of these counterexamples is that they are sensitive to normalized scaling of the data, i.e., proper scaling alleviates the difficulty. This , type of scaling is done automatically by SPLP( ).

An ad hoc but effective additional technique that we use in SPLP( ) to prevent cycling is to note, at Step (A.6) of Fig. 1 , whenever $\theta \doteq 0$. Those variables that are exchanged with $\theta=0$ are not allowed to reenter the basis until either $\theta>0$ at some future step, or at Step (A.2) all eligible $z_{1}>0$. While this appears to be a viable method for the virtual prevention of cycling, it will not prevent cycling from occuring on Beale's example, Ref. [1], p. 230, when no data scaling is performed.

As an additional safeguard, we have an iteration counter that can cause an exit from the loop at Step (A.9). Nominally the maximum number of iterations allowed is 3(NVARS + MRELAS). The user can reset this value as an option. In fact this feature may prove useful in other ways such as performing a fixed number of iterations and then saving the partial results for completion at a later time.

## 3. The Solution Returned

The subprogram SPLP ( ) can return to the user for several reasons, most importantly when it has found a solution. In this case the primal solution, the dual solution, and the indices of the basic variables are returned to the user.

The primal solution is calculated by first solving for the values of the MRELAS basic variables and then appropriately rescaling and translating and reflecting to return to the original form of the problem. The nonbasic variables are set to either their upper or lower bound. Because of the generality of the problem, the dual solution needs more explanation.

To derive the primal-dual relationship for Eq. (1) we follow Ref. [1], p. 126. In order to use the development given there it is necessary to group the variables $\underset{\sim}{x}$ and $w$ into four natural categories. Let $\underset{\sim}{x}=\left(x_{\sim}^{T}, x_{2}^{T}, x_{3}^{T}, x_{4}^{T}\right)^{T}$ and $w=\left(w_{1}^{T}, w_{2}^{T}, w_{3}^{T}, w_{2}^{T}\right)^{T}$. The $x_{j}$ and $w_{1}$ have the following bounds: $x_{1} \geqslant \alpha_{\sim}^{\alpha}$,
 With these categories of ${\underset{\sim}{f}}_{f}$ and ${\underset{\sim}{\sim}}_{f}$ naturally partitioning the constraints $A x=\underset{\sim}{w}$, the primal-dual relations are as follows.

## Primal Problem Statement

$$
\begin{aligned}
& \text { minimize } \quad c_{\sim}^{T} \mathrm{x}_{\sim}+\mathrm{c}_{\sim}^{\mathrm{T}}{\underset{\sim}{\mathrm{x}}}_{2}+\mathrm{c}_{\sim}^{\mathrm{T}}{\underset{\sim}{x}}_{3}+\mathrm{c}_{\sim}^{\mathrm{T}} \mathrm{X}_{\sim} \\
& \text { subject to } \\
& \mathrm{A}_{1}{\underset{\sim}{x}}_{\mathrm{x}_{1}}+\mathrm{A}_{1}{\underset{\sim}{x}}_{\mathrm{x}_{2}}+\mathrm{A}_{1}{\underset{\sim}{x}}_{\mathrm{x}_{3}}+\mathrm{A}_{1}{\underset{\sim}{x}}_{\mathrm{x}_{4}}-\mathrm{w}_{\sim}=0
\end{aligned}
$$

$$
\begin{aligned}
& A_{31} x_{\sim}+A_{3}{\underset{\sim}{x}}_{2}+A_{3} 3_{\sim} x_{3}+A_{34} x_{\sim}-w_{\sim}=0 \\
& \mathrm{~A}_{41} \mathrm{x}_{\sim}+\mathrm{A}_{4}{\underset{\sim}{x}}_{2}+\mathrm{A}_{4}{\underset{\sim}{x}}^{\mathrm{x}_{3}}+\mathrm{A}_{44} \mathrm{x}_{\sim} \\
& { }_{\sim}^{x} \\
& -x_{2} \\
& \begin{array}{ll}
\mathrm{x}_{3} & \geqslant \underset{\sim}{\gamma} \\
\underset{\sim}{x} 3 & \geqslant-\delta_{1}
\end{array}
\end{aligned}
$$

## Dual Problem Statement

maximize
subject to

$$
\underset{\sim}{v_{1}},{\underset{\sim}{v}}_{2},{\underset{\sim}{v}}_{3} \text { are free; } \underset{\sim}{v_{4}}=0 ; \underset{\sim}{v_{5}}, \ldots,{\underset{\sim}{v}}_{12} \geqslant \underset{\sim}{0}
$$

 dual variables $v_{1}, i=1, \ldots, 8$ need to be computed. Also note that the variables
 be nonzero.

The subprogram $\operatorname{SPLP}\left(\right.$ ) computes the MRELAS + NVARS vector $\left(v_{1}^{T}, v_{2}^{T}, v_{3}^{T}, 0^{T}\right.$, $\left.-v_{6}^{T}, v^{T}-v_{8}^{T}, 0^{T}\right)^{T}$ as output parameters. The first group of zeros in this vector corresponds to ${\underset{\sim}{u}}_{4}=\underset{\sim}{0}$. The second group of zeros corresponds to the variables $\mathrm{x}_{4}$ that are free.

If the stated problem is infeasible (there are no values of $\underset{\sim}{x}$ and $w$ such that $\underset{\sim}{A x}=\underset{\sim}{w}$ and the bounds on $\underset{\sim}{x}$ and $\underset{\sim}{w}$ are simultaneously satisfied) an offending set of components is indicated. See the subprogram documentation in Section 6. for details. Another possibility is that the problem is unbounded. There is no finite optimum for $c^{T} x$ within the constraint set for $x$ and $w$. In this case the offending set of variables in $x$ is indicated. Further details about this situation are also in Section 6.

## 4. An Example Solving Related LP Problems

In Ref. [11], p. 9, a sequence of three linear programming problems is discussed and solved:

$$
\begin{aligned}
& A_{11}^{T} v_{\sim}+A_{2}^{T} 1_{\sim}^{v} v_{2}+A_{31}^{T} v_{n}+A_{4}^{T} 1_{\sim}^{v}+v_{\sim} \quad c_{\sim} \\
& A_{12}^{T} V_{\sim}+A_{22}^{T} V_{2}+A_{32}^{T} V_{\sim}+A_{4}^{T} V_{\sim} \quad-v_{\sim} \quad=c_{\sim}^{2} \\
& A_{1}^{T} 3_{\sim}^{v} v_{1}+A \underset{2}{T}{\underset{\sim}{v}}_{2}+A{ }_{3} 3_{\sim}^{v}{ }_{3}+A_{4}^{T} 3_{\sim}^{v_{4}} \quad+{\underset{\sim}{v}}_{7}-{\underset{\sim}{v}}_{8}={\underset{\sim}{c}}_{3} \\
& A_{14}^{T} v_{\sim}+A_{24}^{T} V_{2}+A_{34}^{T} V_{\sim}+A_{44_{\sim}}^{T} v_{4} \quad=c_{\sim} \\
& v_{9}-v_{1}=0 \\
& v_{10}+v_{2}=0 \\
& \underset{\sim}{v_{11}}-{\underset{\sim}{12}}-{\underset{\sim}{2}}_{3}=\underset{\sim}{0} \\
& {\underset{\sim}{v}}_{4}=\underset{\sim}{0}
\end{aligned}
$$

1. Minimize $-5 x_{1}-8 x_{2}-5 x_{3}-6 x_{4}-7 x_{5}$

$$
\underset{\sim}{x} \geqslant 0
$$

2. Add the constraint to the problem 1:

$$
5 x_{1}+8 x_{2}+5 x_{3}+6 x_{4}+7 x_{5} \leq 23
$$

3. Add a new column to the constraint matrix, $a_{6}=(1,0,0,0,0,0,0)^{T}$. The cost coefficient is. $\mathbf{- 3 0}$.
(Restart problems 2 and 3 from the solutions of 1 and 2, respectively.)

Our approach to solving these problems is to consider the enlarged problem:

$$
\begin{array}{ll}
\text { Minimize } & -5 x_{1}-8 x_{2}-5 x_{3}-6 x_{4}-7 x_{5}-30 x_{6} \\
\text { Subject to }\left[\begin{array}{rrrrrr}
1 & 1 & 1 & 1 & 1 & 1 \\
2 & 2 & -1 & -3 & 5 & 0 \\
2 & 2 & 3 & 0 & 0 & 0 \\
-3 & 0 & 4 & 5 & 6 & 0 \\
-9 & 3 & -3 & 0 & -1 & 0 \\
-4 & 0 & -2 & -1 & 5 & 0 \\
5 & 8 & 5 & 6 & 7 & 0
\end{array}\right] \times\left[\begin{array}{l}
w_{1} \\
w_{2} \\
w_{3} \\
w_{4} \\
w_{5} \\
w_{6} \\
w_{7}
\end{array}\right]=\sim .
\end{array}
$$

To solve problems 1,2 , and 3 above, we modify the bounds on the vectors $x$ and $w$ : 1. $\quad \underset{\sim}{x}>0, x_{6}=0, w_{1} \leqslant 4, w_{2} \leqslant 6, w_{3} \leqslant 4, w_{4} \leqslant 6, w_{5} \leqslant 9, w_{6} \leqslant 4, w_{7}$ free. 2. $\quad x \geqslant 0, x_{6}=0$, same bounds as $1^{\prime}$ for $w_{1}, 1=1, \ldots, 6, w_{7} \leqslant 23$.
3. $\quad \underset{\sim}{x}>\underset{\sim}{0}$, same bounds as $2^{\prime}$ for $\underset{\sim}{w}{ }_{1}, 1=1, \ldots, 7$.

Note that problem 1' with w7 free has the additional constraint of problem 2 effectively ignored. The constraint $x_{6}=0$ yields a solution for problem 1 . By bounding $w_{7} \leqslant 23$ we obtain a solution for problem 2. Finally by replacing the constraint $x_{6}=0$ by $x_{6} \geqslant 0$ we obtain a solution for problem 3. The output primal and dual solutions are listed in Fig. 2. A program unit for solving these problems is listed in Fig. 3. Note that the source language used is SFTRAN3, Ref. [12], a Fortran preprocessor language.

Problem 1.'
$\left.\begin{array}{lccc} & \underset{\sim}{x} & \underset{\sim}{\underset{\sim}{w}} \\ \text { 1. } & \text { duals } \\ \text { 2. } & 2 / 3 & 4 & -1 \\ \text { 3. } & 0 & 4 & -3.5 \\ \text { 4. } & 2 & 6 & -1 \\ \text { 5. } & 0 & -10 & 0 \\ \text { 6. } & 0 & -7 \frac{1}{3} & 0 \\ \text { 7. } & & 24 & 0\end{array}\right\} v_{2}$.
8.
9.
10.
11.
12.
13.



Problem 3:



Figure 2. Primal and Dual Solutions for the Sequence of Example LP Problems

```
PROGFAM MATMOD
DIHENSION A(7,6), DATTRV(69),PRGOPT:O20)
DIMENSION COSTS(06),BL(13), EU(13),IND(13),PRIMAL (13)
DIMENSION DUALS(13), IEASIS(13), WORK(167), IWORK(226)
    EXTEFNAL USRMAT
    DATA ZERO,MRELAS,NVARS.LW,LIW/O.EO,7:5,157,226/
    DEFINE COMPONENTS OF THE COSTS(*) ARFAY.
    DATA (CESTS(J).J=1,5) /-5.0,-8.0,-5.0. -5.0,-7.0,-30.0;
    DEFINE THE COUSTRAINT MATRIX OF THE EXAMFLE.
    DATA ((A(I,J),J=1,6), I=1,7) /G*1.0, 2*2.0,-1.0.-3.0.5.0.0.0.
    *2*2.0,3.0,3*0.0, -3.0,0.0,4.0,5.0.
    *.0.0.0. -9.0.3.0.-3.0.0.0.-1.0.0.0.
    *-4.0.0.0,-2.0,-1.0.5.0.0.0.
    *5.0.8.0,5.0.6.0.7.0.0.0,
    DEFINE GOUNDS FOR THE INDEFENDENT (X) AND THE DEFENDENT (W)
    VARIAELES.
    DATA (BL (J),J=1,0) /S*O.0/
    DATA (BU(3),I=7.13)./4.0.6.0.4.0,6.0,9.0,4.0,23.0/
    DEFINE THE FRORLEM DIMENSIONS GND MDVE DATA FROM
    FULL MATRIX REPFESENTATION TO "SPARSE" FORM.
    IF=0
    DO FOR I=1, NUARS
            IF=IF+1
            DATTRV(IP)=-3
            DO FGR i=1,MFELAS
                    IF(A{I,J).NE.ZERD) THEN
                    DATTRV (IP+1)=I
                    DATTRU(IF+2)=A(I,J)
                            IF=IF+2
            END IF
    END FOR
    ENND FOR
    DATTRV(IP+1)=ZERO
    DEFINE THE OPTIONS TO SAVE AND THEN RESTART AT
    THE PREVIOUS SOLUTION.
    FRGOFT (O1)=4
    KEY=55 IS THE CONTINUAIIUN OFTION.
    PRGOPT(02)=55
    PRGOFT (O4)=7
    KEY=57 IS THE SAVE (AFTEF COMPLETION) OFTION.
    PRGOPT (O5)=57
    PRGOFT (0S)=1
    FRGOPT (07)=10
    OETAIN SUMIMAFY FFINTED GUTPUT ON FILE NUMBER=I1MACH(2).
    KEY=51 IS THE PRINT OPTION. KFRINT IS THE LEVEL OF OUTFUT.
    PRGOPT (08)=51
    KPRINT=1
    PRGOPT(09)=KPRINT
    PFGOFT (10)=1
```

| 5800 | C |  |
| :---: | :---: | :---: |
| 5900 | C | EACH X ( ) VARIABLE HAS ZERD AS A LOWER BOUND. |
| 6000 |  | DO FOR J=1, NVARS |
| 6100 |  | : IND (J) = 1 |
| 6200 |  | END FOR |
| 6300 | C |  |
| 6400 | C | EACH W(, VARIABLE MAY HAVE AN UPPER BOUND. THE BOUNDS |
| 6500 | C | ARE DEFINED IN A DATA STATEMENT. |
| 5600 |  | DO FOR I = NVARS +1 , NVARS+MRELAS |
| 6700 |  | IND ( I$)=2$ |
| 5800 |  | END FOR |
| 6900 | C |  |
| 7000 | C | SOLVE PROBLEMS 1., 2. AND 3. BY CHANGING THE BOUNDS ON THE |
| 7100 | C | SOLUTION VARIABLES $X$ AND $W$. |
| 7200 |  | DO FOR IFROB=1,3 |
| 7300 |  | : DO CASE (IPROB, ${ }^{\text {) }}$ |
| 7400 |  | - CASE 1 |
| 7500 | C | : : |
| 7600 | C | : NOTE THAT THIS FIRST CASE DOES NDT RESTART. |
| 7700 |  | : PRGOPT (OS) $=0$ |
| 7800 | C | : : ${ }^{\text {a }}$ ( ${ }^{\text {a }}$ |
| 7900 | C | : CONSTRAIN X (NVARS) TO HAVE ZERD AS AN UPPER BOUND. |
| 8000 |  | : : BU (NVARS) = ZERO |
| 8100 |  | IND (NVARS) $=3$ |
| 8200 | C | : |
| 8 800 | C | : REMOVE CONSTRAINT EQUATION NO. MRELAS BY LETTING W(MRELAS) |
| 8400 | C | : : BE A FREE VARIABLE. |
| 8500 |  | : IND (NVARS+MRELAS) $=4$ |
| 8600 |  | : CASE 2 |
| 8700 | C | : |
| 8800 | C | : RESTART THE 2ND PROBLEM FROM THE SOLUTION OF THE FIRST. |
| 8900 |  | : PREGOPT (OS) = 1 |
| 9000 | C | : : PrGit |
| 9100 | C | : ADD ThE CONSTRAINT EQUATION NQ. MRELAS BY LETTING W(MRELAS) |
| 9200 | C | : HAVE AN UPPER BRUND. |
| 9300 |  | : IND (NVARS+MRELAS) $=2$ |
| 9400 | C | : : . . |
| 9500 | C | : : NONE OF THE MATRIX ENTRIES CHANGE FOR PROBLEMS 2. AND 3. |
| 9600 |  | : : DATTRV(1)=ZERD |
| 9700 |  | - CASE 3 |
| 9800 | C | : : |
| 9900 | C | : : LET X (NUARS) NO LDNGER BE FIXED AT ZERO. LET IT BECDME |
| 10000 | C | : : OPTIMAL AND NDNNEGATIVE. |
| 10100 |  | : : IND (NVARS) $=1$ |
| 10200 |  | - END CASE |
| 10300 |  | = CALL SPLP (USRMAT, MRELAS, NVARS, COSTS, PRGOPT, DATTRV, |
| 10301 |  | * : BL, BU, IND, INFD, PRIMAL, DUALS, IBASIS, WORK, LW, IWORK, LIW) |
| 10500 | C | : |
| 10600 | C | : NEED TO UNLOAD PAGE STORAGE FILE WHEN DQING RESTARTS IN SAME JOB. |
| 10700 |  | IPAGEF=1 |
| 10800 |  | : CLDSE (UNIT=IPAGEF, STATUS='DELETE') |
| 10900 |  | END FOR |
| 11000 |  | STOP |
| 11100 |  | END |

## 5. Acquiring and Installing SPLP( )

Figure 4 gives a list of the subprograms in the SPLP( ) package. These codes are written in the Fortran preprocessor language SFTRAN3, Ref. [12]. They are also available In Fortran 77, which is output from the SFTRAN3 processor. There are various documents, test drivers and data sets that are useful when installing the SPLP( ) system on a machine. Recause of the wide variety of types of textual material associated with this package, we recommend that the physical distribution be accomplished using the TES system, Ref. [13]. Other arrangements can be made by contacting the authors.

| Name | Purpose |
| :---: | :---: |
| SPLP | Interface to main worker subprogram SPLPMN. |
| SPLPMN | Manages other subprograms in package and allocates working storage. |
| SPOPT | Process option array. |
| SPLPUP | Process matrix and bound data. |
| SPINIT | Initialize values for SPLP package. |
| SPLPDM | Decompose basis matrix using modified LA05 package. |
| SPLPCE $\quad \because$. | Estimate error in primal and dual systems. |
| SPLPCW | Compute steepest edge weights and initialize reduced costs. |
| SPLPFE | Find variable to enter basis. |
| SPLPFL | Find variable to leave basis. $\quad$ - |
| SPLPMU | Update primal solution; edge weights, reduced costs, and matrix composition. |
| USRMAT | Decodes sparse matrix if provided by user in DATTRV(*). |
| PINITM, TPLOC, PRWPGE, PRWVIR, PNNZRS, PCHNGS, OPENM, CLOSM, READM, WRITM | Sparse matrix storage and retrieval package. |
| SVOUT, IVOUT | Vector output subprogrms." |
| LA05AS, LA05BS, LA05CS, LAO5ES, MC20AS | Sparse matrix decomposition and updating package, Ref. [6]. |
| IIMACH, R1MACH | Environmental parameter subprograms, Ref. [15]. (These are the only routines that require modification if Fortran 77 is used.) |
| SCOPY, SASUM, SDOT | Subprograms from the BLAS package, Ref. [18]. |
| XERROR, XERRWV, + several others | Error message handling package, Ref. [14]. |

Figure 4. Subprograms in the SPLP( ) Package.

The following document gives complete usage instructions for the linear program－ ming subprogram SPLP（ ）．There is an abbreviated version of this documentation（not shown here）that is provided with the complete package．This shorter document may be useful in machine－readable library systems or in reminding the user of features of SPLP（ ）that are intricate．

## Machine Readable Documentation

C

```
    SUBROUTINE SPLP {USRMAT,MRELAS,NVARS,COSTS,PRGOPT, DATTRV,
    *
                    BL, BU, IND, INFO, PRIMAL, DUALS, I BASIS, WORK, LW, I WORK, LIW)
```

    ;-----------
    introduction:
    ;------------
    The subprogram SPLP() solves a linear optimization problem.
    The problem statement is as follows
                    minimize (transpose of costs) (\%
                    subject to Atx=w.
    The entries of the unknowns \(x\) and \(w\) may have simple lower or
        upper bounds (or both), or be free to take on any value. By
        setting the bounds for \(x\) and \(w\), the user is imposing the con-
        straints of the problem.
        (The problem may also be stated as a maximization
        problem. This is done by means of input in the option array
        PRGOPT(\#).) The matrix A has MRELAS rows and NVARS columns. The
        vectors costs, \(x\), and w respectively have NVARS, NVARS, and
        MRELAS number of entries.
    The input for the problem includes the problem dimensions,
        MRELAS and NUARS, the array COSTS(*), data for the matrix
        \(A\), and the bound information for the unknowns \(x\) and \(w, ~ B L\) ( \(⿻ 肀 一\) ),
        BU(*), and IND(*).
        The output from the problem (when output flag INFD=1) includes
        optimal values for \(x\) and \(w\) in PRIMAL ( \(\ddagger\) ), optimal values for
        dual variables of the equations \(A+x=w\) and the simple bounds
        on \(x\) in DUALS(\%), and the indices of the basic columns in
        IBASIS(*).
    
:Fortran Declarations Required: :
DIMENSIDN COSTS (NUARS), PRGOPT (*), DATTRU (\$),
*BL (NVARS+MRELAS), BU (NVARS+MRELAS), IND (NVARS+MRELAS),
\%PRIMAL (NVARS+MRELAS), DUALS (MRELAS+NVARS), IBASIS (NVARS+MRELAS),
*WORK (LW), IWORK (LIW)
EXTERNAL USRMAT ( (or 'NAME', if user provides the subprogram)

The dimensions of PRGOPT ( $\ddagger$ ) and DATTRV(\%) must be at least 1 . The exact lengths will be determined by user-required options and data transferred to the subprogram USRMAT ( ( or 'NAME').

The values of LW and LIW, the lengths of the arrays WORK(\$) and IWORK(\%), must satisfy the inequalities

LW .GE. 4*NVARS+ 8*MRELAS+LAMAT+ LBM LIW.GE. NUARS + 11 *MRELAS+LAMAT + 2 *LBM

It is an error if they do not both satisfy these inequalities. !The subprogram will inform the user of the required lengths if either LW or LIW is wrong.) The values of LAMAT and LBM nominally are

LAMAT $=4$ *NVARS +7
and LBM $=8 * M$ RELAS
These values will be as shown unless the user changes them by means of input in the option array PRGOPT(\$). The value of LAMAT determines the length of the sparse matrix "staging" area. For reasons of efficiency the user. may want to increase the value of LAMAT. The value of LBM determines the amount of storage available to decompose and update the active basis matrix. Due to exhausting the working space because of fill-in; it may be necessary for the user to increase the value of LBM. (If this situation occurs an informative diagnostic is printed and a value of $1 N F O=-28$ is obtained as an output parameter.)

```
!------:
```

i Input: :
:------

MRELAS, NVARS
These parameters are respectively the number of constraints (the linear relations $A{ }^{*} x=w$ that the unknowns $x$ and $w$ are to satisfy) and the number of entries in the vector $x$. Both must be .GE. 1. Other values are errors:

## CoSTS(\%)

The NVARS entries of this array are the coefficients of the linear objective function. The value CnGTS(J) is the multiplier for variable $J$ of the unknown vector $x$. Each erflry of this array must be defined. This array can be changed by the user between restarts. See options with KEY=55,57 for details of checkpointing and restarting.

USRMAT
This is the name of a specific subprogram in the SPLP(, package that is used to define the matrix entries when this data is passed to SPLP() as a linear array, In this usage mode of SPLP () the user gives information about the nonzero entries of $A$ in DATTRV(z) as given under the description of that parameter. The name USRMAT must appear in a Fortran EXTERNAL statement. User's who are passing the matrix data with USRMAT() can skip directly to the description of; the input parameter DATTRV(*).

```
If the user chooses to provide.a subprogram 'NAME'( ) to
define the matrix A, then DATTRV(%) may be used to pass floating
point data from the user's program unit to the subprogram
"NAME'( ). The content of DATTRV(*) is not changed in any way.
The subprogram "NAME'( ) can be of the user's choice
but it must meet Fortran standards and it must appear in a
Fortran EXTERNAL statement. . The first statement of the subprogram
has the form
    SURRQUTINE 'NAME'{I,J,AIJ, INDCAT, PRGOPT, DATTRV, IFLAG)
The variables 1,J. INDCAT, IFLAG(10) are type INTEGER,
    while AIJ, PRGDPT(*),DATTRV(*) are type REAL.
The user interacts with the contents of IFLAG(音) to
direct the appropriate action. The algorithmic steps are
as follows.
Test IFLAG(1).
IF{IFLAG(1).EQ.1) THEN
    Initialize the necessary pointers and data
    for defining the matrix A. The contents
    of IFLAG(K), K=2,...,10, may be used for
    storage of the pointers. This array remains intact
    between calls to 'NAME'( ) by SPLP( ).
    RETURN
END IF
IF(IFLAG(1).EQ.2) THEN
Define one set of values for I,J,AIJ, and INDCAT.
Each nonzero entry of A must be defined this way.
These values can be defined in any.convenient order.
(It is most efficient to define the data by
columns in the order 1,...,NVARS; within each
column define the entries in the order 1,...,MRELAS.)
If this is the last matrix value to be
defined or updated, then set IFLAG(1)=3.
(When I and J are positive and respectively no larger
than MRELAS and NVARS, the value of AIJ is used to
define (or update) row I and column J of A.)
RETURN
END IF
END
Remarks: The values of I and }J\mathrm{ are the row and column
indices for the nonzero entries of the matrix A.
The value of this entry is AlJ.
Set INDCAT=0 if this value defines that entry.
Set INDCAT=1 if this entry is to be updated,
                    new entry=old entry+AIJ.
A value of I not between 1 and MRELAS, a value of J
not between 1 and NVARS, or a value of INDCAT
not equal to 0 or 1 are each errors.
```

 remember the status (of the process of defining the matrix entries) between calls to 'NAME' ( by SPLP( ). On entry to 'NAME' ( ), only the values 1 or 2 will be in IFLAG(1). More than 2\#NVARS*MRELAS definitions of the matrix elements is considered an error because it suggests an infinite loop in the user-written subprogram 'NAME' ( ). Any matrix element not provided by 'NAME" ( ) is defined to be zero.

The REAL arrays PRGOPT (*) and DATTRV (*) are passed as arguments directly from SPLP() to 'NAME; (). The array PRGOPT ( $\$$ ) contains any user-defined program options. In this ugage mode the array DATTRV(*) may now contain any (type REAL) data that the user needs to define the matrix A. Both arrays PRGOPT ( $\$$ ) and DATTRV(*) remain intact between calls to 'NAME'() by SPLP(.).
Here is a subprogram that communicates the matrix values for $A$; as represented in DATTRV(*), to SPLP( ). This subprogram, called USRMAT ( ), is included as part of the SPLP( ) package. This subprogram 'decodes" the array DATTRV(*) and defines the nonzero entries of the matri> A for SPLP() to store. This listing is presented here as a guide and example
for the users who find it necessary to write their own subroutine
for this purpose. The contents of DATTRV(*) are given below in
the description of that parameter.
SUBROUTINE USRMAT (I, J, AIJ, INDCAT, PRGOPT, DATTRV, IFLAG)
(THIS IS FORTRAN 77 CODING.)
DIMENSION PRGOPT (*), DATTRV(*), IFLAG(10)
IF(IFLAG(1).EQ.1) THEN
THIS IS THE INITIALIZATION STEP: THE VALUES OF IFLAG(K), $K=2,3,4$, ARE RESPECTIVELY THE COLUMN INDEX, THE ROW INDEX (OR THE NEXT COL. INDEX), AND THE POINTER TO THE MATRIX ENTRY'S VALUE WITHIN DATTRV(*). ALSO CHECK (DATTRV(1)=0.) SIGNIFYING ND DATA.

IF (DATTRV\{1).EQ.O.) THEN
$1=0$
$\mathrm{J}=0$
IFLAG(1) $=3$
ELSE
IFLAG (2) $=-$ DATTRV (1)
IFLAG(3)= DATTRV(2)
IFLAG(4)=3
END IF
RETURN
ELSE
J=IFLAG (2)
I=IFLAG (3)
L=IFLAG(4)
IF (I.EQ.O) THEN
SIGNAL THAT ALL OF THE NONZERD ENTRIES HAVE BEEN DEFINED.
IFLAG(1)=3
RETURN
ELSE IF(I.LT.O) THEN

```
SIGNAL THAT A SWITCH IS MADE TO A NEW COLUMN:
            J=-I
            I=DATTRV(L)
            L=L+1
    END IF
    AIJ=DATTRV(L)
UPDATE THE INDICES AND POINTERS FOR THE NEXT. ENTRY.
    IFLAG (2)=J
    IFLAG (3)=DATTRV (L+1)
    IFLAG(4)=L+2
INDCAT \(=0\) DENOTES THAT ENTRIES OF THE MATRIX ARE ASSIGNED THE VALUES FROM DATTRV(*). NO ACCUMLLATION IS PERFORMED. INDCAT \(=0\) RETURN
END IF
END
DATTRV(*)
If the user chooses to use the provided subprogram USRMAT ( ) then the array DATTRV(*) contains data for the matrix A as follows: Each column (numbered \(J\) ) requires (floating point) data consisting of the value (-J) followed by pairs of values. Each pair consists of the row index immediately followed by the value of the matrix at that entry. A value of \(J=0\) signals that there are no more columns. (See "Example of SPLP() Usage," below.)
If the Save/Restore feature is in use ksee options with KEY=55,57 for details of checkpointing and restarting) USRMAT ( ) can be used to redefine entries of the matrix. The matrix entries are redefined or overwritten. No accumulation is performed.
Any other nonzero entry of \(A\), defined in a previous call to SPLP( ), remain intact.
BL(*), BU(*), IND (*)
The values of IND(\$) are input parameters that define the form of the bounds for the unknowns \(x\) and \(w\). The values for the bounds are found in the arrays BL(t) and BU(t) as follows.
For values of \(J\) between 1 and NVARS,
if \(\operatorname{IND}(J)=1\), then \(X(J)\).GE. \(B L(J)\); BU(J) is nat used. if IND \((J)=2\), then \(X(J)\).LE. BU\{J); BL(J) is not used. if \(\operatorname{IND}(J)=3\), then \(B L(J)\).LE. \(X(J)\).LE. BU(J), (BL(J)=BU(J) ak) if \(I N D(J)=4\), then \(X(J)\) is free to have any value, and \(B L(J)\), \(B U(J)\) are not used.
For values of 1 between NUARS+1 and NVARS+MRELAS, if \(I N D(I)=1\), then \(W\) (I-NVARS) . GE. \(B L(I)\); \(\mathrm{BU}(I)\) is not used. if IND(I)=2, then W(I-NVARS) :LE. BU(I); BL(I) is not used. if IND(I)=3, then BL(I).LE. W(I-NVARS) .LE. BU(I), ( \(\mathrm{BL}(\mathrm{I})=\mathrm{BU}(\mathrm{I})\) is ok).
```



upper bound for the amount of information written on unit 1 is 6*nz, where nz is the number of nonzero entries in A. The unit number may be redefined to any other positive value by means of input in the option array PRGOPT(*).

Fortran unit 2 is used by SPLP ( ) only when the Save/Restore feature is desired. Normally this feature is not used. It is activated by means of input in the option array PRGOPT(*). On some computer systems the user may need to open unit 2 before executing a call to SPLP(). This file is type sequential and is unformatted.

Fortran unit=I1MACH(2) (check local setting) is used by SPLP() when the printed output feature (KEY=51) is used. Normally this feature is not used. It is activated by input in the options array PRGOPT (*). For many computer systems I 1 MACH (2) $=6$.

```
--------
```

; Output: :
:-------

INFO, PRIMAL (*), DUALS (*)
The integer flag INFO indicates why SPLP( ) has returned to the user. If INFO=1 the solution has been computed. In this case $X(J)=P R I M A L(J)$ and $W(I)=P R I M A L(I+N V A R S)$. The dual variables for the equations $A * x=w$ are in the array DUALS(I) =dual for equation number I. The dual value for the component $X$ (J) that has an upper or lower bound (or both) is returned in DUALS(J+MRELAS). The only other values for INFO are .LT. 0. The meaning of these values can be found by reading the diagnostic message in the output file, or by looking for error number $=$ (-INFQ) under the heading "List of SPLP() Error and Diagnostic Messages."
The diagnostic messages are printed using the error processing subprograms XERROR() and XERRWV ( with error category LEVEL=1. See the document "Brief Instr. for Using the Sandia Math. Subroutine Library," SAND79-2392, Nov., 1980, for further information about resetting the usual response to a diagnostic message.

These arrays are output parameters only under the (unusual) circumstances where the stated problem is infeasible; has an unbounded optimum value, or both. These respective conditions correspond to INFO=-1,-2 or -3. For INFD=-1 or -3 certain components of the vectors $x$ or will not satisfy the input bounds. If component $J$ of $\%$ or component $I$ of $w$ does not satisfy its input bound because of infeasibility, then $\operatorname{IND}(J)=-4$ or $\operatorname{IND}(I+N V A R S)=-4$, respectively. For INFO=-2 or -3 certain
components of the vector $x$ could not be used as basic variables because the objective function would have become unbounded. In particular if component $J$ of $x$ corresponds to such a variable, then $\operatorname{IND}(J)=-3$. Further; if the input value of IND (J)
$=1$, then $\operatorname{BU}(J)=B L(J)$;
$=2$, then BL(J)=BU(J);
$=4$, then $B L(J)=0 ., B U(J)=0$.
(The J-th variable in $x$ has been restricted to an appropriate feasible value.)
The negative output value for IND(*) allows the user to identify those constraints that are not satisfied or. those variables that would cause unbounded values of the objective function. Note that the absolute value of IND(\%), together with BL(*) and BU(\#), are valid input to SPLP( ). In the case of infeasibility the sum of magnitudes of the infeasible values is minimized. Thus one could reenter SPLP( ) with these components of $x$ or $w$ now fixed at their present values. This involves setting


IBASIS(I), I=1, ..., MRELAS
This array contains the indices of the variables that are in the active basis set at the solution (INFD=1). A value of IBASIS(I) between 1 and NVARS corresponds to the variable X(IBASIS(I)). A value of IBASIS(I) between NVARS+1 and NVARS+ MRELAS corresponds to the variable W(IBASIS(I)-NVARS).

Computing with the Matrix A after Calling SPLP()
Fallowing the return from SPLP( ), nonzero entries of the MRELAS by NUARS matrix A are available for usage by the user. The method for obtaining the next nonzero in column $J$ with a row index strictly greater than $I$ in value, is completed by executing

CALL PNNZRS (I, AIJ, IPLACE, WORK, IWORK, J)
The value of $I$ is also an output parameter. If I.LE. O on output, then there are no more nonzeroes in column J. If I.GT.O, the output value for component number $I$ of column $J$ is in AIJ. The parameters WORK (*) and IWDRK (*) are the same arguments as in the call to SPLP(). The parameter IPLACE is a single INTEGER working variable.

The data structure used for storage of the matrix A within SPLP\{,
corresponds to sequential storage by columns as defined in SAND78-0785. Note that the names of the subprograms LNNZRS ${ }^{\prime}$, LCHNGS(), LINITM(), LLOC(), LRWPGE(), "and LRWUIR() have been changed to PNNZRS(), PCHNGS(), PINITM(), IPLOC(), PRWPGE(), and PRWVIR() respectively. The error processing subprogram LERROR() is no longer used; XERROR() is used instead.

(Subprograms Required by SPLP():

## 

Called by SPLP() are SPLPMN(), SPLPUP(), SPINIT(),SPDPT(), SPLPDM(), SPLPCE(), SPINCW (), SPLPFL (), SPLPFE(), SPLPMU().

Error Processing Subprograms XERROR(), XERRWV(), IIMACH(),R1MACH()
Sparse Matrix Subprograms PNNZRS();PCHNGS(),PRWPGE\{),PRWVIR(),
MRELAS=3
NVARS=3
DEFINE THE ARRAY COSTS(*) FOR THE OBJECTIVE FUNCTION.
COSTS(01)=1.
C0STS (02)=1.
costs (03)=1.
PLACE THE NONZERO INFORMATION ABOUT THE MATRIX IN DATTRV(*).
DEFINE COL. 1:
DATTRV(O1)=-1
DATTRV (02)=1
DATTRV(03)=1.
DATTRV(O4)=2
DATTRV(05)=1.

```
```

c
DEFINE COL. 2:
DATTRV (06)=-2
DATTRV(07)=1
DATTRV(08)=-3.
DATTRV(09)=2
DATTRV(10)=-2.
DATTRV(11)=3
DATTRV(12)=2.
DEFINE COL. 3:
DATTRV(13)=-3
DATTRV (14)=1
DATTRV(15)=4.
DATTRV(16)=3
DATTRV (17)=-1.
DATTRV(18)=0
CONSTRAIN X1, X2 TO BE NONNEGATIVE. LET X3 HAVE NO BOUNDS.
BL(1)=0.
IND(1)=1
RL(2)=0.
IND(2)=1
IND(3)=4
CONSTRAIN W1=5,W2.LE.3, AND W3.GE.4.
BL (4)=5.
BU(4)=5.
IND (4)=3
BU(5)=3.
IND (5) =2
BL (6)=4.
IND(6)=1
INDICATE THAT NO MODIFICATIONS TO OPTIONS ARE IN USE.
PRGOPT (O1)=1
DEFINE THE WORKING ARRAY LENGTHS:
LW=079
LIW=103
CALL SPLP (USRMAT,MRELAS,NVARS, COSTS, PRGOPT, DATTRV,
*BL, BU, IND, INFD, PRIMAL, DUALS, IBASIS, WORK, LW, IWORK, LIW)
CALCULATE VAL, THE MINIMAL VALUE OF THE OBJECTIVE FUNCTION.
VAL=SDOT (NVARS, COSTS, 1,PRIMAL,1)
STOP
END
:-----------------------------
;End of Example of Usage ;
:-------------------------
---------------------------------------
:Usage of SPLP( ) Subprogram Options.;
i --------------------------------------

```

Users frequently have a large variety of requirements for linear optimization software. Allowing for these varied requirements is at cross purposes with the desire to keep the usage of SPLP\{) as simple as possible. One solution to this dilemma is as follows. (1) Provide a version of SPLP() that solves a wide class of problems and is easy to, use. (2) Identify parameters within SPLP() that certain users may want to change. . (3) Provide a means of changing any selected number of these parameters that does not require changing all of them.

Changing selected parameters is done by requiring
that the user provide an option array, PRGOPT(*), to SPLP( ). The contents of PRGOPT(*) inform SPLP( ) of just those options that are going to be modified within the total set of possible parameters that can be modified. The array PRGOPT ( \(\%\) ) is a linked list consisting of groups of data of the following form
```

LINK
KEY
SWITCH
data set

```
that describe the desired options. The parameters LINK, KEY and switch are each one word and are always required. The data set can be comprised of several words or can be empty. The number of words in the data set for each option depends on the value of the parameter KEY.

The value of LINK points. to the first entry of the next group of data within PRGOPT (*). The exception is when there are no more options to change. In that case, LINK=1 and the values for KEY, SWITCH and data set are not referenced. The general layout of PRGOPT (*) is as follaws:
...PRGOPT (1)=LINK1 (link to first entry of next group)
- PRGOPT (2) =KEY1 (KEY to the option change)
- PRGOPT(3)=SWITCH1 (on/off switch for the option)
- PRGOPT \((4)\) =data value
- -
- -
:. . PRGOPT(LINK1)=LINK2 (link to first entry of next group)
- PRGOPT (LINK1+1) =KEY2 (KEY to option change)
- PRGOPT (LINK1+2) =SWITCH2 (on/off switch for the option)
- PRGOPT (L.INKI+3)=data value
...
- -
...PRGOPT (LINK)=1 (no more optịons to change)
A value of LINK that is .LE. 0 or .GT. 10000 is an error. In this case SPLP ( returns with an error message, INFO=-14. This helps prevent using invalid but positive values of LINK that will probably extend beyond the program limits of PRGOPT( \((*)\). Unrecognized values of KEY are ignored. If the value of SWITCH is zero then the option is turned off. For any other value of SWITCH the option is turned on. This is used to allow easy changing of
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{C options without rewriting} \\
\hline c & arbitrary and any number of options can be changed with the \\
\hline c & following restriction. To prevent cycling in processing of the \\
\hline c & option array PRGOPT (\%), a count of the number of options changed \\
\hline c & is maintained. Whenever this count exceeds 1000 an error message \\
\hline c & (INFO=-15) is printed and the subprogram returns. \\
\hline \multicolumn{2}{|l|}{C} \\
\hline c & In the following description of the options; the value of \\
\hline C & LATP indicates the amount of additional storage that a particular \\
\hline C & option requires. The sum of all of these values (plus one) is \\
\hline c & the minimum dimension for the array PRGOPT (\%). \\
\hline \multicolumn{2}{|l|}{C (} \\
\hline c & If a user is satisfied with the nominal form of SPLP( ), \\
\hline C & set PRGOPT (1)=1 (or PRGOPT (1)=1.EO). \\
\hline \multicolumn{2}{|l|}{C} \\
\hline C & Options: \\
\hline \multicolumn{2}{|l|}{c} \\
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\(C----K E Y=50 . ~ C h a n g e ~ f r o m ~ a ~ m i n i m i z a t i o n ~ p r o b l e m ~ t o ~ a ~ m a s i m i z a t i o n ~\)
\(C \quad\) problem.}} \\
\hline & \\
\hline C & If SWITCH=0 option is off; solve minimization problem. \\
\hline C & \(=1\) option is on; solve maximization problem. \\
\hline c & data set =empty \\
\hline c & LATP=3 \\
\hline \multicolumn{2}{|l|}{C.} \\
\hline & KEY \(=51 . \quad\) Change the amount of printed output. The nominal form \\
\hline c & of SPLP ( ) has no printed output. \\
\hline C & The first level of output (SWITCH=1) includes \\
\hline \multicolumn{2}{|l|}{C (1) Minimul} \\
\hline C & (1) Minimum dimensions for the arrays COSTS (\%), BL(\%), BU(\%), IND (\%), \\
\hline C & PRIMAL (*), DUALS (*), IBASIS (*), and PRGOPT (*). \\
\hline C & (2) Problem dimensions MRELAS,NVARS. \\
\hline c & (3). The types of and values for the bounds on \(x\) and \(w\), \\
\hline C & and the values of the components of the vector costs. \\
\hline C & (4) Whether optimization problem is minimization or \\
\hline C & max imization. \\
\hline C & (5) Whether steepest edge or smallest reduced cost criteria used \\
\hline c & for exchanging variables in the revised simplex method. \\
\hline C & \\
\hline C & Whenever a solution has been found, (INFO=1), \\
\hline \multicolumn{2}{|l|}{C} \\
\hline C & (6) the value of the objective function, \\
\hline C & (7) the values of the vectors \(x\) and \(w\), \\
\hline C & (8) the dual variables for the constraints Atx=w and the \\
\hline C & bounded components of \(x\), \\
\hline C & (9) the indices of the basic variables, \\
\hline C & (10) the number of revised simplex method iterations, \\
\hline C & (11) the number of full decompositions of the basis matrix. \\
\hline \multicolumn{2}{|l|}{C} \\
\hline c & The second level of output (SWITCH=2) includes all for SWITCH=1 \\
\hline C & plus \\
\hline \multicolumn{2}{|l|}{C plo} \\
\hline C & (12) the iteration number, \\
\hline C & (13) the column number to enter the basis, \\
\hline C & (14) the column number to leave the basis, \\
\hline C & (15) the length of the step taken. \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline C & The third level of output (SWITCH=3) includes all for SWITCH=2 \\
\hline C & plus \\
\hline C & (16) critical quantities required in the revised simplex method. \\
\hline C & This output is rather voluminous. It is intended to be used \\
\hline C & as a diagnostic tool in case of a failure in SPLP(). \\
\hline C & \\
\hline C & If SWITCH=0 option is off; no printed output. \\
\hline C & \(=1\) summary output. \\
\hline C & \(=2\) lots of output. \\
\hline C & =3 even more output. \\
\hline C & data set =empty \\
\hline C & LATP \(=3\) \\
\hline C & \\
\hline & -KEY \(=52\). Redefine the parameter, IDIGIT, which determines the \\
\hline C & format and precision used for the printed output. In the printed \\
\hline C & output, at least ARS(IDIGIT) decimal digits per number is printed. \\
\hline C & If IDIGIT.LT.O, 72 printing columns are used. IF IDIGIT.GT.O, 133 \\
\hline C & printing columns are used. \\
\hline C & If SWITCH=0 option is off; IDIGIT=-4. \\
\hline C & \(=1\) option is on. \\
\hline C & data set =IDIGIT \\
\hline C & LATP=4 \\
\hline C & \\
\hline & -KEY \(=53\). Redefine LAMAT and LBM, the lengths of the portions of \\
\hline C & WORK(*) and IWORK(*) that are allocated to the sparse matrix \\
\hline C & storage and the sparse linear equation solver, respectively. \\
\hline C & LAMAT must be . GE. NVARS+7 and LBM must be positive. \\
\hline C & If SWITCH=0 option is off; LAMAT=4*NVARS+7 \\
\hline C & LBM \(=8 \pm M\) RELAS. \\
\hline C & \(=1\) option is on. \\
\hline C & data set = LAMAT \\
\hline C & LBM \\
\hline C & LATP=5 \\
\hline C & \\
\hline & -KEY = 54. Redefine IPAGEF, the file number where the pages of the \\
\hline c & sparse data matrix are stored. IPAGEF must be positive and \\
\hline C & different from ISAVE (see option 56). \\
\hline C & If SWITCH=0 option is off; IPAGEF=1. \\
\hline C & \(=1\) option is on. \\
\hline C & data set =IPAGEF \\
\hline c & LATP=4 \\
\hline C & \\
\hline & -KEY \(=\) 55. Partial results have been computed and stored on unit \\
\hline C & number ISAVE (see option 56), during a previous run of \\
\hline C & SPLP(). This is a continuation from these partial results. \\
\hline C & The arrays COSTS (*), BL(*), BU(*), IND (*) do not have to have \\
\hline C & the same values as they did when the checkpointing occurred. \\
\hline C & This feature makes it possible for the user to do certain \\
\hline C & types of parameter studies such as changing costs and varying \\
\hline C & the constraints of the problem. This file is rewound both be- \\
\hline C & fore and after reading the partial results. \\
\hline C & If SWITCH=0 option is off; start a new problem. \\
\hline C & \(=1\) option is on; continue from partial results \\
\hline C & that are stored in file ISAVE. \\
\hline C & data set \(=\) empty \\
\hline C & LATP=3 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline & KEY \(=56\). Redefine ISAVE, the file number where the partial \\
\hline C & results are stored (see option 57). ISAVE must be positive:and \\
\hline C & different from IPAGEF (see option 54). \\
\hline C & If SWITCH=0 option is off; ISAVE=2. \\
\hline C & \(=1\) option is on. \\
\hline C & data set = ISAVE \\
\hline C & LATP=4 \\
\hline \multicolumn{2}{|l|}{c} \\
\hline & KEY \(=57\). Save the partial results after maximum number of \\
\hline C & iterations, MAXITR, or at the optimum. When this option is on, \\
\hline C & data essential to continuing the calculation is saved on a file \\
\hline C & using a Fortran binary write operation. The data saved includes \\
\hline C & all the information about the sparse data matrix A. Also saved \\
\hline C & is information about the current basis. Nominally the partial \\
\hline C & results are saved on Fortran unit 2. This unit number can be \\
\hline C & redefined (see option 56). If the save option is on, \\
\hline C & this file must be opened (or declared) by the user prior to the \\
\hline C & call to SPLP(). A crude upper bound for the number of words. \\
\hline C & written to this file is 6knz. Here nz= number of nonzeros in A. \\
\hline C & If SWITCH=0 option is off; do not save partial results. \\
\hline C & \(=1\) option is on; save partial results. \\
\hline C & data set = empty \\
\hline C & LATP=3 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & KEV \(=\) 58. Redefine the maximum number of iterations, MAXITR, to \\
\hline c & be taken before returning to the user. \\
\hline C & If SWITCH=0 option is off; MAXITR=3\% (NVARS+MRELAS). \\
\hline C & \(=1\) option is on. \\
\hline C & data set =MAXITR \\
\hline C & LATP=4 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & -KEY \(=\) 59. Provide SPLP \(\mathbf{S}^{\text {S }}\) ) with exactly MRELAS indices which \\
\hline C & comprise a feasible, nonsingular basis. The basis must define a \\
\hline C & feasible point: values for \(x\) and \(w\) such that \(A * x=w\) and all the \\
\hline C & stated bounds on \(x\) and \(w\) are satisfied. The basis must also be \\
\hline C & nonsingular. The failure of either condition will cause an error \\
\hline C & message (INFO=-23 or \(=-24\), respectively). Normally, SPLP() uses \\
\hline C & identity matrix columns which correspond to the components of w. \\
\hline C & This option would normally not be used when restarting from \\
\hline C & a previously saved run (KEY=57). \\
\hline C & In numbering the unknowns, \\
\hline C & the components of \(x\) are numbered (1-NVARS) and the components \\
\hline C & of \(w\) are numbered (NVARS+1)-(NVARS+MRELAS). A value for an \\
\hline C & index .LE. 0 or .GT. (NVARS+MRELAS) is an error (INFO=-16). \\
\hline C & If SWITCH=0 option is off; SPLP( ) chooses the initial basis. \\
\hline C & \(=1\) option is on; user provides the initial basis. \\
\hline C & data set =MRELAS indices of basisp order is arbitrary. \\
\hline C & LATP=MRELAS+3 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & KEY = 60. Provide the scale factors for the columns of the data \\
\hline C & matrix A. Normally, SPLP( ) computes the scale factors as the \\
\hline C & reciprocals of the max. norm of each columni \\
\hline C & If SWITCH=0 option is offg SPLP ( ) computes the scale factors. \\
\hline c & \(=1\) option is ons user provides the scale factors. \\
\hline C &  \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline c & LATP=NVARS +3 \\
\hline C & \\
\hline & KEY = 61. Provide a scale factor, COSTSC, for the vector of \\
\hline C & costs. Normally, SPLP( ) computes this scale factor to be the \\
\hline C & reciprocal of the max. norm of the vector costs after the column \\
\hline C & scaling has been applied. \\
\hline C & If SWITCH=0 option is off; SPLP( ) computes COSTSC. \\
\hline C & =1 option is on; user provides costsc. \\
\hline C & data set =COSTSC. . \\
\hline C & LATP=4 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & KEY = 62. Provide size parameters, Asmall and ABIG, the smallest \\
\hline C & and largest magnitudes of nonzero entries in the data matrix \(A\), \\
\hline c & respectively. When this option is on, SPLP () will check the \\
\hline C & nonzero entries of \(A\) to see if they are in the range of ASMALL and \\
\hline C & ABIG. If an entry of \(A\) is not within this range, SPLP() returns \\
\hline c & an error message, INFO=-22. Both ASMALL and ABIG must be positive \\
\hline c & with ASMALL .LE. ABIG. Otherwise, an error message is returned, \\
\hline C & INFO=-17. \\
\hline C & If SWITCH=0, option is offig no checking of the data matris is done \\
\hline c & \(=1\) option is on; checking is done. \\
\hline C & data set =ASMALL. \\
\hline C & ABIG \\
\hline c & LATP \(=5\) \\
\hline \multicolumn{2}{|l|}{c} \\
\hline & KEY \(=63\). Redefine the relative tolerance, TOLLS, used in \\
\hline c & checking if the residuals are feasible. Normally, \\
\hline C & TOLLS=SQRT (EPS), where EPS is the machine precision. \\
\hline C & If SWITCH=0 option is off; TOLLS=SQRT (EPS). \\
\hline C & \(=1\) option is on. \\
\hline C & data set =TOLLS \\
\hline C & LATP=4 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & KEY \(=64\). Use the minimum reduced cost pricing strategy to choose \\
\hline C & columns to enter the basis. Normally, SPLP( ) uses the steepest \\
\hline C & edge pricing strategy which is the best local move. The steepest \\
\hline C & edge pricing strategy generally uses fewer iterations than the \\
\hline C & minimum reduced cost pricing, but each iteration costs more in the \\
\hline C & number of calculations done. The steepest edge pricing is \\
\hline C & considered to be more efficient. However, this is very problem \\
\hline C & dependent. That is why EPLP( ) provides the option of either \\
\hline C & pricing strategy. \\
\hline C & .If SWITCH=0 option is off; steepest option edge pricing is used. \\
\hline c & \(=1\) option is on; minimum reduced cost pricing is used. \\
\hline c & data set =empty. \(\because\) \\
\hline C & LATP=3 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & KEY = 65. Redefine MXITBR, the number of iterations between \\
\hline C & recalculating the error in the primal solution. Normally, MXITBR \\
\hline C & is set to 10. The error in the primal solution is used to monitor \\
\hline C & the error in salving the linear system. This is an expensive \\
\hline C & calculation and every tenth iteration is generally often enough. \\
\hline C & 1f SWITCH=0 option is oftimXITBR=10. \\
\hline c & \(=1\) option is on. \\
\hline C & data set =MXITBR \\
\hline C & LATP=4 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline & KEY = 66. Redefine NPP, the number of negative reduced costs \\
\hline C & (at most) to be found at each iteration of choosing \\
\hline C & a variable to enter the basis. Normally NPP is set \\
\hline C & to NVARS which implies that all of the reduced costs \\
\hline C & are computed at each such step. This "partial \\
\hline C & pricing" may very well increase the total number \\
\hline C & of iterations required. However it decreases the \\
\hline C & number of calculations at each iteration. \\
\hline C & therefore the effect on overall efficiency is quite \\
\hline C & problem-dependent. \\
\hline C & \\
\hline C & if SWITCH=0 option is off; NPP=NVARS \\
\hline C & \(=1\) option is on. \\
\hline C & data set =NPP \\
\hline C & LATP=4 \\
\hline C & \\
\hline C & ; ----------------------------1 \\
\hline C & :Example of Option array Usage: \\
\hline C &  \\
\hline C & To illustate the usage of the option array, let us suppose that \\
\hline C & the user has the following nonstandard requirements: \\
\hline C & \\
\hline c & a) Wants to change from minimization to maximization problem. \\
\hline C & b) Wants to limit the number of simplex steps to 100. \\
\hline c & c) Wants to save the partial results after 100 steps on \\
\hline C & Fortran unit 2. \\
\hline c & \\
\hline C & After these 100 steps are completed the user wants to continue the \\
\hline C & problem (until completed) using the partial results saved on \\
\hline c & Fortran unit 2. Here are the entries of the array PRGOPT (\%) \\
\hline c & that accomplish these tasks. (The definitions of the other \\
\hline c & required input parameters are not shown.). \\
\hline C & \\
\hline C & CHANGE TO A MAXIMIZATION PROBLEM; KEY=50. \\
\hline c & PRGOPT (01) \(=4\) \\
\hline C & PRGOPT (02) \(=50\) \\
\hline c & PRGOPT \((03)=1\) \\
\hline C & \\
\hline C & LIMIT THE NUMBER OF SIMPLEX STEPS TO 100; KEY=58. \\
\hline C & PRGOPT (04) \(=8\) \\
\hline C & PRGOPT (05) \(=58\) \\
\hline C & PRGOPT (06) \(=1\) \\
\hline C & PRGOPT (07) \(=100\) \\
\hline C & \\
\hline c & SAVE THE PARTIAL RESULTS, AFTER 100 STEPS, ON FORTRAN \\
\hline c & UNIT 2; KEY=57. \\
\hline C & PRGOPT (08)=11 \\
\hline C & PRGOPT (09) \(=57\) \\
\hline C & PRGOPT (10) \(=1\) \\
\hline C & \\
\hline C & NO MORE OPTIONS TO CHANGE. \\
\hline C & PRGDPT (11)=1 \\
\hline C & The user makes the CALL statement for SPLP(') at this point. \\
\hline C & Now to restart, using the partial results after 100 steps , define \\
\hline C & new values for the array PRGOPT(z): \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline C & AGAIN INFORM SPLP( ) THAT THIS IS A MAXIMIZATION PROBLEM. \\
\hline C & PRGOPT (01) \(=4\) \\
\hline C & PRGQPT (02) \(=50\) \\
\hline C & PRGOPT \((03)=1\). \\
\hline C & \\
\hline C & RESTART, USING SAVED PARTIAL RESULTS; KEY \(Y\) S 5. \\
\hline C & PRGOPT (04) =7 \\
\hline C & PRGOPT (05) \(=55\) \\
\hline C & PRGOPT (06) \(=1\) \\
\hline \multicolumn{2}{|l|}{C} \\
\hline C & NO MORE OPTIONS TO CHANGE. THE SUBPROGRAM SPLP( ) IS NO LONGER \\
\hline C & LIMITED TO 100 SIMPLEX STEPS BUT WILL RUN UNTIL COMPLETION OR \\
\hline C & MAX. \(=3\) ( \({ }^{\text {(MRELAS+NVARS) ITERATIONS. }}\) \\
\hline C & PRGOPT (07)=1 \\
\hline C & The user now makes a CALL to subprogram SPLP \({ }^{\text {( }}\) (o compute the \\
\hline C & solution. \\
\hline \multicolumn{2}{|l|}{C} \\
\hline C & ; End of Usage of SPLP( ) Subprogram Options.: \\
\hline C &  \\
\hline \multicolumn{2}{|l|}{C} \\
\hline C &  \\
\hline C & 'List of SPLP ( ) Error and Diagnostic Messages. \\
\hline \multicolumn{2}{|l|}{C} \\
\hline C & This section may be required to understand the meanings of the \\
\hline C & \(=-1 N F O\) that may be returned from SPLP\{). \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & 1. There is no set of values for \(x\) and \(w\) that satisfy \(A * x=w\) and \\
\hline C & the stated bounds. The problem can be made feasible by ident- \\
\hline C & \(i f y i n g\) components of w that are now infeasible and then rede- \\
\hline C & signating them as free variables. Subprogran SPLP ( ) only \\
\hline C & identifies an infeasible problem; it takes no other action to \\
\hline C & change this condition. Message: \\
\hline C & SPLP( ). THE PROBELM APPEARS TO BE INFEASIBLE. \\
\hline C & ERROR NUMBER \(=1\) \\
\hline C & \\
\hline C & 2. One of the variables in either the vector \(x\) or w was con- \\
\hline C & strained at a bound. Dtherwise the objective function value, \\
\hline C & (transpose of costs)*x, would not have a finite optimum. \\
\hline C & Message: \\
\hline c & SPLP(). THE PROBLEM APPEARS TO HAVE NO FINITE SOLN. \\
\hline C & ERROR NLMBER = 2 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline C & 3. Both of the conditions of 1. and 2. above have occurred. \\
\hline C & Message: \\
\hline C & SPLP(). THE PROBLEM APPEARS TO BE INFEASIBLE AND TO \\
\hline C & HAVE NO FINITE SOLN. \\
\hline C & ERROR NUMBER \(=3\) \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & -4. The REAL and INTEGER working arrays, WORki*) and IWORK (*), \\
\hline C & are not lorly enough. The values (I1) and (I2) in the message \\
\hline C & below will give you the minimum length required. Also redefine \\
\hline c & \(L W\) and LIW, the lengths of these arrays. Message: \\
\hline C & SPLP ( ). WORK OR IWORK IS NOT LONG ENOUGH. LW MUST BE (I1) \\
\hline c. & AND LIW MUST BE (I2). \\
\hline C & IN AROVE MESSAGE, \(11=0\) \\
\hline C & IN ABOVE MESSAGE, 12= . 0 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline C & ERRDR NUMBER \(=\) 4 \\
\hline C & \\
\hline & 5. and 6. These error messages often mean that one or more \\
\hline C & arguments were left out of the call statement to SPLP( ) or \\
\hline C & that the values of MRELAS and NVARS have been over-written \\
\hline C & by garbage. Messages: \\
\hline C & SPLP ( ). VALUE OF MRELAS MUST BE . GT. O. NOW= (I1). \\
\hline C & IN ABOVE MESSAGE, \(11=0\) \\
\hline C & ERROR NUMBER = 5 \\
\hline C & \\
\hline C & SPLF ( ). VALUE DF NVARS MUST BE .GT. O. NDW= (II). \\
\hline C & IN ABOVE MESSAGE, \(11=0\) \\
\hline C & ERROR NUMBER = 6 \\
\hline C & \\
\hline & 7., 8., and 9. These error messages can occur as the data \\
\hline C & matrix is being defined by either USRMAT ( ) or the user-supplied sub- \\
\hline C & programs 'NAME' ( ). They would indicate a mistake in the contents of \\
\hline C & DATTRV(嵒), the user-written subprogram or that data has been over-written. \\
\hline C & Messages: \\
\hline C & SPLP (). MORE THAN 2*NVARS*MRELAS ITERS. DEFINING OR LPDATING \\
\hline C & MATRIX DATA. \\
\hline C & ERROR NUMBER = 7 \\
\hline C & \\
\hline C & SPLP ( ). ROW INDEX (I1) OR COLUMN INDEX (12) IS OUT OF RANGE. \\
\hline C & IN ABOVE MESSAGE, \(11=1\) \\
\hline C & IN ABOVE MESSAGE, 12= 12 \\
\hline C & ERROR NUMBER \(=\) B \\
\hline C & \\
\hline C & SPLP ( ). INDICATION FLAG (II) FOR MATRIX DATA MUST BE \\
\hline C & EITHER O OR 1. \\
\hline C & IN ABOVE MESSAGE, \(11=12\) \\
\hline C & ERROR NUMBER = 9 \\
\hline C & \\
\hline C & 10. and 11. The type of bound (even no bound) and the bounds \\
\hline C & must be specified for each independent variable. If an independent \\
\hline C & variable has both an upper and lower bound, the bounds must be \\
\hline C & consistent. The lower bound must be .LE. the upper bound. \\
\hline C & Messages: \\
\hline c & SPLP(). INDEPENDENT VARIARLE (I1) 15 NOT DEFINED. \\
\hline C & IN ABOVE MESSAGE, \(11=1\) \\
\hline C & ERROR NUMBER = 10 \\
\hline C & \\
\hline C & SPLP ( ). LOWER BQUND (R1) AND UPPER BOUND (R2) FOR INDEP. \\
\hline C & VARIABLE (I1) ARE NOT CONSISTENT. \\
\hline C & IN ABOVE MESSAGE, \(11=1\) \\
\hline C & IN ABOVE MESSAGE, R1= 0 . \\
\hline C & IN ABOVE MESSAGE, R2 \(=-.1000000000 \mathrm{E}+01\) \\
\hline C & ERROR NUMBER = 11 \\
\hline C & \\
\hline & 12. and 13. The type of bound (even no bound) and the bounds \\
\hline C & must be specified for each dependent variable. If a dependent \\
\hline C & variable has both an upper and lower bound, the bounds must be \\
\hline C & consistent. The lower bound must be .LE. the upper bound. \\
\hline C & Messages: \\
\hline c & SPLP ( ). DEPENDENT VARIABLE (II) IS NOT DEFINED. \\
\hline C & IN ABOVE MESSAGE, \(11=1\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline c & ERROR NUMBER = . 12 \\
\hline C & \\
\hline C & SPLP; ). LOWER ROUND (R1) AND UPPER BOUND (R2) FOR DEP. \\
\hline C & VARIABLE (I1) ARE NOT CONSISTENT. \\
\hline C & \multirow[t]{2}{*}{IN AROVE MESSAGE, I \(1=0.0\).} \\
\hline C & \\
\hline C & IN ABOVE MESSAGE, R2= \(-1000000000 \mathrm{E}+01\) \\
\hline c & ERROR NUMBER = 13 \\
\hline C & \\
\hline & 14. - 21. These error messages can occur when processing the \\
\hline c & \multirow[t]{2}{*}{option array, PRGOPT(*); supplied by the user. They would indicate a mistake in defining PRGOPT(*) or that data has been} \\
\hline C & \\
\hline C & over-written. See heading Usage of SPLP() \\
\hline C & Subprogram Options, for details on how to define PRGOPT(*). \\
\hline C & \multirow[t]{2}{*}{\begin{tabular}{l}
Messages: \\
SPLP(). THE USER OPTION ARRAY HAS UNDEFINED DATA.
\end{tabular}} \\
\hline C & \\
\hline C & ERROR NUMBER \(=14\) \\
\hline c & \multirow[t]{2}{*}{SPLF; . OPTION ARRAY PROCESSING IS CYCLING.} \\
\hline c & \\
\hline c & \multirow[t]{2}{*}{ERROR NUMBER =
\[
15
\]} \\
\hline c & \\
\hline c & \multirow[t]{2}{*}{SPLP: ). AN INDEX OF USER-SUPPLIED BASIS IS DUT OF RANGE. ERROR NUMBER \(=16\)} \\
\hline c & \\
\hline c & \\
\hline C & SPLF' ). SIZE PARAMETERS FOR MATRIX MUST BE SMALLEST AND LARGEST \\
\hline C & MAGNITUDES OF NONZERQ ENTRIES. \\
\hline C & ERROR NUMBER \(=17\) \\
\hline C & \\
\hline C & SPLP( ). THE NUMBER OF REVISED SIMPLEX STEPS BETWEEN CHECK-POINTS \\
\hline C & MUST BE POSITIVE. \\
\hline C & ERROR NUMBER \(=\), 18 \\
\hline C & \\
\hline C & SPLP ( ). FILE NUMBERS FOR SAVED DATA AND MATRIX PAGES MUST BE \\
\hline c & POSITIVE AND NOT EQUAL. \\
\hline c & ERROR NUMBER \(=\) - 19 \\
\hline C & \\
\hline C & SPLP (). USER-DEFINED VALUE OF LAMAT (I1) \\
\hline C & MUST BE.GE. NVARS+7. . . \\
\hline C & \multirow[t]{2}{*}{\begin{tabular}{l}
IN ABOVE MESSAGE, I \(1=\) \\
ERROR NUMBER \(=\quad 20\)
\end{tabular}} \\
\hline C & \\
\hline C & ERROR NUMBER =
\[
20
\] \\
\hline c & \multirow[t]{2}{*}{SPLP ( ). USER-DEFINED VALUE DF LBM MUST BE .GE. 0 . ERROR NUMBER = 21} \\
\hline C & \\
\hline C & \multirow[t]{2}{*}{} \\
\hline & \\
\hline C & \multirow[t]{2}{*}{22. The user-option, number 62, to check the size of the matrix data has been used. An element of the matrix does, not lie within the range of ASMALL and ABIG, parameters provided by the user.} \\
\hline C & \\
\hline C & \multirow[t]{2}{*}{(See the heading: Usage of SPLP( ) Subprogran Options, for details about this feature.) Message:} \\
\hline C & \\
\hline c & \multirow[t]{2}{*}{SPLP( ). A MATRIX ELEMENT'S SIZE IS OUT OF THE SPECIFIED RANGE. ERROR NUMBER - 22} \\
\hline c & \\
\hline C & \\
\hline & \multirow[t]{4}{*}{-23. The user has provided an initial basis that is singular. In this case, the user can remedy this problem by letting subprogram SPLP () choose its own initial basis. Message: SPLP(). A SINGULAR INITIAL BASIS WAS ENCOUNTERED.} \\
\hline C & \\
\hline C & \\
\hline & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline c & ERROR NUMBER \(=23\) \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & 24. The user has provided an initial basis which is infeasible. \\
\hline C & The \(x\) and \(w\) values it defines do not satisfy \(A+x=w\) and the stated \\
\hline C & bounds. In this case, the user can let subprogram SPLP\{) \\
\hline c & choose its own initial basis. Message: \\
\hline C & SPLP( ). AN INFEASIBLE INITIAL BASIS WAS ENCOUNTERED. \\
\hline C & ERROR NUMBER \(=24\) \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & 25. Subprogram SPLP ( ) has completed the maximum specified number \\
\hline C & of iterations. (The nominal maximum number is 3 ( \({ }_{\text {(MRELAS+NVARS).) }}\) \\
\hline C & The results, necessary to continue on from \\
\hline C & this point, can be saved on Fortran unit 2 by activating option \\
\hline C & \(\mathrm{K} E \mathrm{~V}=57\). If the user anticipates continuing the calculation, then \\
\hline C & the contents of Fortran unit 2 must be retained intact. This \\
\hline C & is not done by subprogram SPLP (); so the user needs to save unit \\
\hline C & 2 by using the appropriate system commands. Message: \\
\hline C & SPLP ( ). MAX. ITERS. (I1) TAKEN. UP-TO-DATE RESULTS \\
\hline C & SAVED ON FILE (12). IF (I2)=0, ND SAVE. \\
\hline C & IN ABOVE MESSAGE, \(11=\) \\
\hline C & IN ABOVE MESSAGE, I2= 2 \\
\hline C & ERROR NUMBER \(=25\) \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & 26. This error should never happen. Message: \\
\hline C & SPLP \(\{\) ). MOVED TO A SINGULAR POINT. THIS SHOULD NOT HAPPEN. \\
\hline c & ERROR NUMBER \(=26\) \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & 27. The subprogram LAOSA( ), which decomposes the basis matrix, \\
\hline c & has returned with an error flag (R1). (See the document, \\
\hline C & "Fortran subprograms for handling sparse linear programming \\
\hline c & bases", AERE-R8269, J.K. Reid, Jan., 1976, H.M. Stationery Office, \\
\hline C & for an explanation of this error.) Message: \\
\hline C & SPLP ( ). LAOSA ( ) RETURNED ERROR FLAG (R1) BELOW. \\
\hline C & IN ABOVE MESSAGE, R1= -.5000000000E+01 \\
\hline C & ERROR NUMRER \(=\) 27 \\
\hline \multicolumn{2}{|l|}{C} \\
\hline & 23. The sparse linear solver package, LAOSt ( ), requires more \\
\hline c & space. The value of LBM must, be increased. See the companion \\
\hline c & document, Usage of SPLP ( ) Suhprogram Options, for details on how \\
\hline c & to increase the value of LBM. Message: \\
\hline c & SPLP ( ). SHORT ON STORAGE FOR LAO5* ( ) PACKAGE. USE PRGOPT (*) \\
\hline c & TO GIVE MORE. \\
\hline c & ERROR NUMBER \(=28\) \\
\hline \multicolumn{2}{|l|}{c} \\
\hline C &  \\
\hline C & 'End of List of SPLP ( ) Error and Diagnostic Messages. : \\
\hline C &  \\
\hline & \\
\hline
\end{tabular}
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